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Abstract

In large-scale distributed information systems, wherdigipants (consumers and providers) are au-
tonomous and have special interests for some queries, @llecation is a challenge. Much work
in this context has focused on distributing queries amomgigers in a way that maximizes over-
all performance (typically throughput and response tirfi@wever, participants usually have certain
expectations with respect to the mediator, which are ngt paiformance-related. Such expectations
mainly reflect theirintereststo allocate and perform queries, e.g. their interests tdsiguroviders
(based on reputation for example), quality of service,dpif interests, and relationships with other
participants. In this context, because of participantsbmomy,dissatisfactionis a problem since it
may lead participants to leave the mediator. Participasatisfactionmeans that the query alloca-
tion method meets its expectations. Thus, besides bataagciary load, preserving the participants’
interests so that they are satisfied is also important. kttiésis, we address the query allocation
problem in these environments and make the following mamridautions. First, we provide a model
to characterize the participants’ perception of the systegarding their interests and propose mea-
sures to evaluate the quality of query allocation methodso8d, we propose a framework for query
allocation, calledS,Q A, that dynamically trades consumers’ interests for pragidaterests based
on their satisfaction. Third, we propose a query allocasipproach, callefl,Q A, that allows a query
allocation method (specifically,Q A) to scale up in terms of the numbers of mediators, parti¢cgpan
and hence of performed queries. Fourth, we propose a quaigaton method, called,Q R, which
allows supporting participants’ failures when allocatopgeries while preserving participants’ satis-
faction and good system performance. Last, but not leasinatlytically and experimentally validate
our proposals and demonstrate that they yield high effigieviile satisfying participants.

Keywords: distributed information systems, query allocation, m&dig autonomous participants, par-
ticipants’ satisfaction, scale up, participants’ failure

Résumé

Nous nous intéressons aux systemes d’informations ou hésipants (clients et fournisseurs) sont
autonomes, c.a.d. ils peuvent décider de quitter le syséémimporte quel moment, et qu'ils ont des
intéréts particuliers pour certaines requétes. Dans ogasanements, l'allocation de requétes est
un défi particulier car les attentes des participants ne gasseulement liées aux performances du
systeme. Dans ce contexte, I'insatisfaction des partitgpest un probléme car elle peut les conduire
a quitter le systéme. Par conséquent, il est trés imporemépondre aux attentes des participants
de sorte a ce gu'ils soient satisfaits. Dans cette théses aloordons ce probléme en apportant qua-
tre contributions principales. Primo, nous fournissonsnauéle pour caractériser la perception des
participants par rapport au systéme et proposons des rsaguirpermettent d’évaluer la qualité des
méthodes d’allocation de requétes. Secundo, nous propaesenméthode d'allocation de requétes,
SpQ A, qui permet d’équilibrer & la volée les intéréts tant dezntt que des fournisseurs en se basant
sur leur satisfaction. Tertio, nous propos@p& A : une version économique dgQ A qui permet de
passer a I'échelle en nombre de médiateurs, de participetntgr conséquent, de requétes traitées.
Quarto, nous proposors,Q R : une méthode de réplication de requétes qui permet de deppes
pannes éventuelles des participants, tout en préservargdasfaction.

Mots-clés :systemes d’information, allocation de requétes, médiaparticipants autonomes, satisfac-
tion des participants, passage a I'échelle, panne desiparits

ACM Classification

Categories and Subject Descriptors :H.2.4 [Database Managemerjt Systems—DBistributed
databases, Query processjrid.4.0 Information Systems Applicationg: General.

General Terms: Design, Information Systems, Management, Performande&biy.
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Extended Abstract In
French

Les systémes d’information distribués font souvent I'jxdse que leurs participahtsont au-
tonomes, c’est-a-dire qu'ils sont libres de rejoindre owjditter le “systéme” a n’'importe quel moment
et sans avoir a en référer a qui que ce soit. La motivation daiipants a intégrer le systéeme peut étre
liée a I'espoir que ce systeme peut répondre a leurs attehtesr permettre d’atteindre leurs objectifs.
Le départ quand a lui est souvent consécutif a la déceptaur.|B bon fonctionnement de ces systémes,
il est donc primordial que la répartition des taches soérditte aux attentes des participants, tant des
clients que des fournisseurs, de sorte a ce qu'ils serigfaits autant que faire ce peut.

De nombreux travaux ont été menés dans le contexte de Bailbocde taches : de la recherche
des fournisseurs pouvant réaliser une tache [LHO4, NBN®8allocation d’'une tache de sorte a max-
imiser ou minimiser certains critéres comme la répartitiercharge et le temps de réponse [ABKU99,
GBGMO04, MTS90, RM95, SKS92]. Cependant, les attentes ddiipants se joignant au systéme ne
sont pas nécessairement restreintes aux performanceslier@s peuvent manifester un certain intérét
concernant la qualité des résultats (si tous les fournissaudonnent pas les mémes réponses). Parmi les
taches qu'ils peuvent traiter, les fournisseurs peuveunit aes préférences pour certaines. Tous peuvent
avoir des préférences concernant les agents avec lestpuedstent. Lintentionqu’a un fournisseur de
traiter une tache est donc le résultat de la combinaisonusiepirs critéres qui lui sont propres.

De méme, lintentiond’un client a voir sa tache traitée par tel ou tel fournisssiraussi le résultat
de considérations personnelles. Cette approche soulépmhleme. Si aucun fournisseur ne manifeste
d’intérét pour une tache donnée, elle risque de ne pas éitéer C'est de fait ce qui se produit dans
différents systémes basés sur des techniques de micrommfFNSY96, FYN88, SALF96]. Dans un
tel cas, le traitement de la tache doit étre imposé a un olepissfournisseurs, ce qui les mécontentera
(sauf a les dédommager). D’un autre coté, si la tache n'estrpiéée, c’est le client qui sera mécontent.

Les problemes inhérents a I'allocation de tAches sont dematlre differente. D’abord, les attentes
des participants peuvent-étre contradictoires. Endaifajt que nous considérons que les taches doivent
étre traitées par le systeme, méme si les fournisseurs haigent pas les traiter pour des raisons qui leurs
sont propres, peut introduire du mécontentement. Enfip,deomécontentement conduit les participants
a quitter le systéme ce qui peut avoir des conséquencessdonigionnalités offertes par le systéme. Le
départ de fournisseurs peut conduire a perdre des fonetlit#s) et le départ de clients est une perte de
source de travail pour les fournisseurs.

A notre connaissance, ce probléeme n'a pas été adressé danapsmble. Les mécanismes de mé-
diation qui effectuent I'allocation de taches ne tiennearpte ni desntentionsdes participants, ni de
leur satisfaction Les contributions majeures de cette thése sont donc :

e Laproposition d'un mécanisme de médiatioh@ A) qui s’adapte immédiatement et automatique-

ment aux attentes des participants. Ce mécanisme utigeténtionsexprimées par les partici-
pants pour définir leusatisfaction Il utilise ensuite ces deux notions pour allouer les tacResrr

Tout au long de ce document, le terme participant fait réfége |a fois aux fournisseurs et aux clients.
ZLe “systéme” peut désigner soit le systéme d’informatiastribué, soit plus localement un médiateur [Mil02, RS97].

XVII



XVIII Extended Abstract in French

Table 1 — Fournisseur ayant les capacités de traiter la tegiEmma.

FournisseursCharge Intention Cons.
Int.
Mark 15% Oui Non
Robert 43% Non Oui
Johnson 78% Oui Non
William 85% Non Oui
Mary 100% Oui Oui

atteindre une certaine équit&,(Q A pondére les intentions des différents participants entifmmc
de leurs satisfactions respectives.

¢ Une analyse des techniques d’allocation du point de vue siatigfaction.

¢ Une validation expérimentale comparafty A a d’autres techniques existanté&upacity based

et Mariposa-like qui montre la supériorité de notre approche.

Pour illustrer le probléme des systemes d’'informationrithisés avec des participants autonomes,
considérons par exemple un systéme incluant des centaissiehtifiques (biologistes, docteurs en
médecine, généticiens. . .) travaillant sur le généme hainlaisont répartis sur la planéte et ils partagent
leurs informations. Chaque site, qui représente un stigunti, déclare ses capacités au systéme et gére
localement ses préférences et intentions.

Considérons un scénario simple. Emma (Dr. en médecine) dedécouvrir un géne responsable
d'une maladie de la peau. Elle interroge le systéme pouwérodes liens éventuels avec d’'autres mal-
adies. Pour une vue plus générale, elle souhaite avoir geasés de plusieurs collegues, disons 2 pour
simplifier 'exemple.

Dans un premier temps, le systeme doit identifier les foseniss capables de traiter la requéte. Un
algorithme dematchmakingSKWL99] permet de résoudre ce premier probléme. Suppogoasgpour
cetexemple, ily en ait 5. La seconde étape consiste a olgenitentions de ces fournisseurs par rapport
a cette requéte (supposées binaires dans cet exemplepléatid® regroupe les différentes données de
cet exemple.

Mary est la plus chargée (elle n'a plus de ressource disfgniRobert et William ne désirent pas
traiter cette requéte pour des raisons qui leurs sont pgopran autre coté, pour des raisons de confiance
envers leurs résultats, Emma ne souhaite pas que Mark osqalolmaitent sa requéte.

Quoi gu'il en soit, a la demande d’Emma, le systéme doit ¢chdeux fournisseurs pour leur allouer
la requéte. Mark et Robert sont les moins chargés. C'est domex que les méthode basées sur la
répartition de charge alloueraient la requéte. Cela apmit conséquence de mécontenter Robert et
Emma. Répétées, de telles décisions pourraient condudngactcipants a quitter le systéme. Ici la seule
réponse correcte du point de vue des intentions est Manhédatusement, cette allocation n'est pas
satisfaisante du point de vue de la répartition de chargeplidx Emma a demandé a ce que la requéte
soit envoyée a deux scientifiques. C’est donc un cas qui genélu mécontentement d’un coté ou de
l'autre.

Plusieurs questions restent donc ouveri@sie doit faire le systéeme dans ce cas ? Doit-il privilégier
les intentions du client (ici Emma) ? les intentions desri@sgeurs ? Doit-il prendre en compte la charge
des fournisseurs Rans cette thése nous répondons a ces questions, mais@isproposons un modeéle
gui permet d'analyser le comportement d’'un systeme de @& tygs notions présentées peuvent aussi
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servir a une méthode de médiation dans ses prises de décision

Travaux Précédents

Dans le contexte des systémes d'information distribuésadgr échelle, de nombreuses approches
se sont concentrées sur le probléeme de I'allocation de $éatec comme objectif les performances du
systéme, sans aucune considération des intentions déspaants, sauf a considérer qu'ils sont eux-
mémes exclusivement intéressés par les performancesxé&aple, les propositions [RM95, SKS92]
allouent chaque tache entrante aux fournisseurs qui sortdéns chargés parmi ceux qui peuvent traiter
la tache.

Les techniques de médiation utilisant une approche écapanieuvent prétendre prendre en compte
les intentions. Mariposa [SAL96] est I'un des premiers systémes utilisant des technidaesicroé-
conomie pour la gestion des informations dans un systenatré@ette proposition est basée sur un
systéme de vente aux enchéres. Pour schématiser, les g@arent les fournisseurs pour qu'ils traitent
leurs taches. Le prix établi par les fournisseurs est aalenl fonction de leurs préférences et de leur
charge de travail, ceci afin de garantir un certain équildeda charge de travail au sein du systéme.
Une fois les offres publiées, un broker sélectionne lesrfiegeurs ayant les offres les plus basses. En
revanche, nos expérimentations montrent que Mariposa raatigapas un bon équilibre de charge de
taches. En outre, si aucun fournisseur ne souhaite traitéche, elle ne le sera tout simplement pas.

La médiation, ditemédiation flexible proposée dans [LCLVO07] est aussi basée sur des aspects
économiques. La encore, les fournisseurs font des offres glatenir des taches. Ces offres sont alors
équilibrées par leur qualité estimée (ou réputation). lbe gue doit payer un fournisseur pour obtenir
la tAche dépend de sa réputation. Contrairement a Marifmsgu’une tache n’intéresse personne, cela
conduit a la “réquisition” de fournisseurs auxquels on isgale la traiter. Un mécanisme de com-
pensation financiére est alors mis en ceuvre. Cette commnsaigmente les possibilités de ces four-
nisseurs a faire valoir leurs choix dans les prochains t@aa8as cette approche, ce sont des mécanismes
économiques qui sont utilisés pour réguler le systemetilsfaetion des participants étant supposée étre
une propriété induite.

Dans [QRLVO06], nous avons proposé une technique de médibtieée sur la satisfaction des four-
nisseurs, mais ni la satisfaction des clients, ni leur imes ne sont prise en compte. Dans [QRLV073a],
Nous avons proposeé une stratégie pour prendre en comptédféesnties notions, mais aucune méthode
pour faire la fusion demtentionsdes clients et fournisseurs n'est proposée. En outre,raggies que
nous proposons dans [QRLV07a] peuvent étre utilisées poétiarer les résultats des travaux préce-
dents.

Notions Préliminaires

Le systéme que nous considérons est constitué d'un enselalfmurnisseurs”®, d’'un ensemble

de clientsC et d'un ensemble de médiateur$. Ces ensembles ne sont pas nécessairement disjoints,
un méme agent pouvant jouer plusieurs réles. Les fourmsgmuvent étre hétérogénes en termes de
capacités, ne disposant pas tous des mémes ressourceaussain termes de données. Ce dernier point
signifie qu’ils peuvent donner des résultats differentaules des autres pour la méme tache. Les taches
sont abstraites par un triplet= < ¢, d, n > tel queq.c € C est l'identifiant du client ayant émis la tache,
q.d est la description de la tache, et le paramétrereprésente le nombre de fournisseurs que le client
veut voir traiter la tache. Considérons par exemple uneicaimn de commerce électronigue. Dans ce
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cas, la tache correspond a un appel a propositions. Dosguamn client fait un appel a propositions, il
peut souhaiter limiter le nombre de réponses Be méme, les fournisseurs ne souhaitent généralement
pas répondre a tous les appels d'offres.

La tAche peut étre exprimée de maniére textuelle, logicares dn langage spécifique tel que SQL,
XQuery, etc. Le probleme de “matchmaking”, consistant a identifier lagiigsseurs pouvant travailler
avec cette requéte est en dehors du champ de cet article[l(¥t4, NBN99] pour plus d'informa-
tions). Nous nous contentons de supposer que nous dispdswngrocessus permettant d’identifier les
fournisseurs adéquats de maniéere idéale, i.e. sans faiii ppofux négatif.

Les clients confient leurs taches a un médiateue M dont le rble est d'allouer chaque tache
ag.n fournisseurs.P, représente I'ensemble des fournisseurs associés au mwdia(n’apparaissant
pas dans la notation pour éviter de I'alourdir) pouvantérda tache;. Cet ensemble de fournisseurs est
obtenu via un processus de “matchmaking” supposé correct.

L'allocation d’une tache est formalisée par un vectediloé, de longueur tel que :

| 1 silatache est allouéea

-
Vp € Py, Allo¢[p] = 0 sinon

Dans le cas ou le nombre de fournisseurs pouvant traitech ®@st insuffisant par rapport au nombre de
fournisseurs demandés par le client, ils doivent tous leetr&Ceci impose donc quEpepq Alloé,[p] =
min(g.n, N)ouN = ||B]].

Modele de Satisfaction

Notre attention s’est portée sur deux caractériques defipants qui permettent de comprendre
comment ils peuvent percevoir le systéme dans lequel ésagtssent.

La premiere de ces caractéristiques emtiéquation En fait, deux adéquations doivent étre consid-
érées. apdéquation du systéme par rapport a un participarg. un systéme dans lequel un fournisseur
ne peut trouver aucune requéte correspondant a ses attaegepas adéquat pour ce fournisseur ; b)
adéquation d'un participant au systéragy. un client qui émet des requétes qui n'intéressent dacu
nisseur n'est pas adéquat par rapport au systeme. A tragersations il est possible d’'évaluer si un
participant a une chance d’atteindre ses objectifs danyst@rse. A moins d’avoir une connaissance
globale du systeme, un participant ne peut déterminer lmnenée que les autres pensent de lui. Aussi,
nous considérons lI'adéquation d'un participant au systéoneme une caractéristique globale (cf. Sec-
tion ).

La seconde caractéristique esshisfaction Comme pour I'adéquation, deux sortes de satisfaction
peuvent étre consédérées : ajddisfaction d'un participant vis-a-vis du systemg. un client qui recoit
des résultats de fournisseurs qu'il ne souhaitait pas#eliin’est pas satisfait ; et b) &atisfaction d'un
participant par rapport au systéme de médiatig. un fournisseur devant traiter des requétes gu’ils ne
désirait pas met en cause le systéme de médiation lorsquitate qu'il existe des requétes lui convenant
mieux, mais ne lui étant pas allouées. Ces deux notions idéasdibn peuvent avoir un impact important
sur le systéme dans la mesure ou elles peuvent fonder urstashéde départ d’un participant.

Nous supposons que les participants ont une mémoire limitge’ils ne mémorisent donc que leurs
k derniéres interactions avec le systémious allons donc définir les différentes notions présentée
ci-dessus par rapport a la mémoire des participants. Denamgies supplémentaires. Il est évident que

3Notons quek peut étre différent d’un participant & 'autre. Cependaahs un souci de simplification, nous supposerons
ici que ce parameétre est identique pour tous les particpant
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ces notions évoluent au cours du temps, mais pour évitesud@il les notations, le temps n’apparaitra
pas. Enfin, ces notions peuvent étre définies soit a partipdgérences des participants, soit a partir
de leurs intentions. Si les définitions formelles sont siirdls, les valeurs obtenues présentent quelques
différences. Pour des raisons de place, nous ne pouvongsenper ici qu'une seule version. Dans la
mesure ou les préférences sont souvent considérées consndertdeies privées, ce sont les intentions
affichées auprés des médiateurs qui serviront de base afiriatés.

Caractérisation locale d’'un client

Un client est caractérisé a partir des informations qu'ilitpebtenir du systéme. Intuitivement, les
caractéristiques présentées ci-aprés sont utiles poandép a des questions de la forme “Dans quelle
mesure mes intentions correspondent a celles des fourrsgseuvant traiter mes requétes 2ddequa-
tion d'un client par rapport au systeme “Dans quelle mesure les fournisseurs ayant traité me#esn
requétes me satisfont ?"Satisfaction d’un client “La méthode d’allocation des requétes me satisfait-
elle ?” —Satisfaction d'un client par rapport & I'allocatior. Ces notions seront basées sur la mémoire
d’un client qui sera notéeQ”.

Adéquation

L' adéquation du systéme pour un clieatractérise la vision du systeme gu’'a le client. Dans le scé-
nario présenté dans l'introduction, le systéme est raatent adéquat pour Emma car bon nombre des
fournisseurs lui conviennent. Plus formellement, I'adémpn du systéme par rapport au clierdgt pour
une requéte;, notéed;(c, q), est définie comme étant la moyenne des intentions par rapport a
I'ensemble des fournisseurs pouvant trait€#,). La valeur de cette notion est volontairement amenée
dans l'intervalle[0..1].

dalc,q) = ((Hfl)qH N Clealp]) +1)/2 (1)

peEP,

L’ adéquation du systéme par rapport a un clienest alors définie comme la moyenne des adéqua-
tions pour les: derniéres requétes.

Definition 1. Adéquation du systéme par rapport a un client.
1
da(c, q) = TG Z da(c, q)
1 geIQk

Plus la valeur est proche de 1, plus le client considére &syscomme adéquat.

Satisfaction

La satisfaction d’un client concernant le traitement d’une de ses requétastéesat Function(c, q)
est liée aux fournisseurs auxquels sa requéte a été aII@)’aeLe moyenne semble une technique in-
tuitive. Cependant, elle ne permet pas de prendre en corameuhait d'un client d’avoir plusieurs
résultats de fournisseurs différents. Par exemple, dastigario de l'introduction, Emma a demandé 2
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fournisseurs. Si le systéme ne lui en alloue qu’un seul lafaation d’'Emma ne peut étre totale, méme
si ce fournisseur est parfait. L'équation suivante tiemhpte de ce point.

Suleca) = (( Y Clals)) +1) /2 @

peEP,

oun abbrége;.n. Les valeurs dé;(c, ¢) sont dans l'intervallg0..1].
La satisfactiond’un clientc est alors obtenue en faisant la moyenne des satisfactiomagyort aux
k derniéres requétes traitées.

Definition 2. Satisfaction d’un client

Os s
© = ey 2 %)

qelQk

Cette notion de satisfaction ne tient aucun compte du ctmt&lle ne permet donc pas au client
d’évaluer les efforts consentis par le systéeme d'allocatiour le satisfaire. Par exemple, en reprenant
le scénario de I'introduction, suppose qu’Emma a une irderde1 (resp.0.9, 0.7) pour que la requéte
soit allouée a Robert (resp. William et Mary). Allouer lauéte a William est dans I'absolu satisfaisant.
Cependant, il existe un autre fournisseur dans le systéirgerpit encore plus satisfaisant. tatisfac-
tion d’'un fournisseur par rapport au systéme d’allocatiotéed, s (c) (définition 18) permet de rendre
compte des efforts effectués en ce sens par la méthodeaiitin. Cette satisfaction prend ses valeurs
dans l'intervalle]0..00].

Definition 3. Satisfaction d'un client par rapport a la méthode d’alloicat

cq
0as(c) = K Z
e 2 e

Si la valeur ainsi obtenue est supérieure a 1, le client peebaclure que la méthode d’allocation
agit en sa faveur. Par contre, si cette valeur est proclidaiméthode défavorise le client.

Caractérisation locale d’un fournisseur

Cette section est consacrée a la caractérisation d'unifseur. Intuitivement, nous cherchons a
répondre a des questions de la forme : “dans quelle mesuredeétes émises sur le systéme corre-
spondent aux intentions du fournisseur 2déquation du systeme “dans quelle mesure les derniéres
requétes que le fournisseur a eu a traiter lui conviennentSitisfaction du fournisseur; “la méthode
d’allocation est-elle statisfaisante ?”"Satisfaction du fournisseur par rapport a la méthode d'adlo
tion —. Ces caractéristiques seront définies par rapport austions exprimées par le fournisseurs sur

lesk derniéres requétes qu'il est capable de mémoriEé;,lé).

Adéquation

L' adéquation du systéme par rapport a un fournissaide ce fournisseur a déterminer si le systeme
dans lequel il évolue correspond a ses attentes. Par exalapke notre scénario, on peut considérer que
le systéme est adéquat par rapport a Marc dans la mesurealdasquéte émise par Emma correspond
a ses intentions. Cependant, il est difficile de conclure ercansidérant qu'une seule requéte. Une
moyenne est plus informative.
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Definition 4. Adéquation du systéme par rapport a un fournisseur

<|IPQp|| S Pl +1)/2

qePQk
0 si PQF =

da(p) =

Les valeurs que peut prendre cette adéquation sont dates\atle [0..1]. Plus la valeur est proche
del, plus le systéme est adéquat par rapport au fournisseue@nc

Satisfaction

Contrairement a I'adéquation, la satisfaction d’'un fosseur ne dépend que des requétes qu'il a eu
a traiter. En revenant encore une fois au scénario de ldnotrtion, et en supposant que le systéme alloue
la requéte d’Emma a Robert, Robert ne sera pas satisfaitmasbuhaite pas la traiter. lsatisfaction
d’'un fournisseur,ds(p), est donc définie comme étant la moyenne des satisfactidesu@s sur les
requétes traitées par le fournisseﬂ%) parmi lesk dernieres requétesPQ’;). La valeur est ramenée
sur 'intervalle[0..1]. Plus la valeur est proche deplus le fournisseur est satisfait.

Definition 5. Satisfaction d’un fournisseur

( HSQ’“H S Plklg +1>/2

ds(p) = g€SQk
0 st SQ’; =0

Avec cette définition, un fournisseur peut évaluer s'il ebtides requétes lui permettant d’attein-
dre ses objectifs, ou au moins, satisfaisant ses intentldius autre coté, les efforts déployés par la
méthode d’allocation pour I'aider peuvent aussi I'int&éers Nous définissons katisfaction d’'un four-
nisseur par rapport a la méthode d’allocatim@mme étant la ratio de sa satisfaction sur son adéquation
(définition 20). Les valeurs sont dans l'intervalle.co].

Definition 6. Satisfaction d'un fournisseur par rapport a la méthode Ibeation

ds(p)
da(p)

Plus la satisfaction d’'un fournisseur par rapport a la ndghd'allocation est supérieurelaplus
I'effort de la méthode d’allocation en faveur du fournissest important. A contrario, plus la valeur est
proche de), plus la méthode est pénalisante pour le fournisseur.

6as(p) =

Caractérisations des participants du point de vue du system

Les participants, tant les fournisseurs que les clients, isocaractérisés d’un point de vue global.
L'objectif est de pouvoir répondre a des questions de la éorfibans quelle mesure les requétes d’'un
client correspondent aux attentes des fournisseurstiéquation d’'un client par rapport au systeme
“Dans quelle mesure un fournisseur répond-il aux attengssctients ?” -Adéquation d’un fournisseur
par rapport au systeme

L'adéquation d'un client par rapport au systepermet d’'évaluer si ce client correspond aux attentes
des fournisseurs. En reprenant notre scénario, la reql&teh est adéquate au systéme car une grande
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partie des fournisseurs sont préts a la traiter. En accad @atte intuition, 'adéquation d’'une requéte
d’un clientc, notéed, (¢, q), est définie comme la moyenne des intentions déclaréesspiumisseurs.
Les valeurs sont ramenées dans l'intervélel].

da(c,q) = <||P||szp +1)/2 3)

L'adéquation du client par rapport au systéme est simpleméfinie comme la moyenne de ces
valeurs.

Definition 7. Adéquation d’'un client par rapport au systéeme

52(9) = gy 22 (e

qelQk

L'adéquation du fournisseur par rapport au systépeemet d’'évaluer si les clients sont intéressés
par ce fournisseur. En revenant a notre scénario, Emma haisepas que Mark traite sa requéte. Cela
ne joue pas en faveur de Mark. L'adéquation d'un fournispamrapport au systémé, (p), est définie
comme la moyenne des intentions montrées a son égard paliidets sur lesk derniéres requétes
proposeées. Les valeurs sont ramenées éftrg. Plus la valeur est proche deplus le fournisseur est
adéquat.

Definition 8. Adéquation d’'un fournisseur par rapport au systéeme

(IIPQpII 3" Cl.alp) +1)/2

PQ’IC

0 if PQE=10

da(p) =

Mécanisme de Médiation

SpQA est un mécanisme d’allocation fondé sur la prise en compéntentionset de lasatisfac-
tion des participants. Cela lui permet de s’adapter immédiateateautomatiquement aux changements
d’intentionsdes participants. Par exemple, le systéme de médiatioemdrséi compte des performances
(temps de réponse et répartition de charge) que si lesipariis en tiennent eux mémes compte dans
I'expression de leurs intentions.

Nous présentons i§,Q A en deux phases. La premiére partie décrit la technique ld&a@n d’'un
score pour chaque fournisseur correspondant a la peréraméui allouer la tdche. La deuxiéme partie
présente I'algorithme général dgQ A.

Intentions des participants

Lesintentionsdes participants sont exprimées sur l'intervaid ..1]. Une intention positive traduit
le souhait que le choix devienne réalité, souhait d’autéug pnportant que la valeur est proche de
Au contraire, une intention négative traduit le souhait egas voir cette possibilité se réaliser, souhait
d’autant plus important que la valeur est proche-de Une valeur dé traduit une indifférence.
Il est de la responsabilité d’'un participant de calculensegres intentions en combinant les critéres
gu'il juge utile de considérer (e.g. charge, préférene@sptk de réponse, réputation, expériences passees,. . .).
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La maniére dont les participants calculent lemtentionsest considérée comme une information privée
a laquelle le systéme ne peut accéder. Cependant, il nedawd'ptromper, cela a un impact direct sur
le comportement global du systeme. Par exemple, si lescipatits manifestent tous un intérét mar-
gué pour des temps de réponse les plus faibles possiblegdiation tenant compte de leurs intentions
devrait conduire a l'obtention d’'un systéme performant dinpde vue des temps de réponse. Tel ne
sera pas le cas si les participants s’intéressent a la @uk#t réponses sans aucune considération pour
le temps. La médiation doit permettre d’adapter le compoete global du systéme aux attentes des
participants.

Pertinence d’allouer une tache a un fournisseur

Etant donné une tachget un fournisseup, la pertinence d’allouer cette tache & ce fournisseur est
évaluée et quantifiée en considérant les deux points de vpeésance. Le point de vue du clienest
obtenu en considérant sartentionde voir sa tache traitée paret le point de vue du fournisseprest
obtenu en considérant sarentionde traiter la tache dec. La confrontation de ces deux points de vue
pourrait étre directe, mais dans un souci d'équité, noussaeboisi de permettre qu’un point de vue soit
privilégié par rapport a l'autre.

Definition 9. Evaluation d’un fournisseur

(PL,lp))* (Cleglp)' ™ N

si PI4[p] > 0AClcqlp] >0
scrq(p) = . . 1
— (= PLy[p)) + &) (1 = Cleglp]) + ) )

sitnon

A différence du vecteut—ﬁp qui stocke lesntentionsdu fournisseup pour taiter les derniéres taches
qui lui ont été proposées, le vecteﬁl’)q stocke lintentionde chaque fournisseur € P, pour traiter
la tAcheg (mémes informations notées différemment suivant les palatvue adoptés : fournisseur ou
mediateur). Le paramétre > 0 est une constante habituellement valuée a 1. Son role dstrssut
d'éviter le passage a zéro.est une variable qui prend ses valeurs dans l'intervéllé] ; elle traduit
le fait qu’un point de vue peut étre privilégié par rapporg®itre. Lorsquev vaut0, 5, les deux points
de vue sont considérés avec une égalité parfaite. Lorsquaut O, le point de vue du fournisseur est
totalement occulté pour ne prendre en compte que celui éotcli’inverse est vrai quand vaut 1.

Pour chaque évaluatiafi,Q A calcule la valeur de en fonction de lasatisfactiondes agents dont
on confronte le point de vue. L'idée est de privilégier lemale vue de I'agent qui est le moins satisfait.
w représente donc la différence de satisfaction entre lenfsgeur et le client en présence. La Figure 2.2
illustre les valeurs que peut prendre selon katisfactiondes clients et fournisseurs.

w= ((53(0) —ds(p)) + 1)/2 (4)

Une fois quantifiées la pertinence d’allouer la tAche poaqal fournisseur pouvant traiter la tache,
il nest pas difficile d’ordonner les fournisseurs du plustipent au moins pertinent. Le résultat de cet
ordonnancement est mémorisé dans un vec?equrou }_fq[l] (respectivemenf_fq[N]) est le fournisseur
le plus (respectivement le moins) pertinent.
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Figure 1 — Valeurs possibles deen fonction des satisfactions.

Algorithm 1: Allocation d’une tache

Input :gq, P,
Output: Alloc,
1 begin

/I Intention du client

2 fork demander l'intention 4.c;

/I Ints. des fournisseurs

3 | foreachp € P, do

L fork demander l'intention 2 ;

5 waituntil CI.q et PI, ou untimeout
/I Eval. des fournisseurs
6 | foreachp € P, do

, — —
7 L evaluerp par rapportC/.q & Pl ;
/I Ordre des fournisseurs

8 rank P, ]_%q, par rapportscry(q) ;
/I Selection des fournisseurs

o | fori=1tomin(n,N)do Allo?[R[i]] — 1;

—

10 | for j =min(n,N)+1to N do Allo¢[R,[j]] < 0;
11 end
Principe

Pour allouer une tache, dans un premier temps, le médiateur doit étre capable dendéer
I'ensemble de fournisseurs qui ont la capacité de traitite ¢&che (i.e. I'ensembl&,). Un grand nom-
bre de travaux ont déja porté sur ce probleme, voir par ex@fapl04, ?]. Aussi nous considérerons ce
probléme comme étant résolu par des techniques que nouésenfns pas ici.

Les grandes étapes permettant d'allouer la tacleg.n fournisseurs parmi ceux de I'ensemble
P, sont présentées dans l'algorithme 3 . Apres avoir demangi@uetiele et obtenu leimtentionsdes
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différents participants concernés par cette allocatimmél 2}, I'évaluation de chaque fournisseur est
calculée (ligne 7) comme indiqué dans la section précédéhte fois triés (ligne 8), ceux qui sont
considérés comme étant les plus pertinents sont séleédfigne 9). Finalement, tous les participants
a cette médiation sont informés du résultat (lignes 9 et@@)algorithme peut étre optimisé de bien des
manieres, mais notre but est ici d’en présenter une veramlement compréhensible.

Réplication de Requétes

Aujourd’hui, Internet offre de nombreuses possibilitégangle échelle de calcul distribué. Une des
plus récentes solutions a grande échelle de l'informatiegtel’utilisation de milliers, voire des mil-
lions de non fiables, les ordinateurs personnels autonoleegolrnisseurs) connecté a Internet pour
échanger des informations ou de calcul des ressources $eaveg les autres. Fournisseurs de met-
tre leurs fonctionnalités de calcul ou de ressources atcgsedvautrui (les consommateurs) pour des
raisons de collaboration ou pour leurs propres avantagaselpart, les services Web sont un exemple
clair de la concurrence massive de calcul distribué lorsede ihvocation encourt un colt monétaire.
D’autre part, quelques exemples de coopération massivaldd distribué sont les projets SETI@home
et distributed.net. En effet, dans ces environnementsdaiipants ont des intéréts envers des requétes
ainsi que l'autonomie de quitter et rejoindre le systémelanté. Par exemple, un participant, don de
ses ressources de calcul a plusieurs projets de recherelie désire d’effectuer en moyenne plus de
requétes de certains projets spécifiques que des autres.

Le fait de considérer a grande échelle, ouvert (pour lescigzahts autonomes) des systemes dis-
tribués a une autre conséquence : la possibilité de partitipou, plus généralement, dysfonctionnement
des participants. En fait, comme I'échelle d'un systeméribigé est augmentée du nombre de partici-
pants, la possibilité que I'un d’eux est soumis & I'échecnaente également. Etudes des participants
dans la disponibilité & grande échelle systemes distriltaissque Overnet, Napster et Gnutella montrent
gu'il existe un important roulement en raison de I'écheccBnséquence, dans ce contexte, I'utilité des
applications distribuées est de plus en plus limitée paidpodibilité plutdét que de performance. Ce
probléme de traiter avec les participants des échecs argt@rant étudié par plusieurs travaux dans
les systemes distribués. En raison de I'autonomie, cepéngia fournisseur peuit étre malicieux, c'est-
a-dire de étre byzantine, et, par conséquent, il peut erromdout simplement ne retourner pas des
résultats, pour une requéte. C’'est pourquoi certains mgstalistribués font la réplication de la méme
requéte (c'est-a-dire qu’elle crée de sauvegarde destegpéur une requéte) sur plusieurs fournisseurs
pour comparer leurs résultats. Il est, par exemple, laigoétde SETI@home. Par conséquent, la répli-
cation d’'une requéte peut répondre a deux objectifs : coanpas résultats des requétes de différents
fournisseurs et a soutenir d’éventuels fournisseurs éclixdns ce chapitre, nous nous concentrons sur
celles-ci et I'ancien rapport aux travaux futurs. En effetéplication requéte a un codt qui ne devrait pas
étre négligée car elle car elle peut rapidement utilisetetoles ressources de calcul dans le systéme. Le
systeme de point de vue, de recherche nécessite la répliatit plus puissant fournisseurs ou d'autres
fournisseurs. Les participants de point de vue, il n'estgwgent qu’un participant a la méme intention,
et donc la méme satisfaction, & étre utilisés comme souicejpe que comme source de sauvegarde. A
notre connaissance, aucun modéle tolérance de fauteséaatvat les intentions et de la satisfaction des
participants, par conséquent, aucune requéte de repimdtethnique est appropriée pour des systemes
d’information distribués avec des participants autonoque®nt des intéréts a envers les requétes.

4 Un timeout évite les attentes trop longues.
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Modéle de satisfaction qui considére les pannes des parfants

Rappelez-vous que dans le chapitre , nous avons proposédélepmur caractériser les participants
de leurs intentions a long terme, qui définit déja les défingide certains des participants satisfac-
tion. Toutefois, nous n'avons pas considéré dans ce modé&ldeg requétes ont différent criticits pour
un consommateur, que les résultats produits par un foemnige peuvent pas étre renvoyés a un con-
sommateur en raison de la panne du consommateur ou du feeunisCe dernier point implique, en
d’'autres termes, le modéle que nous avons proposées suppésant donné une requéde les résul-
tats de chaque fournisseur e est retourné a le consommateur. Dans cette section, n@ueri cette
hypothése et proposons des définitions de satisfaction'eiidagent la possibilité que seuls les résul-

tats d’'un ensemblé;q C P, de prestataires sont retournés au consommateur en raisgadees des
participants. En outre, nous proposons une définitionfaatisn globale, qui considére la probabilité de
non-participants, devrait caractériser le bonheur delesigarticipants concernés par 'attribution d’une
requéte.

La satisfaction des consommateurs Comme défini dans le chapitre , il est par le biais de sa setiisfa
gue le consommateur peut évaluer s'il est, ou non, les egsudu’il attend du médiateur. Considérant
gue le consommateur désire des résultats différents pairaquéte, nous avons défini la satisfaction
du consommateur afin que plus des résultats il aura, plusailssdisfait. Toutefois, ce n’est pas toujours
le cas lorsque les fournisseurs tombent en panne et quedeétes ont different valeurs de criticits.
Par exemple, un consommateur, exigeant deux résultataupewequéte critique basse, il peut étre plus
satisfaits de recevoir un seul résultat d’'un fournisseveenqu’il a une intention dé que de recevoir
les résultats de deux fournisseurs a qui il a une intentioth ele—1, respectivement. Cela dépend de
la criticité de la requéte pour recevoir autant de résuttats le consommateur a besoin. Intuitivement,
si une requéte a une criticit¢ = 1 (respectivementy = 0) signifie que le consommateur ne serait
pas satisfait du tout si il n'a pas reu tous les résultats d@nbesoin (resp. signifie que la satisfaction
% consommateur dépend fortement du nombre de résultatnit). Pour tenir compte de cela, soit

P, 'ensemble des fournisseurs dont les résultats sont mésuau consommateur, nous modifions la
satisfaction coefficient de I'équation 1.3 comme suit,

l—v
n—7- |5l
Nous illustrons le comportement de ce coefficient de satisiaau-dessus de la Figure 4.1. Observez
gue le plus critique est une requéte et le nombre de réstatiaés diminue, le coefficient de satisfaction
diminue, ce qui conduit également & une diminution de sattiisin. Il est intéressant de noter que, lorsque
la criticit d’une requéte prend la valeur dele coefficient de satisfaction toujours les valeurs zéie si
nombre de résultats n’est pas requis par le consommatesumitEncompte tenu de 'Equation 4.1 et le

fait que les fournisseurs tombent en panne, nous définidamsetisfaction du consommateur comme
suit.

(5)

Definition 10. Consumer Satisfaction Concerning a Single Query Allocafievisited)

1-—- e .
(Y @) i<
e By = | e,
s\C; Ig) = 1 — .
. ( Z(C[q[p] + 1)/2) otherwise
peP,
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satisfaction coefficient

Figure 2 — Number of results vs query’s criticity when a cansurequires five results.

La satisfaction d’un fournisseur Comme on I'a noté a ce jour, un fournisseur peut évaluergisiais

de sa satisfaction, sile médiateur, il attribue ces questi répondent a ses intentions. Inversement a un
consommateur, le fait qu'une requéte a une haute critigitédon, n'a pas d’influence sur la satisfaction
d’'un prestataire. A son tour, le fait que le fournisseur affe une requéte et ses résultats ne sont pas
retournés au consommateur peut impacter de maniéere saivificur sa satisfaction (en fonction de son
co(t). La raison en est que le prestataire est généralemeistes et, par conséquent, le fait de dépenser
les ressources de calcul & effectuer des requétes don¢elieille aucun avantage ne répond pas a leurs
intentions a toutes. Ainsi, compte tenu de cela, nous définssa nouveau la satisfaction d’'un prestataire
p € P2¥ N P, comme suit.

Definition 11. Provider Satisfaction Concerning a Single Query Allocatio

| @PLigtye ipeR
Os(p: Py, Fy) = | (= PPyl +1)/2  if pe (P\Py)NE*
(1-PCpl)/2  ifpe (Fj\P)n P

Rappelez-vous que vecteBP [ p» contient les intentions exprimées pavers lesk dernires requétes
proposé. L'idée qui derrierre la définition ci-dessus et sjun fournisseur effectue une requéte et ses
résultats produits sont retournés au consommateur, sfas#itin est relative a une telle allocation est
alors basée sur son intention (lighele I'équation ci-dessus). Sinon, si un fournisseur n’xeqas une
requéte, sa satisfaction concernant cette requéte tépadst fondée sur les effets négatifs de son inten-
tion (ligne 2). Cela signifie que si un fournisseur négatif exprime unenition d’effectuer une requéte
et il n'est pas attribué la requéte, il est satisfait avec déglisteur d’emploi parce qu’elle ne dépense pas
au calcul des ressources pour effectuer une requéte gaitha’pas. Dans la définition ci-dessus, nous
estimons également que les cas ou un fournisseur effectueeguéte et de ses produits résultat n’est
pas retourné au consommateur (ligieDans ce cas, nous supposons que le prestataire n'estiséatsa
de I'exécution des requétes pour rien. Ainsi, nous définis¢m satisfaction du fournisseur sur la base de
son colt pour effectuer une requéte. Nous traduisons ledesitaleurs dans l'intervall®..0, 5], ce qui
signifie que le prestataire a toujours un faible taux defsatisn dans de tels cas.
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global de satisfaction Nous faisons précisément dans cette section la satigfagtabale en ce qui
concerne une requéte d'allocation. L'un des principawedidf lorsqu'ils traitent avec des fournisseurs
d’indisponibilité dans la requéte des allocations est @ercdes requétes de sauvegarde afin que les
réponses a court temps de réponse sont assurées pour lemotateurs. Dans autonome des systemes
distribués, I'attribution de sauvegarde des requétes pasune tache facile d a autonomie des partici-
pants. Jusqu’a présent, nous avons défini la requéte degmedd’allocation dynamique et autonome
des systémes distribués comme une maximisation de laasaiisf globale. Toutefois, selon les défi-
nitions des sections 4.2.1 et 4.2.2, les intentions descamts sont contradictoires, c’est lors de la
création de sauvegarde des requétes consommateurs anelgatisfaction (en assurant leur satisfac-
tion). Nous définissons la satisfaction globale par I'examnhe ce point contradictoires. Dans ce but, nous
considérons la probabilité de défaillance des particgpant

Tout d’abord, il convient de noter que nous supposons querfesirs ne sont pas relationées. Ainsi,
la probabilité qu’un participantne pas échouer dans une unité de temps est-def ail Probabilityi.
Soitt, le délais requis par un fournissgufqui ne figure pas dans la notation pour des raisons de clarté)

pour traiter une requétg Par conséquent, la probabiluégtq) guei ne pas échouer dans un intervalle
de temps discref, (c'est-a-dire que toujours étre disponible au cours du teimjervalle ¢,) est donnée
par I'équation ci-dessous.

At = (1= f;)'e ©)
Compte tenu de cela, voyons d'abord caractériser la priitgabju’'une requéte, étre traités avec

succes par au pluk fournisseurs dont les pires classé fournisseur a un rasgit la probabilité de
—

trouver au plus h jusqu'a ce que les fournisseurs de ragg vecteurR , ne manquent pas, avant de
retourner les résultats d’'une requéte.

Lemma 1. La probabilité de succe§h( ") qu'une requéte; a pour étre traite par au plug four-
nisseurs deP(;" est donnée par

siPp= > (L4 II a-4m)

PICE] PERP peRp\pyh
|[PgF||<h

Démonstration.La probabilité qu’'un ensemble de fournisseurs avec sudfEetiee une requéte est don-
née par sa probabilité disponible. Par I equatlon Equatt@nla probabilité de dlsponlblllt d’'un ensem-
ble P"’C de fournisseurs dans I ensemtﬂ’g est]] pe Pk Ap . Hpqur\ng( Ap ). Par conséquent, la
probabilité de succes d'une requéta étre effectuée par au pliafournisseurs dang; est donnée par
la somme disponible probabilité de tous les différents IHE’ItIﬂlESP;k in f’\qT qui satisfont la contrainte

1P < hydonest(B) = > (T Ax TI (-40), O
PFCP} PERP pePp\pyh
1PgH|<h

Permettez-nous maintenant de caractériser la probadpiléées résultats produits par un fournisseur
et un ensemble de fournisseurs sont retournés au consoormate

Lemma 2. Soitx la cardinalit def’;, i.e. ||ﬁq||, etant donné une requétg la probabilité Sg(l?;,x)
que les résultats des fournisseurs Eﬁ@[a] et d'autresz — 1 fournisseurs dansf’g" est retourné au
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consommateuq.c est donnée par la formule

> (MM II a-An)ife<an
nggl?qr pel?q pel?qr\?q
1Pyl <z
Sa(ﬁ‘ x) B Rq[a}qu
s Z ( H A H (1 —.A;q)) else
1%9?; peP, jP;mIZg(E)
D TolkeP,
qlal€Py p%f’;

Démonstration.Nous utilisons un raisonnement proche celui du Lemma 3. @4obent, étant donné
une requéte, deux cas peuvent exister pour qu’'un f/o\urnisseuﬁjl@] retourne son produit suite au
consommateuy.c : (i) que moins dey.n fournisseursP; est disponible au cours intervalle de temps
discrett,, et (i) que la méme ou plus de gn fournisseursjeest disponibles en temps discret au cours
de l'intervallet,, mais tout au plug — 1 fournisseurs ont un score plus élevé d_a)g[a].
Dans le premier cas, le fournisseﬁr;l [a] ne doit pas étre disponible au cours de I'intervalle de temps
tq pour tre dans I'ensemble. Ainsi, la probabilifg(l/?z‘, x) que les rsultats dﬁq[a] soient retournés a
gc , quandz < ¢.n, est donnée par la somme disponible probabilité de touskenables différent?q
dans]?(; qui satisfont la contrainté_fq[a] € ?q Par conséquent, 'Equation 4.2 et la disponibilité pour le
x < qn CaS,Sg(ﬁZ",x) = Z ( H Ay H (1 —A;,q)).
?;QS;T pel/'?\q pel?qr\ﬁq
IPill<e.
R,laleP,
Dans le second cas, a I'inverse du premier cas, fournismft}qth] doivent étre disponibles au cours
de l'intervalle de temps/discre(;, mais doit également avoir au moins les pire classement eTR)q[a]

pour tre dans I’ensemb@;. Ainsi, la probabilitéSg(fD;,x) que les résultats qu[a] soient retournés
aq.c, lorsquex = gn, est donnée par la somme disponible probabilité de tousffésetts ensembles

13; dansJ/Dq? qui satisfont aux contraintegq[a] € ﬁq et}ﬂﬁq[j] € 13q7" : j < a. Par conséquent, par
IEquation 4.2 et la disponibilité¢ pour le cas= q.n, S¢(P,z) = Y. ( 4 JI a-

B,CP;  peP,  p=Ralj)
/q/: 1 ! j<max(k)
|1Pol|=z .
ﬁ ] ? R4lk|€P,

aje =

! ! pEry

t
A)). 0

Ensuite, nous avons officiellement la satisfaction glolsece qui concerne I'attribution d’une re-
guéte en théoréme 6. Depuis la satisfaction globale esiléalpar le médiateur, étant donné une requéte
- 7 - _ﬁ N 7 - - - -
g, nous considérons comme suit vectéur, a représenter les intentions des fournisseur®’gamais

queP1,[p| = PPI,]q).
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Theorem 1. La satisfaction global@( ) de I'affectation d’'une requétea un ensembIe‘PT est,

o - Z( (AT ST B PI (R[] +
j=1
(1= A2) - Sy=U P - PR lj)
(1 _Sg_l(Pg_l)) - PCG[Rylj] ))

[Pl . o

2 AG Pl R)

j=r+1

tq_n 1—7‘T apr N T D

: g(—n_w > (Sa(Py.j) - 1| q[an)>

Démonstration.Pour plus de clarté, nous procédons a démontrer I'équatidessus ligne par ligne.
La satisfaction globale de I'affectation d’une requétest la somme des prévisions de satisfaction des
fournisseurs deP; et la satisfaction des consommateurs devyait Nous avons d’abord se concentrer
sur les fournisseurs. Compte tenu Definition 33, trois cagsauisent : (i) lorsque les fournisseurs sont
dans I’ensemblef’;, (i) lorsque le prestataire est dans I’ensem@\f’;) N P;’“, et (iii) lorsque le
prestataire est dans I’ensemblléq\f?q?) N P2k En effet, dans tous ces trois cas, un fournisseuPde

doit étre dansP;k a calculer sa satisfaction. Cette probabilité est donnéeBguation 4.2,A% "
qll

Pour qu'un fournisseuf_:fq[j] dansl/?z N P2* soit dans/P\q, le consommateurgc doit étre disponible
au cours de l'intervalle de temps discret requis ﬁ%ﬂj} pour traiterg, ce qui est donnée par 'Equa-
tion 4.2, 4%, et que la plupart des autrgs: — 1 fournisseurs avec un cl classement infériegyiegalement
soit dans la sené’r N Po’f ce qui est donnée par le LemmeSZ;1 P] 1) Donc, la probabilité que les
résultats produits par les fournlsseurs@eest retourné @.c est,

ST (Al Al sy () PR )

=1 Rq[4]

ce qui est multiplié par I'intention d§q[j] car ses résultats sont retourngsa@ Cela prouve la premiére
ligne de la satisfaction globale

Maintenant, un fournisseur qld] dansPT N PO’“ ne soit pasP pour deux raisons principales :
D’abord parce que.c tombe en panne dans Ilntervalle de temps dis¢yeet, deuxiemement, parce

gu’au moinsg.n autres fournisseurs avec un classement infériq‘udéns]/?z N P;k. Par I'Equation 4.2
et le Lemme 3, nous avons que la probabilité que la premiéssilptité se produit est,

> (A (L= A2) SR POY[R]))
=1 Rqlj]
et que la seconde possibilité se produit est,

> (A (=S UBY) - POR (D)

J=1
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qui sont multipliés par le coﬁq[j] car ses résultats ne sont pas retourngs dans les deux possibilités.
Cela prouve la deuxiéme et troisiéme lignes de la satisfagiiobale.

Pour finaliser avec le fournisseur, nous allons maintenarnaer le cas ou un fournisseur ne peut
étre attribué une requéte. Par I'Equation 4.2, la probéhli’'un ensemble de fournisseurs de rangr
soit dans(Pq\I?(;) N P est,

|| Pl , -
> Ag - —PLR ]
j=r+1

qui est multipliés par I'intention ngative du fournisseﬁg[j]. Cela prouve la quatrime ligne de la satis-
faction globale.

Concernant un consommateur, pour calculer sa satisfadéaronsommateur doit étre disponible
dans un intervalle de temps disctgtf Al Les prévisions de satisfaction d'un consommatgdrcon-

cernant un fournisseuf_%)q[a] € f’; est donnée par la multiplication de la probabilité du fosseur
qu[a] et d’autresj — 1 fournisseurs dan@“ dansﬁ; et l'intention degq.c vers }_fq[a]. Ainsi, par le

Lemme 4, la satisfaction attendue du consommateursoncernant un ensemble, est donnée par la
formule

> (SAPr. ) - CLy[Ryfa)
a=1

Par conséquent, par définition 32, la satisfaction attemilueonsommateurg.c concernant tous les
ensembles d@; dans llocRProvidersqr est,

oy (1‘—” > (Sa(Py.j) - 7q[ﬁq[an)>

= \" T o

qui finalement se prouve la derniére (la cinquiéme) ligneéétpibtion de la satisfaction globale. [

Une méthode basée sur la satisfaction pour faire la réplicédn non systématique de re-
gquétes

Nous présentons dans cette section I'algorithme pour leirgplication de requétes nommg&g) R.
A linverse de plusieurs travaux qui crént un fournisseusdevegarde par requéte, (= 1), S,QR fait
la réplication des requétes dans le but d’accroitre lafaatisn des participants. Ainsi, il ne réplique une
requte si cela implique une augmentation de la satisfagfiobale (voir Theoreme 6). L'algorithme 4
montre les principales étapes du processus de la réphadgicequétess, @ R reoit en entrée une requéte
q, les vecteurs?fq, C_*?q , f—’?q et P—c)*q. Nous assumons qu§q est générée par une fonction de scorage

comme celle de la Definition 26), mais, sans perte de géréérbiivecteurﬁq peut étre générée par une
autre fonction de scorage comme celle d'utilisaign

Tout d’abord, pour définir le nombre, de fournisseurs de sauvegardg() R initialisesn;, a zero et
r au nombre de requletes requise par le consomméteuflignes 2 and 3, respectivement, de l'algo-
rithme 4). En fixant la valeur dean, a veut dire que les, fournisseurs de sauvegarde sont considérer a

partir deﬁq[n + 1] aﬁq[||Pq||]. Comme deuxiéme phase, il construit I’ensemfé)}eetP(}"le (lignes 4-

7). Finallement,S,QR vérifie si la satisfaction globale par rapport I’ensemE1§*—3le est plus grande
que celle concernant 'ensemhbig’ (ligne 8). Ce calcul est donné par le théoréme 7. En cas égchean
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Algorithm 2 : Réplication de requétes basée sur la satisfaction

—_ = = —
Input :g¢, R,, Cl,, PI,, PC,
Output: ny

1 begin

/I Variables setting

ny, =0

r=n

/I Provider sets setting

4 for i = 1tordo

5 L add providerﬁq[z’] tof’\(;

add providerR ,[i] to P+

7 | add providerR ,[r + 1] to P
/I Computing the number of backup providers

while ©(Pr) < ©(FP;*1) do

incrementn;, by one @, = ny + 1)
10 incrementr by one ¢ = r + 1)
11 if there exists provideli_fq[r + 1] then
12 add providerﬁq[r] to Py
13 add providerR ,[r + 1] to P+
14 else
15 L break loop :
16 end

il incrémente le nombre de fournisseurs de sauvegarde @ied® prochaine mieux class I'ensembles

fournisseursTDZ" et Py 1. Alors, il recommence a partir de la ligne 8 jusq@@“) > O(P; ™) ousil

— L
n'y a plus des fournisseurs dans le vectéyy (lignes 9-15). Bien sdr, I'algorithme 4 peut étre optimise,
mais notre objectif est de montrer quel sont les phases dagredessus de réplication de requétes.

Validation

L'objectif principal est d’analyser comment les méthodadlacation tiennent compte des notions de
satisfaction (avec un intérét particulier pdig) A). Pour cela, nous avons procédé en deux temps. Dans
une premiere étape, nous avons mesurédgisfactionsen considérant que les participants sont captifs
(aucune possibilité de quitter le systeme). Puis dans usngetemps, nous avons donné la possibilité
aux participants de quitter le systéme pour étudier I'inbjgigccette autonomie.

Parametres des simulations

En utilisant SimJava, nous avons développé en Java un seuaulaour représenter un systéeme d’in-
formation distribué comme défini dans [LCLV07]. Pour touies méthodes que nous avons testées, la
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configuration est la méme (c.f. Tableau 2.1). Seule la tegclend’allocation différe.

Nous initialisons les participants avec une valeur defsatisn de0.5 qui évolue avec |e800 tdches
entrantes et 1e500 taches proposées. Autrement dit, la valeur du paraniegst 200 pour les clients
et 500 pour les fournisseurs. Le nombre de clients, fournissetunsédiateurs dans le systeme 260,
400 et 1, respectivement. Nous avons affecté les ressources stdfisau médiateur de sorte qu'il ne
cause pas de goulot d’étranglement dans le systémglidation d’un fournisseup a un moment donné
t (notée par la fonctiod/,(p)) dénote la charge deat. Inspirés de [GBGMO04], nous supposons que
les fournisseurs obtiennent leutilisation comme I'équation 7 ou la fonctiotvst,(g) dénote le colt de
traitement de la tAchgpar le fournisseup et la fonctioncap(p) dénote la capacité de traitement;du

5 costy (o)

qup

H = )

()

D’une part, nous supposons qu’un fournisseur calculeistamtion pour traiter une tache comme
dans [QRLV06] (voir équation 8). Cette technique permet daumnisseur de prendre en compte a
la fois sonutilisation et sespréférencesen portant une attention plus ou moins soutenue ? I'une ou
l'autre en fonction de ssatisfactionactuelle. Pour cela, la satisfactiof(p) utilisée ici est basée sur les
préférencesnotéesr f,(q)).

(prfp(@)' 2 P) (1 = Uy (p)) >,
si(prfp(q) > 0) A (Ue(p) < 1)

Pip(q) = ®)
,(((1 —prfu(q)) + E)1—63(10) (Z/{t(p) + 6)65(1)))

stnon

D’autre part, pour simuler une hétérogénéité élevéandestionschez les clients, nous divisons I'ensem-
ble de fournisseurs en trois classes selon l'intérét destsli: ceux pour qui les clients ont un grand in-
térét (60% des fournisseurs), un intérét moyen (30% desifssaurs) et un intérét faible (10% des four-
nisseurs). Par simplicité, nous nommons ces groupes dai$saurs legres-intéressantgnoyennement-
intéressant$t peu-intéressantsespectivement. Les clients obtiennent lemtentionsenvers les four-
nisseurdres-intéressantentre(, 34 et 1, envers les fournisseunsoyennement-intéressarmstre—0, 54

et 0,34 et envers les fournisseupeu-intéressantentre —1 et —0, 54. Sans perte de généralité, nous
pourrions utiliser d’autres mécanismes pour obtenitinéantionsdes clients (par exemple, en utilisant
les langage3 CL ou Rush). Nous nous basons sur les résultats présentés dans [S@@G0Z]aramétrer
I'hétérogénéité des capacités des fournissellf& des fournisseurs ont une capacité failtlé7 des
fournisseurs ont une capacité moyenne3@k des fournisseurs ont une capacité forte. Par simplic-
ité, nous nommons ces trois groupes de fournisseursdesapablesmoyennement-capables peu-
capablesLes fournisseurrés-capablesont trois fois plus puissants que les fournissemogennement-
capableset sept fois plus que les fournisseynsu-capablesFinalement, nous produisons deux classes
de taches qui sont traitées par les fournissénéis-capableglans un temps dé.3 et 1.5 secondes, re-
spectivement. Les taches arrivent au systéeme avec unibulisin de Poisson, couramment utilisée dans
des environnements ouverts [Mar02].

Dans cet article, nous ne considérons pas le probléme dentkelgassante et nous supposons que
tous les fournisseurs disposent des mémes capacités régsalement, nous supposons que les clients
ne demandent qu’un seul résultat par tache et que tous lesdseurs dans le systéme peuvent satisfaire
toute tache entrante (pas de probléme de “matchmaking”).
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Table 2 — Parameétres des simulations.

Parametre Définition Valeur
nbConsumers Nombre de clients 200
nbProviders  Nombre de fournisseurs 400
nbMediators Nombre de médiateurs 1

gDistribution  Distribution dans lague- Poisson
lle les taches arrivent au

syteme

iniSatisfaction Satisfaction initiale 0.5

conSatSize Valeur dek pour les 200
clients

proSatSize Valeur dg pour les four- 500
nisseurs

nbRepeat Nombre de répétitions pat0
simulation

Méthodes de référence
Capacity based

Dans le contexte des systemes d'information distribuésdérix techniques les plus connues pour
faire de l'allocation de taches sont basées sur la charg&K{#®, GBGMO04] et la capacité [MTS90,
RM95, SKS92]. Nous ne considérons pas les méthodes basdashkarge car, a la différence de celles
basées sur la capacité, elles supposent que tous les Emursset toutes les taches sont homogénes.
Le principe des méthodes basées sur la capacité est daaffdeique tache entrante aux fournisseurs qui
sont les moins utilisés parmi ceux de I'ensemBleCapacity based s'est averé meilleur queoad Ba-
sed dans des systémes hétérogénes. Donc, nous com@uka cette approche (que nous nommons
Capacity based pour simplicité) dans nos simulations.

Mariposa

Diverses approches économiques ont été proposées [FNEYBEBS, SALT96] pour faire de I'al-
location de taches. Mariposa [SARG] est I'un des premiers systémes utilisant des technideesicro-
économie. Mariposa a montré de bonnes performances dapsdesnements ouverts et hétérogénes.
C’est pourquoi nous l'avons implémenté et comparé a nowpgsition. Dans Mariposa, chaque tache
entranteg arrive a un meédiateur (broker) qui trouve I'ensembleet demande a chaque fournisseur de
P, sonoffre pour traiterg. Les fournisseurs calculent leurs offres en fonction desl@uéférences et de
leur charge actuelle. Une fois ceffresobtenues le médiateur alloue la tAche aux fournisseurs &tn
I' offre la plus basse.

Résultats expérimentaux

Si les participants sont autonomes, ils peuvent quitteystéme pamécontentemerdu famine
Néanmoins, le choix du seuil de départ est trés subjecti€et gépendre de nombreux facteurs. Nous
supposons que les participants dans le systeme suppogersedils élevés dmécontentemerdt de
famine Un client décide de quitter le systéme pag¢contentemersi sasatisfactionest inférieure @.5,
c’est-a-dire si les allocations ne lui sont pas favorab®autre part, un fournisseur décide de quitter
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Figure 7 — Départs des clients avec une charge exprimée etidiores capacités initiales du systeme ;
agents autorisés a quitter le systeme.
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Figure 8 — Temps de réponse avec une charge exprimée erofouets capacités initiales du systéme ;
agents autorisés a quitter le systeme.

nous voyons quilariposa-likea des problemes pour garantir un bon équilibre des tachdstsy) A
a des performances proches a celled@acity based. On peut expliquer cela par le fait que les
fournisseurdrés-capablest trés-intéressantsnonopolisent les taches dakkriposa-like créant ainsi
des famines chez les autres fournisseurs. Par ailleurs,ax@ns pu voir pendant nos expérimentations
queS,Q A a quelques difficultés a répartir la charge entre les foseniss, en particulier lorsque la charge
totale du systeme est inférieurd@. En revanche, quand la charge de travail augmgpieA devient
plus efficace car les fournisseurs commencent a s’intéradser charge.

La figure 6 montre le nombre de départs chez les fournisseacsles trois méthodes. Nous voyons

que Capacity based et Mariposa-like perdent presque tous les fournisseurs pour toutes leseshdey
travail, sauf quand elle est en dessous3d, tandis queS,Q A perd uniquemer28% de fournisseurs
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SpQA Capacity based
low med high totall low med high total
ClP.| 1% 5% 13% 5% 16% 31%
E PA. | 2% 9% 8% 19% 3% 34% 15% 52%
PC. | 13% 6% 0% 13% 30% 9%
low med high totall low med high total
CLP.| 0% 0% 4% 0% 0% 0%
E’ PA. | 4% 0% 0% 4%| 0% 0% 0% 0%
P.C 2% 2% 0% 0% 0% 0%
low med high totall low med high total
ClLP.| 0% 0% 6% 0% 0% 38%
E PA. | 0% 3% 3% 6%| 3% 8% 27% 38%
PC. | 1% 4% 1% 0% 18% 20%

Table 3 — Reasons of the provider's departures for a workdd@®% of the total system capacity.

SpQA Mariposa-like
low med high total| low med high total
ClLP.| 1% 5% 13% 1% 7% 11%
‘D]JPA | 2% 9% 8% 19% 0% 15% 4% 19%
PC. |13% 6% 0% 50 12% 2%
low med high totall low med high total
ClLP.| 0% 0% 4% 0% 2% 6%
E’ PA. | 4% 0% 0% 4%|3% 3% 2% 8%
PC. | 2% 2% 0% 3% 5% 0%
low med high total| low med high total
ClLP.| 0% 0% 6% 0% 0% 65%
O]PA. | 0% 3% 3% 6%|1% 15% 49% 65%
PC. | 1% 4% 1% 0% 30% 35%

Table 4 — Reasons of the provider’s departures for a workid@D% of the total system capacity.

en moyenne. La figure 7 illustre les départs de clie@ispacity based et Mariposa-like perdent en
moyenne38% et 25% de clients respectivement. Sur cette expérimentatip@,A montre encore une
fois son avantage en ne perdant aucun client.

Finalement, nous évaluons l'impact des départs des gaatits sur le temps de réponse (figure 8).
Le temps de réponse est défini comme le temps écoulé entrisdiémd’'une tache et la réponse. Nous
pouvons Vvoir ici queS,Q A assure de meilleurs temps de réponse. Nous constatonsgaesSiupa-
city based est meilleur queMariposa-likecar, comme vu précédemmeMariposa-likesurcharge les
fournisseurs qui sont les plus capables et intéressants.

Tous ces résultats démontrent la grande adaptabilit®,@el aux attentes des participants, ce qui
fait queS,Q A est fortement approprié aux environnements autonomes.
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SpQA Capacity based
low med high totall low med high total
ClP.| 1% 5% 13% 5% 16% 31%
E PA. | 2% 9% 8% 19% 3% 34% 15% 52%
PC. |13% 6% 0% 13% 30% 9%
low med high totall low med high total
CLP.| 0% 0% 4% 0% 0% 0%
E PA. | 4% 0% 0% 4%| 0% 0% 0% 0%
P.C 2% 2% 0% 0% 0% 0%
low med high totall low med high total
ClP.| 0% 0% 6% 0% 0% 38%
E PA. | 0% 3% 3% 6%| 3% 8% 27% 38%
PC. | 1% 4% 1% 0% 18% 20%

Table 5 — Reasons of the provider’s departures for a workid&D% of the total system capacity.

Discussion

Dans nos expérimentations, nous avons vu que les fournisgeiitent le systéme panécontente-
mentdansCapacity based et parfaminedansMariposa-like Les fournisseurs qui décident de quitter
le systeme avec ces deux méthodes sont pour la plupart césemiues plus capables et qui sont les
plus demandés par les clients. Avgg) A, des fournisseurs quittent aussi le systéme, ceci prilecipa
ment pour des raisons aeécontentemergui s’expliquent dans la trés grande majorité des cas par des
problémes d’adéquation : ces fournisseurs sont considéréme étant peu intéressants par les clients
ou comme ayant de trop faibles capacités. D'autre part neoissavu que les départs de clients ont
aussi une certaine importance. En effet, si le nombre desadiminue, les fournisseurs ont moins de
possibilités d'étre satisfaits.

Conclusion

Nous avons considéré le probleme de l'allocation de taches des environnements ouverts o0 les
participants ont des attentes particulieres. Dans ce gaidnedre en compte léstentionsdes participants
de facon a ce que leur attentes soient satisfaites est kcpatiale bon fonctionnement d’'un systéme.
Dans cette thése, nous avons proposé une méthode d'alociitachesq, A) tout en considérant et
satisfaisant legtentionsdes participants.

SpQ A differe fortement des travaux précédents. |l arbitre diesalifférents participants en se basant
sur leurssatisfactions Il favorise ainsi le point de vue des uns ou des autres, palatvue qui sont
exprimés par lemtentions Cela a entre autre pour conséquence de réduire les prabtisfaaninechez
les fournisseurs.

Nous avons compar&,Q A avec deux méthodes importantépacity based et Mariposa-like et
avons montré par expérimentation gbig) A présente de nombreux avantages. Les résultats prouvent
queCapacity based et Mariposa-likeperdent plus d€0% de clients alors qu’aucun client ne quitte le
systeme aveS,QA.

Dans I'approche exposée dans cette thése, un médiateifiguarpertinence d'allouer une tache a
tel ou tel fournisseur en considéranntentiondu client et du fournisseur. Il favorise le moins satisfais d
deux. D’autres solutions sont envisageables. Par exeihpéyt étre naturel pour un médiateur de faire
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en sorte qu’un fournisseur (resp. un client) soit satisfaitravail de médiation. Cela nécessite l'introduc-
tion d'une notion de satisfaction par rapport a la médiatipn est différente de la satisfaction présentée
ici. Quel que soit le contexte, un fournisseur recevatdiches aura la méme satisfaction. En revanche,
sa satisfaction par rapport a la médiation sera d’autarst fade que le contexte lui sera défavorable.
Autrement dit, une technique de médiation n'a aucun mémtiafaire un participant lorsque ses désirs
sont en adéquation avec son environnement. Nous penségsantette notion dans une version future.

Lors d’expérimentatiorisfaisant intervenir plusieurs médiateurs, nous avons atéstous certaines
conditions, des phénomenes d’auto-organisation : cliehfsurnisseurs partageant les mémes intéréts
se regroupent autour du méme médiateur. Nous souhaitolexpe phénoméne que nous n'avons pas
observé avec les autres approches.

Enfin, le probléme adressé dans cette these comme celusé@ghasles approches économiques est
de réguler un systéme tout en satisfaisant les participBliaiss comptons donc développer une version
économique dé&,Q A pour analyser en détail les apports spécifiques de I'écanomi

®Les expérimentations en question ne sont pas celles péésetans cette thése.



Introduction

Over the last few years, a tremendous number of informattes, providing a variety of content and
services, have emerged on the Internet to form large-scstiébdted information systems. This is mainly
fostered by the current requirements on scalability andadbility of information. Information sites (the
providers) are heterogeneous in terms of capacity and Hat@rogeneous capacity means that some
providers are more powerful than others and can treat mogdeguper time unit. Data heterogeneity
means that providers provide different data and thus pmdifterent results for a same query. Queries
are also heterogeneous, that is, some queries consume rovigeps’ resources than others. Moreover,
in these kind of large-scale systems, consumers and preyijdaich we refer to participants) are usually
autonomous in the sense that they are free to leave the roediatny time and do not depend on anyone
to do so. Besides, in these environments, participantsludwae special interests towards queries. In
such environments, it is well known that query allocatiowriscial for the well operation of the system
because of participants’ autonomy and heterogeneity.

In this thesis, we focus on query allocation in the contextgfe-scale distributed information sys-
tems with a mediator that allows consumers to access pmvioidormation sites) through queries [Mil02,
OV99, RS97]. Providers declare theapabilitiesfor performing queries to the mediator and consumers
pose queries to the mediator. Then, the main function of thdiator is to allocate each incoming query
to a provider among those that can deal with each query éneong the set of relevant providers). A
simple solution is that the mediator returns the set of ealeyproviders for each incoming query and
let the consumers choice the providers they prefer. Sewathmaking solutions have been proposed
in the literature to do so [KH95, LH04, PKPSO02]. Neverths]agiven the great number and diversity
of providers (services), the selection of the right providecomes a hard task for consumers. This is
why, in addition to find the set of relevant providers, a medianust be able to narrow down the set
of relevant providers, or to directly allocate the query dong of them, according to a given criteria.
Much work in this context has focused on distributing therguead among the providers in a way
that maximizes overall performance (typically high thrbpgt and short response times), geery load
balancing(qglb) [ABKU99, GBGMO04, MTS90, RM95, SKS92].

Nevertheless, participants usually have certain exgentatvith respect to the mediator, which are
not only performance-related (see Example 1). Such exjiarsamainly reflect theipreferencego al-
locate and perform queries in the long run. Consumers’ mat®s may represent e.g. their interests to-
wards providers (based on reputation for example) or therésts in quality of service. Providers’ pref-
erence may represent, for example, their topics of interesliationships with other participants, or strate-
gies. These participants’ preferences (expectationstlaeely illustrated by Google AdWords [goo],
which proposes relevant commercial providers to consurardsrelevant consumers to commercial
providers according to some keywords of their interest.

Example 1 (Participants’ Preferences).

Consider a provider that represents a courier company. Byithe promotion of its new international
shipping service, the provider is more interested in tregtfueries related to international shipments
rather than national ones. Once the advertising campaigvées, the provider’s preferences may change.
Similarly, consumers expect the system to provide theminf@imation that best fits their preferences.

In this context, because of participants’ autonodigsatisfactiormay lead participants to leave the
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Figure 9 — Overview of Query Allocation in Distributed Systewith Autonomous Participants.

mediator, which in turn may cause some loss of system cgpaqiterform queries as well as some loss
of system functionalities. If a participant’s departureds justified, a domino effect could lead all partic-
ipants to quit the mediator. In the case of a single medi&aving the mediator is equivalent to depart
from the system, but it could be that, in a multi-mediatorteys a participant registers to another com-
peting mediator. Thus, it is quite important to have a qudipcation strategy that balances queries such
that participants are satisfied. Participargisfactionmeans that the query allocation method meets
its expectations. To make this possible, a natural solutmrd be to take the participants’ preferences
into consideration when allocating queries. However,graxfces are usually considered as private data
by participants (e.g. in an e-commerce scenario, entepd® not reveal their business strategies). In
addition, preferences are quite static data, i.e. longitarhile the desire of a participant to allocate and
perform queries may depend not only on its preferences, Ibatan its context and thus is more dy-
namic, i.e. short-term. For instance, in Example 1, evehdfgrovider (the courier company) prefers to
perform queries related to international shipments duitsigdvertising campaign, it is possible that, at
some time, it may not desire to perform such queries becdusther local reasons, e.g. lmyerload
Thus, participants are required to express their desirbdcete and perform queries via théitention
which may stem e.g. from combining their preferences andrdtital consideration such &sad and
reputation (see Figure 9).

Considerable effort has focused on the semantic desaripfiprovider so that those providers having
the highest semantic score be selected [MSZ01, PSKO03]. HHowthis does not always fit the partici-
pants’ intentions. Economic solutions [FNSY96] can clagmake participants’ intentions into account
by integrating them into atility function[Kre90], which is usually money-related. Moreover, unlgey-
eral economical models [FNSY96, FYN88, SA86], queries must be always treated whenever possible
(if there exits at least one provider to perform it) even ifyaders do not desire to deal with them. This
is because consumers that do not get results may becomésfisdeand thus simply leave the system,
which may hurt providers as well. Thus, adequate technifpreguery allocation (or dynamic provider
selection) are still needed.

In such distributed information systems, query allocatfoa challenge for several reasons.

e There is no definition of satisfaction to reflect how well tlystem meets the participants’ inten-

tions in the long-run.

e Participants’ expectations may be contradictory amonmthg well as with respect to the system

performance.

e The query allocation process should be adaptable to afiplisaand self-adaptable to changes in

the participants’ expectations because such expectatgraly change in the course of time.

e Participants’ departures may have consequences on thecfualdies provided by the system.
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The providers’ departure may mean the loss of importanesystapabilities and the consumers’
departure is a loss of queries for providers.
To the best of our knowledge, this problem has never beereasleld before in its whole generality.
Thus, our main objective in this thesis is to provide a cotepdmlution to this problem.

Motivation

Let us illustrate distributed information systems withangmous participants by means of a general
e-commerc@xample. Consider a public e-marketplace where thousadnctsmgpanies can share infor-
mation and do business (such as ebay-business [eba] aglatfpedte [fre]). Here, business is understood
in a very general sense, not necessarily involving moneghEite, which represents a company, pre-
serves itpreferenceso allocate and perform queries. To scale up and be atteagtigr time, in [FFS98]
it was stated that an e-marketplace should :

e protect, in the long-run, the participaniatentionsfor doing business,

e allow consumers to quickly obtain results, and

¢ allocate queries so that providers should have the samibjities for doing business, i.e. to avoid

guery starvation

Consider a simple scenario where a compa¥¥ {ne), which desires to ship wine from France to
USA, requests the mediator for companies providing inté&wnal shipping services, such as freightquote [fre].
Here, a query is a call for proposals that providers have savanin order to provide their services. Sup-
pose thateWine, to make its final choice, desires to receive proposals frieentivo best providers
that meet itdntentions Similarly, providers desire to participate only in thosgatiations that involve
queries meeting theintentions The entire treatment of this scenario encompasses diffagpects.

First, query planning processes may be required. This gnolié addressed in different ways in the
literature [OV99]. Thus, we do not consider this problemhiis thesis and we can indifferently assume
that it is done by the consumer or any other site.

Second, it needs to identify the sites that are able to dehlaM ine’s query, i.e. to find the relevant
providers. There is a large body of work on matchmaking, sggl€H95, LHO4], so we do not focus on
this problem in this thesis.

Third, the mediator should obtaiW ine’s intentionsto deal with such providers and the providers’
intentionto deal witheW'ine’s query, which can be done following the architecture psgubin [LCLVO7].
For simplicity, we assume in this example that itientionsvalues are binary. Assume that the resulting
list contains, for simplicity, only providers :p1, ...,ps. Table 6 shows these providers with thigiten-
tion to perform the query anel¥ine’s intentionto deal with each of them. To better illustrate the query
allocation problem in these environments, we also show Ii€Té the providersavailable capacity
However, it is not always possible to know this informatiégmce providers may consider it as private.

Suppose, then, that is overloadedi.e. has no more resources for doing business, anghatd
p4 do not intend to deal withWWine’s query (notice that this does not means they can refuseduse
e.g.p2 is more interested in its new shipping service to the Asiaminent (such as in Example 1) apg
has bad experience witiVine. Also, assume thati¥ine does not intend to deal witky nor p3 since
it does not trust them e.g. because of their reputation gaiss experiences.

Finally, the mediator needs to select the two most availatdeiders, such thatil ine’s and providers’
intentionsbe respected. To the best of our knowledge, no existing &et@ace is able to do so. In fact,
currentglb methods, whose aim is to select the most available providéss fail in such scenarios since
neitherp, intends to deal with the query nex is of elWine’s interest. Thus, allocating the query to
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Providers Provider's Intention Consumer’s Intention Aahble Capacity

P1 Yes No 0.85
D2 No Yes 0.57
3 Yes No 0.22
D4 No Yes 0.15
D5 Yes Yes 0

Table 6 — Providers fotWine's query.

these providers dissatisfips andelWine in such a query allocation. And, whether this occurs several
times may cause their departure from the system. The ongfazbry option, regarding the participants’
intention is ps. But, allocating the query tps may considerably hurt response time by overloading it
and the mediator may desire to avoid such phenomena. Agaiether this occurs several times may
also penalize consumers with long response times, whichaaage their departure from the system.
Furthermoreg¢Wine desires to receive two different proposals.

So,what should the mediator do in the above scenario ? Shouldnsider the consumer’s inten-
tion ? the providers’ intention ? the providers’ availablapacity ? all three ? Which importance should
the mediator pay to each of thenhd, how can one know that the mediator is meeting, or not, the
participants expectations in the long-rurirPthis thesis, we focus on given an answer to these questions
so that one can evaluate or design query allocation metlwwdsufonomous environments, i.e. systems
with autonomous participants.

Contributions

We carried out the work presented in this thesis in the cordgAtlas Peer-to-Peer Architecture
(APPA) [AMO7] and of several joint projects including : thei@All European STREP project [gri], the
ANR Massive Data Projects MDP2P [mdp], and Respire projed]] Generally speaking, the objective
of this thesis is to provide a complete query allocation farork for distributed information systems
with autonomous participants. Especially, we focus onattarizing participants’ intentions, allocating
gueries by considering participants’ intentions, scalipgjuery allocation, and creating backup queries
to deal with participants’ failures. In particular, our maiontributions are the following.
Our first set of contributions is the following,
e We propose a new model to characterize the participanehiiuns in the long-run, which allows
evaluating a system from a satisfaction point of view. Alse, formally define the utilization of
a provider and make precise the query starvation notiongtribiited information systems with
autonomous providers. A particularity of this model is thatllows comparing query allocation
methods having different approaches to regulate the systarh as the economical agth meth-
ods. Moreover, this model facilitates the design and evalnaf new query allocation methods
for distributed systems that are confronted to autonomauiscipants (Section 1.3).

o We finally define the properties that allow evaluating theligiaf query allocation methods and
propose measures to do so (Section 1.4).

Then, our second main contribution is a query allocatiomé&aork that considers participants’
intentions besideglb. In particular,

¢ We proposeatisfaction-based Query Load Balancii#yQ A, in short), a flexible framework with

self-adaptingalgorithms to allocate queries while considering kgithand participants’ intentions.
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Salient features o, A are that :

— it affords consumers the flexibility to trade their prefares for the providers’ reputation (Sec-
tion 2.2),

— it affords providers the flexibility to trade their prefepes for their utilization (Section 2.3),

— it allows a mediator to trade consumers’ intentions for exs’ intentions (Section 2.4.1), and

— it affords the mediator the flexibility to adapt the queryaltion process to the application by
varying several parameters (Section 2.4.2).

e We demonstrate, through experimental validation, $) @ A significantly outperforms baseline
methods, theCapacity based and Mariposa-like methods, and yields significant performance
benefits. We demonstrate the self-adaptabilitygd A to participants’ expectations and its adapt-
ability to different kinds of application. We also show tlaplying the proposed measures over
the provided model allows the prediction of possible depa# of participants (Section 2.6).

After, we aim at scaling query allocation up to several mdgawhile ensuring as good system
performance as in systems with a single mediator. Our thaihreet of contributions is the following.

e We discuss the challenges of using virtual money as a meaegoifation in the query allocation
process and make precise how the virtual money circulatdésnithe system.

e We proposeEconomic Satisfaction-based Query Allocatioethod §,Q A, for short). Generally
speaking $,Q A is S,Q A using virtual money. In particular,

— We define a way in which a provider computes its bid by consideits preferences, its sat-
isfaction, its current utilization, and its current virtuaoney balance. Also, we propose three
strategies that allows a provider to bid for queries in thespnce of several mediators.

— We define how a mediator allocates queries by considerinly botsumers’ intentions and
providers’ bids. And, we define how a mediator should invgioaviders.

— We state the communication cost$3f) A and demonstrate that its additional cost with respect
to S, A is not high.

e \We analytically demonstrate th&Q A allows scaling up to several mediators with no additional
network cost with respect to a single mediator.

e Finally, from a methodological point of view, it is importato compare three microeconomic
methods (included,QA) with a non-microeconomic method using satisfaction as ari@y in-
dependent” measure.

Finally, the fourth main contribution is the study of an masting variation of the fault-tolerance
problem that captures the participants’ satisfaction.drigular,

e We propose a satisfaction model that considers particgpéaitures and define the expected sat-
isfaction of participants concerning the allocation of @egi query, which we call the the global
satisfaction. The global satisfaction definition takes iconsideration participants’ failure proba-
bility as well as their intentions.

e We proposeS,QR (for Satisfaction-based Query Replicat)pa query replication technique to
compute the backup queries rate in accordance to partisipsatisfaction.

e We experimentally demonstrate th&f() R better performs, from a satisfaction and performance
point of view, than replicating all incoming query. We alsermabnstrate that by replicating each
incoming query the system suffer serious problems of perémice for high workloads, but worse
it loses more query results than when one does not apply atédetant technique.
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Thesis Outline

This thesis is structured as follows. We propose in Chapgembdel that characterizes participants’
intentions in the long-run, which allows us, among othesskriow if a mediator is meeting the par-
ticipants’ intentions. In Chapter 2, we propose a compli¢gjble, and self-adapting query allocation
framework that considers botiib and participants’ intentions. The proposed framework camused
in many environments since it can be adapted to applicatiMaespropose in Chapter 3 a query alloca-
tion method that allows handling several mediators whilsueng both good system performance and
participants’ satisfaction. In Chapter 4, we propose a rystesnatic query replication method to deal
with participants’ failures in distributed informationstgms with autonomous participants. Finally, we
conclude this thesis and discuss future directions of rebea



CHAPTER 1

Participants
Characterization and
Measures

As said in the introduction of this thesis, we consider opitriduted information systems where
participants (consumers and providers) are free to joinleaee the mediator at will. Entrance may be
motivated by some expected benefits while exit may resuth fiisappointment, which is in general due
to dissatisfactionIn this context, dissatisfaction means a degree of petajparticipants’ expectations.
This is why it is crucial, to the good operation of the systémnpreserve the most possible diversity at
both levels, to avoid having participants leave the systdowever, to the best of our knowledge, there
is no work that characterizes how well a mediator meets thgcjpants’ intentions in the long-run.
Economical models considetility [Kre90, MCWG95], which may be related satisfactionbut does
not exactly fit, andndividual rationality[San99], which is not a long-run notion. Thus, the charazitey
properties must be defined in a new model, so that one canageatuthe long-run if a mediator fair
or not with respect to participants. Therefore, in this ¢Bgpmur goal is to propose a model that defines
such long-run notions of participants and that allows usimkif a mediator is meeting the participants’
expectations. The content of this chapter is based on owriagpublished in [QRLVO07b, QRLVO7c].
Our main contributions are the following :

e We propose a new model to characterize the participaneniiuns in the long-run, which allows
evaluating a system from a satisfaction point of view. Iis timodel, we formally define the query
starvation notion in distributed information systems watitonomous providers. Also, we define
a measure to evaluate the way in which a query allocation adgberforms from a participants’
satisfaction point of view. A particularity of this modeltisat it allows comparing query allocation
methods having different approaches to regulate the systarh as the economical agth meth-
ods. Moreover, this model facilitates the design and evainaf new query allocation methods
for distributed systems that are confronted to autonomauticjpants.

o We finally define the properties that allow evaluating theligguaf query allocation methods and
propose measures to do so.

This chapter is structured as follows. We define the problenaddress in Section 1.1. We present in
Section 1.2 a traditional characterization of providemsSéction 1.3, we propose a model to characterize
participants’ intentions in the long-run. In Section 1.4 eefine some measures that allow the evaluation
of the system performance. Then, we present in Section lafedework. Finally, we conclude this
chapter in Section 1.6.
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1.1 Problem Statement

The fact that queries and resources come from autonomotisijants requires special attention.
One obvious consequence is that participants are not hareoge. The heterogeneity may be with
respect to capacities, but a new heterogeneity notion céroesthe fact that participants usually have
different goals. For example, two participants from the samganization may have different objectives
and even contradictory. Thus, the main concern of a systémsatisfy participants when allocating them
gueries. The common quantitative considerations (e.gores time and throughput) for query allocation
are no longer enough to evaluate this kind of systems. Thectibgs and relationships of participants
are as much important as these common guantitative coasimtes since dissatisfied participants may
use their autonomy to leave the system. This possibilitysis part of the specificity of Internet-based
systems where computational resources are not captive aslirster of PCs. In this chapter, we aim
at proposing a model that characterizes participantshtites, in particular, we aim at mesuring the
satisfactionof participants and thefficiencyof query allocation methods to satisfy providers.

Formally, we wish to modelize a distributed system that mie®f a set”' of consumers and a set
P of providers. LetP, denote the set of providers that are able to perform a quemhereN, = || ;||
andP, C P. Aconsumerk € C is free to express its intention for allocating its querty each provider

€ P,, which are stored in vectar' q- Similarly, a providenp € F, is free to express its intention for
performing a query. A providerp € P tracks its expressed intentions for performingAHast proposed
queries (allocated to it or not) into vectﬁ’r—pr. We denote thé last proposed queries oby setPQ’;.
The expressed intentions of a participant in kthiast interactions with the system denote somehow its
expectations. The values of participants’ intentions a®vben the interva]—1..1]. A positive value
means that a provider (resp. a consumer) intends to perfaltot#te) a query, while a negative value
means that a provider (a consumer) does not intend to pe(fdtocate) a query. It is worth remembering
that this does not means it can refuse to perform (resp.a#édche query. A null value, i.e.@value,
denotes a participant’s indifference.

Intuitively, a mediator satisfies participants if it medisgit intentions. Nevertheless, the problem is
to which extent the mediator should meet these intentionsxdreme point of view is that, at each inter-
action, i.e. query allocation, all participants’ intemt#are met. This is not always possible, in particular
when no provider wants to perform a query and if we want ea@rnyqto be treated. A more realistic
view of satisfaction is that each participant benefits in“tbeg-run”. Thus, in this chapater, we restrict
ourselves to the following problem.

Problem Statement Develop a model that characterizes, in the long-run, thégi@ants’ intentions
for allocating and performing queries so that one can etaliighe system is meeting, or not, their
intentions when it allocates them queries.

1.2 A Usual Characterization of Providers

Generally, providers are characterized according to tba@macities to perform queries by defin-
ing the providers’ load notion. Providers’ load is usuallfided in terms of number of queries that
providers have in their run queue [ABKU99], but this apptoassumes that queries and providers are
homogeneous. That is, it assumes that providers have the capacities to perform queries and that
gueries require the same computational resources to hedreg providers. RecentifRoussopoulos
and BakellRBO06] defines providers’ load in terms of their maximum azpa The maximum capacity
is a contract each provider advertises indicating the masimumber of queries a provider claims to
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handle per time unit. The advantage of this proposal is thaniot affected by changes in the workload.
However, this approach inherently assume that queriescmegeneous.

Unlike above approaches, we consider providers’ and cgidreterogeneity by defining providers’
load in terms of their current utilization. This is also knowas thecapacity-base@pproach. We formalize
such a heterogeneity as follows. A provider has a fio#pacityto perform queries, denoted by function
cap whose values are greater than zero. The capacity of a pradhetes the number of computational
units that it can have. Similarly, a query has@st cost > 0, that represents the computational units
that the query consumes at a given provider. gtdenote the set of queries that have been allocated
to a providerp and that it has not already treated, i.e. the pending quatiesThe load of a providep
is defined as the cost sum of all queriesjp, formally quQp costy(q). Thus, generally speaking, the
utilization of a providerl{, denotes its load with respect to its capacity. Formallyde#ne the utilization
of p at timet as the computational units that 2§ consumes at (see Definition 12).

Definition 12. Provider’s Utilization

Z costy(q)

Uiip) = qEQzap(p)

The provider’s utilization values are in the intery@l.co| because its load theoretically increases up
to co. We say that a provider is overutilizedat timet if the cost sum of all queries i, crosses its own
capacitycap(p), i.e. if Uy (p) > 1.

1.3 Satisfaction Model

In this section, we go further in the characterization of dip@ant. We are interested in two more
characteristics of participants that show how they peectiie system in which they interacdequation
andsatisfaction Such a characterization needs to use the memory of panitsipWhile a consumere
C tracks itsk last issued queries in sB¥, recall that a providep € P tracks thek last proposed queries
toitin setPQ’;. It is worth noting that, because of autonomy, preservimgparticipants’ intentions is
quite important so that they stay in the system. At first ghartlbe system should satisfy participants in
each interaction with them. However, this is simply not jfadssin reality, considering that a query is
generally not allocated to all relevant providers. Fumiare, it is not because a single query allocation
penalizes a participant’s intention that it decides to detine system. A participant generally considers
the last queries to measure its happiness in the system analtmate if it should leave the system. A
way to achieve this is to make a regular assessment overealighast interactions with the system, but
participants have a limited memory capacity. Thus, theylaaty assess only theirlast interactions with
the system. This is why we define the characteristics of@patnts over thé last interactions. Clearly,
the k value may be different on each participant depending on @sory capacity. For simplicity, we
assume they all use the same valug:oAlso, we are interested in a third characteristic of prevéd:
theintention-based profitThe intention-based profit allows a provider to evaluatei#f getting enough
interesting queries to survive in the system. Besides ttigee characteristics (adequation, satisfaction,
profit), we are interested in two characteristics of a qudncation mehtod : thllocation Efficiency
with respect to a Consumemnd theAllocation Efficiency with respect to a ProvidéMotice that these
characteristics are only observable by the mediator.

In the following, we define above participants’ characterssin Sections 1.3.1, 1.3.2 and 1.3.3, and
the query allocation method’s characteristics in Secti@yl Then, we conclude this section by given
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some final remarks of the proposed model. Before presertiagét us make two general remarks. First,
the participant’s characteristics may evolve with time, fou the sake of simplicity we do not introduce
time in our notations. Second, the following presentatian be expressed with respect to participants’
intentions (context-dependent and more dynamic data) tir keispect to their preferences (context-
independent and quite static data). However, applying ehewiing characterization to intentions and
preferences yields to different results, because thetintenof participants consider their context (such
as their strategy and utilization) and their preferencesato While in almost all information systems
preferences tend to be private information, intentionsl terbe public. Since we only intend to observe
the system behavior, we develop the following definitionsritentions.

1.3.1 Participants’ Adequation

From a general point of view, two kinds of adequation coulddesidered :

e The system adequation to a participant, e.g. a system where a provider (respectively consumer)
cannot find any query (resp. provider) it desires is consillémadequate to such a participant.

e The participant’s adequation to the syste, e.g. a provider (respectively consumer) that no
consumer wants to deal with (resp. issuing queries that oniger intends to treat) is considered
inadequate to the system.

While the first adequation notion only considers the infdiorathat a participant can obtain from the
system, the adequation of a participant allows it to evalifaither participants are in general interested
in it. Let us illustrate both adequations via an example. <ttmr the case of the courier company of
the Example 1, which is interested in its new internatiorrapging service. A market place may be
adequate to such a courier company because many consumareagsted in sending products abroad.
But the courier company may be not adequate to the market placause its services are expensive and
hence many consumers do not want to deal with it. Both adEguabtions are needed to evaluate if it
is possible for a participant to reach its goals in the syst&marticipant cannot know what the other
participants think about it, except if it has a global knadge of the system. Therefore, we consider the
participant’'s adequation to the system as a global chaistite

1.3.1.1 Consumer

The two kinds of adequation are intuitively useful to anstherfollowing questions :
o “How well do the intentions of a consumer correspond to tlawiglers that were able to deal with
its last queries ?” -System Adequation w.r.t. Consumerand
o “How well do the last queries of a consumer correspond torttemtions of the providers that were
able to deal with ?” -Consumer Adequation
Let us first introduce the system’s adequation concerningnaumer. The systemdequationto a
consumer characterizes the perception that the consuradrmimathe system. For example, in our moti-
vating example given in the introduction of this documet;ine considers the mediator as interesting
(i.e. adequate), in such a query allocation, because itrtisle® providers thatiine considers inter-
esting :po, p4, andps. Formally, we define the system adequation regarding a cosistl € C' and

concerning a query, denoted by, (c, ¢), as the average efs intentions towards set, (Equation 1.1).
Its values are in the interv0..1].

Suales) = - 3 ((Clylpl +1) /2) (L.1)

g PEP,
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We thus define the system adequation to a consumer as thgewemer the adequation values con-
cerning itsk last queries (see Definition 13). Recall that 86 denotes the: last queries issued by
consumet. Its values are betwedhand1, and the closer the value 19 the more a consumer considers
the system as adequate.

Definition 13. System Adequation w.r.t. a Consumer

58@(0) = ! : Z 55(1(07 Q)

k
Qe 22,

Conversely to Definition 13 that evaluates how much a consusriaterested in providers that can
deal with its queries, the consumer’s adequation to theesystvaluates how much providers are inter-
ested in the queries of this consumer. Going back to our @tiriy example, we can say thdl/ ine is
adequate to the system regarding qugsynce great part of providers desire to treat its query. Adiog
to this intuition, the adequation of a consumeéo the system concerning its interaction with the system
for allocating its query;, notedd,(c, ¢), is defined as the average of the intentions shown by’sét-
wards its query; (Equation 1.2). Its values are betwdeand1. Vectorf—’?q denotes the’,’s intentions
to performg.

5alc,q) = Niq S ((PLf) +1)/2) (1.2)

peEP,

Thus, we define the consumer’s adequation to the system ase¢hgge over thé, values obtained
in its k last queries. Its values are betweéeand1. The closer the value tb, the greater thadequation
of a consumer to the system.

Definition 14. Consumer Adequation

bul0) = —— Y dalcq)

- k
Qi 2=,

1.3.1.2 Provider

The two kinds of adequation concerning a provider are usefahswer the following questions :
e “How well do the intentions of a provider correspond to thst lqueries that the mediator has
proposed to it ?” -System Adequation w.r.t. Provider, and

e “How well does a provider correspond to the consumer’s ties ?” —Provider Adequation

As for a previous section, in this section, we start by infiidg the system adequation concerning a
provider and then we define the provider's adequation. Thieeyadequation w.r.t. a provider evaluates
if the system corresponds to the intentions of a providéuitimely, this corresponds to a market survey,
that is, what any enterprise does for evaluate the marketenheéesires to launch a product. Considering
our motivating example, one can consider the mediator aguade top,, p3, andps, becauseWine's
query is of their interest. However, it is difficult to condii by considering only one query. An average
over thek last interactions is more informative. Thus, we define thegadtion of the system w.r.t. a
providerp € P, d5,(p), as the average @fs shown intentions towards SE’IQ’;. Remember thaPQ’; is
the set ofk last proposed queries 1o
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Definition 15. System Adequation w.r.t. a Provider

Jsa(p) = @ 'q%k <(ﬁp[(ﬂ +1 )/2)

0 if PQE=10

The values that this adequation can take are in the intédval. The closer the value is tb, the
greater the adequation of the system to a provider is. Navatlequation of a provider to the system
allows to evaluate if consumers are interested in intergatiith it. To illustrate théProvider Adequation
we use again our motivating example. One may consigeand p3 as inadequate to the system (with
regards to what they can perceive) sird&ine does not want to deal with. Nevertheless, the most
important is to evaluate that interaction overB@’; of queries. So, we formally define the adequation
of a providerp € P to the system over the laktproposed queries as follows.

Definition 16. Provider Adequation

Sa(p) = ||P22’I§|| .q%k <(—I>q[19] + 1)/2)

0 if PQE=10

Its values are in the intervd..1]. The closer the value tb, the greater the adequation of a provider
to the system.

1.3.2 Participants’ Satisfaction

This section is devoted to the characterization of the pleng happiness with the things it is doing
in and receiving from the system. As for adequation, two &iofisatisfaction could be considered :

e The satisfaction of a participant with what it gets from tlgetem,d;, e.g. a provider (respectively

consumer) that receives queries (resp. results from thedms) it does not want is not satisfied.

e The participant’s satisfaction with the job that the qudlyaation method does$,,;, e.9. a provider
(respectively consumer) that performs queries (respgetatproviders) it does not want is not sat-
isfied with the query allocation method whether there exigtrigs (resp. providers) of its interests
that it does not get.

To illustrate both satisfactions, consider again the cétigeccourier company of the Example 1. This
courier company may be dissatisfied, in a market place, Beaqaansumers are rarely interested in doing
their shipments abroad and thus almost all queries it ppdare requests for national shipments. Nev-
ertheless, it is possible that this courier company isfsadisvith the query allocation method because all
the incoming queries requesting for international shipimiane allocated to it. Both satisfaction notions
may have a deep impact on the system, because participaptdetiae whether to stay or to leave the
system based on them. While the first kind of satisfactioreddp on the participants, the second one
may be the result of the query allocation method design. Bgfcesenting these notions, let us say that
our satisfaction definitions do not directly consider eitfesponse times (for consumers) nor the number
of performed queries (for providers). Instead, it is up toastipipant to consider such aspects, if it is
interested in, when computing their intentions.

1.3.2.1 Consumer

The characteristics we present here are useful to answéslibing questions :
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e “How far do the providers that have dealt with the last quedta consumer meet its intentions ?”
— Consumer Satisfaction, and
e “Does the query allocation method propose the best praviffegarding consumers’ intentions)
to a consumer ?” €onsumer Allocation Satisfaction
Thesatisfactionof a consumer allows this consumer to evaluate if a mediatalfacating its queries
to the providers from which it desires to get results. To agetlre notion over itg last issued queries,
we first define the satisfaction of a consumer concerningltbeadion of a given query. The average of
intentions expressed by a consumer to the providers thidrpesd its query is an intuitive technique to
define such a notion. Nevertheless, a simple average doéskeonto account the fact that a consumer
may desire different results. Indeed, a consumer may desieeeive results from different providers.
Let us illustrate this using our motivating example. Assuheg the mediator allocates$Vine's query
only to po, to whicheWine has an intention of, but it was requiring two providers. A simple average
would not take this into account. This is why the followinguatjon takes this point into account using
n instead of | ||, whereP, denotes the set of providers that perfornged

ds(c,q) = % : ZA ((C/Tl')q[p] + 1)/2> (1.3)

pEP,

In above equation, parametestands for the number of required results by consum&hed,(c, ¢) val-
ues are in the interval..1]. The satisfaction of a consumer is then defined as the avevagés obtained
satisfactions concerning ifslast queries. Its values are betwe®and1. The closer the satisfaction to
1, the more the consumer is satisfied.

Definition 17. Consumer Satisfaction

1
ds(c) = TTOF Z ds(c,q)
11QE]| st

Since this notion of satisfaction does not consider theecdnit does not allow to evaluate the
efforts made by the query allocation method to satisfy awans. Let us illustrate this by means of our
motivating example. Assume thdi/ine has an intention of, 0.9, and0.7 for allocating its query t-,
p4, andps, respectively. Now, suppose that the mediator allocategtiery tap,. Such a query allocation
corresponds telVine’s high intentions, selWine is satisfied. However, there is still a provider to which
its intentionis higher p-). The Consumer Allocation Satisfactiamotion, denoted by,,(c), allows to
evaluate how well the query allocation method works for sscomer. Its values are in the interyél.co].

Definition 18. Consumer Allocation Satisfaction

1 ds(c,q)

~IQE

9as(©) 5ual, )

qeIQk

If the obtained value is greater thanthe consumer can conclude that the query allocation method
acts to its favor. Conversely, if the value is smaller thathe query allocation method dissatisfies the
consumer. Finally, a value equaltaneans that the query allocation method is neutral.

1.3.2.2 Provider

Intuitively, it is through the characteristics we presenthis section tha a provider may answer the
following two questions :
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e “How well do the last queries that a provider has treated nteettentions ?” -Provider Satisfac-
tion—, and
e “Does the query allocation method give the best queriesafdigg providers’ intentions) to a
provider ?” —Provider Allocation Satisfactian
Conversely to the adequation of a provider, its satisfactinly depends on the queries that it per-
forms and is independent of the other queries that have lrepoged to it. Let us exemplify the satisfac-
tion notion using our motivating example. Suppose that inexample, the mediator allocateB ine’
qguery tops. In such a query allocatiom, is not satisfied since it did not intend to perform the query.
Thus, one can say that may quit the system by dissatisfaction, but it is possibég thdoes not do so
because it receives in general interesting queries fronsybtem. Indeed, what is more important for
a provider is to be globally satisfied with the queries it perfs. LetSQ% (with SQ% C PQF) denote
the set of queries that providerperformed among the set of proposed querié@;(). We define the
satisfaction of a providep € P as its intention average over s@Q’; (see Definition 19). Thé,(p)
values are betweehand1. The closer the value th the greater theatisfactionof a provider.

Definition 19. Provider Satisfaction
1 e

o & ((PPLla+1)/2)
p

q€SQE

0 if SQk=10

ds(p) =

The satisfaction notion evaluates whether the system isgyiyueries to a provider according to its
(those of the provider) intentions so that it fulfills its ebfives. So, as for consumers, a provider is simply
not satisfied when it does not get what it expects. Here ag@ne are different reasons for this. First, it
may be because the system does not have interesting resdugcthe system has a low adequation w.r.t.
the provider. Second, the query allocation method may ginsgthe provider’s intention. The latter
is measured by thallocation satisfactiomotion. In other words, by means of this notion a provider
can evaluate how well the query allocation method workstfa€onversely to a consumer that always
receives results at each interaction, a provider is notaté all the proposed queries. So the formal
definition is a little different. We formally define the alkion satisfaction notion of a provider €
P, denoted by,s(p), as the ratio of its satisfaction to the adequation that yfstesn has towards it.
Resulting values are betweérandoco.

Definition 20. Provider Allocation Satisfaction

If the allocation satisfaction of a providgris greater than, the query allocation method works well
for p (from the point of view ofp). If the value is smaller tham, the closer it is to zero, the moge
is dissatisfied with the query allocation method. Finallyadue equal tal means the query allocation
method is neutral.

1.3.3 Provider Intention-based Profit

We strongly believe that in addition to evenly distributeeguload among provider at some tirhea
guery allocation method should also be fair (regarding toeigers’ utilization) in the long-run. That is,
with all other parameters being equal, providers shoulahi@vaverage, almost the same utilization in
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some discrete time interval. Furthermore, we believe thal.iaonomous provider considers its intentions
towards the queries it performed in such a discrete timevateThis is clearly illustrated by an e-
commerce application where a provider may be in starvatitiatever the number of queries it received,
because it simply does not obtain much benefits from the egiériobtained in a given time interval.
This is why we make precise, in this section, whakry starvationmeans in distributed information
systems with autonomus providers. To this end, we introdieéntention-based Profitr, definition.
The intention-based benefit of a provider denotes the sutmeahtentions it expressed towards a set of
queries that it performed in a given discrete time interkat.date,(q) denote the date in which a query
q has been performed by providerwe formally define the Intention-based Profit of a providea time
interval [t', t], with ¢’ < ¢, as follows.

Definition 21. Provider's Intention-based Profit

—
m(t',t)= Y PPLq
9€5Qy
date(q)€[t’ 1]

Its values are in the interval ofoco and 4+occ. Recall that seSQ’; denotes the set of queries that
providerp performed among the set éflast queries that the mediator proposed to it. ThenSigtbe
the minimal intention-based profit that a proviglaran support, we say thais in starvation in a discrete
time interval[t’, ¢] if and only if,

starv(p) = m,(t',t) < St, (1.4)

Notice that a consumer may also suffer from starvation : @séhcases that it does not receive the
number of answers it requires, i.e. whBp < n. We do not introduce a starvation notion for a consumer
because we already considered this in the definition of tisfaation (see Definition 17).

1.3.4 Query Allocation Method Efficiency

Having formally defined the participants’ characteristfaslequation, satisfaction, and profit), we
proceed to introduce the efficiency notion, which is a charéstic of the query allocation method.
Intuitively, this characteristic allows to answer the éoling two questions :

e “How well does the query allocation method perform regagdinconsumer ?” -Allocation Effi-

ciency w.r.t. a Consumeand

e “How well does the query allocation method perform conaggra provider ?” -Allocation Effi-

ciency w.r.t. a Provider

1.3.4.1 Consumer

The query allocation efficiency w.r.t. a consumeEe C, d,.(c), is then defined as in Definition 22.
Its values are betwedhandoo. As for theallocation satisfactiomotion, thequery allocation efficiency
w.r.t. a consumeanllows to evaluate the job done by the query allocation nefioo a consumer. But,
this evaluation is objective since it considers the congisnaelequation to the system in addition to the
system’s adequation to the consumer.

Definition 22. Allocation Efficiency w.r.t. a Consumer

1 ds(c, q)

el = iz (€.0)- 8afe0)

5
qeIQk "
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If the efficiency value of the query allocation regarding asamer is greater thah, the query
allocation method does a good job for it. In contrast, if théue is smaller than, the query allocation
method does not do a good job for it.

1.3.4.2 Provider

We then define the efficiency of the query allocation regardirproviderp € P, denoted by the
functiond,. (p), as the ratio of its satisfaction to the product of the adégoahat the system has towards
it by its adequation. Its values are|in.co].

Definition 23. Allocation Efficiency w.r.t. a Provider

ds(p)
5(16 p = T /N /N

P = 5 0

As for a consumer, if the efficiency value of the query allaratvith regards to a provider is greater
thanl, the query allocation method does a good job for it. If theigas smaller than, the efficiency of
the query allocation is not good. And, in the case the valdetise query allocation method is neutral to
the provider.

1.3.5 Discussion

The model we presented in this section can be applied wifkrdiit purposes. First, to evaluate
how well a query allocation method satisfies the particigaintentions. Second, to try to explain the
reasons of the participants’ departures from the systemekample, to know if they are leaving the
system becaus@) they are dissatisfied with the queries they perfofiih,they are dissatisfied with the
mediator’s job, of(iii) the system is simply inadequate to them. To do so, one hagty e system
measures, which reflect a global behavior, over all conagfittse model :adequation satisfaction and
allocation efficiencysee Section 1.4). Third, to design new self-adaptableycplrcation methods that
meet the participants’ intentions in the long-run (see @ad).

As noted earlier, even if the model can be applied tqtieéerencesndintentionsof participants, the
interpretation of results is not the same. Thus, two difietevels ofsatisfactiorexist : at thgpreference's
andintentions level. On the one hand, theatisfactionat thepreferenceslevel reflects the happiness of
a participant with what it is doing in the system. On the othand, it is with thesatisfactionat the
intentions level that a participant evaluates if the mediator gengrgilves to it the queries it asks for.
Thus, a participant can know if it is properly computingiitsentionsby evaluating botlsatisfactions
For instance, a participant can observe that its expressectionsdo not allow it to be satisfied at its
preference’devel even if the mediator does a good job for it and then iatisfied at iténtentions level.

As final remark, reputation does not directly appear, bstétéar that it has a major role to play in the
manner that participants work out th@itentions Thus, it is taken into account as much as participants
consider it important. Moreover, notice that several gubtés to compute participants’ satisfaction
may exist. For example, participants’ satisfaction maye@se with the time or consider the number of
received queries. However, to explore, explain, and comalhthe possibilities to compute participants’
satisfaction is well beyond the scope of this thesis. In faath a study is an open problem and could be
the topic of a new doctoral dissertation.
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1.4 System Measures

The system measures we use are the same for consumers aiulgoand can be used to evaluate
the 854, da, ds, dass dae, @NdU; values of a participant. Thus, for simplicity, tipefunction denotes one
of these functions anl denotes either a set of consumers or providersSi.€.C or .S C P. To better
evaluate the quality of a query allocation method for balamqueries, one should reflect :

¢ the effort that a query allocation method does for eitherimiing or minimizing a setS of g

values -efficiency-,

e any change in a sét of ¢ values —sensitivity— , and

¢ the distance from the minimal value to the maximal one in &'sgftg values —balance— .

A well-known measure that reflects ta#ficiencyof a query allocation method is tineeanu function.
Because participants’ characteristics (see Section te3dditive values and may take zero values, we
utilize the arithmetic mean to obtain this representataimmber (Equation 1.5).

w9.5) = 1rg1 SH > g(s) (1.5)
seS
However, thaneanmeasure might be severely affected by extreme values. Wausjust reflect the
g values’ fluctuations irf, i.e. thesensitivityof a query allocation method. In other words, we evaluate
how fair a query allocation method is w.r.t. a sebf g values. An appropriate measure to do so is the
fairness indexf proposed in [JCH84] (defined in Equation 1.6). Its valueshateveerD) and1.

(3 a(s))?
flg,8) = —5—— (1.6)

1SI1) g(s)?

ses

Intuitively, the greater th&irnessvalue of a sef5 of ¢ values, the fairer the query allocation process
with respect to such values. To illustrate gansitivityproperty, suppose that there exist two competitive
mediatorsm andm’ in our motivating example. Assume, then, that the set ofiderg registered ten
andm’ areP = {p1,p2, p3} and P’ = {p}, p,, ps}, respectively. Now, consider that teatisfactionof
such providers aré;(p;) = 0.2, 05(p2) = 1, d5(p3) = 0.6, d5(p}) = 1, d5(ph) = 0.7, andds(ps) = 0.9.
Reflecting thesensitivityof both mediators w.r.satisfaction(0.77 and0.97 for m andm’ respectively),
we can observe that companies have almost the same chara@sgbusiness im2’, which is not the
case inmn.

Finally, a traditional measure that reflects the enstor@dnceby a query allocation method is the
Min-Max ratio. TheMin-Max ratio o is defined in Equation 1.7 (wherg > 0 is some fixed constant).
Its values are betwedhand1. The greater thbalancevalue of a sef of g values, the better tHealance
of such values. Th&lin-Max ratio is useful to know whether there exists a great diffebeween the
most satisfied entity € S and the less satisfied entity € S (with s # s’), and then, one can evaluate
if this is because of the query allocation method or the @atadequation

min g(s) + co

seS
= 1.7
760S) = @ (L7
s'e

The above three measures are complementary to evaluatiba lgehavior of the system, and the
use of only one of them may cause the loss of some importamrniattion.
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1.5 Related Work

To the best of our knowledge, economic models are the onlg trat are related to the model we
proposed in this chapter. Economics is a social sciencesthdies how individuals, firms, governments,
and organizations make choices ; and how these choicesrde#ethe way wealth is produced and dis-
tributed. It is subdivided into macroeconomics and micopernics. Macroeconomics studies aggregated
indicators to understand how the whole economy functionadH. In other words, it deals with the per-
formance, structure, and behavior of a national or regienahomy as a whole. Macroeconomic models
and their forecasts are used by both governments and largerations to assist in the development and
evaluation of business strategy. Microeconomics [MCW@QQ%90], which examines how individual
decisions and behaviors affect the supply and demand ofsgaiod services, which determines prices.
In other words, it studies how individuals make decisionaltocate limited resources. Indeed, in this
work we are interested in the participants themselves anithiforeason we focus in microeconomics.

In microeconomics, one describes participants’ preferetny means of atility function. A utility
function assigns a numerical value to each element of a s#taifes, ranking such elements according
to the participants’ preferences [MCWG95]. That is, fortegaery (good or service) a participant com-
putes itsmarginal utility of participating in the allocation of such a query. Noticatthin our case, the
participants’ intentions represent somehow their maitgitiity. Then, a participant computes itstal
utility gained in a given set of queries by adding its marginal ut@iained in each query. For simplic-
ity, in the remainder of this section, we only use the ternitutio denote total utility. In other words,
as the satisfaction notion, the utility is an abstract cphteat measures the happiness or gratification
of participants by consuming or performing queries. Furti@e, the utility as well as the satisfaction
makes no assumption about the way in which participants otengmeir marginal utility function and
intention function, respectively. This is because bothgimal utility and intention functions depend on
applications and participants. We go beyond this by promgpsi way in which participants can com-
pute their intentions. For all this, utility is clearly rédal to the notion of satisfaction we presented in
this chapter, but the satisfaction notion differs from tblt utility in three ways. First, the satisfaction
is bounded by and1 and normalized while the utility is neither bounded nor nalimed. Therefore,
one can easily compare the satisfaction of participantsoi®t while utility generally considers all the
queries that a participant consumed or performed, satigfaonly considers thé last queries. This is
very useful when participants have a limited capacity. Bmatility is generally reduced to monetary
concerns only, which is not the case for the satisfactioionot

We now introduce two well-known economic properties : Rauaitimality and Nash equilibrium.
First, Pareto-optimality is a situation which exists whesaurces have been allocated in such a way that
no-participant can be made better off without sacrificirglell-being of at least one participant. Other-
wise, we say that there exists a Pareto improvement. Thugerg gllocation is said to be Pareto optimal
when no further Pareto improvements can be made. Howeigenat obvious to satisfy participants since
several Pareto solutions may exist. Second, in game thebily44] the Nash-equilibrium [Nas51] is a
condition in which no participant would want to change itat&gy given the strategies adopted by other
participants. Participants are said to be in equilibrium é¢hange in strategies by any one of them would
lead that participant to earn less than if it remained walcitrrent strategy. As for the Pareto-optimality
property, several Nash-equilibriums may exist, but alsmdty not exist a Nash-equilibrium in some
cases. Furthermore, as most of the economic propertiels, Raeto-optimality and Nash-equilibrium
properties focus on only one interaction. As a result, mbteoeconomic approaches [FNSY96], which
are based on one of these economic properties, look for py@ress of participants in solely one query
allocation and not in the long-run. In contrast, the sattéf@ notion we proposed represents the happi-
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ness of participants in several interactions, i.e. in timgioun.

In the field of distributed rational decision making [San9&rticipants are assumed to ibeivid-
ually rational : the utility of any participant in the process is no less tham utility it would have by
not participating. This is not relevant in environments vehparticipants may have the interest that the
system be efficient and hence, in some query allocationg ntlag be interested in participating in some
guery allocations even if this means to lose sometimeshEunrtore, it is not relevant in cooperative
contexts where some participants may be imposed, whichiémphving a lower utility in participating.
Therefore, the satisfaction notion is still relevant beseait is a long-run notion.

Qu et al.JQLMO06] propose a definition of consumer’s satisfactiorllezhtheUser Satisfaction Met-
ric (USM), that is quite related to ours. They define USM of a gigensumer as the sum average of
the consumer’s satisfaction in each query it has issuedemfmless, unlike our consumer’s satisfac-
tion definition, their USM definition assumes that consunagesonly interested in response times and
information freshness. Indeed, this is very important forsuimers in some applications, such as in web-
database systems, but in other applications consumers eniaydoested in some other criteria, such as
providers’ reputation. Our satisfaction definitions arerengeneral by computing participants’ satisfac-
tion with respect to their intentions, which are individyatomputed by participants considering their
own preferences.

1.6 Chapter Summary

In this chapter, we addressed the problem of modeling aatons participants with special interests
towards queries. We proposed a model that defines long-rionsao know if the system is adequate
to participants and if it is meeting their intentions. To thest of our knowledge, this model is the first
effort to characterize participants in their generalityn®narizing, our main contributions in this chapter
are the following.

e We characterized the participants’ intentions in a new rhodich allows to evaluate a system
from a satisfaction point of view. The definitions that we gweed are original, considering the
long-run notions ofadequationand satisfaction They are independent of the way participants
compute their intentions and how the mediator considemn tfihis model facilitates the evalu-
ation and the design of query allocation methods for thesg@mments. The proposed model is
general, and thus, can be used for any distributed systemiteuture.

o We defined the providergtention-based profihotion, which allows a provider to evaluate if it
performed the required providers to survive. In particwee made precise the query starvation
notion in environments where providers have some prefesetawvards queries.

e We proposed three different measures to evaluate the yadlijuery allocation methods : the
meanmeasure reflects the effort that a query allocation methed éw equally either maximizing
or minimizing a given set of values ; tHairnessmeasure evaluates how fair a query allocation
method is ; thdalancemeasure measures the Min-Max values.

Future Work In this chapter, we proposed a model that defines many notiookaracterize, in the
long-run, participants’ intentions. One of these notianparticipants’ satisfaction that, generally speak-
ing, denotes the happiness of a participant with the thingistains from the system. We presented a way
to compute participants’ satisfaction, but several pads#is to do so may exist. This requires a depth
study to explore different satisfaction definitions, whiglout of the scope of this thesis. Thus, in a future
work, we plan to explore a large number of possibilities tmpate participants’ satisfaction so that we
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can understand the advantages and disadvantages of edeimnflthe satisfaction notion we presented
in this chapter is somehow linked to the notions of trust [ADAGO07] and reputation [KSGMO03] from
distributed systems. This study is well beyond the scophisfthesis, thus we report it to a future work.
Recently, we observed that, from a general point of viewiosogy [Mac04] focus on a similar problem
to that we focused on, i.e. we model the satisfaction of gigeints. We are interested in exploring this
discipline in order to study the possible links that couliseketween its properties and the properties
we presented in this chapter.



CHAPTER 2

Satisfaction-based
Query Allocation

One of the problems that has been thoroughly investigatdebiarea of query allocationdgiery load
balancing(glb) [ABKU99, GBGM04, MTS90, RM95, SKS92], which main objedivs to maximize
overall system performance (specifically throughput asgease times) by balancing query load among
providers. Nevertheless, as seen so far (Example 1), miditdd information systems where participants
are autonomous the participants’ intentions are not onlipp@ance related. In such environments, when
a participant is no longer satisfied with the mediator, tHg amy to express its dissatisfaction is to leave
it, which may have consequences on the capacity and furdities provided by the system. On the one
hand, a provider departure decreases the systapscity(which denotes the aggregate of all providers’
capacity) and, as a result, may significantly hurt the sygierformance. On the other hand, providers’
departure can result in losing in system'’s functionaljtieg also consumers’ departure is a loss of queries
for providers. Therefore, to preserve full system capaaitgl functionalities in these environments, it is
quite important to take into account participants’ intens in addition taylb. This is particularly timely
with the potential profusion of software based on web sesvia particular and on services oriented to
architecture in general.

In this chapter, we propose a query allocation framework teasiders participants’ intentions
besidesglb. The content of this chapter is based on our material pudadish [LQRV07, QRLVO0S,
QRLVO07a, QRLVO7b]. Our main contributions are the follogin

e We proposeatisfaction-based Query Load BalanciifyQ A, in short), a flexible framework with
self-adaptingalgorithms to allocate queries while considering kgithand participants’ intentions.
Salient features aof,(Q A are that :

it affords consumers the flexibility to trade their prefares for the providers’ reputation,

it affords providers the flexibility to trade their prefeces for their utilization,

it allows a mediator to trade consumers’ intentions for pexs’ intentions, and

it affords the mediator the flexibility to adapt the queryoaltion process to the application by
varying several parameters.

e We demonstrate, through experimental validation, $) @ A significantly outperforms baseline
methods, theCapacity based and Mariposa-like methods, and yields significant performance
benefits. We demonstrate the self-adaptabilitysgf A to participants’ intentions and its adapt-
ability to different kinds of application. We also show tlaplying the proposed measures over
the provided model allows the prediction of possible depe# of participants.

The remainder of this chapter is organized as follows. IniSe@.1, we formally define the query
allocation problem in systems with autonomous participdraving special interests towards queries.
As part of theS,Q A framework, we define a way to compute consumers’ and pray/idlgientions in
Sections 2.2 and 2.3, respectively. Then, in Section 2.4lefiae a way to allocate queries by considering

21
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both consumers’ and providers’ intentions and define aeglyato adapt query allocation to different
kinds of application. We give some final remarks &) A in Section 2.5. In Section 2.6, we validate
SpQ A performance to allocate queries and demonstrate its duligtao participants’ intentions and

applications. We then survey related work in Section 2./faly, we conclude this chapter in Section 2.8.

2.1 Problem Definition

We consider a system consisting of a mediatoof a set of consumexs and of a set of providers.
These sets are not necessary disjoint, an entity may plag than one role. Provider are heterogeneous :
(i) they have different processing capabilities &ijdthey may provide different results, e.g. because they
have different private data. We assume that providers ctertpair utilization/ as defined in Section 1.2.

Queries are formulated in a format abstracted as a tgipte< ¢,d,n > such thaig.c € C is the
identifier of the consumer that has issued the quetyjs the description of the task to be done (e.g.
a SQL statement), angn € N* is the number of providers to which the consumer wishes tale
its query. Indeed, a consumer may want to query differentigens, in particular in the case they can
provide different answers. Parametet is intended to be used within a matchmaking procedure to find
the set of providers that are able to treatienoted by seP,. As noted so far, such techniques are out
of the scope of this paper and thus we assume there exists time $ystem, e.g. [KH95, LHO04], that is
sound and complete : it does not return false positive neefakgatives. We us¥, for denoting|| P, ||,
or simply N when there is no ambiguity an

Consumers send their queries to mediatahat allocates each incoming queryo ¢.n providers in
P,. And, a consumer poses a query to a mediator when it canradlyi@erform the query or just because
it has certain benefits by outsourcing the query. We only idenghe arrival offeasible queriesthat is
those queries in which there exists at least one provideighnik able to perform them, in the system.
For the sake of simplicity we only use, throughout this paiberterm “query” to denote a feasible query.
Query allocation of some queryamong the providers i, is a vectorAllo¢,, or simply Alloé when
there is no ambiguity on,

1 if p getsq

Vp € Py, Allocy[p] = 0  otherwise

2.1)

We assume that each incoming quemust be treated, even if no provider desires to perform is Th
leads to)_ . p, Allo¢[p] = min(q.n, N). In other words, in the case that. > N, consumei;.c gets

N, queries instead of.n. In the following, the set of providers such thatioé,[p] = 1is notedﬁ(;,
where, given a predefined scoring functiomenotes the worst provider’s score in @t For simplicity,

when the knowledge af is not required, we only us/é; to denotelgq?. Notice that, without any loss of
generality, in some cases, e.g. when consumers pay sewitbagal money, query allocation just means
that providers are selected for participating in a negotigbrocess with consumers.

Participants are free to express their intentions to atoead perform queries. The way in which
participants compute their intentions is considered aspiand hence it is not revealed to others, which
is the case of several current applications (e.g. ire@@mmercescenario, enterprises do not reveal
their business strategies). However, even if this inforomats private, the way in which participant
compute their intentions has an indirect impact on the gystbehavior. For instance, if participants are
interested in short response times, as a result the systkensiire low response times. But, if they are
not interested in, the resulting system will have a poorqrerince.
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In these environments, where participants are autononiioigsgrucial to consider their intentions
when allocating queries to avoid massive participantsadepe from the system and hence to preserve
the total system capacity, i.e. the aggregate capacityl pkabiders (e.g. in terms of computational or
physical resources). To summarize, we can state the pradmeoilows.

Query Allocation Problem Given a mediatorn confronted to autonomous participants, should
allocate each incoming quekyto a setP; such that||P,|| = min(g.n, N,), short response times,
system capacity, and participants’ satisfaction are easurthe long long-run.

2.2 Consumer’s Side

When a consumer is required by the mediator to give its ifdrrior allocating its query to a given
providerp, it computes its intention based on both its preferenceartdsy andp’s reputation. The idea
is that a consumer makes a balance between its preferencaboftating queries and the providers’
reputation in accordance to its past experience with providers. Famgpte, if a consumer does not have
any past experience with a providerit pays more attention to the reputationfA consumer may
base its preferences on different criterias, such as gualgervice, response times or price of services.
Hence, several ways to compute preferences exist. Dealthghe way in which a consumer obtains its
preferences is beyond the scope of this thesis.

We formally define the intention of a consumer C to allocate its query; to a given provider
p € P, as in Definition 24. Functiopr f.(¢, p) givesc’s preference (which may denote e.g. some interest
to quality of serviceor response timefor allocatingg to p, and functionrep(p) gives the reputation af.
Values of both functionspf f andrep) are in the interval—1..1].

Definition 24. Consumer’s Intention

prfe(q,p)” x rep(p)' =" if prfe(a,p) >0 A rep(p) >0

| (U= (@rfela,p) +1)/2)" x (1= ((rep(p) + 1)/2))' " )eliseif prfe(a,p) < 1A
CZc(q,p) = A rep(p) <1
(U= (@rfelap) +1)/2) + )" x (1= (rep(p) +1)/2) + )" else

Parametee > 0, usually set td.01, prevents the consumeiistentionfrom taking zero values when
the consumer’s preference or provider’s reputation vaisiesjual tol. Parametep € [0..1] ensures a
balance between the consumer’s preferences and the pr®vidputation. In particular, i = 1 (resp.
0) the consumer only takes into account its preferences.(theprovider’s reputation) to allocate its
guery. So, if a consumer has enough experience with a givandar p, it setsv > 0.5, or else it sets
v < 0.5. Whenwv = 0.5, it means that a consumer gives the same importance to fer@nees and the
provider’s reputation.

2.3 Provider’s Side

The provider’s intention to perform a given query is basedtempreferences for performing such
a query and its current utilization. Nonetheless, the dgoedhat arises is what is more important
for a provider, its preferences or its utilizationWe propose to balance, on the fly, the preferences and
utilization of a provider according to its satisfactiontuitively, on the one hand, if a provider is satisfied,
it can then accept sometimes queries that do not meet itstims. On the other hand, if a provider is
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Figure 2.1 — Tradeoff betwegreferenceandutilization for getting providersintention

dissatisfied, it does not pay so much attention to its utibraand focuses on its preferences so as to
obtain queries that meet its intentions. To do so, the satisi it uses to make the balance has to be
based on its preferences and not on its intentions. Thusatiiefaction definition of Section 1.3.2.2 has
to be adapted to the preferences of a provider by usingréf&rencesnstead of its intentions. As for
a consumer, a provider may compute its preferences eitheofigidering its context or independently
of its context. For example, a provider may no longer desirpdarform some kind of queries when it
is overutilized and another provider may always have theespreferences for queries no matter its
utilization. In fact, several strategies can be adopted psogider to compute its preferences. However,
how a provider implements its preference’s functipnf, is out of scope of this paper. We just assume
that providers’ preferences are in the interjsal ..1].

We thus define the intention of a providerc P, to deal with a given query as in Definition 25.
Functionpr f,(¢q) € [—1..1] givesp’s preference to perforn.

Definition 25. Provider’s Intention

prfp(@)' " x (1 —ut<p>>5s<p if prip(a) =0 A Uyp) < 1
pip(q) =| — ( — ((prfplq) +1)/2 )1 —0s(p (Ut(p))és(p)> elseif prfy(q) <1 A U(p) >0
(1= ((prfple) +1)/2) + e) o) o (U:(p) + 6)5S(p)> else

Parametet > 0, usually set td.01, prevents the intention of a provider from takidgalues when
its preference or its utilization is equal @ Figure 2.1 illustrates the behavior that functiphtakes
for different provider’s satisfaction values. We can obedn Figure 2.1(a) that when a provider is not
satisfied at all, its utilization has no importance for it dsgreferences denote its intentions. In contrast,
when a provider is completely satisfied, its utilization diexs its intentions (see Figure 2.1(b)). In the
case that a provider has a satisfaction.6f(Figure 2.1(c)), we observe that its preferences and atitin
have the same importance for it. Moreover, we can observégimré2.1 that a provider shows positive
intentions, whatever its satisfaction is, only when it i$ agerutilized and queries are of its interests.
This helps satisfying providers while keeping good respdimes in the system.

2.4 Mediator’s Side

So far, we assumed that a matchmaking technique has fourskthef providers that are able to
deal with a queryy, denoted by sef’,. Therefore, we only focus on the allocation@fmong setP,.
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Given a queryq, Sp,QA allows the mediator to trade consumers’ intentions for jolers’ intentions
according to their satisfaction (Section 2.4.1). FurtheenS,Q A affords the mediator the flexibility
to regulate the system w.r.t. some predefined function amgbtatthe query allocation process to the
application by varying its parameters (Section 2.4.2). éat®n 2.4.3, we describe the way in which
SpQ A allocates queries among providers and analyze, in Sec#b#, 2he number of messages that the
mediator transfers over the network to allocate an incorgungyyg.

2.4.1 Scoring and Ranking Providers

A natural way to perform query allocation is to allocate dgein a consumer-centric fashion, such
as several e-commerce applications do. This leads to ta&eadrount the consumers’ intentions only,
which may seems correct at first glance. However, doing sogaagrely penalize providers’ intentions
and hence it may cause their departure from the mediatochaiplies a loss of capacity and function-
ality of the system but also a loss of revenues for the mediaben it is paid by providers after each
transaction (e.g. in ebay sellers pay a percent of the tcéinea they conclude). Respectively, if a medi-
ator only considers the providers’ intentions when allmgatjueries, consumers may quit the mediator
by dissatisfaction, which in turn may cause the departugg@fiders. This is why we decide to balance
consumers’ and providers’ intentions with the aim that kadtthem be satisfied.

Thus, given a query, a provider is scored by considering both its intention ferfgrming ¢ and
g.c’s intention for allocating; to it. That is, thescoreof a providerp € P, regarding a given query is
defined as the balance between ¢hés andp’s intentions (see Definition 26).

Definition 26. Provider's Score

scro(p) = (PLI)(CL) ™ if Plyp) >0 A Clylp] > 0
| (=PIl + ) (1= CLyfpl +6)'™) else

Vectorﬁq [p] denotesP,’s intentionsto performg. Parametee > 0, usually set tal, prevents the
provider'sscorefrom taking0 values when the consumer or providerigentionis equal tol. Parameter
w € [0..1] ensures a balance between the consunm@estionfor allocating its query and the provider’s
intentionfor performing such a query. In other words, it reflects thpantance that the query allocation
method gives to the consumer and providémgentions To guarantee equity at all levels, such a balance
should be done in accordance to the consumer and providgisfastion. That is, if the consumer is more
satisfied than the provider, then the query allocation nmieitmuld pay more attention to the provider’s
intentions. Thus, we compute thevalue as in Equation 2.2. Conversely to provider’s intemtithe
query allocation module has not access to private infoonaffhus, the satisfaction it uses must be
based on the intentions.

w:«&@—&@»+0/2 2.2)

Figure 2.2 illustrates the tradeoff between the consumdrpravider’ intention for obtaining the
w value. One can also sefs value according to the kind of application. For instari€@roviders are
cooperative (i.e. nagelfisl) and the most important is to ensure the quality of resuite,@n set near
or equal ta0. Finally, providers are ranked from the best to the Worstent.cxheﬁq vector. Intuitively,
ﬁq[l] is the best scored provider to deal w&;thﬁq[Q] the second, and so on up?bq [N] which is the
worst. As a result, iff.n <= N the ¢q.n best ranked providers are selected, or else aliNheroviders
are selected.
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Figure 2.2 — The values thatcan take.

2.4.2 Regulating the System

The mediator can proceed to allocate queries by considerihgthe providers’ ranking based on
their score @), which affords participants to take the control of the gquafocation process. However,
the mediator may have certain objectives or goals that isamachieve. It is possible that the mediator
wants to regulate the system regarding some predefineddancte.g. to ensure good response times
to consumers. To allow this, we propose thig Best strategy and assume that the mediator applies it
to allocate queriesk,, Best is inspired by théwo random choices (TR@garadigm [Mit01, ABKU99].
The idea is that, given a query the mediator selects a shf, of k, providers that either maximize
or minimize functionr from setK, where setK is a random selection df’ providers from set?,
of providers. We can indifferently assume ttiatand,, values are predefined by the administrator or
defined on the fly by the mediator. Then, it allocatet® the q.n best ranked providers among 9€t,
of providers. We explain further the query allocation pifite in Section 2.4.3. We assume, without any
loss of generality, that function denotes functiod/, which means that the mediator strives to regulate
the system with respect to providers’ utilization (i.e. e¥fprmqlb). The following theorem summarizes
the K,, Best’s properties that bound its behavior.

Theorem 2. Given a queryy, the behavior of a query allocation method usiAg Best is bounded by
the following properties,

() if ¥ =2q.n A k, = q.n, K,,Best has aT'RC behavior.

(i) if ¥’ = Ny A ky, = q.n, K, Best has aCapacity based behavior.

(iii) if ¥ = Ny A ky, = k', K, Best has anIntention based behavior.

Proof. Say a query allocation metha@ implements thek,, Best strategy. The following is the same
for any value that parametern can take.

Consider thata setsk’ = 2¢q.n A k, = ¢g.n. In this casega allocates a query to the less utilized
providerp € P among a set o2q.n random selected providers froffy. This leads to satisfy the below
equation,

Vp e Py, #p' € K\P,: Uy < Uy,
which is also ensured by a query allocation method usiiighé’ process. This proves propefy.

Now, consider thaga setsk’ = N, A k, = g.n. In this casega allocates an incoming quegyto
the less utilized providers in sét,, which is also the objective of@apacity based method. Thus, both
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ga andCapacity based ensure the following equation,
Vp € Py, Bp' € P\Py: Uy < Uy

which proves propertyji).
Finally, consider thaga setsk’ = N, A k, = k. Doing so, an incoming queryis allocated byja
toa set?; such that,
Vp € /PZ, W e Pq\ﬁ; 2 serg(p') > sery(p)

Thus, the only thing that is considered fy is the participants’ intentions and thus it will have A
tention based behavior. In other words, the mediator has no control tolegguhe system. We call this
way to operate thatention base@pproach. This proves propef(i) . O

The great advantage of usirg, Best is that it allows the mediator to adapt the query allocation
process to the application by varying its parameters. Tgtilate this, consider the following examples.
First, if providers and incoming queries are homogenedgsirtediator can take BRCbehavior (which
has been proved to operate well in homogeneous distribytdms [Mit01]) when allocating queries by
setting parameters df,, Best as in propertyi). Second example, consider that providers and incoming
gueries are heterogeneous and that the most important ésfarm glb with no consideration for partic-
ipants’ intentions. In this case, the mediator can allogaieries following aCapacity based behavior,
by setting parameters df,, Best as in propertyii). Finally, consider that participants are autonomous
and there is no other objective in the system than satisfyargicipants, the mediator can then allocate
gueries based only on the participants’ intentions byrsgfiiarameters ok, Best as in propertyiii) .

As we focus on heterogeneous distributed information systia this thesis, we assume thidtis
always equal taV in the rest of this chapter (i.e. we discard the random seleghase).

2.4.3 Query Allocation Principle

We now describe how the mediator allocates queries. Figid@gillustrates the generd,Q A
system architecture and Algorithm 3 shows the main stedseaftiery allocation process. Given a query
q and a setP, of providers that are able to perforg the mediator first asks fay.c’s intention for
allocatingq to each providep € F, (line 2 of Algorithm 3). In parallel, it also asks fd¥,’s utilization
(with the assumption that functiondenotes functioi{) andintentionfor performingq (lines 3 and 4).
Then, it waits for this information from botl.c and setP, or for a giventimeout(line 5). Once such

vectorsc_’?q, U, and Z_ﬁq are computed (Wherﬁ stores theutilization of each provider inP,), the
mediator selects the, less utilized providers, denoted by g€f,, from setP; (line 6). This selection
phase can be solved using a sorting algorithm, so, in thetwagse, its complexity is)(N logz(N)).
Next, the mediator computes the score of each proyiderk,, by making a balance betweegrt's and

p’s intentions(line 7 and 8) and computes the ranking of providergin(line 9), whose complexity is
O(ky, logy(k»)) in the worst case. Finally, the mediator allocaget® theg.n bestscoredproviders in
setK,, and sends the mediation result to B}l providers (lines 10 and 11). Notice that in the case that
g.n > k,, the mediator thus allocatesto all k,, providers. Indeed, Algorithm 3 can be optimized, but
our goal is to show the steps involved in the query allocatimtess.

2.4.4 Communication Cost

We analyze the communication cost 8fQ A in terms of number of messages that the mediator
should transfer over the network to perform a query. The camaoation cost of5,Q A is given by the
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Figure 2.3 — SQLB system architecture.

following theorem.
Theorem 3. The total number of transferred messagesSp§ A to perform a query iS(N + 1) + n.

Proof. As we saw in the previous section, given any incoming qyetiie mediator transfersssgy =
2N + 2 messages over the network to ask the consunmgestionsand theutilization andintention of
providers in sef,. Then, it selects thg,, least utilized providers in sét, and allocateg to theq.n best
scored providers in sét,,. After this, the mediator informs all providers in gétof the mediation result
and waits for results from then selected providers. This implies to exchamgesg; = N +n messages
among the mediator and participants, whergtands for.n. Finally, the mediator transfergassg, = 1
messages to give results¢a@. Thus, the total number of messages transferred over thereby the
mediator to perform a query i8ssgyg + mssg; + mssga = 3(N + 1) + n. O

This is not a high cost considering that microeconomic-thapgery allocation methods transfers
3N + n + 1 messages to perform a queryV: messages to ask for providers’ bit¥, messages for
receiving providers’ bid/N messages to inform providers of the mediation resulmessages to get
results from selected providers, ahanessage to return results to the consumer. We can furtheceed
the number of exchanged messages by using participepssentative$ CLVO7] or by introducing
again the random selection phase (see Section 2.4.2). léovikeg problem of reducing communication
cost is orthogonal to the problem we address in this thesis.
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Algorithm 3 : QueryAllocation

Input :gq, ky, P,
Output: Alloc,
1 begin

/[ Consumer’s intentions
2 fork ask forg.c’s intentions towards each provider ky;
/I Providers’ intention
foreachp € P, do
L fork ask for the utilization and intention of providgmwith regards tay ;

5 waituntil C1,, U, andPI, be calculated or a givetimeout
/I qlb regulation
6 K, « selectk,, less utilized providers from sé, ;
/[l Scoring and ranking providers
7 foreachp € K, do
. = —
8 L computep’s score concerning'l,[p] & P1,[p] ;

—

9 rank setk,, of providers regardingcry(q), Ry ;

/I Query Allocation

10 | for i =110 min(n, ky) do AlUGE[R[i] — 1;

11 | for j = min(n, k,) + 1t0 N do Allo¢[R4[j]] «— 0 ;
12 end

2.5 Discussion

We pointed out in Sections 2.2 and 2.3 that there exist sewengs a participant can compute its
preferences. To the best of our knowledge, there is no wakpgioposes a comparison study of these
different preference functions and hence it is still an opeablem. We believe that such a study may be
quite interesting to allow a participant knowing which g#gy it can adopt to compute its preferences.
Similarly, several manners to compute the consumers’ aadigers’ intentions exist. This is also an
open problem that should be explored so as to identify thé Wwags for a participant to adapt their
intentions to their context and application. Improving bede functions is not the focus of our work.
Instead, our framework is designed so it can leverage asyiegipreference and intention function.

Moreover, the score function of a query allocation methodsisally based on specific demands,
which are given by the application challenges that one wansslve. Thus, a large number of specific
guery allocation methods with different behaviors may eXer example, the score function ofgéb
method is designed for those applications whose goal isgarergood system performance. However,
when the behavior of a query allocation method is specifimtagplication, it cannot be applied else-
where, and worse, it cannot perform in environments wheréciiants change their interests on the
fly. Therefore, we proposed a score function that makes navgson about either the kind of appli-
cation nor the way in which a participant obtains its prefiess. It just allocates queries based on the
participants’ intentions. But, we are aware that sometiengsediator, or even the system administrator,
is required to satisfy some constraint, e.g. to ensure afgp&uiality of Serviceno matter what partici-
pants prefer. This is why we also proposed a strategy ttavsithe query allocation method to regulate
the system with regards to a given function. As a result, emsely to specific query allocation methods,
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SpQA is quite general, self-adaptable to the interests of ppaits, and adaptable to the application.
This allows S,Q A to perform in many kinds of environments and to perform ad alany specific
guery allocation method by tuning its parameters or if papéints desire so.

2.6 Experimental Validation

Our experimental validation, in this section, has threemadijectives :

e To evaluate how well different query allocation methodsrapein distributed systems with au-

tonomous participants.

e To analyze ifS,QA satisfies participants while ensures gagll because it is not obvious that

when adding new criteria a query allocation method stilegigood results for an initial criteria.

e To study how well our measures capture query allocation authoperation.

To do so, we carry out four kinds of evaluations. First, welwst® the general query allocation
process by applying the satisfaction model and measuresegent in Chapter 1. Second, we evaluate
the impact of participantsautonomyon performance. Third, we evaluate the self-adaptability;6) A
to participants’ intentions. Finally, we analyze the efffecf varying the values df,, parameter, i.e. we
evaluate thes,Q A’'s adaptability to different kinds of applications.

2.6.1 Setup

We built a Java-based simulator that simulatesi@o-mediatordistributed information system,
which follows the mediation system architecture presemefdCLV07]. For all the query allocation
methods we tested, the following configuration (Table Z1hé same and the only change is the way in
which each method allocates the queries to providers. Bafefining our experimental setup let us say
that the definition of a synthetic workload for environmentsere participants are autonomous and have
special interests towards queries is an open probRieper et al.[PPS07] discuss the need of bench-
marks for scenario-oriented cases, which are similar tac#fs® we consider, but this remains an open
problem. Another possibility to validate our results is tmsider real-world data over long periods of
time. However, even if we had (we don't) the resources toinbtal-world data, the validation would
get biased towards the specific applications. Therefor@Jiexperiments, we decided to generate a very
general workload that can be applied for different appiicest and environments in order to thoroughly
validate our results.

Participants work out thegatisfaction adequation andallocation satisfactioras presented in Sec-
tion 1.3. We initialize them with a satisfaction value @b, which evolves with their las200 issued
gueries and00 queries that have passed through providers. That is, theo$fzis 200 for consumers
and 500 for providers. The number of consumers and provide)isand 400 respectively, with only
one mediator allocating all the incoming queries. We assigficient resources to the mediator so that
it does not cause bottlenecks in the system. We assume tipaoeitders in the system are able to per-
form each incoming query to the system, i.e. for any incongogry ¢ the size of set’, is 400. We
also assume that consumers and providers compute thaitionte as defined in Sections 2.2 and 2.3,
respectively. For simplicity, we set= 1, i.e. the consumers’ preferences denote their intentions.

To simulate high heterogeneity of the consumers’ preferefmr allocating their queries to providers,
we divide the set of providers into three classes accordirttpé interest of consumers : to those that
consumers havhigh interest(60% of providers)medium interes30% of providers), antbw interest
(10% of providers). Consumers randomly obtain their pesfees betweer34 and 1 for high-interest
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Parameter Definition Value
nbConsumers Number of consumers 200
nbProviders Number of providers 400
nbMediators Number of mediators 1
gDistribution Query arrival distribution Poisson
iniSatisfaction Initial satisfaction 0.5
conSatSize k last issued queries 200
proSatSize k last treated queries 500
nbRepeat Repetition of simulations 10

Table 2.1 — Simulation parameters.

providers, between-.54 and .34 for medium-interest providers, and between and —.54 for low-
interest providers. On the other side, to simulate highrbgeneity of the providers’ preferences towards
the incoming queries, we also create three classes of gievidhose that hasdgh adaptation(35% of
providers),medium adaptatiori60% of providers), andow adaptation(5% of providers). Here, adap-
tation stands for theystem adequation w.r.t. a provideotion we defined in Section 1.3.1.2. Providers
randomly obtain their preferences betweerz and1 (high-adaptation), between.6 and.6 (medium-
adaptation) or between1 and.2 low-adaptation). More sophisticated mechanisms for abtgisuch
preferences can be applied (for example usingRlishlanguage [SBD94]), but this is well beyond
the scope of this thesis and orthogonal to the problem weeaddn this chapter. Without any loss of
generality, the participants’ intentions, in the long rarg static in our simulations. We assume this to
evaluate the query allocation methods in a long-term treatpur satisfaction model allows intentions
to be dynamic.

We set the providers’ capacity heterogeneity following rigults presented in [SGGO02]. We gener-
ate around 10% of providers with low-capacity, 60% with nuedicapacity, and 30% with high-capacity.
The high-capacity providers aBdimes more powerful than medium-capacity providers add&times
more powerful than low-capacity providers. We generate ¢lagses of queries that consume, respec-
tively, 130 and150 treatment units at the high-capacity providers. High-céparoviders perform both
classes of queries in almos3 and1.5 seconds, respectively. We assume that providers compeite th
utilization as in Definition 12.

We do not consider the random selection phase because wid@ohsterogeneous distributed sys-
tems. In other words, we assume in all our experimentatioais:t is equal toV. We assume that queries
arrive to the system in Boissondistribution, as found in dynamic autonomous environm@izr02].
Since our main focus is to study the way in which queries doeatled, we do not consider in this thesis
the bandwidth problem and assume that all participants tieveame network capacities. Finally, for
the sake of simplicity, we assume that consumers only asirferinformational answer (i.e.= 1) and
all the providers in the system are able to perform all therimiag queries.

2.6.2 Baseline Methods
2.6.2.1 Capacity based

In distributed information systems, there are two wellskncapproaches to balance queries across
providers :Load Based andCapacity based methods. We discarfload Based [GBGM04, ABKU99]
methods since, unlik€'apacity based, they inherently assume that providers and queries are homo
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geneous. ICapacity based [MTS90, RM95, SKS92] methods, one common approach is tcaiéo
each query; to providers that have the highest available capacitytiesleast utilized) among sé}, of
providers.Capacity based has been shown to be better thamud Based in heterogeneous distributed
information systems. Thus, we uStpacity based in our simulations. Note thaf'apacity based does
not take into account the consumers nor providers’ intestio

2.6.2.2 Mariposa-like

Economical models have been shown to provide efficient gaogation in heterogeneous sys-
tems [FNSY96, FYN88, SAL96]. Mariposa [SAL96] is one of the most important approaches to
allocate queries in autonomous environments. In this agproall the incoming queries are processed
by abroker site that requests providers fbids Providers bid for obtaining queries based on a local
bulletin board and then the broker selects the set of bidshid® an aggregate price and delay under a
bid curve provided by the consumer. In Mariposa, providers fgdtiieir bids with their current load
(i.e. bid x load) in order to ensurelb. Since Mariposa has shown good results, we implemented a
Mariposa-likemethod to compare it witls,Q A. In our Mariposa-likeimplementation we assume that
consumers are only interested in the price for getting tesiote that different economical methods
may lead to different performance results than those pteddrere.

2.6.3 Results

We start, in Section 2.6.3.1, by evaluating the quality efttiree query allocation methods, with re-
gards to satisfaction arglb, in environments where participatns are not allowed toddghe system (i.e.
with captive participants). In Section 2.6.3.2, we evauaw well these methods deal with the possible
participants’ departure bglissatisfactionquery starvationor overutilization Then, in Section 2.6.3.3,
we show the self-adaptability &f,Q A to participants’ intentions. In these three first sectiovesassume
thatk, = £/, i.e. setk,, denotes seP, considering that’ = N. Finally, in Section 2.6.3.4, we study
the adaptability of5,Q A to the kind of application by varying parametegy.

2.6.3.1 Quality Results with Captive Participants

If participants are autonomous, they may leave the systemlidsatisfaction query starvation or
overutilization Nevertheless, the choice of such departure’s thresheldsy subjective and may depend
on several external factors. Thus, for these first experisneve considecaptiveparticipants, i.e. they
are not allowed to leave the system. To measure the qualithedhree methods, we apply the measures
defined in Section 1.4. We ran a series of experiments whetearee starts with a workload 86% that
uniformly increases up tb00% of the total system capacity.

We first analyze the providers results. Figure 2.4(a) shbesatisfaction mean ensured by the three
methods. The satisfaction used in this measurement is lmastte providers’ intentions, i.e. what the
mediator can see. We observe in these results that proddersore satisfied witlf,Q A than with the
two others. As the workload increases, providers’ satigfadecreases because their intentions decrease
as they are loaded (just because utilization becomes theimpsrtant for them). ThusS$,Q A cannot
satisfy the providers’ intentions for high workloads sirtbeir adequation (based on intentions) is low.
Capacity based andMariposa-likedo not satisfy the providers’ intentions from the beginnisignply
because they allocate queries based on other criteriahwlbiniot exactly meet intention.

Nonetheless, this does not reflect what providers reallyafigle respect to their preferences. To show
this, we need to measure the mean ensured by the three methazkrning the providers’ satisfaction
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Figure 2.4 — Participants’ satisfaction results for a woakl range fron30 to 100% of the total system
capacity when patrticipants are captive.

based on their preferences. Although we can measure sudisfact#on in our simulations, this is not
always possible since such preferences are usually coedids private. Figure 2.4(b) shows the results
of these measurements. We observe $)@) A has the same performance Mariposa-like even if it
considers the consumers’ intentions. When the workloadosecto 100%, the providers’ satisfaction
slightly decreases witl$,QA. As noted earlier, this is because providers pay more @&tend their
utilization for obtaining their intentions, thus their peeences are less considered by & A method.

It is worth noting that, as expecte@,apacity based is the only one among these three methods
that penalizes the providers. This is clear in Figure 2,4ft)ch illustrates the mean ensured by these
three methods with respect to the providers’ allocatioisfattion. We observe that providers are not
satisfied withCapacity based having, in general, allocation satisfaction values undefrhen, based
on these results, we can predict that when providers willrbe fo leave the systemjapacity based
will suffer from serious problems with providers’ depagsrby dissatisfaction reasons. Figure 2.4(d)
illustrates the satisfaction fairness ensured by the threthods. We see that they guarantee almost the
same satisfaction fairness. However, as seen in the prewsults, this does not mean that providers are
satisfied with all three methods.

Now, let us analyze the consumer results. Figure 2.4(ejtilites the allocation satisfaction mean
concerning the consumers’ intentions. We observe thaew# A is the only one to satisfy consumers,
the two others are neutral to consumers (mean values eqplThese results allows us to predict that
Capacity based andMariposa-likemay suffer from consumer’s departures whilg) A does not. The
SpQQA’s mean decreases for high workloads because of providemmeRber that providers’ satisfac-
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Figure 2.5 — (a) and (c) : query load balancing results for &iwad range from80 to 100% of the
total system capacity when participants are captive, (d)ah: allocation efficiency results for different
workloads, and (f) : ensured response times. All thesetseatg with captive participants.

tion decrease because they take care of their utilization.Sg) A pays more attention to providers’
satisfaction than to consumers’ satisfaction. Nonetlselesnsumers are never penalized ! Conversely
to providers, we can observe in Figure 2.4(f) that consunsatésfaction fairness has less variations
because they are not in direct competition to allocate gaeri

Concerningglb, as expected{apacity based better balances the queries among providers than
SpQ A andMariposa-like(see Figure 2.5(a)). We can observe thgd A performs well, whileMariposa-like
has serious problems to balance queries. TRagjposa-likemay lose providers by query starvation or
overutilization reasons. Figure 2.5(b) shows thgf) A has some difficulties to be fair (w.rdlb) for
workloads under0%. In contrast, when the workload increas€g;) A pays more attention tglb and
becomes fairer. This is clearly illustrated in Figure 2)5¢hich shows the results about the utilization
Min-Max. The reason tha$,Q A performs better for high workloads is that providers becaweruti-
lized and thus they take much more care with their utilizgtiohich is not the case for low workloads.
Theseqlb results demonstrate the high adaptabilitySef) A to the variations in the workloads.

Figures 2.5(d) and 2.5(e) illustrate the allocation efficiewith respect to consumers and providers
for different workloads. These results clearly illustrtdte superiority 0f5,Q A overCapacity based and
Mariposa-likesince we can observé) on the one hand, th&t,Q A significantly outperform&’apaci-
ty based in both cases ; an() on the other hand, tha&t,() A andMariposa-likehave the same allocation
efficiency w.r.t. providers, buf,QA significantly outperformsviariposa-likein the consumers’ case,
which demonstrates the equity at both level$Sgh A.
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Figure 2.6 — Impact on performance of providers’ departure.

Finally, Figure 2.5(f) shows the ensured response timekdae environments (with captive partic-
ipants). As is conventional, response time is defined aslépsed time from the moment that a query
q is issued to the moment thaic receives the response @fAs expected, th€'apacity based method
outperforms the two others. However, evertii) A takes into account the participants’ intentions, it
only degrades performance by a factor of in average whiléMariposa-likedoes so by a factor !

All above results show thaf'apacity based may severely suffer from providers’ departures by
dissatisfaction, whileVlariposa-likemay also suffer from providers’ departures by query stiwabr
overutilization. Furthermore, above results demonstitaes, ) A's self-adaptability to changes in the
participants’ satisfaction and to the workload. This featmakes our proposal highly suitable for au-
tonomous environments. Furthermore, as concluding remagkcan say that even if not designed for
environments where participants are captig) A ensures quite good response times and pays attention
to the quality of results and queries that consumers andges/get from the system, respectively.

2.6.3.2 Dealing with Autonomy

To validate our measurements and intuitions of previouiaggcwe also ran several experimental
simulations where participants are given gutonomyto leave the system. Our main goal, in this section,
is to study the reasons by which providers leave the systehezduate the impact on performance that
such departures may have. We evaluate the ensured respoasdy the three methods in autonomous
environments and compare it with those of the captive enuirents (see Figure 2.5(f)).

To do so, we have to set the thresholds under, or over, whiahtizipant decides to leave the system.
To avoid any suspicion on the choice of such thresholds ahd fair with baseline methods, we assume
that participants support high degrees of dissatisfactimery starvation, and overutilization. Thus, a
consumer leaves the system, by dissatisfaction, if itsfeation is smaller than its adequation, i.e. the
allocation method penalizes it. A provider leaves the spdig

¢ dissatisfaction, if its satisfaction value(sl5 smaller than its adequation,

e query starvation, if its intention-based profit, is smaller thar0.2 in a period of2 minutes, i.e.

the minimal intention-based profitarv of a provider i9).2 (Equation 1.4), and

e overutilization, if its utilization is greater tha220% of its optimal utilization, where the optimal

utilization of a provider i9).8 when the workload i80% of the total system capacity.

We ran a first series of experiments with different workloadere providers are allowed to leave
the system by dissatisfaction only (see Figure 2.6(a)). Wesee that our approach outperforms both
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Figure 2.7 — Participants’ departures.

Capacity based andMariposa-likebecause it better satisfies providers tharpacity based, and better
ensureglb in the system thaMariposa-like Recall that in previous section we note tMariposa-like
tends to overutilize some providers (those that are the axmpted to the incoming queries). This is
why, even ifMariposa-likebetter satisfies providers th&tupacity based (see Figure 2.4(b)), it ensures
higher response times th&fupacity based.

A second series of experiments allows providers to leaveybtem by dissatisfaction or starvation.
A provider might quit the system by starvation e.g. whemit@y does not obtain the queries that it needs
to survive. Figure 2.6(b) illustrates these results. Weenl@sagain thab,Q A significantly outperforms
the other two methods for all workloads and that its perforogais almost the same than last series of
experiments, which means th&j(Q) A generally does not suffer from starvation departures.Heamore,
we can see that'apacity based better performs thaMariposa-likebecause it better balances the query
load thanMariposa-like As previous series of experiments, this is becauagacity based ensures a
betterglb in the system.

Also, we run a series of experiments where providers arevatido leave the system by dissatisfac-
tion, starvation, or overutilization. A provider may guiet system by overutilization if this implies for
example a loss of business for it, e.g. when overutilizatieteriorates the quality of service provided by
a provider and consumers are interested in good qualityrefces. This results are illustrated by Fig-
ure 2.6(c). We observe that whilg(Q A andMariposa-likedegrade their performance only by a factor
of 1.4 in average (w.r.t. Figure 2.5(f)¥,apacity based does it by a factor 08.5! Figure 2.7(a) shows
the number of provider's departures with the three methdéisobserve that, except for a workload of
20%, Capacity based andMariposa-likelose almost all the providers for all workloads. Note thgh) A
only loses28% of providers in average ! This demonstrates the high effagieof S, A in autonomous
environments.

We show, in Table 2.2, an analysis of providers’ reasonsaeeléhe system when the workload is
80%. We observe that, as predicted in Section 2.6.3.1, provigave the system with apacity based
because of dissatisfaction, while they do so because otitNeation with Mariposa-like Furthermore,
the providers that decide to leave in both methods are mtinke that are the most adapted to incoming
gueries and that consumers desire the most. \BjthA, providers leave the system by dissatisfaction,
but such providers are mainly those that are low-capacitiadt, we can see th&tQ A mainly maintains
the high-interest, high-adaptation, and high-capacityiglers in the system.

Finally, Figure 2.7(b) shows the consumers’ departure Bgalisfaction with these three methods.
Again, S,QA is a clear winner with no consumer’s departures. Note that,consumer’s departures
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SpQA Capacity based Mariposa-like
low med high total] low med high total| low med high total
ClP.| 1% 5% 13% 5% 16% 31% 1% 7% 11%
E PA. | 2% 9% 8% 19%| 3% 34% 15% 52% 0% 15% 4% 19%
PC. | 13% 6% 0% 13% 30% 9% 5% 12% 2%
low med high totall low med high totall low med high total
CLP.| 0% 0% 4% 0% 0% 0% 0% 2% 6%
E PA. | 4% 0% 0% 4% 0% 0% 0% O0%|3% 3% 2% 8%
P.C 2% 2% 0% 0% 0% 0% 3% 5% 0%
low med high total| low med high total| low med high total
ClLP.| 0% 0% 6% 0% 0% 38% 0% 0% 65%
E PA. | 0% 3% 3% 6%| 3% 8% 27% 38% 1% 15% 49% 65%
PC. | 1% 4% 1% 0% 18% 20% 0% 30% 35%

Table 2.2 — Reasons of the provider's departures for a wadkid 80% of the total system capacity.
[C.I.P. stands for Consumer Interest to Providétg\. stands for Provider's Adequation, aRdC.
stands for Provider's Capacity. And, the providers’ deparby dissatisfaction, query starvation, and
overutilization are given by rowB, S, andO, respectively.]

have also a direct impact on performance since the less toming queries, the less the chances for
satisfying providers.

2.6.3.3 Adaptability to Participants’ Interests

Our objective in this section is to study how wslQ A adapts to different participantsitentions
With this in mind, we consider again captive environmentshsas in Section 2.6.3.1. For simplicity,
we evaluate providers with two different intentions : thdisat are only interested in their preferences
(the preference-based casd.e. the providers’ preferences denote their intenti@msl those that are
only interested in their load (thetilization-based cagei.e. providers compute their intentions based
on their utilization. Consumers work out their intentiomgarding the providers’ capacity to perform
gueries, such as in previous sections. We compare resuftgod in both cases with those obtained in
the normal case, i.e. when providers make a balance betlegmpteferences and utilization to compute
their intentions, such as in Section 2.6.3.1.

Figure 2.8 shows the results of these experiments with aleadkrange fron80 to 100% of the total
system capacity. We can observe in Figures 2.8(a) and Zi&{b}he results are strongly related to the
participants’ intentions. We can observe in Figure 2.8a},tas expected, providers are more satisfied
in the preference-based case than in the utilization-beasé. But, contrary to the expected, providers
are less satisfied in the preference-based case than in thmlncase. During our experimentations,
we observed that those providers with high-adaptation tentionopolize the queries, which causes
dissatisfaction to the medium and low- adaptation prowd@&his phenomenon does not occur in the
normal case becausg(Q A also considers the providers’ utilization. This is why pgd®rs are in average
less satisfied in the preference-based case than in the lhoas® However, since in the normal case
providers pay more attention to their utilization as the kimad increases, providers have the same
degree of satisfaction, for high workloads, in both prefesebased and normal cases.

In Figure 2.8(b), we observe that consumers have the samealefjsatisfaction in the three cases,
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Figure 2.8 — Quality results for a workload range frdtnto 100% of the total system capacity when par-
ticipants are captive and for three kinds of providdiswhen they are interested only in their preferences
(the preference-based casdii) when they are just interested in their utilization (thtdization-based
cas@, and(iii) when their utilization is as important as their preferengkesnormal casg

but we can observe, in the preference-based case, a verygaimator high workloads. This is because
for high workloads, providers give more importance to theilization in both utilization-based and
normal cases. Hence, for high workloads, the query alloogiays more attention to providers and thus
the consumers’ satisfaction decreases in these both cases.

Now, concerningglb, S,QA performs well in the utilization-based and normal casedeyim the
preference-based cas® ) A significantly degrades the providers’ utilization becapis®/iders have no
consideration foglb. On the other side, observe that, in the utilization-basesk S;,Q A follows the
behavior of theC'apacity based approach (see Figures 2.8(a) and 2.8(c)) with regards tprthaders’
results, but it is much better from a consumer point of view.

All above results allow us to conclude th&i() A allows participants to obtain from the system what
they want and not what the system considers relevant for.theother words, our results demonstrate
that S, Q A ensures good levels of satisfaction as far as the systeneguate to participants arndce
versa Thus, if the participants correctly work out their intemts, S,Q A allows them to reach their
intentions in the system.

2.6.3.4 Adaptability to Applications

We finally discuss how to adaptQ A to different applications by varying the parametefGfBest.
Without any loss of generality, we assume in this thesis thetmediator wants to regulate the system
concerningglb so as to ensure good response times. To better illustraeffdats of varying parameter
k, (i.e. the regulation of the system concerniify), we consider two kinds of providers : those that do
not have any consideration for their utilization when theynpute their intentions (the preference-based
case), and those that make a balance of their preferencebeindtilization to compute their intentions
(the normal case).

For simplicity, we consider only two different applicat®m this work :(i) one where ensuring the
performance of the system is mandatory such as in distdlidéabases ar{d) other where participants’
satisfaction is mandatory and some level of system’s padioce is desired such asercommercesce-
narios. For the first kind of application, the mediator skagogrformqglb while guaranteeing interesting
results and queries to participants because of their antgnBor the second kind of application, the
mediator’s priority is to satisfy providers while ensuring acceptable system performance. To do so,
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participants areaptiveand : (a)-(c) providers compute their intentions based eir tireferences and
utilization (thenormal casg and (d)-(f) providers compute their intentions based airtpreferences
(the preference-based case

the mediator sets parametey = 2 and it setsk,, = 10 for the first kind of application and the second
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Figure 2.10 — Performance results with captive participant

one, respectively.
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To clearly see the impact of parametgr, we compare both results (i.e. whepn = 2 andk,, = 10)
with the case where the mediator has no control to regulatsytetem (i.e. whehk,, = £’). Notice that
the previous sections assumed that= &/, thus the results of,Q A in the normal and preference-based
cases that we present in this section are the same as thoseseated in Sections 2.6.3.1 and 2.6.3.3,
respectively. We present them again as references for Wwotbtherk,, sizes §, = 2 andk,, = 10).

We can see in Figures 2.9(a) and 2.9(d) that for all threemifft%,, values and both normal and
preference-based cases, providers are generally satisffetthe job done bys,Q A, which is not obvious
in applications whemlb is the most important (e.g. thg, = 2 case). Notice that providers are more
satisfied in the normal case as thg value increases (see Figure 2.9(a)), but this is not the foaise
providers in the preference-based case wher- £’ andk,, = 10 (see Figure 2.9(d)). This is because,
as noted in the previous section, the high-adaptation geositends to monopolize the queries when
they compute their intentions based only on their prefezsnice. the preference-based case. But, when
the mediator regulates the system with respedlipit better distributes queries among providers and
thus avoids, in the preference-based case, the query titaria the less adapted providers (i.e. in the
providers with medium and low-adaptation). Of course, whgnakes small values the providers are
less satisfied (which is the caselgf = 2) because the mediator pays less attention to the providers’
intentions. In these cases, however, even if the objeditieei same for botts, Q A performs much better
than theCapacity based approach because it satisfies both consumers and proviger§igures 2.4(c)
and 2.4(e) folCapacity based). In fact, we can observe in Figures 2.9(b) and 2.9(e) thatelulation
of the system has almost no impact on the consumers, whicggaialy satisfied for alk,, values.

Concerningglb, we can see in Figures 2.9(c) and 2.9(f) that the mediatoenauare goodjlb even if
providers do not have any consideration to their utilizatidbviously, the smaller thg, value, the better
the ensuredjlb in the system. In these results, it is worth noting that, evben ensuring participants’
satisfaction is the most important in an application (wkgn= %’), the way in whichS,Q A computes
the providers’ score allows it to ensure an acceptglidein the system as far as providers take care of
their load, e.g. in the normal case (see Figure 2.9(c)). iBhist the case for the preference-based case,
whenk, = k’, even if providers’ preferences are the same (see Figu(g)2But, by setting smalk,,
values,S,Q A can ensure good response times for consumers in both casesatter how providers
compute their intentions.

The ensured response times with differéptvalues are shown by Figures 2.10(a) and 2.10(b). We
can observe that, as expected, the mediator can ensure ggmohse times, even if providers are not
interested in, by playing with parametey (the k,, = 2 andk,, = 10 results). This is not the case when
the mediator does not regulate the system and providers tdman® about the system performance (the
k., = k' results for the preference-based case).

The results in this section demonstrate that with siailalues, one can adagt(@ A to applications
where the mediator needs to regulate the system regardingragredefined functiorg(b in this work)
without mattering how participants compute their intensioWith highk,, values, one can adap;Q A
to applications where the mediator has to meet the partitshatentions.

2.7 Related Work

The query allocation problem, which appears as a subprobfequery processing [Kos00], is very
general and is addressed in many domains such as distridatallases, networking systems, grid sys-
tems, and multi-agent systems. The assumptions and tertmiq allocate queries often differ depend-
ing on the context and the applications’ goals. To the besuoknowledge, the problem of allocating
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gueries by consideringlb and the participants’ intentions has not received muchtidte and is still
an open field. In the following, we discuss five main domaiatesl to our query allocation framework :
data mediators, multi-agent, web services, load balaneind economic approaches.

2.7.1 Data Mediator Systems

Over the last years, data mediator systems [Wie92] have &ewpted as a viable approach for in-
tegrating heterogeneous and distributed providers. Daidiators allow consumers to query different
providers that are typically wrapped to provide an uniforteiface to a mediator. Two of the most
prominent approaches are TSIMMIS [GMP@7] and Information Manifold [LRO96]. In data mediator
systems, the mediator allocates queries to providers degrates results for consumers, much like dis-
tributed database systems [OV99]. Nevertheless, dataatoeslirequire some global information such
as global schemas [TRV98], which is difficult to maintain iyndmic systems because source schemas
change frequentlyS,Q A does not require any global knowledge, but it does not addresdata inte-
gration problem.

2.7.2 Multi-Agents

Multi-agent systems (MAS) focuses on systems in which maisiligent and autonomous agents
interact with each other [Syc98]. Agents can share a comnoah @ can pursue their own interests,
i.e. they can interact in a cooperative or selfish way. MAS&Hzeen used in recent years for creating
applications in dynamic, very large distributed enviromtsesuch as the Internet. In particular, MASs are
frequently used if there are different organizations wiftfedent goals and proprietary information want
to interact with each other. In MASs the query allocationofkn as task allocation) is the problem of
assigning responsibility and problem-solving resouroesitagent. In this context, the MAS designer can
make the assignment of a set of queries, but this approanfégible and inadequate for environments
with a high degree of dynamism and openness.

Davis and SmitiDS83] focused on the issue of flexible query allocation tdtipke agents, whose
work resulted in the well-knowontract Net Protoco(CNP) [Smi81]. Given a query to allocate, this
protocol consists in four interaction phases, involving twles :contractorandbidder. First, the con-
tractor agent announces the query (or set of queries), teelfermed, to its neighbors (the bidders).
Second, the bidder agent replies its intention, via a bidgeidorm the query (or each query). Third,
the contractor agent collects all bids from bidder agerts)mares the collected bids, selects the best of
them according to its own criteria, and allocate the queppatingly. Finally, the selected bidder agent
confirms its intention to get such a query. This protocol Inaed great limitations (i) it cannot detect
or resolve conflicts(ii) it is network communication intensive, afid) contractors do not inform bidder
agents of the query allocation result (only the selecteddsidigent is informed).

Improvements to CNP have been proposed and we briefly redme sf these her&andholniSan93]
proposes the TRACONET system, which uses a variant of thesickel CNP to allow negotiation over
the exchange of bundles of resourc®andholm and Less§BL95] present ways of varying the stage of
commitment and how to implement varying levels of commitim&his allows a more flexible local de-
liberation a a wider variety of negotiation risk by allowiagents to back out of contrac®ycara[Syc97]
presents a model based on the financial option pricing thioaghieve flexible contracting schemes in
uncertain environments. This model allows studying cairt contracts involving multiple contractors
and bidders in an uncertain environmeBtuza et al[SRNO3] present a new version of the CNP where
bidders first propagate constraints between them so as targaa the coherence of different operations
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related to the same task (querpknine et al[APS04] point out that when many contractors negotiate
simultaneously with many contractors, CNP can lead to isfaatory results. Thus, they introduce the
pre-bidding and pre-assignment phases before the biddidgassignment phases, respectively, of the
CNP.

Even the above works, CNP remains a simple protocol and ttare is no control to regulate the
system. Furthermore, it is generally assumed a rather smiadber of agents and a detailed description
of the conditions of execution. To overcome this difficultgveral approaches of middle-agents have
been defined in the literature [DSW97, GKD97, NBN99, NFK)]. A classical task of a middle-agent
is to locate and bind bidders (providers) with contract@m@néumers) in dynamic environments. The
basic mediation process done by middle-agents has thevfotjoform. First, providers register their
capabilities to a middle-agent, which stores these adbemtents in a local register. Languages to ad-
vertise capabilities have been defined, €. $econd, consumers send their queries to a middle-agent,
which match it with its local register. Finally, the middigient returns the set of relevant providers or
the result of the query treatment. Most of the work in thisteghhave focused on the matchmaking
problem [AEKT00, KH95, ?]. A survey can be found in [KS01]. All these works are effitibat the
number of selected providers may remain too large.

Therefore, some works have investigated the possibilityedficing the list of selected providers.
Zhang and Zhan§Zz02] propose to perform classical matchmaking and théneehe result list of rel-
evant providers by considering the providers’ qualityOno et al.[ONK 03], the middle-agent collects
and maintains private “word-of-mouth” trust informatiog\aell as capabilities from each agent and uses
this information for personalized trust-based mediatimnefach agent. This mediation is performed by
the middle-agent through mediation protocols and a trugbaagation mechanism. However, the partici-
pants’intentionsare not considered by these works, which does not allow &t to have an active
participation in the selection process.

D. Bernsteinet al. [BFLZ03] propose an adaptive approach to allocate quenie§ije sharing-
systems, based on the machine learning methodology. lapigisoach, a consumer can perform partial
downloads from providers before finally settling on one sldpproach allows the consumers to improve
response times by aborting bad download attempts until eepéable provider is discovered. However,
the authors inherently assume that consumers are onlegtégl in response times and providers have
no interests to perform querieGorobets and al[GNO4] propose uses an economic approach to model
dynamic systems of interacting agents. In this approacbnswomer sends queries to providers according
to its most preferences, i.e. the most preferred provider§igt contacted by a consumer. A provider is
free to accept or reject a query in accordance to its pretegerif one query is rejected, the consumer
sends it to less preferred providers according to its andeiT his is repeated until the query is accepted
or the tolerance threshold is reached. In this latter chge¢cdnsumer carries out the query itself. After
this matching phase, the selected provider performs thieyqurel delivers results to the consumer.

Nevertheless, [GN04] cannot adequately consider bothurness and provider’s preferences. It may
lead to two opposite cases : a consumer-centric or a previhric case. On the one hand, the consumer-
centric case occurs when the first consumer’s preferredgepaccepts to deal with the query. In this
case, the proposed approach may discard more interestédemthan the the selected and thus leading
to their dissatisfaction. On the other hand, the providartiic case occurs when no provider wants to
deal with the query, which may lead to the consumer dissatisin.
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Figure 2.11 — Cycle of a Web service invocation.

2.7.3 Web Services

Web services [web] are Internet-based, distributed modydplications that provide standard inter-
faces and communication protocols aiming at efficient afeta¥e service integration. They are rapidly
becoming a standard for sharing data and functionality @moosely-coupled, heterogeneous systems
and started to show their usefulness in wide variety of damsiich as business-to-business integration,
e-sourcing, and business process management. Thus, margrises are moving towardssarvice ori-
ented architecturdy putting their databases behind Web services, therelwding a well-documented,
inter-operable method of interacting with their data.

Figure 2.11 illustrates the way in which a Web service isdgfly invoked by a consumer. Web
services (providers) advertise their capabilities to &steg such as th&lniversal Description Discovery
and Integration(UDDI) [udd], to make itself known and available to consumddDDI specification
is a standard for service discovery and is designed to fomdti a way similar to yellow pages, where
business and services can be looked up by name or by a starsgaick taxonomy. The advertisement of
Web services is a an essential precondition for a transattitake place. The registry directory can be
hosted and managed by a trusted entity (centralized approady several Web services (in a peer-to-
peer fashion) [ACKMO04]. To locate a Web service, a consumadsts query to the registry, which has
to find the Web services advertisement that match the querg. r&sult, the consumer receives the set of
Web services that are able to deal with its query, among wihieas to select the service that it prefers.
Then, it invokes the selected Web service to process ity/qliersupport this interaction, Web services
must declare, using e.§Veb Services Description Languaf&/SDL) [CCMW], what information it
needs from the consumer, in what order, and in which formatpects this information.

As Web services may change frequently or consumers regeiresmand preferences may also change,
Web services selection is a key challenge. A typical way tsal@ that consumers analyze each service
description and select the service that more closely fitsgexls. Nevertheless, given the great number
and diversity of services, the selection of the right senbecomes a hard task for consumers. Consid-
erable effort has focused on the semantic description of $#elices and then a simple solution may be
to select those Web services having the highest semantie fd&201, PSK03, wsm]. However, this
way to select Web services does not always fit the consumezinences. Thus, adequate techniques
for dynamic Web service selection is still needed.

To address this problem, several Web service discovery amégins have been proposed with the aim
of narrowing down the Web service selection basedquulity of servic§ QoS for short)Maximilien and
Singh[MS04a] propose an agent framework coupled with QoS for ohjo&Veb services selection. QoS
is collaboratively determined by participants via the ademmework. Ran [Ran03] extends the tradi-
tional Web service discovery model by adding a new role dal€ertifier, which verifies the advertised
QoS of a Web service before its registration. Consumer§mire advertised QoS with the Certifier be-
fore invoking a Web service.iu et al. [LNZ04] present an extensible and flexible QoS-based setect
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model that takes into account the feedback from users asawelher business related criteria. All these
works help consumers to have satisfactory transactiortsthé Web services.

Reputation mechanisms have been also proposed to narrow ith@wVeb service selectioMa-
jithia et al. [MARWO4] propose a framework for reputation-based sencawieb service discovery.
This framework supports different contexts that eitheerdéd particular application or particular types
of users. A weight is attached to each particular contexichvheflects its importance to a particular
set of usersMaximilien and SingfMS04b] propose a concrete framework for Web service select
that considers the consumers’ preferences and Web sérvgmmgation. Their approach is based on
an architecture and programming model in which applicatiand services are represented by agents.
Works by [DD04, MPO5] propose a Web service selection mdashatvased on the consumers’ past-
experiences. A consumer report their experiences with \Webicgs to global site, which is consulted
by other consumers before selecting a Web sendoa et al.[JFBO7] propose a reputation manager
based on incentives for the clients to report honestly.

Moreover, Web service selection mechanisms based on atiteniacthan QoS and reputation have
been proposed by several groups. For exanfgeatti and FestdBF05] formalize three kinds of optimal
service selection problems based on cost minimization artdo different quality maximization criteria.
They also study the complexity of and propose suboptimaitiewsis for these three probleni3alke and
Wagner[BWO03] propose an algorithm to reduce the set of discovereth Bérvices by considering the
consumers’ profile (preferences). Given a consumer’s gaedysetA of discovered services (those that
can deal with the query), this algorithm proceeds in foursglsaFirst, it groups all discovered services
by signature parameters and discards those that do notsafjoerying with all consumer’s query terms
(resulting setd’). Second, it obtains the service parameters that are netedwy the query. If existent,
it gets the preferred values for these obtained param@tbigl, it expands the query with the preferred
values and queries Web services in détFinally, it collects results of all services Y and orders by
their importance.

Nevertheless, all of the aforementioned approaches aempitviders as captive values and thus
providers cannot express their preferences (or intentionserform queried.amparter et al[LASGO07]
present a selection model that considers both consumengraviders preferences. This model is based
on service configurations and associated preferenceshvaingcboth modeled in a formal way by at-
taching price information to property values. In this mod®insumers and Web services show their
preferences to perform queries viaemuestand offer, respectively. Given a query, the Web service
selection mechanism obtains the utility of a Web service dmmuting the difference between the con-
sumer’s request and the Web service’s offer. Then, it seliet Web service that maximizes such an
utility. However, by adding offers and requests to work dw titility, a request (resp. an offer) may
neutralize the offer (the request) whereby the selectiocher@ism does not correctly consider the offer
(the request), which may lead to the dissatisfaction of tmsamer (the Web service). Furthermore, Web
services cannot express their preferences towards consume

2.7.4 Load Balancing Approaches

Query Load balancing is the act of distributing query loacbaga set of providers as evenly as
possible. Generally speaking, a query load balancing rdeih@omposed of two main parts,l@ad
metricand aload policy The former is an estimator of the level of load or utilizatiof a given provider
and the latter is the uses the load metric to make query lottiag decisions. For example, the load
metric would be the number of queries in the run queue of gergiand the load policy would be to send
incoming queries to those providers with the smallest I&idce the load balancing literature is quite
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extensive, we only describe the most relevant to our work.

According to their load metric, we can classify glb methau® itwo approachesload basedand
capacity basedGenerally, in load based methods [ABKU99, GBGMO04], loadgfined as the number of
gueries that providers have in their run queue. These metheuklly allocate queries to those providers
with the highest inverse probability of their reported loHdwever, load based methods are not adequate
for heterogeneous systems because they inherently askatnpgraviders and queries are homogeneous.
That is, unlike capacity based methods, they assume thaidprs have the same capacities to perform
gueries and that queries require the same computatiormines to be treated by providers. Capacity
based methods [MTS90, RM95, RB06, SKS92] already take itount such heterogeneity by defining
providers’ load (a.k.a. utilization) as the maximum queaterthat a provider can treat. Then, a common
approach is to allocate each incoming query to provideitshiinge the highest available capacity, i.e. the
least utilized, among a set of relevant providers. All theseks mainly model and address the problem of
minimizing the providers’ load or utilization for imprownsystem performance, such as short response
times and high throughput.

We can also classify glb methods regarding their load polityhis classification, two approaches
are well known : the shortest expected delsgd and the greedy throughputt] policies [KK92, WS,
Zho88]. On the one hand, tleedpolicy attempts to minimize response times by always selgthose
providers that faster perform queries at a given time. Onother hand, theyt policy strive to max-
imize the expected number of queries. However, unbk& A, all above approaches do not consider
participants’ intentions, which drastically penalizetf@pants’ autonomy as seen in Chapter 2.6.

Several methods have been proposed for providers seld@&kiiz03, QLO7, RB03] with the as-
sumption that consumers selfishly want to choose providesédllow them to get results with short
response times. But, they do not consider providers’ ildanst Recently, many systems have been built
on top ofdistributed hash table@OHTs) [RFH"01, SMLNT03, RD01] and several solutions have been
proposed to address load balancing problem [AHKV03, AMZD®/01]. Nevertheless, they do not
consider participants’ intentions.

2.7.5 Economic Approaches

Economic approaches can claim to take into account thesaatits’ intentions and have been shown
to provide efficient query allocation in heterogeneousesyst[FYN88, SAL96]. A survey of economic
models for various aspects of distributed system is predant[FNSY96].

Mariposa [SALF96] is one of the first systems to deal with the query allocagimblem in distributed
information systems using l@dding process. In Mariposa, all the incoming queries are prodebgea
broker sitethat requests providers fbids Providers bid for acquiring queries based on a local buallet
board. Then, the broker site selects a set of bids that haggaagate price and delay under a bid curve
provided by the consumer. Mariposa ensures a crude fornadfidlalancing by modifying the providers’
bid with the providers’ load. Nevertheless, our experiragahs show that, in some cases, providers
suffer from overutilization. Besides, queries may not eated even if providers exist in the system.
This leads to a certain domination of the providers’ intemsi over the consumers’ intentions.

In [P106], the authors focus on the optimization algorithfos buying and selling query answers,
and the negotiation strategy. Their query trading algoritluns iteratively, progressively selecting the
best execution plan. At each iteration, the buyer sendsestguor bids, for a set of queries, and sellers
reply with offers (bids) for dealing with them. Then, the buyfinds the best possible execution plan
based on the offers it received. These actions are iteratgdeither the found execution plan is not
better than the plan found in the previous iteration or the@tgueries has not been modified (i.e. there
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is no new subqueries). This approach uses some kind of bargabetween the buyer and the sellers,
but with different queries at each iteration. However, thigsy of dealing with subqueries optimization
is orthogonal to our proposal and one may combine them todwepperformance. In [LCLVOQ7], the
authors propose an econoniiexible mediatiorapproach that allocates queries by taking into account
the providers’quality (given by consumers) and the providers’ bids. In contragiuioapproach, the
authors inherently assume that participants are captivadtlition, their proposed economic model is
complementary to our proposal and one can combine them &incdrh economic version ¢f,Q A.

2.8 Chapter Summary

We considered large-scale distributed information systerhere participants are free to leave the
system at any time and have special interests towards quémi¢his context, it is crucial to consider
the participantsintentionsto allocate and perform queries so that their intentiorspaase times, and
system capacity are ensured. We proposed, in this chapgemeral and complete framework, called
SpQA, to allocate queries among providers by considering thécgzants’ intentions in addition to
query load balancingqlb). The originality of S, QA is to perform all query demand while satisfying
participants’ intentions. In summary, our main contribng are the following.

e We proposed a manner to compute consumers’ intentions tmsiders their preferences and
providers’ reputations. The particularity of this approdsthat it affords consumers the flexibility
to trade their preferences for providers’ reputation iroadance to their experience with providers.

e We proposed a manner to compute providers’ intentions, whllows providers to trade their
preferences for their utilization while keeping their g¢gic information private. The main idea
behind this approach is that providers be sensitive to waxkivariations so that they pay more
attention to their utilization when they becomes overzaiti.

e We proposed a query mediation mechanism that considerschagumers’ and providers’ inten-
tions. The four strong points of this proposal is that :

— It allows a mediator to trade consumers’ intentions for piexs’ intentions according to their
satisfaction.

— It strives to balance queries at runtime via the particigiadtisfaction, thus reducirgiarvation

— It affords a mediator the flexibility to regulate the systeithwespect to some predefined func-
tion and to adapt the query allocation process to the kindgplfication.

— It can ensure good levels of satisfaction as far as the syistagequate to participants anide
versa which allows participants to reach their intentions in flystem whether they correctly
work out their intentions and preferences.

e We evaluated and comparég@ A with two baseline query allocation methodSdapacity based
andMariposa-likg, in two kinds of environmentscaptiveandautonomousWe showed through
experimentation that, by considering together gleand satisfaction of participants,Q A sig-
nificantly outperforms both baseline methods. We observatigarticipants are, in general, very
satisfied withS,Q A andMariposa-like which is not the case far apacity based that suffers from
several providers’ departures due to dissatisfaction. évewMariposa-likehas serious problems
for balancing queries correctly. On the one hand, we shoWat] tinlike the baseline methods,
SpQ A maintains theénigh-interest,high-adaptation, antiigh-capacity providers in the system. On
the other hand, the results show that while baseline metlbsdsnore tha0% of consumers (for
all workloads),S, Q@ A has no consumer’s departures ! We showed the self-adaptaiilS, ) A to
the intentions and satisfaction of participants. We alscuBsed its adaptability to different kinds
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of applications. All these results demonstrate thigD A can scale up with autonomous partici-
pants, whileCapacity based andMariposa-likecannot.

Future Work In this chapter, we stressed the importance of studying ndéferent ways in which
participants can compute their preferences and intentitfaglesire to study this in a future work so as to
understand which can be the best strategy to adopt by aipartigiven its context and the application.






CHAPTER 3

Scaling Up Query
Allocation

In large-scale, heterogeneous information systems, roediare widely used to perform query al-
location [OV99]. A set of participants (consumers and pilevs) with at least one of them playing the
role of mediator form a/irtual Organization(VO). The main function of a mediator is to allocate each
incoming query to providers that can answer it. As noted sava consider that participants may leave a
mediator at will and may express their intentions to alleaatd perform queries. In these environments,
it is important to consider participants’ intentions to @vthey leave a mediator by dissatisfaction. In
previous chapter we presented a query allocation frameweatied S, A, which considers intentions
and current satisfaction of participants. We experimgnté#monstrated that,) A has very good sys-
tem performance when performing the query allocation taskstributed systems with a single mediator
(mono-mediator VO). However, a mediator may quickly becarsingle point of failure for its VO as
well as a potential performance and scalability bottlenétis is why it is crucial to have more than one
site that cooperatively play the role of mediator. In thise&®,Q A does not scale well because it con-
siders current participants’ satisfaction, which a mediatin no longer compute itself as it also depends
on the query allocations made by other mediators. Thus, &hecating a query, a mediator should keep
informed all other mediators of the mediation results toaipgarticipants’ satisfaction. This tends to
increase significantly the network traffic.

A way to avoid such a traffic overhead between mediators tgtfuwiders express their interest for
gueries through “monetary” bids. Thus, the mediators ngdorwonsider the providers’ satisfaction but
only their bids. This requires introducing some “virtual'bney to be used by providers and mediators.
In this case, virtual money is totally disconnected fromred money we use in current life. AQA
is not designed to deal with bids, this also requires to cmmsother methods able to consider bids
and possibly other elements to allocate queries. Sevendswse microeconomic methods to allocate
queries or resources in distributed systems [DWR, LCLVO07, P107, SAL96]. But, to our knowledge,
no microeconomic method has ever been evaluated througlasumecthat is outside the microeconomic
scope like satisfaction.

Therefore, in this chapter, our goal is twofold. First, witle aim of scaling query allocation up to
several mediators, we want to adaft) A to systems with several mediators (multi-mediator) so that
it ensures as good system performance as in mono-mediatemsy, i.e. as previous chapter. Second,
evaluate by the first time microeconomic methods from afsatisn point of view. The content of
this chapter is based on our material published in [QRLCY@RLCV07b, QRLCV08]. Our main
contributions are the following :

e We discuss the challenges of using virtual money as a meaegoifation in the query allocation

process and make precise how the virtual money circulatdsnithe system.

e We proposeEconomic Satisfaction-based Query Allocatioethod §,Q A, for short). Generally

speaking $,Q A is S,Q A using virtual money. In particular,

49
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— We define a way in which a provider computes its bid by consideits preferences, its sat-
isfaction, its current utilization, and its current virtumoney balance. Also, we propose three
strategies that allows a provider to bid for queries in thespnce of several mediators.

— We define how a mediator allocates queries by considerinly botsumers’ intentions and
providers’ bids. And, we define how a mediator should invgioaviders.

— We state the communication cost$3f) A and demonstrate that its additional cost with respect
to SpQ A is not high.

e We analytically demonstrate th&tQA allows a VO to scale up to several mediators with no
additional network cost with respect to a VO with a single ratxd.

e Finally, from a methodological point of view, it is importaio compare different microeconomic
methods (include&,Q A) with a non-microeconomic method using satisfaction as arfey in-
dependent” measure.

The rest of this chapter is organized as follows. We stateetrti@ 3.1 the problem we address. In
Section 3.2, we stress the challenges of using virtual maseymeans of regulation in the query alloca-
tion process and make precise the flow of virtual money. Asqfahe $,Q A method, in Section 3.3, we
define a way to compute providers’ bids and propose thretegtes that allow a provider to bid in the
presence of several mediators. And, in Section 3.4, we presaediation mechanism to allocate queries
by considering both consumers’ intentions and provideids,band present a way to invoice providers.
In Section 3.5, we analytically demonstrate thg® A can easily scale up to several mediators. In Sec-
tion 3.6, we compar8,Q A with two microeconomic methods and one non-microeconongthod and
validate$,Q A’s performance in multi-mediator systems. Finally, we pregelated work in Section 3.7
and conclude in Section 3.8.

3.1 Problem Statement

We assume a distributed system to be &sgftparticipants which form &irtual Organization(VO).
Each participant of a VO can play one or more of the followiolgs :consumersvhich send queries ;
providerswhich answer queries ; andediatorswhich allocate consumers’ queries to providers. The set
of participants playing the role of consumer, resp. pravatel mediator, is noted', resp.P and M. We
assume that a VO may beredundant there are several mediators acting as a single one by Imghavi
cooperatively. The introduction of redundancy into thégssent of mediators has been proved to have
gains in performance [YGMO03]. We formally define a x-redumdeO in Definition 27 and illustrate a
x-redundant VO witl8 participants playing the role of mediator in Figure 3.1.

Definition 27. x-redundant VO A VO is said to ber — redundant if and only if there is a sef\/
(J|M]| > 1) of participants playing the role of mediator and each pd®riin P is connected to each
mediator inM.

Mediators are responsible to allocate consumers’ quesigsaviders and hence it is up to them to
make everything work well. Intuitively, a mediator shoultbeate queries so that good system perfor-
mance is ensured. If performance is linked to clear notiordistributed systems (such as load distribu-
tion and answering time), intentions and satisfaction @ss usual. However, participants’ satisfaction
has a deep impact on a system general behavior, particwaiey the participants are autonomous. In-
deed, they can decide on their own either to enter a VO witlhd¢ipe of improving their lot or to leave it
because of dissatisfaction. But also, they have specidsts towards queries.

Consumers formulate queries as in previous chapter, i.a.format abstracted as a triple=<
¢,d,n >. Recall thatc denotes the consumer identifier that issyed the task to be done, andthe
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Figure 3.1 — A x-redundant VO with 3 mediators.

number of answers thatwishes to obtain. Because of autonomy, a consumer may hbested in the
way its query is treated. So, it should have some intentidmoof the system allocates its queramong
providers. Recall that those intentions are denoted b)or/é?tq. By convention, values are {r-1..1].

Providers are heterogeneoy$ they have different processing capabilities éidthey may provide
different results, for example because they have diffguarate data. The former point means that some
providers can treat more queries per time unit than othdrsufilization of a providerp € P at a given
timet, U;(p), is defined ag’s load with respect to its capacity. In other words, funeéif(p) denotes the
total cost of the queries that have been allocatedand have not already been treated at tiri@ecause
of autonomy, a provider may prefer to perform some querias tithers so that it fulfills its objectives.
Thus, as for a consumer, a provider is simply not satisfiedwitdoes not get what it expects.

We demonstrate in previous Chapter that, in these envirotawehere participants are autonomous,
it is crucial to consider participants’ intentions and Sfaittion when allocating queries to avoid massive
participants’ departure from the system and hence to presbe total system capacity. To do consider
providers’ satisfaction in x-redundant VO is challengimgce a provider receives queries from different
mediators transparently and hence providers’ satisfadligpends on the query allocations made by
all mediators in the x-redundant VO. In this casg() A cannot perform as well as in a VO with a
single mediator because the participants’ satisfactionprded by each mediator is local and hence it is
different. A simple solution is that consumers send theirant satisfaction with their queries and that
the = mediators in a x-redundant VO frequently exchange mesdagegdate providers’ satisfaction.
Nevertheless, these up-to-date messages consideratdasecthe network traffic and may hurt system
performance. Furthermore, there will be always a time ualewhere satisfaction is not the same at all
mediators because of network latency. Thus, we define they gliecation problem we address in this
chapter as follows.

Problem Statement Let P, denote the set of providers that can deal with a queriven a x-
redundant VO with autonomous participants, a mediatat A/ should allocate each incoming query

to a setP, C P, such that|P,|| = min(q.n, N) as well as good system performance and participants
satisfaction are ensured in the long long-run with a low oekvcost.

3.2 Use of Virtual Money

A way to avoid the traffic overhead between mediators duedwigers’ satisfaction updates is that
providers express their intentions for queries throughrietary” bids. Thus, a mediator no longer con-
siders the providers’ satisfaction but only their bids.sTtgquires introducing some “virtual” money to
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Figure 3.2 — General system architecture. Bitdenotes the mediatat,a consumer, ang a provider.

be used by providers and mediators. In this case, virtualemdnpurely virtual and is totally discon-
nected from the real money we use in current life. We couldlsjpé tokens or jetons as well. This point
has to be stressed upon for two main reasons. First, we doows$ on any particular business model :
we only use the virtual money as a means to regulate the gllecation in the system. Indeed, after
a consumer has decided which providers it chooses, it migbtrgal moneyto them because it uses
their services. This point is far beyond the focus of thisstheSecond, when using real money, one
can assume that consumers and providers get money fromhelsewror example, when designing an
auction mechanism for e-commerce one can assume that pgmgoid the money they have earned by
working (in real life). When dealing with virtual money, ogan no longer make such assumptions. In
fact, the general architecture of the virtual money-bagstem is almost the same as when one does not
use virtual money (see Figure 3.2), but we must deal withahe following additional points :

1. We must make precise the way in which virtual money citeglavithin the system since the
regulation of the system depends on it. This is a difficult &iace it is a macroeconomic concern
and hence one must have a clear idea of the global systemibetBesides, the policy used to
regulate the virtual money flow also depends on the quergailon method.

2. Providers no longer express their intentions directlyhis mediator. Instead, they express their
intentions throughbids, which also consider their current virtual money balancevelt as their
strategy to bid. This is challenging because a provider Ishoampute its bid so that it generally
obtains the queries it prefers and do not become overloadeidh may degrade its offered ser-
vices. But also, a provider should not spend all its currémtial-money balance in a given query
allocation so as to have chances to get interesting quertbe ifuture.

3. A mediator must compare and select providers based arbidsiinstead of their intentions. But,
in our context, this selection process is challenging beeanf consumers’ intentions, which do
not allow a mediator to select providers based only on thds.d-urthermore, the mediator must
satisfy both consumers and providers in the long-run.

4. As we consider systems where providers have to “pay” fofopming or receiving queries, a
mediator must invoice providers after each query allocatithis is in some way similar to an
invoicing such as that of Google AdWords [goo], except westder virtual money. Invoicing
providers in our context is challenging because some pessithay be imposed a query that they
do not desire to perform.
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In the next section, we make precise the way in which the alimuoney circulates within the system
(point 1) and, in the remainder of this chapter, we discuss how weeaddhe otheB points so as to
adaptS,Q A to use virtual money as a means of regulation.

3.2.1 Flow of Virtual Money

The way in which virtual money circulates within a system imacroeconomic concern and hence
we adopt a simple solution. First of all, only the providemsl anediators deal with virtual money, i.e. the
consumers still show their intentions. Providers spendeard virtual money through a mediator only.
On the one hand, they spend money by bidding on queries armhpansate other providers that have
been imposed a query. On the other hand, they earn money wagiaite imposed a query that they do
not desire to perform. Every time a provider has been akatatquery, has been imposed a query, or
has been required to compensate an imposed provider, foisriad, by the concerned mediator, of the
amount of virtual money it payed or won (in the case of impos)t Of course, a provider is completely
responsible of its virtual money balance and hence no peovwidn spend the virtual money of another
one. Therefore, a provider always has an exact mirror ofiitsal money balance in local.

In contrast to providers, in our mediation process, mediatever looses money, but tends to accu-
mulate money coming from the providers in the course of tithes making the providers poorer and
poorer. Indeed, this could distort the mediation processsen block the system when the providers no
longer have money. A simple solution has been adopted : im @asediator has earned an amount of
virtual money above a defined threshold, it distributes farckimount of virtual money to providers in
an equitable way. From the providers’ point of view, thism®tner, regular, way of earning money. We
assume that there existsrasted third-partyin the system that plays the role of bank, which is in charge
of the flow of virtual money. Several ways to implement thekbarist (using a DHT [SMLN 03] for
example), but this is well beyond the scope of this thesish®\it any loss of generality, we only assume
that there is a bank entity that allows mediators to conh®lflow of money in the system. For clarity, we
omit the bank in the remainder of this paper when we talk abmuvirtual money balance of a provider.
Indeed, the flow of virtual money requires some network ngssaWe state this cost in the following
proposition.

Proposition 1. Only 3 messages per query are required to control the flow of vinoahey.

Proof (Sketch).First of all, we assume wickrey auction to allocate queries and hence no message is
required by a provider to discover the bids of other provdd&imilarly, at first glance, a provider may
require a network message to know its current virtual moragrte so as to bid for queries. However,
a mediator informs a provider of any change in its virtual eyhalance, thereby allowing a provider to
always know its current virtual money balance. Thus, no ngtwmessage is required by a provider to
know its virtual money balance. Now, before a query medmtiero network messages are exchanged
between a mediator and the bank in order to validate the Higgowiders, i.e. to verify if they have
enough virtual money that support their bids. After a qudlycation, the concerned mediator sends
another network message to the bank, which is in charge ofdimg providers. Notice that the bank
requires no network message to invoice providers sincesitbwth providers’ and mediators’ virtual
money balance in local. Finally, every time that the amountidual money earned by a mediator
exceeds a given threshold, the bank should inform the nuwdiahich replies with a virtual money
distribution table. However, this depends on several agtdactors, such as the kind of incoming queries
and the strategies of providers to bid, which we cannot ptedpriori. Furthermore, these messages are
expected to occur after a large number of incoming querieshemce they do not impact the system
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Table 3.1 — Virtual money balance along a sequence of medaati
pl p2 p3 p4 p5 m
CI| 09] 08 08 06 06
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* *

init

jvel(Ke]

ql

18.16| 18.00] 20.00| 20.00| 20.00| 3.84
0.73] 0.72] 2.00) 2.40] 3.20
E3

| Q

q2

18.16| 18.00/ 20.00| 17.63| 17.63| 8.59
-4.00/ 0.72/-18.00| -6.00] 0.35
*

=) a

q3

18.16| 18.00] 20.00| 17.63| 17.63| 8.59
-18.00|-12.00| -8.00| 0.35] -2.00
*

jve] el

q4

16.05| 15.89| 17.89| 15.51| 22.51| 12.15
1.60| 1.59] 1.79| 1.55| 2.25
qS * *
16.05| 15.89| 16.14| 15.51| 20.42| 15.99
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performance. Thus, we neglect these messages in this Bndlgsummarize, providers do not generate
messages while mediators neethessages to validate bids ahthessage to invoice providers. [

Table 3.1 illustrates the flow of money along a sequence oftiiediations followed by redistribution
of money by a mediator, where parameteensured the balance between consumers’ and providers’
interests anah stands for the required answers by the consumers. At thatiait step, we quote the
providers’ and mediator’s initial money balance),(and the consumer’s intentions with regards to the
providers (which we assume are constant across these fiviatinad). Then, for each provider and each
guery, we quote the bidH), those which are allocated the query &nd the new money balance)(
Each time there is a change in provider's money balancedotisply of the mediator), the new value is
in bold face. Notice that the allocation g@f is neither a competition nor an imposition, thus there is no
change in the money balances. After the five mediations, #ator distributes the money it has piled
up (15.99) among the five providers.

3.3 Provider’'s Side

In this section, we discuss how providers express theiréste towards queries in x-redundant VOs.
In particular, we define in Section 3.3.1 the way in which avjgter computes its bids to perform queries
and propose, in Section 3.3.2, three heuristics to manamyéders’ virtual money balance.

3.3.1 Computing Bids

The way in which a provider compute its bid is independenthef query allocation method. This
amounts to consider truth-revealing providers, whichorally bid according to their preferences and
load. A simple way to obtain providerbid, is that each provider maintains a local bulletin board clvhi
contains a billing rate for its resources based on its peefars to perform queries (denoted by function
prf € [-1..1]). Then, a provider’s bid for getting a query may be the proddids current utilization by
the billing rate, such as in [SAL96]. However, in our case, the context of a provider is moragex
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because we have to consider its current satisfaction amertwirtual money balance (denoted &ay,,)
in addition to its preferences and load.

Thus, a provider first works out its intention to perform aegivqueryq as defined in Definition 25
and then it proceeds to work out its bid to perform such a quatyitively, the bid of a provider may
be the product of its intention by its current virtual mon&jamce. The current virtual money balance
of a providerp is denoted byal,. Nonetheless, such a procedure may lead a provider to sficiod a
almost all, its money on only one query. To avoid this, a pevioffers at most only a defined percent of
its current virtual money balance, denoted by the congianthose values are iji..1]. Having said alll
this, we formally define the bid of a provider as follows.

Definition 28. Provider’s Bid Given an incoming query, a providerp € P, computes its bid to perform
g, bidy(q), as follows,

(prfp(q)l_és(p)) x (1— Z/lp(t))‘ss(p) x (baly, - c) if (prfp(q) > 0)A
bidy(g) = A1) < 1)
—((1 = prfp() + D50 x Uy (t) +1)%P) x ¢4 otherwise

As a provider may be paid by others if it is imposed a querystamtc;, is set to the initial virtual
money balance of a provider so that, in the worst case, agepwabtains what it got when it joined the
system. The idea behind the above definition is that a proeigeys sets a positive bid when it desires to
perform queries and it is not overutilized, otherwise issehegative bid. In traditional microeconomic-
based methods providers do not bid (or give a null bid) whey tiho not desire to perform a query.
However, this does not allow them to express how much unaiedisis for them to perform a query and
how much overloaded they are. This is why we allow a providentike negative bids. At first glance,
there is no difference between providers’ bids and intestidut by showing bids providers can keep
private their real intentions, which is crucial in compegétenvironments.

3.3.2 Bidding in the Presence of Several Mediators

When a provider receives queries from different mediaibshould pay special attention to the way
in which it computes its bid so that it never bids more thagutsent virtual money balance. To overcome
this difficulty, we propose3 heuristics that allow a provider to manage its virtual mobailance in x-
redundant VOs. Before going to present these heuristicssIgsay that, after the bidding phase of a query
q (i.e. the moment at which providers bid f@y, a providerp locally stores in vectoC—ép its bid bid,(q)

and removes such a bid fro@‘—lép when it receives the invoice for such a query (how providiergice
are computed by a mediator is the focus of Section 3.4.2).

Optimistic  An optimistic provider assumes that it gets all those qeeevhich it bids positively and
that it does not get those to which it expressed a negativerbials, an optimistic providesr modifies its
current virtual money balance after the bidding phase off@erggueryg as follows,

bal,, — bidy(q), if bidy(q) > 0

bal,, else 3.1)

bal, = ‘
Then, when providep receives the final invoickill, (p) concerning query from the respective mediator,
it sets its virtual money balance as below equation.

—
bal, + CBplq] — billy(p), if bid,(q) >0

bal, =
' bal, — bill,(p) otherwise

(3.2)
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Preventive A preventive provider assumes that it gets all those quésiegich it bids, independently
of its bid value. In other words, conversely to an optimigtiovider, it also assumes that it gets those
gueries to which it made a negative bid. Thus, a preventigeiger p modifies its current virtual money
balance after the bidding phase of a given queag follows,

bal, = bal, — bid,(q) (3.3)
and wherp receives the final invoice of query it sets its virtual money balance as follows.

—
bal, = bal, + CB,lq] — billy(p) (3.4)

Pessimistic A pessimistic provider assumes, conversely to an optimistd a preventive provider, that
it never gets the queries to which it bids. Thus, a pessimgtbviderp does not modifies its virtual
money balance after bidding for queries. It therefore meslifis current virtual money balance when it
receives the final invoice from the concerned mediator devisl

bal, = bal, — billy(p) (3.5)

3.4 Mediator’s Side

Let us consider the allocation of some queiyitiated by some consumere C'. The providers inP,
bid ong. Providers’ bid are only public to the mediator and othetipigiants cannot know such values.
Bids are represented by avecﬁr, with ﬁ[p] c R forall p € F,. If abidis positive, the higher it is the
morep wants to be allocatedl. If it is negative, the lower it is the legswants to treat. Intuitively, the
bid of a providerp reflects its intention to performp Thus, this should lead to the providers’ satisfaction.
However, if only bids are considered as several other appesa[FNSY96, FYN88, PI07], a consumer
may be dissatisfied either because its intentions with otgpeproviders are not considered (when it
gets answers from providers it doesn'’t desire to deal withhezause some its queries are not performed
(because no provider wants to treat them). Hence, to satisfyumers, a mediato(i) directly considers
the consumer’s intention@ﬁ) ; and(ii) imposesthe query when not enough providers desire to perform
it, as in [STO1]. We detail the way in which$Q A allocates queries among providers in Section 3.4.1
and define the way in which it invoices providers in SectichA.

3.4.1 Computing Providers’ Level

As SpQA, a mediator using,Q A allocates a query to themin(n, N,) “best” providers, which are
given by vector of ranking_%). Whereﬁq[l] = p denotes the best ranked provider aﬁ@nin(n,]\fq)]
stands for the worst ranked provider. Hendé&,o¢,[p] = 1 iff 3, Tf[z’] = p and: < min(n, N,). Vector
Ris computed by a mediator regarding the providéesel denoted by vectoﬁ, which means that
those providers having the highest levels are allocatediegielThus, given an incoming quegy the
level of eachp € P, is defined as the balance between the consumer’s intentichtha providers’ bid
with regards tay (Definition 29).
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Table 3.2 §,Q A in a (a) competition and an (b) imposition case, with= 0.5 andn = 2.
CY (b)

pl p2 | p3 | p4 | pS m pl p2 | p3 p4 | ps m
e 09 08 08 06 06 . a 09 08 08 06 06
it ol 16,05 15,89 17,89] 15,51 22,51 0,00 it ol 18.16] 18,00 20,00 17,63 17,63 0,00
B 160 1,59 1,79 1,55 225 B |-18,00/-12,00] -8,00] 0,35 -2,00
Level | 222/ 2,16] 224 2,02] 228 Level | -3,16] -2,69] -2.24] 147 -1,37
¢ Rank 3 4 2 5 1 @ Rank 5 4 3 1 2
Alloc * * Alloc * *
Trans 1,75 2,09 Trans | 2,11] 2,11 2,11 2,11] -4,89
bal | 16,05 1589 16,14 15,51 20,42 3,84 bal | 16,05 15,89 17,89 15,51| 22,51 3,56

Definition 29. Provider’s Level

—

2o | (Bl + 1% x (Clp]+ )™ if Blp] 20
Llp] = £ - ‘
—(=Bp]+1)* x (C Iq[ |+ 1) otherwise

It is worth noting that, conversely to the provider's scdbefinition 26 of previous chapter), a me-
diator, using,Q A, does not set value with respect to participants’ satisfaction. Usth@ A, w value
is static, i.e. it does not change in every query allocatidatues ofw are in the interval0..1]. If w = 0,
only the consumer’s intentions are considered by the marliditus leading to providers dissatisfaction.
Conversely, ifv = 1, the mediator only considers bids, leading to consumegatisfaction. This is why
a mediator should set parameteaccording to the importance that it wants to pay to the comssihmn-
tentions and providers’ bid. Indeed, given the level dafinitwe can note that a mediator might allocate
g to a provider that does not desire to deal wjthWe call this an imposition case, otherwise, we have a
competition case.

Table 3.2(a) shows the case of a competition. The consurkerfastwo providers, and more than
two of them bid positively. Providers; andps are allocated the query because they get the two highest
levels, respectivel.28 and2.24. Notice that the consumer’s intention with respecpias lower than
its intention with respect tps. Thus,ps only got the query because of its b2iZ5) which is higher than
p3's bid (1.79), meaning that it wanted the query more than Table 3.2(b) shows an imposition case
where no provider byt, wants to treat the query, whereas the consumer asks for twiders. Provider
ps is imposed the query because of both its bid (which is thedsghegative bid) and the consumer’s
intention with respect to it, which leads to the valué7 of its level. In both tables, the tuple “Trans” (for
money “Transfer”) denotes the amount of virtual money ptevs must pay for the query allocation.

3.4.2 Invoicing Providers

As start point, a natural strategy to invoice a provider tiate been allocated a given query is that
it pays what it bids. This kind of invoicing process is alsmWnasfirst-price. However, it is well know
that following afirst-price invoicing, providers (or bidders) are incited to shaderthés below their
true value [MCWG95]. This may distort the whole system byihgwproviders revealing false bids in
order to maximize their satisfaction (e.g. revenues) whiiler providers reveal true bids and hence may
suffer from dissatisfaction or query starvation. Therefawe adopt &econd-pricanvoice mechanism
(a.k.a.vickrey), which has been proved to give providers an incentive totléir true value [Vic61].
However, we cannot directly compare providers’ bids beeafsconsumers’ intentions. To overcome
this difficulty, we introduce théheoretical bid(proposed in [LCLVO07]), which corresponds to the amount
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that a provider should bid for reaching a level. With# 0 anda = 1if [ > 0 or « = —1 otherwise, the
theoretical bid of a provides to reach a level, denoted by function’(p, 1), is given by,

a(w—1)

b (p,1) = o - maz(((o x )= (CLyfp] + )"~ 1),0) (3.6)

For example, in Table 3.2(a), we have already noticed thatiger p; gets a level slightly higher than
p3's, because of its higher bid and despite the lower consgniention. In fact, to come exactly to
p3’s level, p; should bid2.136 (theoretical bid). A mediator invoices providers based lbova equation.
Remember that a query may be allocate to several providensehthe mediator also needs to invoice a
provider with respect to the selection of another providernoted earlier, two cases could exist when
allocating queries : competition and imposition.

In a competition case, i.e. when all selected provider esga@ a positive bid, a provider allocated
a query owes the amount of its theoretical bid to reach thel lefvthe best provider that has not been
allocated the query. And, it does not pay by the selectiontufroselected providers. Formally, we define
the partial bill of a providerp w.r.t. the selection of a provider, with §[p’] > 0, as follows.

Definition 30. Provider’s Partial Invoice in a Competition Case
— — - —
bill, (p, p') = bt (p, L{R4lgn+1]]) if p=p', B[R4lgn+1]] >0, and g.n < Ny
q\t> .
otherwise

An imposition case occurs when at least one provider is irghdise query, i.e. when one provider
that does not desired to perform a query is allocated theygQdaviously, being imposed does not meet
at all the intention of an imposed provider. Thus, it would be fair if a provider pays for an imposed
guery. Hence, to keep it satisfied in the long run, the idea digtribute the cost of the imposition of
queryq onall the providers inF, (in the spirit of [STO01], but also considering the consumertentions).
Then, having obtained a reward, the an imposed provider iie tik@ly, in the future, to obtain the queries
it expects (because it has more money) so leading to itaaten. We formally define thpartial bill
of a providerp w.r.t. the selection of a provider, with ﬁ[p’] < 0, as follows.

Definition 31. Provider’s Partial Invoice in an Imposition Case

—0"(p, LT[R lg-n +2]))

Ny

b (p, (R glg.n +1]]) —

if p#p

billy(p,p) = b (p, L[R4[q.n + 2)))

Ny

else

Having defined the partial bill for both competition and imsfiion cases, thkill that a provider must
pay for having obtained a given query is then defined as thedfuati its partial bills (Equation 3.7).
Formally, a mediator invoices each provigee P, as follows,

billy(p) = 3 billy(p. ') (3.7)
PP,

Overall, a selected provider never pays more than its owaridonly pays for the selection of other
provider when the latter has been imposed the query. Morgtheeinvoicing process we presented here
never requires a mediator from a financial point of view.
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3.4.3 Communication Cost

As for S,Q A, we analyze the communication cost$f) A in terms of number of messages that
should be transferred over the network to perform a querig iShgiven by the following theorem.

Theorem 4. The total number of transferred message$iy A to perform a query iS(N + 2) + n.

Proof. Given a queryy and setP, of providers, the mediator first asks f@e’s intention andP,’s bids,
which return such an information to the mediator. The nundfeexchanged messages at this phase
is mssgg = 2N + 2. Once received the participants’ interests, the mediatoifies if providers have
enough virtual money to support their bids. This requiresg; = 2 messages between the mediator and
the bank. Next, it computes the level of each providePjras defined in Section 3.4.1 and ranks them
according to their level. Having done this, the mediatooiogs providers, informs alf, providers of the
mediation result, and waits for results from theelected providers. The number of transferred messages
at this phase isnssg, = 1 to invoice providersmssgs = N to inform providers, andnssgy = n to
receive results from selected providers. Finally, the medisends the results to consumet, which
implies one more network messagessgs = 1. Thus,M ssg = mssgg + mssg; + mssgs + mssgs +
mssgy + mssgs = 3(IN + 2) + n total messages are exchanged by a mediator, $sifid!, to perform

a query. O

Corollary 1. The additional cost of performing,Q A w.r.t. S,Q A is 3 network messages per query.

Proof. Implied by Theorems 3 and 4. O

3.5 Cost of Federating Mediators

We refer to mediators federation as several mediators tpgrdrom the query allocation point of
view, as a single mediator. That is, several mediators ¢t@@naa cooperative way for a shared purpose.
Of course, mediators federation comes at a cost. Indepépadrihe query allocation method used by
mediators in arc-redundant VO, mediators must have an updated providersflitbe VO. This needs
||M|| — 1 messages every time a provider enters or leaves a VO. We donsider this network cost in
the following because such messages are required by any gllecation method. Now, when dealing
with az-redundant VO, a mediator usirf§QQ A can no longer calculate the providers’ satisfaction itself
This is because a provider uses several mediators and hesnsatisfaction results from the queries
obtained with all of them. Thus, each mediator must exchamfgemation about providers’ satisfaction
after each query allocation, which significantly increasesvork traffic. We formally state this network
cost in the following proposition.

Proposition 2. Let () denote a set of queries amdy denote||Q||. Given a set) of queries arriving
into a mediatorm in M of a x-redundant VO, usin§,Q A, mediatorm must exchangg|M|| — 1) - Ng
messages to update providers’ satisfaction.

Proof. Since after the allocation of a quegythe satisfaction of any providerc P, changes, a mediator
m € M must send a message containing the new satisfaction vaiyeswiders inP, to all A/\{m}
mediators in the x-redundant VO. Thus, given a@atf incoming queries, a mediator must exchange
||M]|| — 1 messagedVy times. O

This is a cost that makes,QQ A unsuitable for performing in x-redundant VOs where a langmber
of mediators act as a single mediator to achieve a sharedgeirfn contrast§,Q A has no network cost
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when dealing with several mediators and continues to perfirom a satisfaction point of view, as in a
mono-mediator VO. We state this in the following theorem.

Theorem 5. $,Q A always satisfies (i) consumers and (ii) providers in a x-rethnt VO as well as in a
mono-mediator VO with no additional network cost.

Proof. Consider a x-redundant VO, denoted$)y, and a mono-mediator VO, denoted 8y, consisting
of the same set of participant3. Consider also that the incoming queriesSi, are the same to those
arriving in S,,,. We prove both (i) and (ii) by contradiction.

(i) Assume to the contrary that, for the allocation of somergu;, consumerg.c is not equally
satisfied byS,, and.S,,. If this is the case, we can know, by Definition 17, ti$gt, allocatedq to a
setf’; such that there exists at least a provigee f’;l ip ¢ f’; whereﬁ;, is the set of providers
selected bys,,,. Hence, we can know that the set of relevant providers foynsl, b is different to the set
found byS,,. This implies that providep is not connected to the mediator that allocaged S,,,, which
contradicts the definition of a x-redundant VO.

(i) Assume to the contrary that a providere P is not equally satisfied by, andS,,,. Then, by
Definition 19, we can know that did not perform the same set of queriesSig, as in.S,,. This means
thatp is not connected to all mediators.$, so as to receive all queries it can perform, which contradict
the definition of a x-redundant VO.

Finally, given the provider’s level definition (DefinitiorB®, a mediator does not directly deal with
providers’ satisfaction because it is up to a provider to aganits virtual money balance so as to be
satisfied in the long-run (Definition 28). Thus, the medidtas no message to exchange among media-
tors to update providers’ satisfaction. Clearly, the ioeoand bidding processes require computational
resources of mediators and providers, respectively, lmgetltosts are negligible because of capacities
that current computers have. O

Above theorem shows that ever§ifQ A generate$ more messages per query theyt) A (Corol-
lary 1), it allows a VO, and hence a system, to scale up to ay meadiators as the VO desires with
no loss in system performance. To discuss how queries mayrwarfded to other VOs (inter-VO query
allocation) and the way in which a VO is created is well beythalscope of this thesis.

3.6 Experimental Validation

Our three main objectives in this experimental validatios:a
e To evaluate how welb,Q A selects and invoices providers and to analyze the impacsiofyu
virtual money as a means of regulation when performing gaflogation.

e To analyze if$,Q A satisfies participants as well A5Q A.

e To evaluate the performance §Q A and.S,Q A when dealing with x-redundant VOs.

With this in mind, we carry out two kinds of evaluations. A fieerie of experiments to compare
$,Q A with some baseline methods in mono-mediator VOs so as tdatelits performance. Then, we
vary the number of mediators and participants to evaluag@énformance and scalability $§Q A.

3.6.1 Setup

We implemented our prototype in java and simulate x-redoh¥®s, with different number of me-
diators, following the system architecture presented @L¥07]. We run our experiments in a computer
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running Linux Ubuntu4.0.3 with a Petium 1V processor &f GHz and1l GB in RAM. The system con-
sists 0f200 consumers400 providers. Participants compute their satisfaction amddfin Chapter 1.
They initialize their satisfaction with a value 6f5, which evolves with their 1as200 issued queries
and 500 queries that have passed through providers fi.e= 200 for a consumer ané& = 500 for

a provider). Providers implement an optimistc strategyitbfor queries. We generate around 10% of
providers withlow-capacity, 60% withmedium and 30% withhigh. The high-capacity providers arg
times more powerful thamediumcapacity providers and stifl times more powerful thatow-capacity
providers [SGGO02]. We generate two classes of querieshightcapacity providers perform ih.3 and
1.5 seconds, respectively, and assume that they arriveRaissondistribution, as found in dynamic
autonomous environments [Mar02].

Concerning participants’ departure, we assume on the améthat a consumer leaves a mediator by
dissatisfaction if its satisfaction is smaller th@f. On the other hand, we assume that a provider leaves
a mediator : by dissatisfaction if its satisfaction valuensaller thar0.5 ; by query starvation if, in an
interval of 2 minutes, it does not perform a set of queries towards whitlagta preference of at least
0.2 in average, and ; by overutilization if its utilization isegtter thar2. Finally, we repeat each serie of
experiments we rut0 times and present the average results of all these expdgtitaTs.

3.6.2 Results

In Section 3.6.2.1, we start by evaluating the quality$pf) A and three other baseline methods
(Sp@QA included), with regards to participants’ satisfaction aesbonse times. Then, in Section 3.6.2.2,
we study the scalability of both bot$,Q A and$,Q A in x-redundant VOs.

3.6.2.1 Quality Results in Mono-Mediator VOs

In this series of experiments we proceed as follows. Ficssee the possible loss of performance
that $,QA may have, from the provider’s point of view, we compare ithwé first-price sealed-bid
method ¢ PSB). FF'PSB allocates queries to those providers having made the highdssand invoices
providers the amount of virtual money that they offered Far uery. Second, to study the efficiency of
the way in which$,Q A invoices providers, we compare it with a query allocatiorthod that selects
providers as$,Q A, but invoices them ag' P.SB. We call this new query allocation method Vstual
Money-based Query Allocatiqi M bQ A). Finally, to validate$,Q A, from a satisfaction point of view,
we compare it withS,Q A. In these experiments, we assume that the mediator has lemesgurces
so that it does not cause a performance bottleneck. Moretwveroid that the fact of having several
mediators impacts these results, we run these experimétitsawgingle mediator. We discard such an
assumption in the next section.

Figure 3.3 illustrate how these methods satisfy partidipdor different workloads. We observe in
Figure 3.3(a) that, as expectddP S B is completely neutral to consumers because it does not iwéde i
account their intentions. This is not the caseWfav/bQ A, $,Q A and.S,Q A, which consider consumers’
intentions to allocate queries. But, we observe félA is the only one to ensure almost the same per-
formance asS,Q A. Regarding the providers’ satisfaction in Figure 3.3(b& @an observe tha,Q A
has again almost the same performanc8@$A, but also, we observe thatPS B better performs than
$,QA. Indeed, this is becauséP S B only considers providers’ bids whi&,Q A also considers con-
sumers’ intentions. However, we observed during our erpents thatt"PSB andV MbQ A methods
have some problems to balance queries because most adegdaiesferred (by consumers) providers
tend to monopolize incoming querieh, QA does not suffer from this phenomenon by establishing a
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Figure 3.4 — Impact on performance of providers’ departure.

more sophisticated invoice mechanism. This is WY A method satisfies providers’ intentions as well
as Sp,QA and much better tha PSB and VMbQA (see Figure 3.3(c)). Remember that providers’
intentions is the merge of providers’ preferences with jotess’ utilization.

We now analyze the performance of all four methods to endwe seesponse times. To this end, we
proceed to measure their ensured response times when gn®wce captive, i.e. they are not allowed
to quit the system, as well as when they may leave the systggure=3.4(a) illustrates the response
times ensured by these four methods when providers areveapg. they are not allowed to quit the
system. We observe th&$Q A significantly outperforms botfi' P.S B andV MbQ A by ensuring almost
the same response times &%) A. The low performance of PSB andV MbQ A methods are mainly
due to fact that some providers (the most preferred and atiequioviders) monopolize queries. Thus,
when providers are allowed to leave the system, these meviglit by overutilization while the least
adequate and preferred leave by starvation or dissaimfiadd/e illustrate these results in Figure 3.4(b).
As expected, we can observe in these results that, conyasélPSB andV MbQA, $,QA ensures
short response times because it balances well queries sdtiffies participants.

Given these results, we can conclude that we can introdutigavimoney, without any loss of sys-
tem’s performance, to regulate a system as long as we cane tilgovay in which providers are selected
and invoiced. Nevertheless, as noted so far, a single noedsah performance bottleneck that may not
allow a VO to scale up. To demonstrate this, we discard thenagtion that a mediator has enough
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Figure 3.5 — Quality results with captive participants fdfedent workloads in a x-redundant VO with
mediators.

resources to perform queries and run several experimethsdifierent rates of incoming queries per
second. We illustrate these results in Figure 3.4(c). Weoteerve that fron® queries per second the
mediator becomes performance bottleneck for the VO. Thighigit is quite important to have several
mediators performing the query allocation task in a VO. Waleae this in the following section.

3.6.2.2 Dealing with x-Redundant VOs

In previous section, we experimentally demonstrated#i@t significantly outperforms both' PS B
andV MbQ A, and demonstrated that it ensures almost the same perfoenaaf, ) A. This is why we
only evaluate in this section the efficiency $fQ A and S,Q A to scale query allocation up to several
mediators in x-redundant VOs. Moreover, we demonstratgateémious section that a%QA as$,Q A
deal well with providers’ departure, thus we consider irsthexperimentations captive participants to
better study the scalability of both methods.

We start by evaluating the possible impact that, from afsation and performance point of view, the
fact of having several mediator allocating queries coulkh#Ve run a series of experiments for differ-
ent workloads in a x-redundant VO withmediators. We observe in Figure 3.5(a) thaf) A still better
satisfies consumers th&pQ) A, but this is no more the case for providers (see Figure 3.5[b)s is also
illustrated in Figures 3.5(c) and 3.5(d) where we can olesthatS, () A has a better allocation efficiency
regarding consumers thapQ A, but $,Q A’s allocation efficiency is better with respect to providers
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SpQ A has this deterioration regarding providers because ofittine it takes to update providers’ satis-
faction at all mediators. Furthermore, the network messggaerated bg,( A consume computational
resources at the mediators’ side, which degrades the respiomes ensured by, A (see Figure 3.5(e)).
This is not the case fd¥,Q A, which exchanges no network message to update providdisfasdion
and hence it significantly outperforn$gQ A.

Now, we run a series of experiments with the aim of analyZivggitpact, from a performance point
of view, of having several mediators allocating queried-igure 3.6(a) we plot the number of network
messages exchanged ByQ A and $,Q A for every 1000 incoming queries and for different number
of mediators. Notice thaf,(QA generates network messages to update providers’ satisfaghile
$,Q A generates network messages to validate providers’ bidsaoide providers. In these results, we
can observe tha#t,Q A always generate3 network messages per query while the number of network
messages generated 8y A depends on the number mediators in a x-redundant VO. Obg&tfom
4 mediatorsS,Q A already generates the same number of messagkg)at. Figure 3.6(b) illustrates
the response times ensured by these two methods with diffevenber of mediators. We can see, on the
one hand, tha$,Q A’s performance does not depend on the number of mediators-redundant VO
and hence its performance is constant. On the other handbseswe thatS,QQ A cannot performs well
for a high number of mediators because of the number of messbagenerates. These results show that
$,Q A better deals with large numbers of incoming queries and ab@di thanS,Q A.

Finally, we analyze how wel,Q A and$,Q A satisfy participants when the number of participants in
a VO varies. With this end, we run several experiments witingls mediator with a workload d@f0% of
the total system capacity, but with different number of jpgraints. Figure 3.6(c) illustrates these results.
We can observe that both methods have the same performaratter the number of participants in
a VO. This means that both methods can scale up, in terms dbewaf participants, without a loss of
performance in satisfaction.

All above results demonstrate that, in contrastj@ A, $,Q A can easily scale up in terms of number
of participants, mediators, and incoming queries whilesgang participants as in monomediator VOs.
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3.7 Related Work

In this chapter, we addressed the problem of scaling to aewerdiators and thus to a large number
of participants in distributed information systems. Tovedhis problem, we introduced the use of virtual
money to the query allocation process. Thus, related wonkbeadivided into two parts : economic-
based query allocation approaches and design of scalatfi#geatures. Since in Chapter 2 we already
surveyed the most important economic-based query allwcatiethods, in this section, we focus on
scalability. Scalability determines a key metric of distiied systems to describe in which sense this
system is able to cope with many occurrences of an eventr&ealefinitions of scalability exist in the
literature. For example, [Hwa93] argues that strict sdbifglof a system demands that its efficiency
asymptotically remain constant as the system grows to Eggke. In this chapter, we especially focused
on the relationship between computational needs of ppatits and the population size by increasing the
number of mediators in the system. Thus, we assumed thatearsgsales up when it supports the joins
of new participants without suffer from a decrease in sygtermfiormance. Different network topologies
can allow a system to scale up in this context. In the follgyvive discuss the most important network
topologies that allow a system to scale up in number of ppdids.

3.7.1 Peer-to-Peer Networks

Peer-to-peer (P2P) networks are built on top of the physiealork (typically the Internet), and
thus referred to as overlay network. The degree of cenatidiz and the topology of the overlay network
strongly impact the nonfunctional properties of a P2P sysgeich as fault-tolerance, self-maintainability,
performance, scalability, and security. In the followingg present the three main classes of P2P net-
works : unstructured, structured, and hybrid.

3.7.1.1 Unstructured

In unstructured P2P networks, the overlay network is coet@ nondeterministic (ad hoc) manner
and data placement is completely unrelated to the overfaylagy. Each peer knows its neighbors, but
does not know the resources they have. Examples of thesecpl®tare the Freenet [CMF2] and
Gnutella. To analyze the properties, possibilities andtéitions of pure Peer-to-Peer networks, we de-
scribe the basic Gnutella protocol in this section. Gnatetinsists of a large number of nodes which may
be distributed throughout the world, without any centrainaeént. A node becomes part of the Gnutella
network by establishing some TCP-connections to otheve@inutella nodes, whose IP addresses it
may receive from a bootstrap server [SHO3]. New nodes, tahvtlie node can connect if an active
connection breaks, are explored by broadcasting PING messa the virtual overlay network. These
PING messages are also used as keep alive pattern and adedstsal in regular time intervals.

For routing Gnutella employs simple flooding of the requestsages, i.e. queries and PING mes-
sages. Every new incoming PING or query, which has not beesived before, is forwarded to all
neighbors except the one it received the message from, tinteto-live(TTL) value is at least one.

If a node receives the same message more than once, thessasease not further flooded. Response
messages, like PONG or query response messages, are rackeahithe same path the request message
used, which is called backward routing. In Gnutella thewgttPeer-to-Peer layer is not matched to the
physical layer, which leads to zigzag routes, as describg8K03]. Only enhancements, as described
by the approach of geo-sensitive Gnutella [SKO03], providmans to adapt the virtual network to the
physical network. Fault-tolerance is very high since atipgeprovide equal functionality and are able to
replicate data. However, one of the main problems of unttred networks is scalability.
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Query routing is typically done by flooding the query to thegethat are in limited hop distance
from the query originator. This mechanism does not scal@wuplarge number of peers because of the
huge amount of load which they incur on the network. Furtlteanthe incompleteness of the results can
be high since some peers containing relevant data may netlohed because they are too far away from
the query originator. More sophisticated and efficient gueuting techniques in unstructured systems
can be found e.g. in [KGZY02, YGMO02].

3.7.1.2 Structured

Structured networks have emerged to solve the scalabildiglem of unstructured networks. They
achieve this goal by tightly controlling the overlay topgjoand data placement. Data are placed at pre-
cisely specified locations and mappings between data airdabations (e.g. a file identifier is mapped
to a participant address) are provided in the form of a tisted routing tableDistributed hash table
(DHT) is the main representative of structured P2P netwodkBHT provides a hash table interface
with primitives put(key, value) andget(key), where key is an object identifier, and each participant is
responsible for storing the values (object contents) spording to a certain range of keys. Each patrtic-
ipant also knows a certain number of other participantedatieighbors, and holds a routing table that
associates its neighbors’ identifiers to the correspondifdresses. Most DHT data access operations
consist of a lookup, for finding the address of the providénat holds the requested data, followed by
direct communication with. In the lookup step, several hops may be performed accotdiparticipant’
neighborhoods.

Queries can be efficiently routed since the routing schetoe/slone to find a participant responsi-
ble for a key inO(log N) routing hops, wheréV is the number of participants in the network. Since a
participant is responsible for storing the values corradpa to its range of keys, autonomy is then
limited. Furthermore, DHT queries are typically limited ésact match keyword search. Active re-
search is on-going to extend the DHT capabilities to deah wibre complex queries such as range
queries [GS04] and join queries [HHI3]. Examples of P2P systems supported by structured nieswor
include Chord [SMLN 03], CAN [RFH"01], Tapestry [ZHS 04], Pastry [RD01], PIER [HHI03], P-
Grid [ACMD 03], among others. P-Grid is not supported by a DHT, instédd,based on a virtual
distributed search tree.

Because limited autonomy, DHT networks is unlikely to supmystems as we consider in this
thesis : where providers usually desire to preserve the# ialocal. Nevertheless, one can imagine a
DHT-based system where providers publish in the networl tdmir offered services. In this case, a
possibility to implemens,Q A in these systems is by designing responsible participansiery me-
diations such as [APVO07] does for designing responsibléqgigants for timestamping data versioning.
Thus, consumers send their queries to one of these resfopaifticipants in the network, which return
participants providing relevant services to their queridgis, this possibility requires that providers reg-
ister their functionalities and capabilities at these oesjible participants. We would like to explore this
possibility in a future work.

3.7.1.3 Hybrid

i

Unstructured and structured P2P networks are considerge™pecause all their providers provide
the same functionality. In contrast, hybrid networks @.lsuper-peer networks) are a merge between
client-server systems and pure P2P networks. Like clientes systems, some participants (called super-
peers), act as dedicated servers for some other partisiganat can perform complex functions such
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as indexing, query processing, access control, and méanganagement. Using only one super-peer
reduces to client-server with all the problems associatiédl avsingle server. Like pure P2P networks,
super-peers can be organized in a P2P fashion and comnauniithtone another in sophisticated ways,
thereby allowing the partitioning or replication of globiaformation across all super-peers. Super-peers
can be dynamically elected (e.g. based on bandwidth an@gsomy power) and replaced in the presence
of failures. In a super-peer network, a requesting peerlgisgnds the request, which can be expressed
in a high-level language, to its responsible super-peee. Siper-peer can then find the relevant peers
either directly through its index or indirectly using itsigiegbor super-peers. In fact, this hybrid network
topology is quite similar to that we considered in this cleagtience, one can, easily and in a transparent
way, implemens,Q A in this kind of networks.

The main advantages of super-peer networks are efficiendygaality of service (i.e. the user-
perceived efficiency, e.g. completeness of query resulisrygresponse time, etc.). The time needed to
find data by directly accessing indices in a super-peer i stmiall compared with flooding. In addition,
super-peer networks exploit and take advantage of praidkfferent capabilities in terms of CPU
power, bandwidth, or storage capacity as super-peers takdarge portion of the entire network load.
This significantly reduces the high message load, which easbserved in a Gnutella network. Thus, to
keep the advantages of Gnutella, i.e. the complete selh@a#on and decentralization, super-peers are
introduced in [SRO2]. In contrast, in pure P2P networksnatles are equally loaded regardless of their
capabilities. Access control can also be better enforaezkdilirectory and security information can be
maintained at the super-peers.

By introducing such enhancements, the load on the netwarkbeareduced without introducing
preconfigured, centralized servers. The network is stllade, but one super-peer should not have more
than 50 to 100 registered participants, depending on the processing pane the connection of the
super-peer. Thus it is necessary, that the number of sugses ncreases according to the total number of
participants in the networl§,Q A allows such a scalability because the creation of new madiésuper-
peers) does not incur additional network cost. Examplesipéispeer networks include Napster [nap],
Publius [WRCO00], Edutella [NW®02], and JXTA [jxt].

3.7.2 Grid-based Networks

The term “Grid” was coined in the mids to denote a proposed distributed computing infrastractur
for advanced science and engineering [Fe99]. In a reguldrtgpology, each node in the network is
connected with two neighbors along one or more dimensidritielnetwork is one-dimensional, and
the chain of nodes is connected to form a circular loop, tealtiag topology is known as a ring. Grid
networks enables aggregation and sharing of these resatmoeigh by bringing together communities
with common objectives and creating virtual organizatitv®s) [Fos01].

Considerable progress has since been made on the comstrotsiuch an infrastructure (e.g. [BIBO,
JGN99, SWDC97]), but the term “Grid” has also been conflatédieast in popular perception, to em-
brace everything from advanced networking to artificiaéligence. The real and specific problem that
underlies the Grid concept is coordinated computationsburce sharing and problem solving in dy-
namic, multi-institutional VOs. This sharing is, necedgahighly controlled, with participants defining
clearly and carefully just what is shared, who is allowedtare, and the conditions under which sharing
occurs. As noted so far, a set of participants defined by sating rules form what we call a VO.

The organization of participants in a Grid system detersnitsescalability. Figure 3.7 shows the pos-
sible organization that participants can have. The orgdioia describes how the participants involved in
resource management make scheduling decisions, the cdpation organization between these par-
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Figure 3.7 — Grid Organization.

ticipants, and the different roles the participants playhia scheduling decision. In a flat organization
all participants can directly communicate with each othé&heut going through an intermediary (e.qg.
a mediator). In a hierarchical organization participantthie same level can directly communicate with
the participants directly above them or below them, or ped¢ném in the hierarchy. The fan out below
a participant in the hierarchy is not relevant to the classifbn. Most current Grid systems use this
organization since it has proven scalability. In a cell togg, the participants within the cell communi-
cate between themselves using flat organization. Desigipateicipants within the cell function acts as
boundary elements that are responsible for all communicatutside the cell. The internal topology of
a cell is not visible from another cell, only the boundarytiggwants are. Cells can be further organized
in flat or hierarchical topologies. A Grid that has a flat cefiadlogy has only one level of cells whereas
a hierarchical cell topology can have cells that contaireotells. The major difference between a cell
topology and hierarchical topology is that a cell topologyg la designated boundary with a hidden inter-
nal organization whereas in the hierarchical topology tigaization is visible to all participants in the
Grid.

There are many different approaches and models for devegjd@piid resource-management systems.
For example, Globus [FK97] system enables modular deplaymiGrid systems by providing the re-
quired basic services and capabilities in the Globus Maetgeming Toolkit (GMT). This toolkit consists
of a set of components that implement basic services, susbasity, resource location, resource man-
agement, data management, resource reservation, and cocations. Most grid systems have for the
most part focused on either a computational Grid or a se@ité. The other category of system is the
Grid scheduler such as Nimrod/G [BAGO00] and AppLeS [BW9Attls integrated with another Grid
RMS such as Globus [CFKO8, FK97] or Legion [CKKG]. These combinations are then usecreate
application oriented computational Grids that provideaiarlevels of QoS.

However, the harnessing the power of grids remains to belkenlyang problem for users due to the
complexity involved in the creation and composition of aggtions and their deployment on distributed
resources. Resource brokers or mediators hide the complafxgrids by transforming consumer re-
guirements into a set of queries that are scheduled on thie@mte computational resources, managing
them and collecting results when they are finished. A brokediator must have the capability to locate
relevant providers to queries and must also have the atuligglect the best providers [AG00, COBWOO,
VBWO4].

Summarizing, Grid is a type of parallel and distributed sgsthat enables the sharing, selection, and
aggregation of geographically distributed "autonomoesources dynamically at runtime depending on
their availability, capability, performance, cost, anshsomers’ requirements.

3.7.3 Multi-Agent Networks

Multi-agent systems (MAS) is the emerging subfield of aifientelligence that aims to provide
both principles for construction of complex systems inirmdvmultiple agents and mechanisms for co-
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Figure 3.8 — Acquaintance topology forms.

ordination of independent agents’ behaviors. Most of thenoiiti-agent systems deals with systems in
which agents are peers of each other. However, as seen iior88c1.1.1, it seems unlikely that such
structures are the most appriopiate when hundreds or thdss# agents are required. For this reason,
MAS designers started to use metaphores from human soalaé@onomic ornganizations [Fox88].
For example, human organizations operate by enforcingusgeaf communication and control between
individuals in order for the overall grouping to achievedtsals. Of rough equivalance, MASs use ac-
guaintance topologies to perform the same function of dgjimind constraining interaction. In fact,
these topologies may be the same as for P2P networks (sdeus®ection) and the relationships be-
tween agents may be of master, slave, or peer. Generallkiagethe relationships among agents (the
participants) can be distinguished by the constraintsiwitthich participants interact with each other.
In Figure 3.8, we illustrate the three main organizatiomfeiof participants in MASs.

Figure 3.8(a) illustrates the most simple organizatiomfowhere each consumer can communicate
with each provider and vice versa. However, this orgaropatioes not allows participants to cooperate
because neither consumers nor providers are aware of thtem@xbdf other consumers and providers,
respectively. The organization form illustrated in FigBt8(b) allows consumers and providers to com-
municate with each other consumer and provider, respégctiVeerefore, participants can form groups
with other participnats, allowing them to cooperate. Topddally, this organization is fully connected
network that represents a fully connected peer MAS. Thel thiganization form of MASs (see Fig-
ure 3.8(c)) is identical to the second one, with the excetiat intermediary participant that facilates in-
termediary functions, such as matchmaking, brokeringrygotimization, query planning, etc. [KH95].
Turner and Jenning§TJO0] discuss how a MAS can dynamically adapt its structarevarious popu-
lation size. In fact, one of the benefits of MAS is their scdigb Since they are inherently modular, it
should be easier to add new agents to a multiagent systenittisaio add new capabilities to a mono-
lithic system. Moreover, systems whose capabilities armdrpaters are likely to need to change over
time or across agents can also benefit from this advantaged&. M
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3.7.4 Small-World Networks

The notion of small world phenomenon originates from somi&nce research [Mil67]. It has devel-
oped to become a very active current research topic in phy@ienputer science, and mathematics. It has
been observed that the small-world phenomenon is pervasiavide range of settings such as social
networks, biological environments, data/communicatietworks, the connectivity of the Internet, and
gene networks. More recent studies using the Internet hawe ¢o the same conclusion, see [DMWO03].
For example, recent studies (e.g., [ZGG04]) have showrpidt-to-peer networks such as Freenet may
exhibit small world properties. Informally, a small worldtavork can be viewed as a connected graph in
which two randomly chosen nodes are connected by just abodégrees of separation. In other words,
the average shortest distance between two randomly chasrs s approximately six hops. This prop-
erty implies that one can locate information stored at angoan node of a small world network by only
a small number of link traversals.

Despite the excitement that followed the Milgram experitagiil67] there was no convincing
network model generating a network that is locally highlystéred and at the same time has a small
diameter until 1998. Then\atts and StrogatpVVS98] analyzed three different kinds of real networks
and noted that graphs could be classified according to twepiendent structural features, namely the
clustering coefficient and average node-to-node distehedatter also known as average shortest path
length. They measured that in fact many real-world netwbdkge a small average shortest path length,
but also a clustering coefficient significantly higher thapexted by random chance. They then proposed
a novel graph model, now currently named the Watts and Stragadel, with (i) a small average short-
est path length, and (ii) a large clustering coefficientvséd from another perspective, such a model
indicates that a small number of random edges decreasegdtaga path length significantly since they
can be viewed as “short-cuts” spanning the regular grapth this model a part of the riddle regarding
real networks was solved.

However, it was not untiKleinberdgs work in 2000 [KIe00] that a mathematical model was devel-
oped for how efficient routing can take place in such netwdfksinberg showed that the possibility of
efficient routing depends on a balance between the propasfishortcut edges of different lengths with
respect to coordinates in the base grid. Under a specifigtdison, where the frequency of edges of
different lengths decreases inverse proportionally tdehgth, simple greedy routing (always walking
towards the destination) can find routeflog? N) steps on average, wheheéis the size of the graph.
Recently,Hui et al. [HLY06] proposed protocols to create and manage a smallewaiructured P2P
network. They have demonstrated how a low average hop destagtween nodes can reduce the number
of link traversals in object lookup.

3.7.5 Summary

In this section, we surveyed the most important distribstggtem architectures that allows a system
to deal with a great number of participants. We studied the, Fstid, multi-agent, and small-world
networks. Summarizing, we saw that the architectures teatlase to that we considered in this chapter
are : the hybrid (or super-peer) topology from P2P netwattks,cells topology from Grid networks,
and the multi-agent topology that uses intermediary agémthese three topologies, one can implement
$,Q A in a transparent way. For example, in a super-peer topofager-peers can be used as mediators
for their cluster of peers. In fact, we discussed this in [@RI08]. In the cells topology, one can use
the boundary participants of cells, which are responsibleotnmunicate with other cells, as mediators
for their cells. And, in a intermediary-based mutli-agemtdlogy, intermediaries can play the role of
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mediators for their cluster of agents.

3.8 Chapter Summary

We considered large-scale distributed information systamere several mediators may cooperate
to allocate queries. And, we assumed that participantsraeetd leave the system at any time and have
special interests towards queries. In particular, we asehek the problem of scaling query allocation up
to several mediators so that it does not suffer from perfocadottlenecks due to a single mediator. The
challenge in these environments is to perform query allogato that participants’ satisfaction be the
same as in systems with a single mediator while good systeimrpgnce be also ensured. To overcome
this problem, we proposed in this chapter an economic veisi®;,Q A, called$,Q A, that uses virtual
money, instead of participants’ satisfaction, as a meansgoilation. In summary, our main contributions
are the following.

e We discussed the challenges of using virtual money as a naamgulation and made precise

a way in which virtual money should circulate within a systérhen, we stated the number of
network messages needed by a mediator to control the flowrtofaVimoney. Conversely to the
expected, we demonstrated that only a few humber of netwedsages3(per query) are required

to control the flow of virtual money.

e We defined a new way in which a provider computes its bids tqgeties, which allows it to con-
sider its preferences, its satisfaction, its currentation, and its current virtual money balance.
Moreover, we defined strategies to bid for queries in the presence of severalatwdi

e We proposed arfEconomic Satisfaction-based Query Allocatimethod §,Q A, for short) that
considers both consumers’ intentions and providers’ biderdnsuring good system performance.
Generally speakindi, Q A is SpQ A using virtual money as a means of regulation. The two strong
points of$,Q A is that : it allows a mediator to balance consumers’ interstiand providers’ bids
according to the importance it desires to pay to both of treerd,, it allows a mediator to indemnify
imposed providers (i.e. those providers that do not desiqeesty and perform the query) so that
they get interesting queries in the future. We analyticd#ynonstrated th&,Q A allows a VO to
scale up to several mediators with no additional network. cos

e We compared three microeconomic methods (inclufigdA) with a non-microeconomic one
using satisfaction as a “money independent” measure. §higéresting from a methodological
point of view since it allows knowing the possible loss ongaf using virtual money as a means
of regulation. To our knowledge, besides query load andoresptime, no microeconomic method
has ever been evaluated through measures that are outsincttoeconomic scope. A key result
of such a study is that, conversely to several proposalsnusécare about the selection, invoicing,
and bidding phases when designing a microeconomic quegagibn method.

e We validated$,Q A in x-redundant VOs, i.e. in VOs with several mediators. Resshow that
$,Q A can easily scale up in terms of number of : mediators, pp#its, and incoming queries.
In fact, a key result is that, Q A allows a VO to scale up while ensuring good system performanc
and the same patrticipants’ satisfaction as in VO with a simgtdiator.

Future Work  We discussed in the first chapter that participants may hsfisdt at two levels : con-

cerning their preferences and concerning their intentiBuog, as we now introduced the use of virtual
money, we desire to integrate the virtual money into the idens satisfaction notion so that we can
see the differences with the other two levels of satisfactile desire to do this in a future work. Fur-



72 CHAPITRE 3 — Scaling Up Query Allocation

thermore, we want to study, via the model we proposed, diffequery allocation methods based on
microeconomics [MCWG95] and game theory [VNM44], which geaerally studied with a utility func-
tion and the Pareto optimal property, respectively. With gtudy, we aim at seeing the efficiency of such

methods to meet participants’ intentions and as well as #iesgof using satisfaction as an evaluation
measure.



CHAPTER4

Dealing with
Participants’ Failures

Nowadays Internet offers many opportunities in largeesahstributed systems. One of the most
recent solutions is the use of thousands or even millionsafliable, autonomous personal computers
(the providers) connected to the Internet to share infdonatr computational resources with each other.
Providers put their computational functionalities or r@®es at the service of others (the consumers) for
collaborative reasons or for their own benefits. On the omelhé&/eb services [web] are a clear example
of massive distributed competitive computation when tiipcation incurs a monetary cost. On the
other hand, some examples of massive distributed coope@mputation are the SETI@home [set] and
distributed.net [dis] projects. Indeed, in these envirenta participants have special interests towards
gueries and may enter and join the system at will. For exanagbarticipant, donating its computational
resources to several research projects, may desire torpeiticaverage more queries of some specific
projects than of others.

The fact of considering large-scale, open (for autonomausgipants) distributed systems has an-
other consequence : the possibility of participafagure, or more generally dysfunction of participants.
In fact, as the scale of a distributed system is increasedrimber of participants, the possibility that one
of them is subjected to failure also increases. Studiesritjants’ availability in widely deployed dis-
tributed systems such as Overnet [BSV03], Napster and Ga{&G03] show that there is a significant
churn due to failure. Hence, in this context, the utility idtdbuted applications is increasingly limited
by availability rather than performance. This problem oéldey with participants’ failures has been
extensively studied by several works in distributed syst¢BBMS08, JBH 05, HBR"05a, HXcZ07,
LMLO1]. Because of autonomy, however, a provider may actaitalsly, i.e. may be Byzantine [LSP82],
and hence it may return erroneous or incomplete resultémgiys may return no result, for a query. This
is why some distributed systems replicate the same queryit(creates backup queries for a query) on
several providers to compare their results. It is, for exdarthe policy of SETI@home [set]. Therefore,
guery replication may meet two objectives : to compare quesults of different providers and to sup-
port possible providers’ failures. In this chapter, we ®aun the latter and report the former to future
work. Indeed, query replication cost should not be overablkecause it may quickly utilize all the com-
putational resources in the system. From the system poinewaf query replication requires either more
powerful providers or additional providers. From the gapthnts point of view, it is not obvious that a
participant has the same intention, and thus the sameagaiisf, to be utilized as primary source than
as backup source. To the best of our knowledge, no faultaiolenodel has dealt with participants’ in-
tentions and satisfaction, hence no query replicationnigcie is appropriate for distributed information
systems with autonomous participants that may have spatgaésts towards queries.

In this chapter, we propose a query replication techniga¢ aims at bearing providers’ failures
while increasing participants’ satisfaction. In partanlour main contributions are the following :

73
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e We propose a satisfaction model that considers particgpéailures. In particular, we characterize
the fact that(i) queries have different importancéi) a consumer may receive less results that
it expects because of providers’ failures; diij a provider may perform queries for nothing
because of backup queries and consumers’ failures.

¢ We define the global satisfaction, that is, the expectedfaation of participants concerning the
allocation of a given query. A particularity of this defiwiti is that it takes into consideration both
participants’ intentions and participants’ failure proby.

o We proposesatisfaction-based Query Replicatif$),@ R for short), a query replication technigue
to compute the rate of backup queries according to the gkddadfaction. Thes, QR's goal is to
replicate those queries that allows to increase the glattisfaction.

e We experimentally demonstrate th&f() R better performs, from a satisfaction and performance
point of view, than replicating all incoming query. We alsemtbnstrate that by replicating each
incoming query the system suffer serious problems of perémice for high workloads, but worse
it loses more query results than when one does not apply atédetant technique.

The remainder of this chapter is organized as follows. Wm#dly state the problem we address in
Section 4.1. Then, in Section 4.2, we propose definitionsadig@pants’ satisfaction that consider both
participants’ failures and queries importance for consgima the same section, we define the expected
satisfaction of participants regarding a given query allon. We proposes; QR in Section 4.3. We
present in Section 4.4 tHQ A’s experimental results. We survey related work in Sectidgnahd we
finally conclude this chapter in Section 4.6.

4.1 Problem Definition

The distributed system we consider consists of aset autonomous participants. As in previous
chapters, autonomy means that a participant may enter anel fee system at any time because of their
own desire. Participants may play two different roles : comer and provider. Moreover, we assume that
the system has at least one mediatgwhich is in charge of allocating queries so that everythvirngks
well, from a satisfaction and performance point of view. Asomerc € C (with C' C 7) poses a query
to a mediator when it cannot locally perform the query or hestause it has certain gains by outsourcing
such a query. For example, a consumer may query the systesrftom a given application because
() it has not enough resources to run the applicatior{jioother participant (a provider) performs the
application faster. We assume that a consumer informs trdianoe of how much critical a query is
for it. A query is considered as critical by a consumer wheig itrucial for it to get all the answers
it requires. We refer to this query importance aicity. For example, going back to our motivating
exampleecWine's query could have a high criticity becausd’ine wants to compare prices and some
other properties (such as delivery time) so as to receivend gervice for its query. Thus, in order for a
mediator to consider this, a consumer formulates querigadbyding their criticity, that is, in a format
abstracted as a 4-tuple= < ¢, d,n,v >. Where the first three parameters are the same as in previous
chapters (consumer identifier, query description, and theber required answers, respectively) and
denotes how the query criticity, with € [0..1]. The greater parameteris, the more critical the query
is. In the following, we simply use, d, n, or v when there is no ambiguity an

Until now, we discussed throughout this thesis the impaeaof allocating queries while satisfying
participants and ensuring good system performance (sushaasresponse times and system function-
alities). However, we did not consider the fact that in lasgale distributed information systems any
participanti € Z has a probabilityf; to fail, which may also impact on system performance as veatira
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participants’ satisfaction. We consider participaritsl-stop failures of participants and report Byzan-
tine and partial faults to future work (see [BBIB, BT98, FLSG06, NDMRO8] for related work on this).
Fail-stop failures assumes that the only way a participant fail is by simply not functioning at all
during a no-short time interval. Because of this, havingcated a query to a setZ/DZ of providers, it
is possible that only a seli’q?’C C P, of providers be available after the treatment of a given yjger

Hence, it is possible that only the results of a/B%tc ]32“ of providers are returned to consumgt.

Indeed, the returned results may be less than the requireédebgonsumer, i.e|.u/5qH < g.n, which
may impact on the consumer’s satisfaction. Thus, in thiptrawe assume that a mediatorcreates
backup queries (i.e. replicates queries) to support faatits’ failures and hence preserving both good
consumer’s satisfaction and good system performance.

Because of backup queries, when a mediator asks a providigs fotentions, besides its intention,
the provider also replies with the cost of performing a quiarthe case its results are not returned to
the consumer. VectQP—dq, whose values are in the intenjal.1], contains the cost to perform a query
of each providep € P,. Indeed, allocating backup queries means that those @evallocated backup
queries utilize their computational resources to prodeselts that may not be returned to the consumer.
This could significantly dissatisfy (depending on theirtc@q) and overload providers, which may
cause their departure from the system. On the other sideuowers receiving no result for their critical
gueries may leave the system by dissatisfaction. Thusngillehis, we formally state the problem we
address in this chapter as follows.

Problem Statement Given a setZ of autonomous participants, eacke Z with a failure probability
fi» mediatorm must allocate each incoming queryo a setP; of min(g.n, N) providers so that results
for critical queries, participants’ satisfaction, and ghiesponse times are ensured.

4.2 Satisfaction Model for Faulty Participants

Remember that in Chapter 1 we proposed a model to charactbezparticipants’ intentions in the
long run, which already defines some definitions of particigasatisfaction. However, we discard in
that model thaii) queries may have different criticity for a consumgi), the results produced by a
provider may not be returned to a consumer because of comsumng@rovider’s failure. This last point
implies, in other words, the model we proposed in Chaptehériently assumes that, given a queythe
results of each provider |ﬁ/’§ is returned to the consumer. In this section, as noted eegelyelease such
an assumption an/d\ propose participants’ satisfaction itlefia that consider the possibility that only

the results of a se?q of providers are returned to the consumer (Sections 4.214&h2). Moreover,
we propose a global satisfaction definition, which considee failure probability of participants, to
characterize the expected satisfaction of the particgpaaohcerned by the allocation of a given query
(Section 4.2.3).

4.2.1 Consumer Satisfaction

As defined in Chapter 1, it is by means of its satisfaction ghebnsumer can evaluate if it gets, or
not, the results it expects from the mediator. Considerirag & consumer may desire different results
for a query, we defined the consumer’s satisfaction so tleantbre results it gets the more satisfied it
is. However, this is not always the case when providers mibgrfid queries may have different criticity
values. For example, a consumer, requiring two results fgiven low critical query, may be more
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satisfaction coefficient

Figure 4.1 — Number of results vs query’s criticity when asuomer requires five results.

satisfied of receiving only one result from a provider toveandhich it has an intention dfthan receiving
results from two providers towards which it has an intentbn and—1, respectively. This depends on
the query criticity for a consumer to receive as many resgtd requires. Intuitively, if an incoming
query has a criticityy = 1 (respectivelyy = 0) means that the consumer would not be satisfied at all
if it did not receive all the results it requires (resp. metrat the jatisfaction of the consumer strongly

depends on the number of results it receives). To reflect Itlrtis?; denote the set of providers whose
results are returned to the consumer, we modify the salﬁisfacoefficient% of Equation 1.3 as follows,

1 -y

= (4.1)
n—- [ Byl

We illustrate the behavior of this above satisfaction coigffit in Figure 4.1. Observe that as more
critical a query is and the number of received results deesahe satisfaction coefficient decreases,
which also leads to a decrease of satisfaction. It is worttlngdhat when the criticity of a query takes
the value ofl, the satisfaction coefficient always takes zero valuesdfrthmber of results is not the
required by the consumer. Then, considering Equation 4dxtenfact that providers may fail, we define
the satisfaction of a consumer as follows.

Definition 32. Consumer Satisfaction Concerning a Single Query Allocafievisited)

s B (YLl +1/2) ifv<1
N L
SC7 = —
q % . ( Z(C[q[p] + 1)/2) otherwise
pePq

4.2.2 Provider Satisfaction

As noted so far, a provider can evaluate, by means of itdaetiisn, if the mediator allocates it those
gueries that meet its intentions. Conversely to a consutinerfact that a query has a high criticity, or
not, does not influence the satisfaction of a provider. In,ttine fact that a provider performs a query
and its results are not returned to the consumer may sigmiiffcempact on its satisfaction (depending
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on its cost). This is because a provider is usually selfishremte the fact of spending computational
resources to perform queries from which it obtains no bede&s not meet their intentions at all. Thus,
given this, we define again the satisfaction of a provijerP(;”C N P, as follows.

Definition 33. Provider Satisfaction Concerning a Single Query Allocat{cevisited)

| (PPLig+1)/2 ifpep, N
os(p, Py, Py) = | (= PPI[q]+1)/2 ifpe (PA\Py) N pok
(1-PCylpl)/2  if pe (B]\Py) NP

Remember that vectoP—pr contains the intentions expressed jbyowards thek last proposed
gueries. The idea behind the above definition is that if aigesvperforms a query and its produced
result is returned to the consumer, its satisfaction camiegrsuch an allocation is then based on its
intention (linel of above equation). Otherwise, if a provider does not perfarquery, its satisfaction
concerning such a query allocation is based on its negatigation (line2). This means that if a provider
expresses a negative intention to perform a given query tascbt allocated the query, it is satisfied
with the mediator job because it does not spend computdtiesaurces to perform a disgusting query.
In the above definition, we also consider the case where admoperforms a query and its produced
result is not returned to the consumer (IB)e In this case, we assume that a provider is not satisfied of
performing queries for nothing. Thus, we define the provédeatisfaction based on its cost to perform
a query. We translate the cost values into the inteffzal.5], which means that a provider always has a
low satisfaction in such cases.

4.2.3 Global Satisfaction

We make precise in this section the global satisfactionrdigg a given query allocation. One of the
main goals when dealing with providers’ unavailability inegy allocations is to create backup queries
so that answers with short response times are ensured tornerns In autonomous distributed systems,
allocating backup queries is not an easy task because @fipants’ autonomy. So far, we defined the
guery allocation problem in dynamic and autonomous disteith systems as a global satisfaction max-
imization. However, according to the definitions of Sectigh2.1 and 4.2.2, participants’ satisfaction
are contradictory, that is, when creating backup querieg im@rove consumers’ satisfaction (by en-
suring their required answers), it may decrease providatsfaction (by not returning their results to
consumers). We define the global satisfaction by consigethiis contradictory point. With this aim, we
consider the failure probability of participants.

First of all, it is worth noting that we assume that faults aoé correlated. Thus, the probability that
a participant does not fail in a time uniti$ — f;. Lett, denote the required time by a provigefwhich
does not appear in the notation for clarity reasons) to perfa queryg. Consequently, the probability
Aﬁq that: does not fail in a discrete time intervigl (i.e. that be always available during time interggl
is given by below equation.

A" = (1 f;)le 4.2)

Given this, let us first characterize the probability thatery be successfully treated by at mast
providers among which the worst ranked provider has a rgnkithat is, the probability that at moat

providers until ranking- in vectorﬁq do not fail before returning results of a given query.
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Lemma 3. The successful probabllnﬁq( ") that a given query; has to be performed by at mast
providers mPg is given by,

- Y (4 I 0-4)

PgRCRy PERY pePp\pgk
1PglI<h

Proof. The probability that a set of providers successfully pen®ra query is given by its available

probability. By Equation 4.2, the available probabllltyaoéetPOk of providers in seP?‘ is ]_[pepok Ala

HpePT\PO,C( Ap ). Consequently, the successful probability of a quety be performed by at most
q q

h providers inJ/Dq? is given by the available probability sum of all different$E’;k in ]32“ that satisfy the

constraint| P2¥[| < h, henceSH(Pr) = Y ( IT 4 11 (1—A1t;1)>. O
PoRCPy pEPFR pePy\Pgh
IPg¥|I<h

Let us now characterize the probability that the resultsipced by a specific provider and a given
set of providers are returned to the consumer.

Lemma 4. Letx denoteHﬁqH, given a queryy, the probabilitySg(ﬁg",m) that the results produced by
provider}_fq[a] andx — 1 other providers inﬁz be returned to consumertc is given by,

Z <H.A H I—Ap)) if x <qn
P,CPl  peb,  pePi\B,
1 Pall<z
Sa(ﬁ‘ ) B Rq[a}EPq
o\t = Z <H A H (I—Afyq)) else
e
|| Pyll=2_ R HeP,
Rqlalep, N
q q ngq

Proof. We use a reasoning close to Lemma 3. Overall, given a ggetwo cases can exist in order
— —
for provider i ,[a] returns its produced result to consumger : (i) that less thany.n providers inPy

be available during discrete time intervg| and (ii) that the same or more tham providers inJ/DZ“ be
available during discrete timiinterv@I, but at most: — 1 providers have a higher score thﬁ),[a].
. In the first case, provideR ,[a] must only be available during the discrete time interyaio be in
1/'5;. Thus, the probabilitySg(J/DZ“,m) that ﬁq[a]’s results be returned t@.c, whenz < ¢.n, is given by
the available probability sum of all different sd;%in 137" that satisfy the constraing qla) € 1:5; Hence,
by Equation 4.2 and for the < ¢.n case S¢(P],z) = Z ( H A H (1— Al )).
qupv pep, pePy \Z,
IWPsll<s.
Rglalep,
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In the second case, conversely to the first case, pro?ﬂjﬁaz] must be available during the discrete

time intervalt,, but also must have at least the worst ranking inﬁq to be inﬁq. Thus, the probability
— —
Sq(Py, w) that R ;[a]'s results be returned tpc, whenz = q.n, is given by the available probability sum

of all different setsﬁq in ]32“ that satisfy the constraint® qla] € P andiﬂR [7] € P’“ : j < a.Hence,

by Equation 4.2 and for the = ¢.n case S¢(P}, z) = Z ( H II a- Afaq))- -
Pq cPr  pe 7, JP;E;Z( EJk])
_R[!PQHZ% ]_:i)q[k]/e\ﬁ;
q[a]e q p¢ﬁ;

Then, we formally state the global satisfaction with resgecthe allocation of a given query in
Theorem 6. Since the global satisfaction is computed by #diaor, given a query, we consider in the
following vectorf—’?q to represent the intentions of providersiy, but notice thaﬁq [p] = ﬁp[q].
The complexity of the global satisfaction computatiorf{s - r2). Of course, this computation is not
optimal, but, in this thesis, we only focus on studying thegilole impact of considering the intentions
and failures probabilities of participants when replicgtgueries. We report a possible optimization of
this computation to future work.

Theorem 6. The global satlsfactlo@( ») of allocating a given query to a setP?“ as,

OF;) = Z( (AT ST B PI (R[] +
j=1
(1— A) - Sp (P - PO [Rylil] +
(L-§;71(PY)-POJIRLN) | +
|17 .
> Ag o PLRl] +
Jj=r+1
t Z(nl_ﬂ.] > (S5(7) 7q[ﬁq[an)>
j=0 a=1

Proof. For clarity, we proceed to demonstrate above equation lendipe. The global satisfaction of
allocating a given query is the sum of the expected satisfaction of providers’jrand the expected
satisfaction consumey.c. We first focus on the providers side. Given Def|n|t|on 33ethcases may
occur : (i) when a prowder is in sétl (ii) when a provider is in se(thT\P )N P;k, and (iii) when a
provider is in set P, \P’“) N P2%. Indeed, in all these three cases, a providePjrmust be inP2* to

compute its satisfaction. ThIS probability is given by Btjon 4.2 A "
Rql

In order for a prowderR [7] in P’“ N Po’f to bein seth, consumey;.c must be available during the

discrete time interval required bﬁq[ /] to performg, which is given by Equatlon 4.24%, and that at
most otherg.n — 1 providers with a ranking smaller thgnalso be in sePg N P;k, WhICh is given by

—

Lemma 3,83—1(P({_1). Thus, the probability that the results produced by prmsidel?(; be returned
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tog.cis,

D (A Aty (B PLIR )
j=1

which is multiplied byﬁq[j]’s intention since its results are returnedyte. This proves the first line of
the global satisfaction equation.

Now, a provider}_%q[j] in 13q7" N P;k may not be in seﬂ/D; for two main reasons : first, because
consumey.c fails in the discrete time interva), and ; second, because at le@ast other providers with
a ranking smaller thaj be inf’\(; N P;’“. By Equation 4.2 and Lemma 3, we have that the probability tha
the first possibility occurs is,

(A (1Al SR PO (R L)
=1

and that the second possibility occurs is,

> (Al - (1= Sy R POLR )
j=1

which are multiplied byﬁq[j]’s cost since its results are not returnedytoin both of two possibilities.
This proves the second and third lines of the global satisia@quation.

To finalize with the provider’ side, we now consider the cédmset & provider not be allocated a query.
By Equation 4.2, the probability that a set of providers wihking; > r be in (Pq\]/DE) N P;k is,

[1Pq]| , -
> Ay - —PLR ]
j=r+1

which is multiplied byﬁq[j]’s negative intention since its not allocatedThis proves the fourth line of
the global satisfaction equation.

Concerning the consumer’s side, as for a provider, to comjsitsatisfaction, a consumer must be
available in a discrete time interva, A% The expected satisfaction of consunger w.r.t. a given

providerﬁq[a] € ﬁq is giv% by the multiplication of the probability that praer ﬁq[a] and other
j — 1 providers inJ/Dq? be inﬁ; andgq.c’s intentions towardsﬁq[a]. Hence, by Lemma 4, the expected

satisfaction of consume.c concerning a se/ﬁq is given by,
t r a /\’I‘ R —_—
¢ (85(Py . 4) - Cly[ Rola)
a=1
Consequently, by Definition 32, the expected satisfactioooasumerg.c concerning all possible sets
ﬁq in ]?; is,
. n 1 — 5 r e N
@3 | Y (8B 0) - OL (R )
= \" T o

which finally proves the last (fifth) line of the global satisfion equation. O
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4.3 Non Systematic Query Replication Based on Satisfaction

We present in this sectioBatisfaction-based Query Replicati¢f,Q R for short), a new method
to replicate queries so as to handle with participantsufas. Conversely to several works that create
a backup provider per query{ = 1), S,QR replicates incoming queries with the aim of increasing
participants’ satisfaction. Thus, it only replicates amyuehen this implies an increase of the global
satisfaction (see Theorem 6). Algorithm 4 shows the maipssté the query replication proces$,QR
receives as input the quegyto be allocated, ranking vectd_ﬁ)q, vectorc_*?q of consumers’ intentions,
vector P1 ¢ Of providers’ intentions, and vectd?—C)q of providers’ cost. We assume thﬁiq is generated
by using providers’ score as ranking function (see Definit®), but, without any loss of generality,
vector}_fq could be generated by using any other ranking function (siscthe utilizatiori4; function).
First of all, to set the number, of backup providersS,Q R initializes n; to zero and- to the number
of required answers by consumer (lines 2 and 3, respectively, of Algorithm 4). By settingo n, it
means that the, backup providers are to be considered from?h@{n +1]to ﬁqu | P,||] providers. As

second step, it builds the seﬁ% and Py +1 (lines 4-7). Finally,S,QR verifies if the global satisfaction

concerning seP, ™! is greater than that concerning sz/%t (line 8). This computation is given by Theo-
rem?7. If fso, it increments the number of backup prowdersamﬁthe next best ranked providers to sets
P?" andP“rl Then, it restarts from line 8 unt@)(PT) > @(P’"“) or there is no more new providers in

vectoqu (lines 9-15). Indeed, Algorithm 4 can be optimized, but coalgs to show the steps involved
in the query replication process.

Theorem 7.
op T —e(B) = A%q[my( . SpN(Py) - PL[Rylr +1]] +
(1= A2) - 83~ (Py) - PCo[Rylr +1]] +
(1= Sp1(Py)) - PCy[Ryfr + 1] +
PI,[Rylr +1]] +

Bs (1—77 (3 (S35~ S3(Fy.9)) - Clylal +

Jj=0 =g a=1
—_— . —
SgH(P;H?])' Iq[Rq[r‘i‘lH))

Proof. Our demonstration is derived from algebraic reductions lufdfem 6 (the (Py ') — @(132")
case). For clarity reasons, we demonstrate equation ofréheé line per line. First, in case that a

provider is considered to get a querand is also considered to be in @t we have

r+1 i r —_—
fq Al s piY L PLIRA) — tq CAte  on=1/pi—-1\ DT B [4
le( T AL S TR PIq[Rq[JH) ;( oy AL ST P P q[]]])

and hence all values frofinup tor are eliminated by the subtraction because of Lemma 3. Cargdy,
we only consider the + 1 value, that is,

—_— = =
Ay ACSETHED) PRl +1]
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Algorithm 4 : Satisfaction-based Query Replication

—_ = = —
Input :gq, R4, Cl,, PI,, PC,
Output: ny

1 begin

/I Variables setting

ny, =0

r=n

/I Provider sets setting

4 for i = 1tordo

5 L add providerﬁq[z’] to f’\qT

add providerR ,[i] to P+

7 | add providerR ,[r + 1] to P
/I Computing the number of backup providers

while ©(Pr) < ©(FP;*1) do

incrementn;, by one @, = ny + 1)
10 incrementr by one ¢ = r + 1)
11 if there exists provideli_fq[r + 1] then
12 add providerﬁq[r] to Py
13 add providerR ,[r + 1] to P+
14 else
15 L break loop :
16 end

which demonstrates the first line (of Theorem 7). When a plevis expected to get quegyand not
expected to be in s@, we have the case in which consumeris expected to fail,

— 3 r —
fa (1= Al).8" Y (PN PC[R,[5]) - te (1 pltay on—1/pi—1\. B (B 1
]Z:;( (=AY Sy ) PO R ) ;( o (mAl) Sy FC))

and also have the case in which at leastother providers with a ranking smaller thabe in]?(; N PqO’f,

r+l —_ ., r ‘ T T g
> (A (ST PORD) - 3 (A - (1= 871 (RY) - POL[R, 1)
j=1 J=1

In both cases, values frofnup tor are eliminated by the subtraction and hence we only consier
r + 1 value. Consequently, we have below equation for the first,cas

ey (1= AD) -8B PO Bl +1]
and, . N
AL (11— ngl(P(j)) - PCy[R4[r +1]]

Rg[r+1]
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for the second case. The above two equations demonstrag2lind 3, respectively. Now, for those
providers that are expected to not get qugrye have,

WPl _ WPl _
Z A%q[ﬂ —PI4[Rqlj]] - Z A%q[j] —PI4[Rqlj]]
Jj=r+2 j=r+1

Notice that all values from + 2 up to||P,|| are again eliminated by the subtraction. But, conversely to
previous equations, the+ 1 value remains in the right side and thus we take its hegatugey which
implies the following equation,

Als PI,[R 1
4 oy PR 1)

This equation demonstrates the fourth line. Finally, to destrate the final line (i.e. the expected satis-
faction concerning the consumer), we focus on the consgrsaté of Theorem 6 and thus we have the
following subtraction,

vy ( 1o i (se ) c?quq[an)>—

J=0

n T

3 1—7 —_— . = =

o3 (7 X (s CiA )

j=0

Conversely to all above equations, even if we have repetdeations (froml up tor), the subtractlon
cannot eliminate such values because of Lemma 4, WhlchdxenmetP In other WOFdSS“(PT'H,j)

is different toSg(P;,]) even for a same valug which is not the case fa§; ~ 1(Pq]). Therefore, we can
only reduce above equation by grouping values fiioap tor,

T

“ey (i : (Z (S2(Py ) — Se(FyLg)) - _fq[a])>

=\ T NS

and separating the+ 1 value,

n 1—7 — —

tq r+1 r+1 N

‘3 (s SiT (B 0) - CLy[Rylr +11)
j:

Thus, we have the following equation,
. n 1 o "Y T u /r\ ) “ /\T ) N
o Z (n—’y.j ' <Z (Sq(PqH,J) = 84 (Py,J)) - Clylal+
j:0 a=1

—

Syt ) - Clo[Rylr + 11]))

which demonstrate the fifth line (of Theorem 7). O
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Parameter Definition Value
nbConsumers Number of consumers 150
nbProviders Number of providers 300
nbMediators Number of mediators 1
gDistribution Query arrival distribution Poisson
iniSatisfaction Initial satisfaction 0.5

~ Query criticity from0.3to 1
fRate Participant failure rate 0.03/second
nbRepeat Repetition of simulations 10

Table 4.1 — Simulation parameters.

4.4 Experimental Validation

In this section, we validat&,QQ R by comparing it withreplicate All, which is a traditional query
replication method that only allocates each incoming gtegne backup provider, no matter how many
results a consumer desires [KLL97]. For our validations,agsume thab,Q A ranks providers and
selects the best providers required by a consumer andsgaak andreplicate All only select then,
best ranked providers after thdirst ranked providers. To clearly see thig) R's gains, we also compare
it to S,Q A, that is, to the case when one never creates backup querieddfity, we call this case the
none case). We carry out our validations with three main objestiv

e To evaluate how well, from a satisfaction point of vieSyQ) R operates distributed information

systems where participants have special interests towgareties.

e To evaluate the impact on performance due to the backupegugenerated by,QR.

e To analyze ifS,Q R can adapt to different queries’ criticity and to differemblpabilities of partic-

ipants’ failure.

With this in mind, we first evaluaté,Q R from a satisfaction and performance point of view (Sec-
tion 4.4.2). Then, we study in Section 4.4.2.1 how vl R performs when queries have a high criticity
and finally study, in Section 4.4.2.2, how well it deals witgtfailures probabilities of providers.

441 Setup

We modify our java-based simulator, which we used for thedasibn of Chapter 2, so that it
considers participants’ failures and different values oérigs criticity. We implemented, QR and
replicate All methods on top 05,Q A, that is, S,Q A ranks providers and selects thebest ranked
providers and as$,QR asreplicate All selects they, best ranked providers afterto perform backup
queries. For both of them, the following configuration is #zme and the only change is the way in
which each method replicate queries. So far, we discussadhi definition of a synthetic workload for
the environments we consider is an open problem. This is whglaeide, in these experiments, to gener-
ate again a very general workload that can be applied foerdifft applications. Since the way in which
a mediator creates backup queries is independent of othdiataes, we consider in these experiments
only 1 mediator allocating queries to better study the impact ofegeting backup queries. Also, we
assume that the mediator has enough computational res@odbat it is not a performance bottleneck
for the system.

We generated a network wittb0 consumers and00 providers who compute their satisfaction as
presented in Sections 4.2.1 and 4.2.2, respectively. Wialiné their satisfaction with a value o5,
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which evolves with their lasi50 issued queries (for consumers) a#eD queries that have passed
through providers. We consider that all0 providers are able to perform any incoming query issued
by consumers. We assume that a participant has a probaddility3 of failure per second. We generate
around 10% of providers wittow-capacity, 60% witimedium and 30% withhigh. The high-capacity
providers are3 times more powerful thamediumcapacity providers and stilf times more powerful
than low-capacity providers [SGGO02]. Concerning participant®ferences, to simulate high hetero-
geneity, we divide the set of providers into three classesraling to the interest of consumers (as in
Chapter 2.6) : to those that consumers hlaigrinterest (60% of providersinediuminterest (30% of
providers), andow-interest (10% of providers). Also, we create three clasdgsoviders : those that
have high-adaptation 5% of providers),mediumadaptation 0% of providers), andow-adaptation
(5% of providers).

We run our experiments ovéf000 seconds and repeat each series of experimeérttmes to present
the average results of all these experimentations. We gentwo classes of queries tHagh-capacity
providers perform in..3 and1.5 seconds, respectively, and assume that they arrivePwissondistri-
bution, as found in high dynamic environments [Mar02]. Goners issue queries with a criticity that
they generate at random betwdes and1. For the sake of simplicity, we assume that consumers only
ask for one informational answer (i.e.= 1). Finally, since our goal is to study how wedLQ R repli-
cates queries, we assume captive participants in theseirgoes so that participants’ departure (by
dissatisfaction, overutilization, or starvation) does ingpact on results.

4.4.2 Results

In Figure 4.4.2, we illustrate the results of a series of érpents with different workloads. We start
by illustrating in Figure 4.2(a) the number of queries trehains without answers due to providers’
failure. A queryg without answers means that all providers in Bgfailed before returning the result of
q. We can observe that, for low workloads, b&@) R andreplicate All has less queries without answers
than thenone case. However, conversely to the expected, this is not the foat high workloads. While
Sp@Q R starts from workloads over 80% (i.20k incoming queries) of the total system capacity to have a
few more queries without answers than thewe caseeplicate All starts from workloads over 60% (i.e.
15k incoming queries) of the total system capacity to have nmohke queries without answers than the
none case. This is because, by replicating each incoming quepyicate All significantly overutilizes
those providers that are the most preferred by consumershandhe system is most adapted, which,
given Equation 4.2, increases the probability of failur@ gfovider before returning the result of a given
query. In contrastS,QR considers the failure probability and intentions of paptnts to decide if a
guery should be created or not. This is W) R has, in average0 more queries without answers than
thennone case for high workloads.

In Figure 4.2(b), we illustrate the number of backup queciesited byS,Q R. As expected, we ob-
serve that the number of created backup queries increasies aRamber of incoming queries increases.
But, the number of created backup queries decreases fomuigtioads because providers express neg-
ative intentions when they become overutilized and henedaét of replicating queries implies to de-
crease the global satisfaction. As a resfji) R only replicates those queries that allow increasing the
global satisfaction while ensuring more answered quehasteplicate All. Moreover, as seen in Sec-
tion 2.6.3.1,5,Q A better balances queries in the system as the number of ingonuieries increases.
This is why,replicate All allows SpQ A to ensure a betterlb than with.S,Q R and thenone case (see
Figure 4.2(c))). Nevertheless, to create much more backepes is reflected in the response times en-
sured byreplicate All (see Figure 4.2(d)). We observe that whilg) R has a performance quite close
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Figure 4.2 — Results with faulty participants and differerkloads.

to the performance to theone caseyeplicate All significantly increases response times.

Concerning participants’ satisfaction, we observe in Fégli2(e) that, for a workload of 20% and
40% of the total system capacity, consumers have a sai@sfadightly higher, or equal, witheplicate All
than with S, Q R. But, this is no more the case for higher workloads where wowss are significantly
more satisfied wittb,Q R than withreplicate All because, as seen in Figure 4.2¢ahlicate All penal-
izes consumers with several queries without answers. \Weoalserve that consumers are more satisfied,
for workloads under 80% of the total system capacity, Wil R than thenone case. And, for work-
loads over 80% of the total system capacity, consumers ifetlglless satisfied wittb,Q R than the
none case. On the other side, we can observe in Figure 4.2(f) tbaiders are significantly more satis-
fied with S, R than withreplicate All or thenone case. In particular, we can see that providers are less
satisfied withreplicate All than thenone case. This is becauseplicate All always generates backup
gueries and thus there exist several cases where provideksfov nothing, which dissatisfy them.

All above results demonstrate the efficiencySgf) R to replicate queries so to increase participants’
satisfaction while ensuring good system performance. énfélowing, we go further with our valida-
tions with the aim of evaluating how well, QR deals with different queries criticity and with high
probabilities of participants’ failure.

4.4.2.1 Varying Criticity of Queries

First of all, let us say that to better evaluate the impact wérigs criticity, we assume in these
experimentations that consumers require two results friffiereint providers, i.eq.n = 2. In this case, a
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Figure 4.3 — Results with different query criticity valuegladifferent workloads.

gueryg without answers denotes a result for less than the requii@dexample, a consumer, requiring
3 results for a given query, that receivesesult, we say that there we2ajueries without answer.

Having stressed this, we start again by discussing the nuaflogieries without answers and of the
number of created backup queries. Notice that the crit@fityueries does not impact on the performance
of replicate All and thenone case becauseeplicate All replicates all incoming queries independently
of their criticity and in thenone case no query is replicated. This is why we only show the tesat
SpQR. In Figures 4.3(a) and 4.3(b), we illustrate the number @friggs thatS, Q R has without answers
and the number of created backup queries, respectiveldifferent workloads and for different values
of criticity : with value of0 (low-critical), with value of0.5 (medium-critical), and with value df (high-
critical). We can observe in Figure 4.3(a) that, as expedg@ R has more queries without answers for
low-critical queries than for medium and high-critical ges. This is becaus&,Q R tends to replicate
much more queries for medium and high-critical queries tbatow-critical queries (see Figure 4.3(b)).
It is worth noting that providers quickly becomes overaéli for high-critical queries and henSgQ R
decreases the number of backup queries it creates from @ealklof60% of the total system capacity
(15k) while it does so for medium-critical queries froR% of the total system capacitk). This
phenomenon does not occur for low-critical queries sineatimber of backup queries createdfW R
does not overutilize providers.

Concerning consumers’ satisfaction, we show in Figure&citand 4.3(d) these results for critic-
ity values of1 and0, respectively, and for different workloads. We can obsehat all threeS,Q R,
replicateAll, andnone case, suffer for high workloads since it is in these casesthimme are more
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Figure 4.4 — Results with a high-probability of failure aritfedent workloads.

gueries without answers, which, given the criticty, sigmifitly impact consumers’ satisfaction. This is
why they less suffer for criticity values of than for criticity values ofi. In fact, we can see that for a
criticity value of0, S,Q R has the same performance as thme case except for a workload @H0%

of the total system capacity. Notice that, given our Defimit83, the criticity of queries does not impact
at all on providers’ satisfaction. We show this in Figure(d)3vhere we can observe that providers has
the same satisfaction as in Figure 4.2(f) of previous sectio conclusion, we can say that, even for
high-critical queriesS,Q R can ensure good consumers’ satisfaction while providersigo satisfied.

4.4.2.2 Dealing with High Probabilities of Providers’ Failure

We now validateS, Q R in systems where providers have different probabilitiefkibddire per second :
with a probability 0f0.006 (low-probability), with a probability 0f.05 (medium-probability), and with
a probability of0.1 (high-probability). Moreover, we assume that queriesvarwith a criticity of 1. As
in previous section, we assume that consumers ask for tweessper query, i.ez.n = 2.

In Figure 4.4(a), we can observe that the higher the failuwbaility of providers is, the more are the
backup queries created By R so as to ensure that consumers get answers for their quddegver,
we can observe again that when providers become overdtilg) R starts to decrease the number of
backup queries it creates. This is wByQ R creates less backup queries from workload8086 of the
total system capacity (i.e. fro@0k incoming queries). In Figure 4.4(b), we can observe th#ténwvorst
caseS,QR satisfies consumers as well as thewe case. This not the case feeplicate All that better
satisfies consumers than thene case only for workloads df0% and40% of the total system capacity.
On the other side, we can see in Figure 4.4(c) 5y @) R always satisfies providers thaaplicate All
and thenone case. In these results, it is worth noting all th®€) R, replicate All, andnone case, the
providers’ satisfaction is smaller than in previous secti@cause of providers failures. Notice that in
these two last results (Figures 4.4(b) and 4.4(c)) the pmdace ofS,QR is close to thenone case
because participants fail several times (due to their pigibability of failure) and they compute their
satisfaction only for those queries in which they do not fail

4.5 Related Work

Most work on distributed query processing [Kos00] has baesredo support access to multiple dis-
tributed, autonomous sources (providers), particulagigressing issues relating to heterogeneity, con-
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sistency, and availability. However, systems have tendeghther data to a central site for some query
processing issues such as query planning and inter-site. jurthermore, the emergence of new dis-
tributed systems such as grid computing [Fe99] providep@i@nd motivation for the evolution of the
more open query processing espoused in this thesis and ik {BK], where participants contribute not
just data but also computational services. In these enviemts many widely distributed and autonomous
providers may be utilized in the execution of a particulagrguand hence providers’ failures may be not
only likely but also costly. It is then better to tolerate pibde faults of participants rather than throwing
away the query or the work already done.

A possibility to deal with this is to duplicate logical resoas such as data or queries at different
physical locations. Replicating data near the point of #8 makes communication both cheaper and
faster. Data replication has been the focus of several wiarkiiferent research areas [BE08, JQLO6,
MPV06, PGVAO08]. Then, a simple solution to support failui®$o re-allocate failed queries, after their
failure detection, to those providers having a replica efdhta or service. However, this solution inher-
ently assumes that providers agree to share their data thighsoand that services are homogeneous, i.e.
that providers produce quite similar results for a sameygunich is not the case for the environments
we consider. Moreover, this may significantly penalize comsrs with long response times. Therefore,
dealing with participants’ failures in a preventive way katta consumer gets, in short times, the number
of results it requires for its queries is a key goal in largaks distributed computing. Query replication
allows this and may tremendously increases the performahtarge distributed systems. In case of
provider’s failure the consumer still has access to theestpd service or data at a different location.
Notice that data replication and query replication are dempntary approaches and one can use both
two approaches together to have better performances wippoing providers’ failures.

In this chapter, we addressed the problem of dealing wittigiaaints’ failure by replicating queries
when this improves the global satisfaction (i.e. the sattébn of participants increases). Research in fault
tolerance aims at making distributed systems more reliapleandling providers’ failures in complex en-
vironments. Fault tolerance in distributed systems is awiea with a significant body of literature that
is vastly diverse in methodology and terminology. Thus, éttidn 4.5.1, we discuss the most relevant
works based on query replication only. But, since some afeheorks use rollback-recovery protocols
to restore failed query processes, we discuss the mostarglprotocols to recover query processes from
providers’ failures in Section 4.5.2. Finally, we make sarnacluding remarks in Section 4.5.3.

4.5.1 Query Replication

To ensure that a consumer get answers for their queriestelgspviders’ failures, one can replicate
a same query over a set of redundant, physically indepemaewiders so that if some of these fail, the
remaining ones provide the answer to the query. In other syadjuery is allocated to some backup
providers (which we refer to backup queries) besides theigeos required by a consumer (which we
refer to primary queries). We say that a set of redundantigeeas masks the failure of a provider in the
redundant group whenever the required answers are rettorthd consumer despite such a provider’s
failure. The output of a set of redundant providers is a fiancof the outputs of each provider in such
a group. For example, a redundant group output can be thetoygperated by the fastest providers of
the group, the output generated by some distinguished gems/of the group, or the result of a majority
vote on group providers’ outputs. A group of backup prowsdable to mask from its consumer any
[ concurrent providers’ failures will be terméefault tolerant; when is 1, the group will be called
single-fault tolerant, and whehis greater thar, the group will be called multiple-fault tolerant. The
specific mechanisms needed for managing a redundant prayidap in a way that masks member
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Figure 4.5 — Passive redundancy model.

providers’ failures and at the same time makes the groupvimhiunctionally indistinguishable from
that of single provider strongly depend on the synchroidngtolicies used. For any incoming query, the
synchronization policy of a set of redundant providers gnibes the degree of local state synchronization
that must exist among the redundant providers. Faultdoteechniques based on query replication can
be classified into two categoriespassive redundancygr active redundancynodel. We discuss both
models in the following two sections.

45.1.1 Passive Redundancy

In the passive replica model, as well know as the primankijaanodel [BMST93], some of the
replicas, called the primary providers, plays a specia rahey actively performs queries and only
them return their produced results to the mediator. Thecimi@ of this model, which we illustrate in
Figure 4.5, is as follows. Given a quegyissued by a consumetc, the mediator allocategto theq.n
providers required by.c plusn; backup providers. The.n providers perforny return their produced
result to the mediator, while the, backup providers are in standby. In other words, anty primary
gueries are running actively at any one time and those querighe remaining providers (the backup
gueries) are non-active process. Primary providers rdgudheckpoints their state to backup providers,
which are either waiting for a checkpointing message orrgp@ checkpointing message. Finally, in
case that a primary provider does not fail, it returns itsiltedo the mediator, which finally sends the
g.n required results to consumetre. If a primary provider fails, a backup provider takes over thle of
the primary provider by reading the last checkpointed statas to recover a state that existed before the
primary provider’s failure. In this way, the failure can basked to consumers, which only experience a
delay in getting results.

Several commercial systems such as Delta-4 and Tandem [NEEEBDO, SS92] use the passive re-
dundancy model to support fault-tolerance. The Paraletesy$DGB"96], which also supports fault-
tolerance by passive replication, dynamically balancesiga among providers by the “late binding” of
primary queries. SimilarlyKim et al. [KLL97] proposed a query allocation algorithm to dynamigal
balance queries among providers. They duplicate each ingoguery and uses common technigues of
checkpointing (see Section 4.5.2) to reflect primary geéstate in backup queries. [KLL97] consider
the possibility of a single provider failure onlyee et al.[LKH T95] duplicate incoming queries once,
but re-generate backup providers as many times as primawyders fails. This allows to support several
providers’ failure. The only restriction, that they do tdoal this, is that as primary queries as backup
gueries be allocated to different providers.

For achieving high availability, research in stream pretes systems has focused also on passive
replication by storing data and checkpointing [HBB6b]. Commercial workflow systems [Cor03] also
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rely on this model to achieve high availability. Exotica wibow system [KAGM96], instead of backing
up process states, logs changes to the workflow componehmits) store inter-query messages. Recently,
Bansal et al[BBJ*08] proposed a query replication algorithm based on themassdundancy model
for partial-fault tolerant applications, such as SDIMS [¥4) and PIER [HHL03] that likely to be able

to tolerate some missing objects while processing a quegy &/G, MEDIAN, etc.) on a distributed
database.

However, all above research works are inappropriate forethdronments we focus on because it
inherently assumes that providers are homogeneous fromctidoality and data point of view such
that they provide the same results for queries. Furthermormaintain replicas may incur significant
overheads to provide strict consistency requirements [M\ahd such overheads can limit the benefits
of checkpointing approaches.

45.1.2 Active Redundancy

In the active replication technique, also callsite-machineapproach [Sch93], all replicas play
the same role : there is here no centralized control, as irpéissive redundancy model. This model
prescribes that local providers’ states are closely symthed to each other by letting all providers
execute all queries in parallel and go through the same sequa state transitions. In other words, as
primary queries as backup queries are active processemguanany one time. The principle of the
active redundancy model, which we illustrate in Figure #&@s follows. Given a query issued by a
consumely.c, the mediator allocateg to the ¢.n providers required by.c plus n, backup providers.
Thegq.n andn,, providers performy in parallel and return their produced result to the medidiarally,
the mediator returns the results from the fastest or best ranked provider ga. An advantage of
this model is that it does not require checkpointing messagenaintain backup queries and that it is
appropriate to environments where providers perform gadtifferently and provide different results.

Several proposals have been done based on this model. Foplex®h and SorjOS92] proposed
and scheduling algorithm for multiprocessor systems basethe active redundant model. The reli-
ability of a query is ensured by creatiigbackup query of each incoming query. Similai§hatz et
al. [SWG92] proposed a query allocation algorithm that maxasithe reliability of heterogeneous sys-
tems.Hashimoto et al[HTKO02] proposed a scheduling algorithm to achieve fauktance in multipro-
cessor systems. Their algorithm first partitions a parglfegram into subsets of queries, based on the
notion of height of a query graph. For each subset, the algorihen duplicates once and schedules the
query in the subset successively. Thus, as for [0S92], fiieposed algorithm can tolerate a single pro-
cessor failureGirault et al. [GKSO03] proposed an algorithm consisting of a set of schieduieuristics
that actively replicates each incoming query a fixed numbénes, sayr, therefore producing sched-
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ules that toleratd — 1 provider failures. Moreover, a number of rules for transfimmg non fault-tolerant
services implemented by non-redundant application progrito fault-tolerant services implemented
by active redundant model have been proposed in [Nie90].

A common assumption of all above research works is that aupagkiery has the same load as a
primary query. Therefore, to replicate all incoming quenplies having several active processes, which
may quickly utilize all computational resources in the syst Recently, probabilistic approaches have
been recently proposed to improve the reliability withadreasing too much the number of redundant
providers. In probabilistic approaches providers, haréwar software components are characterized by
a probability of failure, which can depend on e.g. the quamation and query complexity. Then, given
a set of relevant provider to perform a given query a predigdyais can determine for each incoming
query if duplication is required. An advantage of a probatid approach is that no assumption on the
number of tolerated failures is made.

Assayad et al[AGKO04] proposed a bi-criteria scheduling heuristic foheduling data-flow graphs
of operations onto parallel heterogeneous architectwa®ding to two criteria : the minimization of the
schedule length and the maximization of the probability #raoperation be successfully treated. Gen-
erally speaking, the proposed algorithm is a set of heasistiased on a bi-criteria compromise function
that introduces priority between the operations to be adkedand that chooses on what providers they
should be scheduled. In this proposal each processor anthgoitation link is associated with a failure
rate. The authors then tackle the problem of improving Iodltst by using the active model query repli-
cation. If the system reliability or the schedule lengthuiegments are not met, the a parameter of the
compromise function can be changed and the algorithm reutxe. This process is iterated until both
requirements are met.

Berten et al.[BGJ06], authors proposed two probabilistic algorithmsdplicate queries in order
to (i) given a maximum tolerated probability of provider's faguminimize the number of required
redundant providers such at least one of them terminateerg,qnd(ii) given the number of redundant
providers find the best achievable reliability. Given a $&ooming queries), both algorithms increase
the number of query replicas according to one of the follgwirheuristics. First, each incoming query
g € Q is replicated. Second, only the querye @ whose number of subqueries minimally increases
the number of required providers is replicated. Third, arguec @ is replicated if it is allocated to
that provider having the highest failure probability. Rbuthe queryy € Q having a high probability
of failure and a great number of subqueries. Finally, thik fifeuristic combines the second and third
heuristics, that is, it is replicated the querye @ that requires a low the number of providers and
that is allocated to that provider having a high failure @folbity. However, authors assume an identical
multiprocessor platform.

4.5.2 Rollback-Recovery Protocols

The problem of rollback-recovery in distributed systems Ib@en extensively studies (see [EAWJO02]
for a survey in message-passing systems). Rollback rectnesats a distributed system as a collection
of application processes that communicate through a nktwaachieves fault tolerance by periodically
saving the state of a process during failure-free execuind restarting from a saved state upon a failure
to reduce the amount of lost work. The saved computatioe stah query is called a checkpoint, and
the procedure of restarting from previously checkpointetess called rollback-recovery. A checkpoint
can be saved on either stable storage or the volatile stofagmother process, depending on the failure
scenarios to be tolerated. The providers have access tbla starage device that survives all tolerated
failures so that upon a failure, a failed provider uses thedanformation to restart the computation
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from an intermediate state, thereby reducing the amourdsbfdomputation. The recovery information
includes at a minimum the states of the participating prergdcalled checkpoints. Other recovery pro-
tocols may require additional information, such as logsefihteractions with input and output devices,
events that occur to each provider, and messages exchangedydhe providers. We briefly discuss
checkpointing protocols in Section 4.5.2.1 and logginggarols in Section 4.5.2.2.

4.5.2.1 Checkpointing Protocols

In checkpointing protocols, each provider periodicallyesaits state on stable storage. The state
should contain sufficient information to restart a queryoceion. A consistent global checkpoint refers
to a set of local checkpoints, one from each primary querychvforms a consistent system state. Any
consistent global checkpoint can be used for system reistionapon a failure. To minimize the amount
of lost work, the most recent consistent global checkpaialied the recovery line [Ran75], is the best
choice. Figure 4.7 gives an example where primary providezsllowed to take their checkpoints inde-
pendently, without coordinating with each other. A black tegpresents a checkpoint, and each provider
is assumed to start its execution with an initial checkpoBuppose providep, fails and rolls back
to checkpointep.. The rollback “unsends” message and so providep; is required to roll back to
checkpointep, to “unreceive”m. The rollback ofp, thus propagates tp;, therefore the term rollback
propagationp;’s rollback further “unsend’n’ and forcesp, to roll back as well. Such cascading roll-
back propagation can eventually lead to an unbounded oijlzzlled the domino effect [Ran75]. The
recovery line for the single failure gf, consists of the initial checkpoints. Thus, the system haslto
back to the beginning of its execution and loses all usefukvio spite of all the checkpoints that have
been taken.

To avoid the domino effect, several techniques have beegla@ged to prevent it. One such technigue
is to perform coordinated checkpointing in which primargyders coordinate their checkpoints in or-
der to save a system-wide consistent state [CL85]. Thisistams set of checkpoints can then be used to
bound rollback propagation. Alternatively, communicatinaduced checkpointing forces each primary
provider to take checkpoints based on information piggkbdoon the application messages received
from other processes [Rus80]. Checkpoints are taken satl gystem-wide consistent state always ex-
ists on stable storage, thereby avoiding the domino efféwtrefore, checkpoint-based rollback-recovery
relies solely on checkpointed states for system stateregigtn and depending on when checkpoints are
taken, existing approaches can be divided into uncoormeihelheckpointing, coordinated checkpointing
and communication-induced checkpointing.
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4.5.2.2 Logging Protocols

Log-based rollback recovery uses checkpointing and lggtgirenable providers to replay the execu-
tion of a given query after a failure beyond the most recertkpoint. This is useful when interactions
with the outside world are frequent since it enables a pevid repeat its execution and be consistent
with messages sent to other providers without having to ¢éagensive checkpoints before sending such
messages. Additionally, log-based recovery generallyotssasceptible to the domino effect, thereby
allowing primary providers to use uncoordinated checkiogif desired. Log-based recovery relies on
the piecewise deterministic (PWD) assumption [SY85]. Unties assumption, the rollback recovery
protocol can identify all the nondeterministic events exed by each process, and for each such event,
logs a determinant that contains all information neceskargplay the event should it be necessary dur-
ing recovery. If the PWD assumption holds, log-based rokb@covery protocols can recover a failed
process and replay its execution as it occurred before theda

Log-based recovery relies on the assumptions underlinagiacewise deterministic (PDW) execu-
tion model [SM94, SBY88] and employs an additional loggimgtpcol. Under the PDW assumption, a
guery execution consists of a sequence of state intenaadh, sarting with a nondeterministic event such
as a message receipt from another query process. The exewitihin each state interval is determinis-
tic. Thus, by logging every nondeterministic event duriaifuire-free execution and replaying the logged
events in their original order during recovery, a providen ceplay a query execution beyond the most
recent checkpoint. A query state is recoverable if thereififscgent information to replay the execution
up to that state despite any future failures in the system.

In Figure 4.8, suppose messagesandmg are lost upon the failure affecting both provideisand
p2, While all the other messages survive the failure. Messagédecomes an orphan message because
providerp, cannot guarantee the regeneration of the saugafter the rollback, ang; cannot guarantee
the regeneration of the same; without the originalmg. As a result, the surviving providex becomes
an orphan process and is forced to roll back as well. As inglicien Figure 4.8, providers stat&s Y and
Z then form the maximum recoverable state [JZ90], i.e., thetmexrent recoverable consistent system
state. Providerg, (p2) rolls back to checkpointp, (cp.) and replays message, (ms) to reachX (Z2).
Providerp, rolls back to checkpointp, and replaysn; andmg in their original order to reach’.

4.5.3 Concluding Remark

As seen in this sectionS,QR is quite related to probabilistic approaches for queryicefibn
(e.g. [AGKO04, BGJ06]) since both of them consider the failprobability of providers to dynamically
set the replication rate of queries. HowevgsQ R significantly differs from works on fault tolerance
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in two main points. First, in addition to the failure probékiof providers, S,Q R considers the failure
probability of consumers. This consideration is quite imgot in environments where providers are au-
tonomous because repeated consumers’ failures may cassgigfaction departures from the system
of those providers that perform their queries. This is bseauch providers waste their computational
resources for producing results that are finally not reweethe consumer. Seconfl,Q R goes fur-
ther than a simple consideration of failures probabilititsconsiders both participants’ intentions and
gueries’ criticity to set the replication rate of queriefidrallowsS,Q R to only replicate those queries
that increase participants’ satisfaction.

4.6 Chapter Summary

We addressed in this chapter the problem of dealing withgiigants’ failures in distributed informa-
tion systems where participants are autonomous and haviakipgerests towards queries. In particular,
we focused on query replication based on the active replimdein The addressed problem is challeng-
ing because replicating queries may decrease system iparice and may also dissatisfy providers.
But, if queries are not replicated, consumers may be difati because they may get no answer for
their queries due to providers’ failure. We propose8adisfaction-based Query Replicatitethnique,
Sp@Q R, that decides to replicate those queries that allows teas® participants’ satisfaction (global
satisfaction) while ensuring system performance. To oomkedge, this is the first work that addresses
the problem of participants’ failures with a satisfactiawint of view and hence it opens a new issue in
this field. In summary, our main contributions in this chajtee the following.

e We proposed a satisfaction model that considers partitsp&ailures. In particular, we revisited
the consumer’s satisfaction definition so as to chara&edtie fact that queries have different
criticity and that a consumer may receive less results thexpiects because of providers’ failures.
We also revisited the provider’s satisfaction definitioronder to consider the fact that a provider
may perform queries for nothing because of backup queriesrmsumers’ failures.

e We defined the global satisfaction that denotes the exp@aditipants’ satisfaction concerning
the allocation of a given query. This definition considetse: participants’ intentions ; the partici-
pants’ failure probability, and ; the probability that a qubas to be successfully treated.

e We proposed, ) R, a query replication technique to compute the rate of bagkigpies according
to the global satisfaction. In other words,() R replicates only those queries that allow to increase
the satisfaction of participants. A particularity 8§Q R is that it makes no assumption on how
many providers’ failures can occur at any one time.

¢ We demonstrated th&t,Q) R significantly outperforms those techniques that repliedit'ncoming
query (thereplicate All technique). We also demonstrated tlhaf) R dynamically adapts to the
workload and ensures a good performance even for high pifittessbof providers’ failure. A key
point of our validation is thateplicate All suffers from serious problems of performance for high
workloads, but worse it loses more query results than wherdoes not replicate queries at all.

Future Work  As noted above, to deal with participants’ failures, we dpteincrease the number of
providers that have to perform a query when the global satiisin is increased only. Now, we plan to
study, in a near future, the possibility of reducing the nemdif required providers to perform a query
when this also implies to increase the global satisfactiam.example, given an incoming query with a
low criticity and requiring results fror different providers, it could be better to allocate ititprovider

because of its criticity and other two providers (which ddoget the query) do not desire to perform
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it. Autonomy and intentions of participants introduce otheoblem : a participant may act maliciously,

that is, it may be Byzantine [LSP82]. We also desire to addileis, in a future work, so that consumers
obtain high probability of correct acceptance of resulthwiw additional computation, i.e. with a small

number of required providers.

Moreover, as participants, in mediator-based distribsigtiems mediators can fail and can also be
Byzantine. Indeed, when a mediator fails, one loses thdepidrat the mediator was mediating at that
moment, but also one loses some information about partitsp@guch as their satisfaction and current
money balance). In a future work, we plan to implement a dyoanechanism of mediators’ replacement
that allows ensuring the continuity of both consumers’ ggeand participants’ information. Finally,
notice that we validated,Q R on the top ofS,QA. We now are interested in validatirf§}) R on the
top of $,Q A so as to handle with participants’ failures in multi-medrasystems. We reported this to
future work because our objective, in this chapter, was tp study the impact on system performance
of considering participants’ satisfaction when replicgtgueries.



Conclusion

We summarize in this chapter the main contributions of tiesis and discuss some future directions
of research for query processing in large-scale distribinéormation systems where participants are
autonomous and have special interests towards queries.

Summary

This work took place in the context of thtlas Peer-to-Peer Architectur@PPA) [AMO07] and of
several joint projects including : the Grid4All EuropeanRHP project [gri], the ANR Massive Data
Projects MDP2P [mdp], and Respire project [res]. In thisihewve have addressed the query allocation
problem in large-scale distributed systems where padit (consumers and providers) may join and
leave the system at any time, but also they have speciaksitetowards queries. This work was mainly
motivated by the great interest of several enterprisesyiduhls, and research groups to collaborate,
share, and do business in a previously impossible scalexaonple, just to mention the most important,
applications such as SETI@home, eBay, as well as Web 2@ndhis common goal. Most of the
works in this context has focused on distributing the queadlamong the providers in a way that
maximizes system performance (typically high throughpud ahort response times), iguery load
balancing(qglb) [ABKU99, GBGMO04, MTS90, RM95, SKS92]. However, these wearnle not adequate
for the environments we considered in this thesis becauseterfests of participants, which are not
only performance related. In this thesis, we aim at progdircomplete solution to the query allocation
problem in this kind of distributed information systems.alieve this goal, we proceed in fourth steps.
First, we proposed a general model to characterize patitspinterests in the long run and defined some
properties that allow evaluating query allocation meth@&@#cond, we proposed a set of algorithms that
allows allocating queries while considering participasiatisfaction, participants’ intentions, and the
kinds of application. Third, we proposed a query allocatiogthod based on virtual money that allows
to scale up to several mediators with a small network costallyi we proposed a query replication
technique based on satisfaction and failure probabilitpasficipants in order to preserve participants’
satisfaction even in the presence of faulty participarnds participants that can fail by unexpected reasons
such as network failures.

Main Contributions

Generally speaking, the main objective of this thesis has lb@ provide a complete query allocation
framework for distributed information systems that satsfparticipants by respecting, in the long-run,
their intentions to allocate and perform queries. In patéiG our main contributions are as follows.

Modeling We characterized, in the long-run, the participants’ itirs in a new model that allows

evaluating a system from a satisfaction point of view [QRIZMPQRLVO07c]. We also made precise what
providers’ utilization and query starvation means in disited information systems with autonomous
participants. We showed that this model can easily be usddsign new query allocation methods for
distributed systems that are confronted to autonomougcipamts. Similarly, we defined some system
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properties that allow evaluating the quality of query adlten methods and propose measures to do
so. Finally, we demonstrated that the proposed model catigpi@ossible participants’ departures from
the system and allows comparing query allocation methodmdalifferent approaches to regulate the
system.

Query Allocation We formally defined the query allocation problem in disttdal information sys-
tems with autonomous participants. We proposg@ A (for Satisfaction-based Query Load Balanc-
ing) [LQRV07, QRLV06, QRLV07a, QRLVO7b], a flexible frameworkitiv self-adaptingalgorithms to
allocate queries while considering baitb and participants’ intentions and that affor¢g) consumers
the flexibility to trade their preferences for the provideeputation ;(b) providers the flexibility to trade
their preferences for their utilization(¢) a mediator to trade consumers’ intentions for providers’ in
tentions according to their satisfaction ; aff) a mediator the flexibility to adapt the query allocation
process to the application by varying several parameteesahslytically demonstrated that, to perform
gueries,S;Q A only require2 more network messages per query than baseline methods.paregn-
tally demonstrated thaf,Q A significantly outperforms baseline methods and yieldsifggmt perfor-
mance benefits. Similarly, we demonstrated the self-abidipyeof S, A to participants’ intentions and
its adaptability to different kinds of application. Alsogwdemonstrated with ouf, Q) A validation that it
can scale up in systems with autonomous participants, whieline method cannot. Finally, using the
Berkeley Open Infrastructure for Network Comput{BgINC) platform, we demonstrated the flexibility
and efficiency ofS,Q A to satisfy participants while allocating queries [QRLV08]

Scale Up We aimed at scaling query allocation up to several medid@RLCV07a, QRLCVO7b,
QRLCVO08]. To this end, we first exposed the challenges ofgugiriual money as a means of regulation
and made precise a way in which virtual money should cireuldthin a system. We formally stated the
number of network messages required by a mediator to cahtdlow of virtual money. And, conversely
to the expected, we demonstrated that @igtwork messages are required, per query, to control the flow
of virtual money. We proposet},Q A (for Economic Satisfaction-based Query Allocajitor distributed
information systems with several mediators allocatingigsecooperatively. In particulaa) we defined
how a provider may compute its bid by considering its prefees, its satisfaction, its current utilization,
and its current virtual money balance. Similarly, we defitlege strategies that allows a provider to
bid for queries in the presence of several mediat@b$ we defined how a mediator allocates queries
by considering both consumers’ intentions and provideids nd how it should invoice providers even
when one of them is imposed a query ; dopwe formally demonstrated th&§(Q A requires only3 more
network messages thafQ A. Moreover, we analytically demonstrated thaf) A allows a VO to scale
up to several mediators with no additional network cost wébpect to a VO with a single mediator,
which makes$,Q A strong with respect to baseline methods. Finally, we erpanmtally demonstrated
that$,Q A can easily scale up in terms of number of mediators, paatitiy and incoming queries, while
ensuring good system performance and the same particigatisfaction as in systems with a single
mediator. A key result is that, conversely to several prafmone must pay the same attention to the
selection, invoicing, and bidding phases when designingceo@conomic query allocation method.

Query Replication We focused on query replication based on the active repliodeinso as to deal
with participants’ failures in environments where paganits are autonomous and have special interests
towards queries. In this context, we first proposed a satisfa model that considers participants’ fail-
ures. In particular, we characterized the fact that quérdes different criticity and that a consumer may
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receive less results than it expects because of providehsids. We similarly characterized the fact that a
provider may perform queries for nothing because of backiguigs or consumers’ failures. This leads to
revisited consumer’s and provider’s satisfaction definii that consider such new considerations. Also,
we defined the expected participants’ satisfaction (nosegl@bal satisfaction) concerning the allocation
of a given query, which considers the participants’ intemti the participants’ failure probability, and the
probability that a query has to be successfully treatednTWwe proposed;, QR (for Satisfaction-based
Query Replicatioly a query replication technique to compute the rate of backweries according to the
global satisfaction. The goal ¢f,QR is to replicate only those incoming queries that allows twease
global satisfaction. A strong feature S§Q R is that, conversely to most query replication approaches,
it makes no assumption on how many providers’ failures camioat any one time. Finally, we experi-
mentally demonstrated th&tQ R significantly outperforms those techniques that replieditsncoming
query. We also demonstrated tHat) R dynamically adapts to the workload and ensures a good perfor
mance even for high probabilities of providers’ failure. gykresult is that by replicating all incoming
guery causes serious problems of performance for high wadsd, but worse originates more losses of
guery results than when one does not replicate queries athath is not the case fd§,Q R.

Future Work

Although this thesis provide a complete query allocati@mfework for large-scale distributed sys-
tems with autonomous participants, there are still seayah issues and important directions of future
work. We discussed all these points at the end of each chéiptéhe summary sections). Then, we
only present here the research directions that we desingrsa@ :(i) explore different ways to compute
the preferences, intentions, and satisfaction of pagi (i) study the links between the satisfaction
notion we presented in this thesis and the notions of truftqy AG07] and reputation [KSGMO03]
from distributed systemgiii) analyze the satisfaction of providers at their bid level analuate from
a satisfaction point of view different query allocation m&ds based on microeconomigsj) explore
the sociology [Mac04] field to study the possible links bedwéts properties and the properties of the
model we proposed in this thesis) analyze the possible gains or losses, in system performemgte
participants’ satisfaction, of reducing the number of fdevs required by a consumédyj) study, from
a satisfaction point of view, Byzantine [LSP82] faults ofrfji@ipants and mediators, and handle with
fail-stop failures of mediators, and finallfvii) validate S, QR in multi-mediator systems, that is, on the
top of $,Q A.
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APPENDIXA

The S QA Prototype

We implemented the&S, QA protype in Java and constructed a SimJava-based netwoiktdase
network messages between participants and mediatorsslapghendix, we present§Q A’'s demo we
realized using the BOINC platform, a distributed platformn ¥olunteering computing. The goal of such
a demo is to show the great benefits of usha@) A for allocating queries. Then, we discuss &) A
implementation within the STREP European Grid4All projept].

Al S,QA’'sdemo : ABOINC example

We present in [QRLV08] a demonstration session to show thébflizy and efficiency of S,Q A
to allocate queries. In this demonstration, we useBhekeley Open Infrastructure for Network Com-
puting (BOINC) platform as an example of highly autonomous envitents. BOINC is a middleware
system for volunteer computing. In this context, the constgmare projects, which are usually from
the academia, that require computational resources torpeidueries and the providers are volunteers
that donate computational resources to BOINC-based pgoj@articipants (i.e. both consumers and
providers) in BOINC are autonomous as stated in Section . égis an independent computational
task, specified by a set of input files and an application pmgrincoming queries are dispatched by
a server (the mediator) to providers. As providers may bécmak, consumers may create several in-
stances of a query so as to validate results returned bydmmvi

In BOINC, providers can express their intentions by spéuifythe fraction of computational re-
sources devoted to each consumer. This allows providersviotel more resources to those consumers
(projects) in which they are interested. However, this magteidle computational resources of providers
when their interesting consumers do not issue queries.Xamngle, a provider may donate its computa-
tional resources to two consumetsandc, in a fraction 0f80% and20%, respectively. In this case,
cannot use more than the assigréé of computational resources everejfis not generating queries.
SpQ A could allow BOINC-providers to express their intentionsimore flexible way so that their do-
nated computational resources be properly exploited vihdi intentions be also satisfied. On the other
side, consumers cannot express their intentions with cédpeproviders in BOINC. Our framework
may be used by BOINC designers to allow consumers to expnémstions towards providers such as
reputation-based preferences. To illustrate the benéfig(@A, we provide a set of GUIs that enable the
user to setup the experimentations &fd) A and that enable the display of all the relevant information
(e.g. participants’ satisfaction and response times)ustiate howS,Q A performs. Figure A.1 shows
some of these GUIs.

To demonstrate th&,Q A’s benefits, we mainly focus on : the way in which queries alecated
by S,Q A ; how it adapts the query allocation process to the partitgdantentions, and ; how it can be
adapted to the kind of applications. With this in mind, we gider a system consisting, for simplicity,
of three consumers, i.e. three different research projéctsclarity, we assume that those projects are
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Figure A.1 — Some £)A GUIs.

the SETI@home [set], proteins@home [pro], and Einstein@&ein]. We create a set of volunteers
devoting their computational resources to all three ptsjata way that (i) SETI@home is popular,
i.e. the majority of providers want to collaborate in thigject, (i) proteins@home is normal, i.e. great
number, but not most, of providers want to collaborate is gnbject,(iii) Einstein@home is unpopular,
i.e. most providers desire to collaborate, in this projeft a small fraction of computational resources.
Then, we consider the following example scenarios.

Scenario 1 First of all, using the proposed satisfaction model, we gara, from a satisfaction point
of view, the way in which BOINC allocates queries, which isieglent to theC'apacity based method,
with the Mariposa-likemethod. In this evaluation, we assucaptive environmentshat is, participants
are not allowed to quit the BOINC platform. An example of thesvironments is when consumers use
BOINC as platform for grid computing and they put in dedicatemputers at their service [des]. This
scenario demonstrates that our satisfaction model alloatyzing different query allocation techniques
even if the way in which they allocate queries differs.

Scenario 2 We evaluate again baseline techniques, as in Scenarid thiuime considering that
BOINC is used as platform for volunteer computing, i.e. wparticipants are autonomous to leave the
system. On the one hand, we assume that a provider leavesQhié¢CBplatform if its satisfaction is
smaller thar0.35. On the other hand, we assume that a consumer stops using@BiOithl satisfaction is
smaller thar0.5. This scenario allows us to see that using our satisfactiodetrone can predict possible
participant’'s departure by dissatisfaction.

Scenario 3 We evaluateS,Q A in an environment as in scenario 1 and compare its perforenamc
sults (participantssatisfactionand response times) with those of baseline techniquescimaaompar-
ison, we show that,(Q) A’s performance is not far from those of baseline techniqlib& demonstrates
that S, Q A is suitable for captive environments even if it was not desdjfor.

Scenario 4 We run again the evaluation of Scenario 3 but, now, in autas environments instead
of captive ones. Our objective is to illustrate that) A can significantly improve the performance of
BOINC-based projects by preserving most volunteers orlimtthence more computational resources.

Scenario 5 We consider the same evaluation of Scenario 3, but we maeldfymanner in which
participants compute theintentionsso that projects be interested only in response times anmhtemsrs
be interested in their load. In this case, we show $&) A significantly improves response times and
balances better queries among volunteers, which is whétipants prefer. This proves th&, QA
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adapts to the participants’ interests and thus can deahstgrogeneous participants (from their interests
point of view), which may allow BOINC-based projects to havere volunteers.

Scenario 6 We consider an application whose goal is to ensure low resptimes to consumers
and that is still composed by autonomous providers. We asaagain that participants compute their
intentionsby considering their preferences. An example of this apfibo is when the BOINC platform
is used for grid computing, but the computational resou@saposing the grid are still donated by
volunteers. In this context, besides ensuring low resptinses, BOINC should ensure some level of
satisfaction at the providers’ side so that they do not dugirtresources from the grid. We demonstrate
that S,QQ A can be adapted to perform in such applications by varyingmpaterk,, of the K,, Best
strategy and the manner in which the mediator scores pnsyide. by varying parameter.

Scenario 7 We allow people attending the demo to play the role of a coeswor provider. The goal
is to enable a person to set her own preferences and intendiod observe how the different mediations
react and which ones allow her to reach her objectives. Atigwhis, people attending the demo could
obtain a clear picture of the performance that the diffeneedliations may have when they are confronted
to human participants having different interests. In thirgrio, we aim at demonstrating that $)€) A
mediation used by, QA is the only one that allows a participant to reach its obyestin all cases.

A.2  S,QA within Grid4All

Grid4All embraces the vision of a democratic Grid as a ubamsd utility whereby domestic users,
small organizations and enterprises may share their resswand services, and use resources via the
Internet without having to individually invest and managenputing and information technology (IT)
resources. Generally speaking, Grid4All aims at bringiladpgl computing to the broader society beyond
that of academia and large enterprises by providing an épmioy to small organizations and individuals
to reap the cost benefit of resource sharing without, howdverburdens of management, security and
administration. Specifically, the objectives of the Gridi4#oject are :

¢ Alleviate administration and management of large scaleibiged IT infrastructure,

e Provide self-management capabilities to provide scatglaihd resilience to failures and volatility,

e Widen the scope of Grid technologies by enabling on-demaedtion and maintenance of dy-

namically evolving scalable virtual organizations evearshved,

e Capitalize on Grids as revenue generating sources to inguieatility models of computing but

using resources on the Internet.

In the context of Grid4All, there is the need for the discgvef available participants providing
suitable resources and services for incoming queries. firae this, it is implemented &emantic In-
formation ServicdSIS) that facilitates the discovery of both resources amdiges within the grid. SIS
provides a matching and selection service between patitipgthat provide or query resources and ser-
vices within grid environments. SIS may be queried by safénegents as well as by human users to
select advertised resources and services. For resoureeslass for services, queries are first matched
to resources/services and a the list of found participantariked, or narrow down, according to partic-
ipants’ preferences. Thus, SIS is internally composed loydervices : thdvlatchmaking ServicéMS)
and theSelection Servic€sS). Generally speaking, SIS works as follows. Given aariting query into
SIS, MS first found the relevant participants providing tesaurces or services requested by the query.
Then, it passes the found participants to SS, which ranksawows down, the list of providers accord-
ing to both (i) the participants’ preferences, i.e. the @refices of the consumer and the found providers,
and (ii) the query load of providers. To this end, particigasteclare, at any time, their preferences to SS
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S0 as to get those providers and queries they prefer at thef {@p included in) the list of participants
returned by SISS,Q A plays the role of SS within SIS, that is, it is used as the bafsimnking and
selection of resources and services in Grid4All.

A.2.1 Grid4All Example Application

In this section, we discuss the importance of SS (i.eSgp A) within Grid4All by means of one
of the Grid4All example applications. We consider the matkéented environment Grid application,
which allows participants (e.g. home users, enterprised,oaganizations) to share their computational
resources and services to others. Resources and servicazade available through markets initiated
either by providers, consumers or third party entities. kdta are initiated by means of resource/service
orders that participants issue in a distributed mannerh @ncorder can be either the request of a con-
sumer, or an offer of a provider. Adopting such a distributearket model, resource consumers and
providers negotiate over resources using auctions thahromarkets.

The SIS provides a registry of the e-markets available. Qmess query the SIS for orders that
match certain attributes and criteria. SIS uses MS to looaders that concern matching resources,
which returns the available providers (or e-markets) aatévo the query. Then, SIS may return the
list of relevant providers to consumers or only themost relevant providers. But, doing so has the
following drawbacks. First, the list of relevant providaran be large, which can make difficult the
selection task to the consumer. Second, this allows that gmoviders monopolize queries (or that
some providers become overutilized) while some other pirgi suffer from query starvation (or that
some computational resources are not exploited). Firibtiply the properties of resources and services
are considered to select providers, as consumers as provitey become dissatisfied in the long-run
because their preferences towards providers and quezisatively, are not considered. It is here that
SS plays an important role to the well operation of the sydbgmmanking and selecting if necessary
the relevant providers according to the preferences ofggaaints. In other words, on the one hand, SS
allows consumers to see their preferred providers in th@tdipe lists of providers returned by SIS. On
the other hand, SS allows providers to generally get quefitkeir interests and to have almost the same
chances as other providers of doing business.

A.2.2 Selection Service Specification

In this section, we present the interface exposed by SS lbM8tand participants. In the following,
we present the exposed SS’s methods and indicate if a methintkinal (invoked by MS) or external
(invoked by participants).

Method : informFinalSelection
Parameters : String queryld The identifier of the query
Collection selectedProvidersid The identifier of the sepaividers that the con-
sumer finally chose.
Description: This method allows to memorize the providers who get theigseso that SS
updates participants’ satisfaction and providers’ load.
Type : internal
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Method :
Parameters :

Description :

Type :

Method :
Parameters :
Description :
Type :
Method :

Parameters :
Description :

Type :
Method :
Parameters :
Description :
Type :
Method :
Parameters :
Description :

Type :

selectProviders
String queryld
Collection queryTypes

The identifier of the query.

The set of leaf concepts (of the gl that
concerns the query. This is a collection of
Strings.

The identifier of the query source thaitias
tiated the query.

The set of relevant providers’ ititéer that
can deal with the query.

The number of required progdsrthe con-
sumer.

This method allows to narrow down the set of relevant prawdeund by MS so
as to facilitate the final choice of consumers.
internal

String consumerld
Collection providersld

<int nbRequiredProviders>

subscribeConsumer

String consumerld The identifier of the consumer to creag&Sn
This method allows MS to subscribe a consumer in SS so asdoafhsidering
its preferences when narrowing down a set of relevant pessid

internal

subscribeProvider

String providerld The identifier of the provider to createS8.
This method allows MS to subscribe a provider in SS so as ¢v efinsidering its
preferences when narrowing down a set of relevant providers

internal

unsubscribeConsumer
String consumerld The identifier of the consumer to deleienfr
SS.

This method allows MS to unsubscribe a consumer from SS. Btidg a con-
sumer, it can no more declare its preferences in SS.

internal

unsubscribeProvider
String providerld The identifier of the provider to deleterfr
SS.

This method allows MS to unsubscribe a provider from SS. Bgtitey a provider,
it can no more declare its preferences in SS.

internal
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Method :

Parameters:

Description :

Type :

Method :

Parameters :
Description :

Type :

Method :

Parameters :

Description :

Type :

Method ;

Parameters :

Description :

Type :

Method :

Parameters:

Description :

Type :

setQueryTypes
Collection queryTypes The set of leaf concepts (of the M®Slogly)
that a query could be concerned.

This method allows MS to declare types that a query can beetonad so that
providers can after declare its preferences towards them.

internal

getQueryTypes

—none —

This method allows a provider to know the types that a quembeaso as to after
declare its preferences towards them.

external

setConsumerPreferences
String consumerld The identifier of the consumer whose prefe
ences have to be updated.

HashMap preferences The new consumer’s preferences

This method allows a consumer to set its preferences towamsders, which
are abstracted as a tuple <providerld, preferenceValue>.

external

setProviderPreferences
String providerld The identifier of the provider whose prefe
ences have to be updated.

HashMap preferences The new provider's preferences

This method allows a provider to set its preferences towgudsy, which are
abstracted as a tuple <queryType, preferenceValue>.

external

setConsumerPreferencesByDefault

String consumerld The identifier of the consumer.

double preferenceValue The preference default value fdmamn
providers

This method allows a consumer to modify its preferences bgulte which is

utilized when it does not know a given provider.

external
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Method : setProviderPreferencesByDefault
Parameters : String providerld The identifier of the provider.
double preferenceValue The preference default value fdnamn
query types

Description : This method allows a provider to modify its preferences bfaak, which is uti-
lized when it does not know a given query type.
Type : external
The SQA PrototypeNotations






Notations

Oqe ()

Adequation of a given participamnt
System adequation with respect to a given participant
Set of providers that received a given queny perform.

Set of providers that received a given queryo perform and where is the rank of the
worst ranked provider in such a set.

Allocation Satisfaction of a given participant

Query allocation vector of a given quegyto a given set of providers.

The probability that a given participanbe available at time interval

Set of providers that did not fail during the treatment ofvaegiqueryy.

Ratio of the minimal and maximafs values in a given sef.

The bid made by a given providerfor performing a given query.

Vector of bids shown by a given set of providers.

The bill that a given providep must pay for the allocation of a given query
Computational capacity of a given provideto perform queries.

The intention of a consumerfor allocating a given query to a given providep.

Vector of the intentions shown by a consumer to see its quérg performed by some
providers.

Set of consumers in the system.

Query allocation efficacy function with respect to a givertipganti.

The probability of failure of a given participant

g's values fairness in a given sét

The memory size of a participant to track previous queries.

Vector of levels of the set of providers that are able to perfa given query.

The probability that a given queryhas to be performed by at mdstproviders in a given
setP’.

g's values arithmetic mean in a given set

Set of mediators in the system.

Set of thek last issued queries by a given consumer

Set of thek last queries proposed by mediator(s) to a given provider

Vector of bids made by a given providgeto those queries the mediator is still mediating.
Vector of the intentions shown by a given provigeto perform thek last queries proposed
by a mediator.
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z Set of participants in the system, i.e. the set of consurpessiders, and mediators together.
Qp Set of pending queries at a given proviger
Pip(q) The intention of a given provider for performing a given query.

mp(t, t) Profit of a given providep at time intervalft..t'].
prfp(q) Preference of a given providerfor performing a given query.

Pr_f”Z Vector of preferences of a given consuler consuater allocating its query; to the set of
providers that are able to perform

PC q Vector of query costs at some providers to perform a givemygge

P Set of providers in the system.

Iqu Vector of the intentions shown by a given provider to perfarigueryg.

q.c The identifier of the consumer that has issued qgery

q.d The description of the task to be done to produce results doieay q.

q.7y The importance for a consumer to receive gheresults for its query;.

q.n The number of results required by a consumer for its qgery

Q Set of incoming queries into the system.

cost,(q)  Cost of a given query at a given providep.

ﬁq Rank vector of a set of providers concerning a given qgery

P, Set of providers that are able to perform a given query

rep(p) Reputation of a given provider.

}%; Set of providers whose produced results for a given queme returned to the consumer.

9s(7) Satisfaction of a given participait

scrq(p) Score of a given provides for performing a given query.

bal, The current balance of virtual money of a given proviger

SQ’; Set of thek treated queries by a given provigeamong the set of last proposed queries.

O(P") The global satisfaction of allocating a given query to a giget of providers”’.

bt (p, 1) The theoretical bid that a given provideshould to make for reaching a given level

tq Time units that a given provider requires to perform a query

U (p) Utilization of a given providep at timet.

U Utilization vector of a given set of providers.
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A Satisfaction-Based Query Allocation Framework for Distributed
Information Systems

Abstract

In large-scale distributed information systems, whergigipants (consumers and providers) are autonomous
and have special interests for some queries, query allociia challenge. Much work in this context has fo-
cused on distributing queries among providers in a way tleaiimizes overall performance (typically through-
put and response time). However, participants usually kaviain expectations with respect to the mediator,
which are not only performance-related. Such expectatiwisly reflect theiinterestgo allocate and perform
queries, e.g. their interests towards: providers (baseputation for example), quality of service, topics of
interests, and relationships with other participantshls tontext, because of participants’ autonodigsatis-
factionis a problem since it may lead participants to leave the ni@diBarticipant'satisfactionmeans that
the query allocation method meets its expectations. Thesidbs balancing query load, preserving the par-
ticipants’ interests so that they are satisfied is also itgmbr In this thesis, we address the query allocation
problem in these environments and make the following mairirdautions. First, we provide a model to char-
acterize the participants’ perception of the system raggrtheir interests and propose measures to evaluate
the quality of query allocation methods. Second, we propasamework for query allocation, calles}Q A,
that dynamically trades consumers’ interests for prowdaterests based on their satisfaction. Third, we pro-
pose a query allocation approach, called) A, that allows a query allocation method (specificadiyQ A)
to scale up in terms of the numbers of mediators, participaartd hence of performed queries. Fourth, we
propose a query replication method, called) R, which allows supporting participants’ failures when allo
cating queries while preserving participants’ satistatnd good system performance. Last, but not least, we
analytically and experimentally validate our proposald demonstrate that they yield high efficiency while
satisfying participants.

Keywords: distributed information systems, query allocation, médig autonomous participants, participants’

satisfaction, scale up, participants’ failure

Allocation de Requétes dans des Systemes d’'Information
Distribués avec des Participants Autonomes

Jorge-Arnulfo QUIANE-RUIZ

Résumé

Nous nous intéressons aux systemes d’informations ou t&sipants (clients et fournisseurs) sont autonomes,
c.a.d. ils peuvent décider de quitter le systéme a n'impgued moment, et qu’ils ont des intéréts particuliers
pour certaines requétes. Dans ces environnements, Btibmode requétes est un défi particulier car les attentes
des participants ne sont pas seulement liées aux perfoesahucsysteme. Dans ce contexte, I'insatisfaction
des participants est un probléme car elle peut les conduinatter le systeme. Par conséquent, il est trés
important de répondre aux attentes des participants de &ae qu'ils soient satisfaits. Dans cette theése, nous
abordons ce probléme en apportant quatre contributionsipgles. Primo, nous fournissons un modele pour
caractériser la perception des participants par rapposgyatéme et proposons des mesures qui permettent
d’évaluer la qualité des méthodes d’allocation de requéesundo, nous proposons une méthode d’allocation
de requétesS,Q A, qui permet d’équilibrer a la volée les intéréts tant desntf que des fournisseurs en se
basant sur leur satisfaction. Tertio, nous proposigilA : une version économique dgQ A qui permet de
passer a I'échelle en nombre de médiateurs, de participetnigr conséquent, de requétes traitées. Quarto,
nous proposonS,@ R : une méthode de réplication de requétes qui permet de sigp s pannes éventuelles
des patrticipants, tout en préservant leur satisfaction.

Mots-clés: systemes d’information, allocation de requétes, médiati@rticipants autonomes, satisfaction des
participants, passage a I'échelle, panne des participants
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