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Chapter 1

Introduction

1.1 Historical background

Four billion years ago, the first living cell appeared. Mother earth had been waiting patiently for at
least 10 billion years for this to happen and ever since that day, nothing has been quite the same. The

cells replicated and replicated and finally a group of cells wrote this thesis.

In order to have a functional, living cell some of the basic things that are needed are: Some way
of converting and utilizing energy, for instance chemical energy or the ray from the sun and self
replication and self assembly. The first cells might have used RNA as the information carrier and as
molecular machines. Nowadays, modern cells have DNA as the information carrier and RNA as an
intermediate step towards proteins but sometimes it also functions as molecular machines.

One less obvious thing is that molecules need to be located at the right place at the right time. One
thing that aids this is compartmentalisation, when molecules are kept separated by different kinds of
barriers. For instance, the DNA molecule of a cell needs to be located inside the cell, if it is outside,

it will rapidly get degraded.

My research has been focused on the proteins that are located in the membrane that surrounds
cells and compartments. These proteins are responsible for transport through the membrane, they are
involved in cell to cell signalling, they are crucial for generating and converting chemical and sun rays
into useful energy. In order to be able to understand these processes in detail, a 3D structure of the
protein is needed. Unfortunately, structure determination of membrane proteins is very time consum-
ing and difficult so there are considerably fewer structures available than for water soluble proteins.
There are millions of proteins with known amino acid sequence and tens of thousands of proteins
with known structure but only a few hundred of these structures are membrane proteins. Therefore,
theoretical approaches that give structural insight from the amino acid sequence hold great potential
since computing time is very cheap. However, since computational predictions are just predictions, it

is also important to validate the theoretical results with practical experiments.



1.2 From sequence to structure to function

The revolutionary discovery of the molecular structure of DNA by Watson and Crick (1953) made
a tremendous impact on science [1]. Never before had it been possible to study and understand the
molecular details of how genetic information was stored. It could be seen that the DNA double helix
was stabilize by hydrogen bonds between Adenine (A),Thymine (T), Guanine (G) and Cytosine(C).
The problem was that no one knew how the DNA sequences were translated into proteins.

The genetic code was finally broken by the Nirenberg laboratory in 1961-66 [2]. It was discovered
that each DNA nucleotide triplet stands for one of the 20 different amino acids that are the building
blocks of peptides and proteins. These events lead to the birth of molecular biology.

There are two main events involved in going from DNA to proteins. The first step is the tran-
scription, copying, of DNA into complementary RNA by the enzyme RNA polymerase. This enzyme
is essential for life and present in all organisms and also in some viruses. The second step is the
translation of the mRNA into an amino acid that forms the protein. This step is performed by the
ribosome which translates the genetic code to an amino acid chain.

One of the remaining unsolved problems of molecular biology is how the linear amino acid chain
folds into a three dimensional protein. All information about how a protein structure will look like is
present in its amino acid sequence [3].

A water soluble protein folds within fractions of a second and that makes it impossible to explore all
different conformations that exist for the amino acids. The Levinthal paradox states that due to the
large amount of degrees of freedom in the protein chain the molecule has an astronomical number of
possible conformations as estimate is 10143 [4]. If the protein would have to explore all conformations
it would take longer time that the universe has existed. Thus, there exist folding pathways, yet the
details of them remain unclear.

The key to a detailed understanding of protein function lies in its structure. A high resolution
structure is needed to be able to study the protein function at a molecular level. The most common

method to determine the structure is to use X-ray crystallography.

1.3 The cell membrane

Membranes are a key element for life since they act as a physical barrier to separate the interior of
a cell from the outside world. They also serve to confine its different compartments, providing the
means for a cell to be out from the equilibrium with the surroundings, allowing important processes
occurring in the interior. In addition to be crucial for cell integrity, cell membranes also serve as a
matrix and support for many types of proteins involved in important cell functions and therefore, they
are essential for cell function.

Biological membranes consist of organized assemblies of lipids and proteins. The current knowledge of
how they are structured is still scarce due to the difficulties associated to the experimental techniques
required to investigate their properties. The modern view of biological membranes is basically based
on the fluid mosaic model proposed in the seventies [5], in which lipids are arranged in bilayers,
where proteins are embedded, and subject to a lateral freely diffusion. At that time, however, the

involvement of lipids in membrane function was overemphasized, partly because membrane proteins



were not readily accessible and their function was poorly understood. With the growing knowledge of
membrane proteins, the accepted vision has become more protein centered and the crucial role of lipids
diluted. It is not until more recently that, with a better understanding of lipid-protein interactions,
the role of lipids in protein function is again having an increasing attention [6, 7]. The current vision
of membranes is more as a mosaic than a fluid: lipids organize a matrix where proteins are distributed

in regions of biased composition with varying protein environment [8].
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Figure 1.1: The cell membrane

Membranes consist of a complex mixture of lipids, where different proteins both, integral and
peripheral are embedded (See Fig. 1.1). Protein content varies greatly among the different kinds of
membranes, ranging typically between 15 to 75%, depending on the functions that they must carry
out |9]. Furthermore, lipid composition changes from one membrane to another due to the enormous
structural diversity found, that can be associated with the differential roles and properties of each
membrane or region. The most widely found lipids consist of a structure of a fatty acid linked by an
ester bond to an alcohol such as glycerol or cholesterol, or through amide bonds to a sphingoid base
or to other amines. Most lipids have a highly polar head group and two hydrocarbon tails.

In a typical membrane, approximately half of the lipids are phospholipids, mainly phosphatidyl
-cholines (PC), -ethanolamines (PE) and -serines (PS). Other major components following in im-
portance are sphingolipids, glycolipids and cholesterol [10]. Interestingly, since the two sides of the
membrane bilayer must deal with different surroundings, the two leaflets of a membrane typically
exhibit an asymmetric composition. The lateral distribution of lipids is also nonhomogeneous in re-
gard to lipid components, providing regions with different levels of molecular order that are known as
rafts. These seem to be important for the function of membrane proteins [11]. Finally, the presence

of specific components such as cholesterol has been found to trigger domain formation in lipid bilayer



membranes [12].

1.4 Computational biology and Bioinformatics

The amount of available genetic information continues to increase at a steady pace. Ever since
GenBank, a sequence database, started 1982 it has doubled its size every 18 months. The latest
release (v160) contains 77,248,690,945 bases. To put this enormous number into perspective, the
number of bases that was sequenced from April to June 2007 was 42,880 each second. The DNA
sequencing technology also gets faster and faster, e.g. a 454 gene sequencer can sequence 25 million
bases with 99% accuracy in 4 hours, which makes it possible to sequence a bacterial genome during
the course of a day [13].

There is clearly a need for methods that can make sense out of all this vast amount of genetic
information and this is where bioinformatics and computational biology steps in. The difference in
definition between the two terms is that computational biology refers to hypothesis driven investi-
gations of biological problems using computers while bioinformatics is more technique driven and
concerns development of algorithms and computational and statistical techniques. Many times the
two terms are used interchangeably.

The unifying topic in this thesis is membrane proteins and Computational Biophysics technology.
I will then continue with a brief overview about membrane proteins. Then, I will focus on metal

transporting proteins.

1.4.1 Membrane proteins:

Inside the membrane there are membrane proteins with many diverse functions. They are responsible
for selecting which substances are allowed to pass through the membrane, they are important for
transmitting signals, cell-to-cell communication, and numerous other functions. More than half of all
drugs are targeting membrane proteins [14, 15].

The amount of membrane proteins inside the lipid bilayer vary from organism to organism, from
cell type to cell type. For instance, membranes proteins make up 75% of the mass of the membrane
in E.coli while only 30% for human myelin sheath cells.

There are three main classes of membrane proteins:

1.4.2 Alpha («)-Helical membrane proteins:

a-helical membrane proteins have their amino acids arranged in tightly packed helices in the transmem-
brane regions (Fig. 1.2A). The reason behind the a-helical arrangement is to have as large hydrophobic
outer surface area as possible that can interact with the hydrophobic fatty acids of the lipids. At the
same time, it also satisfies all its internal backbone hydrogen bonds.

a-helical membrane proteins typically make up 20-30% of the encoded proteins of an organism
[16]. Most often they are located in the inner membrane but recently one example, a polysaccharide

transporter, has been found that resides in the outer membrane of E. coli [17].

4



Figure 1.2: Example of membrane protein structures with the membrane depicted as a pink rectangle.
A. An a-helical membrane protein with 7 transmembrane helices like bacteriorhodopsine studied in
section 4.6.1.1. B. A §-barrel membrane protein with 8 transmembrane (- strands. C. A monotopic

membrane protein.

1.4.3 Beta (/)-barrel membrane proteins:

The other possibility of spanning the membrane while satisfying internal backbone hydrogen bonds and
maintaining a large hydrophobic surface area is the (-barrel fold (Fig. 1.2B). Since a (-strand always
hydrogen bonds to another [-strand, these proteins consist of [-hairpins through the membrane.
Thus, this class always has an even number of G-strands. Every second residue in the transmembrane
region is facing the inside of the barrel whereas the other is facing the outside, towards the lipids.
This alternating pattern is reflected in the amino acid sequence where one amino acid is non-polar
and hydrophobic (and directed towards the lipids) and the next one more polar (and directed towards
the interior of the barrel) etc. Since a [-strand is extended compared to the coiled a-helix, the
transmembrane regions are shorter and typically consist of 8 to 15 amino acids [18]. The (- barrel
membrane proteins can be found in the outer membrane of bacteria, mitochondria and chloroplasts.

Around 2-3% of a genome encodes -barrel membrane proteins [19] but that is an uncertain number
given the difficulties of identifying them. The main reason for this is that (-strands are more difficult
to predict than a-helices since they consist of fewer residues and contain more long range interactions.

There are also fewer structures of g-barrel membrane proteins than a-helical.

1.4.4 Monotopic and peripheral membrane proteins

Monotopic membrane proteins are only associated to one of the two leaflets of the membrane. Prostaglandin

H2 synthase-1 is one example and is shown in Fig. 1.2C. [20]. The helices that are associated to the
membrane are amphiphilic [21] and the protein is only removable from the membrane by detergents,
organic solvents or denaturants that interfere with the hydrophobic interactions.

A peripheral membrane protein is more loosely attached to the membrane, mainly through elec-



trostatic interactions and hydrogen bonding with the polar headgroup of lipids or with hydrophilic
domains of other integral membrane proteins. Peripheral membrane proteins can be dissociated from

the membrane by treatment with solutions of high ionic strength or elevated pH.

1.5 Metals in Biological Systems

1.5.1 Metal homeostasis and trafficking

Organisms require essential heavy metals including Cu, Zn, Mn, Fe, Co, Ni and Mo to carry out biolog-
ical functions. Heavy metals act as cofactors in enzyme reactions including group transfer, redox and
hydrolysis [22]. Others like Na, K, and Ca are involved in physiological processes and/or maintaining
structure as well as controlling the function of cell walls. It has been estimated that over a quarter of
all known enzymes require a particular metal ion for function. These enzymes can be divided into two
groups: metal activated enzymes and metalloenzymes. Metal-activated enzymes require the addition
of metal ions to become stimulated [23]. Kinases are an example of this type of enzymes because of its
use of the Mg-ATP complex as a phosphoryl group donating substrate. Metalloenzymes necessitate
metal ions to function properly. The metal ion is firmly bound to the enzyme and is frequently recycled
after protein degradation. Heme groups in hemoglobin or cytochromes bind a Fe?' ion tightly. The
Chlorophyll that sustains every ecosystem also needs a Mg?" ion. The Cu-Zn superoxide dismutases
(SOD) require metal ions to detoxify the cell from dangerous free radicals. These are some of the
many examples of diverse roles that metal ions play. Metal ions are essential for life, yet they are toxic
to the cells at high concentrations or in the free form [22, 24]. They can generate free radicals, which
are highly reactive and oxidant molecules that can react with any biomolecule such as nucleic acids.
This interaction with biomolecules may eventually lead to cell death. Cells have developed highly
complex systems used for sensing, trafficking and transporting of metals. Many of these systems are
not well understood yet [25, 26].

In biological systems, these metals are mostly bound to proteins. In these metalloproteins, they
have catalytic and structural roles: 1) as constituents of enzyme active sites; 2) stabilizing enzyme
tertiary or quaternary structure; 3) forming weak-bonds with substrates contributing to their orien-
tation to support chemical reactions; and 4) stabilizing charged transition states [27]. In oxygenated
states Cu, Fe and Mn have unpaired electrons that allow their participation in redox reactions in
enzyme active sites [27]. For instance, Cu mediates the reduction of one superoxide anion to hydro-
gen peroxide and oxidation of a second superoxide anion to molecular oxygen in the active site of
cytoplasmic superoxide dismutase [28]. Zn does not have any unpaired electrons in the Zn%" state
and it has been proposed to prevent the formation of harmful free radicals by competing with the
redox active metals such as Fe and Cu in the enzyme active sites [29]. Zn?" is also a cofactor of a
number of enzymes including RNA polymerase, carbonic anhydrase and Cu/Zn superoxide dismutase
[27].  Other heavy metals including Cd, Pb, Cr, Hg and As have no known physiological activity
and are non-essential [30]. Elevated levels of both, essential and non-essential heavy metals, results
in toxicity symptoms mostly associated with the formation of reactive oxygen species (ROS) that

can initiate oxidative damage. Alternatively, they bind to sulphydryl and amino groups in proteins,



leading to activity inhibition or structure disruption [31]. Therefore, organisms have tightly controlled
homeostatic mechanisms to maintain physiological concentrations of essential heavy metals in differ-

ent cellular compartments and to minimize the damage from exposure to non-essential ones.

The main mechanisms of heavy metal homeostasis include transport, chelation, and detoxification
by efflux or sequestration into organelles. Heavy metals are transported into the cells by various trans-
membrane metal carriers. It has been shown that although cellular Zn?* or Cu?" total concentrations
are in the millimolar and micromolar range respectively, cytosolic free Zn?" concentration is in the
femtomolar range while free Cu' is in the zeptomolar range, i.e. less than one free atom per cell
[25, 32]. This indicates that the heavy metals are immediately complexed with molecules or peptides
upon entry to the cell. Chelators buffer cytosolic metal concentrations and they include molecules
such as phosphates, phytates, polyphenols and glutathiones, or small peptides such as phytochelatins
and some proteins like metallothioneins [27, 33]. Some of these chelators are thought to be involved
in metal transport into subcellular organelle. For instance, it has been shown that Cadmium ATPase
from Listeria monocytogenesis, subject of chapter 4 of this work, transports Cd?* complexes into the
plasma. Chaperones are proteins that bind specific essential heavy metals and deliver them to par-
ticular target metalloproteins where they function as part of the enzymatic activity. Similarly, they
traffic the metal to specific membrane transporters that efflux the metal to the extracellular space
and the lumen of subcellular organelles [34]. Fig. 1.3 summarizes the interplay of Cu™ with different

metallochaperones in yeast.

1.5.2 The human copper metallochaperone: Atox1 (or Hahl)

The redox potential of copper makes it a useful cofactor for many enzymes, but also requires copper
to be sequestered at all times to avoid oxidative damage. In yeast, it has been demonstrated that
almost no copper exists free in solution; instead all copper is bound to proteins or small molecules
such as glutathione [35]. When copper enters the cell through the transporter Ctrl, it is ahought to
immediately pass to another molecule with the help of a copper chaperone. (See Fig. 1.3). In humans,
the cytosolic protein Atoxl (HAH1) has been shown to play a key role in the delivery of copper to
specialized membrane proteins called Cu-ATPases (See section 3.4 for a complete description of these
proteins). The deletion of the Atox1 gene in mice leads to both intracellular copper accumulation as
well as a decrease in the activity of secreted copper-dependent enzymes [36], indicative of the dimin-
ished Cu-ATPase transport activity. In yeast, the Atox1 ortholog Atx1 has been shown to facilitate
function of Ccc2, the P-type ATPase, which transports copper into the late Golgi compartment [37].
The evolutionary conservation of functional interactions between Atox1 and Cu-ATPases emphasizes
the role of the chaperone in regulating the Cu-ATPase function.

Structurally, Atox1 is a 68-amino acid residues protein that has the SagBaf fold and a single Mx-
CxxC copper binding motif common with the N-terminal Metal Binding Domains (MBDs) of Cu-
ATPases [38]|. Similarly to the N-terminal MBDs, Atox1 binds copper with a linear, two-coordinate
geometry but other data, including work done in the laboratory [39], are highly suggestive of a trans-
fer mechanism where copper moves from Atoxl to a metal-binding domain of Cu-ATPase through a

three-coordinate intermediate. The crystal structure of Atox1, showing the molecule as a homo-dimer
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Figure 1.3: Copper trafficking in a yeast cell S. cerevisiae. Under Cu-starvation conditions, Cu is
transported into yeast cells with high affinity, following reduction from Cu?* to Cu™ by the Frel and
Fre2 plasma membrane Cu(II)/Fe(III) ion reductases. Then, the high-affinity Cu transporters Ctrl
and Ctr3 mediate the passage of Cu across the plasma membrane Once inside the cell, CCS ensures
the distribution of copper to the Cu/Zn Super oxyde dismutase (SOD), Cox17 is a key-element for the
incorporation of copper into mitochondriae and Atx1 supplies copper to to the P-type ATPase: Ccc2
in the Golgi apparatus. Once Cu™ reaches Ccc2, it is transported to the lumen of the Golgi/endosome
compartment. Here, four Cu atoms are assembled with Fet3. The Fet3-Ftrl high-affinity Fe-transport
complex assembles at the plasma membrane. Ctr2 is a vacuolar copper conveyor making it possible

to release the ion into the cytosol.



situated around a single copper molecule, provided a glimpse of how such copper-transfer intermediate

may look [38]. In solution, the intermediate is transient and cannot be visualized [40].

1.6 What this Thesis is About ?

Both chemistry and most other experimental sciences usually rely on a top-down approach. That
is, measurements are gradually refined to be able to observe smaller structures and faster processes
until technical limits are reached. If we had access to very, very powerful computers one could try
to reverse this algorithm and do bottom-up modelling instead. This is the basic idea behind the
approach I have used for the research summarized in this thesis; starting from simple (almost trivial)
pairwise interactions of atoms, computers can be used to simulate what happens in complex biological
molecules on longer timescales. This way, it is actually possible to see the atomic motions on a
level usually not accessible to experiments. The knowledge gained can then be used to return to the
drawing table and formulate better models for the phenomena observed, to be able to understand
and perhaps even manipulate the systems, e.g. transport drug molecules or metals through cellular
membranes. Further, when the simulations reach time and length scale where it is also possible to
perform experimenst (and agree with these), the chemistry and physics of the molecules can be traced
all the way from individual atoms up "real-world” macroscopic systems. (Of course, that is the nice,
ideal picture in practice it is hours, days and months of programming, debugging, running dynamics
and waiting for those long runs to finish. But at least you never have to do any wet laboratory work
)

More precisely, and from the title of this thesis, I’ve been interested in structure prediction of heavy
metal ATPases and dynamics of their Metal Binding Domains using an in silico approach. After this
introduction on membrane proteins and metals in biological systems, the thesis is divided in 4 main

chapters:

- Theory and Methods: I will present computational techniques used to predict the three-dimensional
structure of proteins when it is unknown experimentally. Then, I will present molecular me-
chanics force fields and molecular dynamics simulation algorithms including adaptive molecular

dynamics that I have used to study the function of these proteins.

- Metal-Binding Membrane Proteins: In this chapter, I will detail the current knowledge on heavy
metal transporting ATPases focussing on Cd?* and Cu™ ATPases. I will also show how we could
model the structure of an ion channel coupled to a 7-transmembrane-helix receptor and open

the way for the study of signal transduction in this system.

- Structure and dynamics of The TransMembrane region of a Cd?T ATPase: I have applied
computational techniques to yield several possible models of the TM region of a Cd?* ATPase

also studied experimentally in the laboratory.

- Dynamics and stability of the Metal Binding Domains of the Menkes ATPase: In this chapter,
I've used the known 3D structure of the N-terminal soluble part of a Cu™ ATPase as a starting
point for molecular dynamics simulations of the metal binding domains of this protein in the

presence and absence of metal.



To summarize in a few words, the purpose of my work has been to try to relate the structure and
function of two particular heavy metal ATPases. When the structure of these ATPases was unknown
structure prediction methods have been used. Molecular dynamics simulations have been used to
approach the function of these proteins. The final goal is to understand how the metal is passed from
soluble chaperones which bind the metal as soon as it enters the cell to their partner ATPases whose
role is to distribute this metal where it’s needed or eliminate it. My work may also be used to predict
the effect of or propose amino acid mutations that impair the normal behavior of these proteisn and

yield diseases like the Menkes disease.
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Chapter 2

Theory and Methods

When attempting to study biological and chemical mechanisms in proteins using computational tech-
niques, the first requirement is the structure of the macromolecule involved. When this structure is
not available from databases, we can either try to predict it ab initio, that is without any knowledge
about other existing structures, or use homology modeling when the structure of a similar protein is
known.

I will start describing a new method that we have developed to build structural models of the
transmembrane part of proteins when no homology is present. Then I will present homology modelling
and the program MODELLER that we have used to build models of an ABC transporter. Finally,
the structure of the protein being known, I will present the techniques of molecular mechanics and
dynamics and the program CHARMM that I have used to study the dynamics of ATPases.

2.1 Structure prediction using NOE-like restraints with X-PLOR

2.1.1 Introduction

X-PLOR [41] is a program used to determine and refine solution NMR structures based on interproton
distance estimates (from Nuclear Overhauser Effects or NOE), coupling constants measurements,
and other information, such as known hydrogen-bonding patterns. What such measures can we
theoretically derive or predict when building models of the transmembrane (TM) part of an a-helical

membrane protein 7

- Each TM helix can be considered as a regular a-helix. We then know that the distance between

H atom of residue i in the helix and O atom of residue i + 4 is close to 1.5 A .

- We also know that in such a regular helix, the ¢ and v dihedral angles have values close to -60

and -50 degrees, respectively.

- TM helices form a bundle in which the center of 1 helix is close to the center of 3 or 4 neighbour

helices; the distance between centers lies around 10 A .

- In Metal transporting TM proteins, residues in 3 or 4 TM helices are known to bind the trans-
ported metal; this knowledge allows us to set up some new distance restraints between metal

binding residues.
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An overview of distance-based NMR structure determination is shown in Fig. 2.1. There are sev-
eral alternative methods possible in X-PLOR: full-structure distance geometry, substructure distance
geometry, and ab initio simulated annealing (SA) starting from template structures or random coordi-
nates. The choice of protocol depends on the desired efficiency and sampling of conformational space.
In our case of theoretical distance restraints substructure embedding and regularization followed by
SA refinement have been used. Simulated annealing is so powerful that it can convert a random array
of atoms into a well defined structure through distance restraints. Structures obtained by this protocol

have to be regularized and refined.

Molecular topology information

v

Template structure

v
Distance geometry 4—I

v_ = Structural restraints
Regularization | = (NOE like, dihedral angles

v

Simulated annealing refinement | q—————t

v

Structure selection

¥

Analysis / Validation { RMSD, Procheck.)

Figure 2.1: Overview of structure calculations

2.1.2 Distance Geometry

Many types of structural information (distances, J-coupling data, chemical cross-linking, neutron scat-
tering, predicted secondary structures, etc.) can be conveniently expressed as intra- or intermolecular
distances. In our case, we define NOE-like distances which are distance restraints imposed on our
models and similar to NOE results. In the absence of J-coupling data, we define dihedral angle
restraints. The distance geometry formalism allows these distance restraints to be assembled and
three-dimensional structures consistent with them to be calculated. The distance geometry routines
in X-PLOR begin by translating the bond lengths, bond angles, dihedral angles, improper angles, and
van der Waals radii in the current molecular structure into a (sparse) matrix of distance bounds be-
tween the bonded atoms, atoms that are bonded to a common third atom, or atoms that are connected

to each other through three bonds, as appropriate, using the equations in Crippen and Havel [42].
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2.1.3 NOE-like and dihedral angle restraints

Experimental constraints can be added by the "NOE assign” statements and the "restraints dihedral”
statements. These lists of restraints are automatically read, translated into distance constraints, and
entered into the bounds matrix. They have the following forms:

NOE-like distance restraints:

The total distance restraint energy Enog is a sum over all distance restraints:

Exoz= Y, enoE

restraints
where:
exor = min(1000, S)A? (2.1)
and A is defined as
R—(d+ dplus) if d+ dprys < R
A=< 0 if d — dpinus < R < d+ dpjus
d— dminus - R it R<d-— dminus

S is the scale factor, and d, dpjys, and dyinus are the average target distance and ranges and R
is the distance between the two atoms. This defines the biharmonic function with a value of 0 for R
larger than d — dpinys and smaller than d + dpjys.

Dihedral Angle Restraints:

The functional form of the effective dihedral restraint energy Ecprg is given by

Eopri =), well(modulog (¢ — ¢o), Ag)* (2:2)
where the sum extends over all restrained dihedral angles and the square-well potential well(a,b)
is given by
a—2> ifa>b
well(a,b) = ¢ 0 if —b<a<b
a+b if a < —b

Plane Restraints:
Planar restraints have also been added in some simulations to maintain atoms in a common plane
mimicking the phospholipid membrane. Restraints on an individual atom are based on its distance
from a plane defined by the normal vector Z. An atom for which plane restraints are defined experiences
restraints only in the direction of Z. Plane restraints are defined from the vector difference between
ef
)

present (7) and reference (7)) coordinates by:

2

- 2
z N e
Epiane = Z [g (""i =T f):| (2.3)



2.1.4 Structure determination

Structure determination of extended polypeptides or DNA/RNA double strands is usually underde-
termined. In particular, the overall shape or bend of the molecule is a free parameter. Thus, neither
distance geometry nor ab initio simulated annealing will produce unique structures. The problem can
be avoided by including additional restraints

The first step of structure determination using X-PLOR involves providing the program with
the information it needs about the molecular structure, NOE-like distance bounds, dihedral angle
restraints. The molecular information of the macromolecule has to be generated using the all-hydrogen
force fields "topallhdg.pro", "parallhdg.pro" for proteins.

Template Structure
The next step involves generation of a template coordinate set. The template coordinate set can be
any conformation of the macromolecule with good local geometry and no nonbonded contacts. It
can be generated by using most molecular modeling graphics programs or, preferably, by using the
X-PLOR protocol described below. The purpose of the template coordinate set is to provide distance
geometry information about the local geometry of the macromolecule.

The protocol we used initially places the atoms of the macromolecule along the x-axis, with y
and z set to random numbers. The coordinates are then regularized using simulated annealing (See
Fig. 2.2).

Generally, when too many covalent links are present, the structure may get entangled in a knot
which will result in poor local geometry. In general, some experimentation may be required to find out
if certain covalent links have to be removed; the goal is to obtain an energy below 1000 kcal /mole for
the final step of minimization. We have taken advantage of the adaptive dynamics program (AMD)
(See section 2.4) which allows us to easily manipulate structures and entangle the knots by setting
the van der Waals force to zero in the process.

Substructure embedding
A family of embedded substructures is produced using distance geometry. The substructures are
regularized after embedding using minimization against the DG energy term. (This Distance Geometry
term is still another harmonic potential meant to maintain a given distance between a lower and an
upper bound). Covalent links should be treated in the same fashion as in the prior template generation.
The removed covalent links are reintroduced as distance restraints.

SA-Regularization of DG-Structures
Embedded distance geometry (substructure) coordinates require extensive regularization. The next
protocol uses template fitting followed by simulated annealing to regularize the coordinates. The
protocol is close in spirit to the one published by Nilges et al [43]. The starting coordinates have to
be defined for at least three atoms in each residue. Covalent links are now treated as "real” bonds in
this protocol, in contrast to template generation.

Simulated Annealing Refinement
Structures are finally refined using a protocol of the slow-cooling type reminiscent of the protocol used
in crystallographic refinement with softening of the van der Waals repulsions. This enables atoms to
move through each other.

In both SA regularization and refinement, the simulated annealing starting temperature and the
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duration of the cooling stage are adjustable parameters.

Simulated Annealing

Initial Structure
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]
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Structure
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+

‘ Family of Structures ‘

Figure 2.2: Flowchart for simulated annealing

2.2 Homology modelling

We have also used a more standard method for structure prediction when a homology between the

protein of interest and other proteins of known 3D structure exists:

2.2.1 Introduction to Homology modelling

During evolution, sequence changes much faster than structure. It is possible to identify the 3D-
structure by looking at a molecule with some sequence identity. Fig. 2.3 shows how much sequence
identity is needed with a certain number of aligned residues to reach the safe homology modeling
zone. For a sequence of 100 residues, for example, a sequence identity of 40% is sufficient for structure
prediction. When the sequence identity falls in the safe homology modeling zone, we can assume that

the 3D-structure of both sequences is the same.

2.2.2 Classical steps in Homology modeling

The known structure is called the template, the unknown structure is called the target. Homology

modeling of the target structure can be done in several steps:
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Figure 2.3: Threshold for homology modelling: we can assume that two proteins share the same 3D-
structure when their sequence identity falls in the safe homology zone, the upper part of the picture
(From work by Sander and Schneider [44]).

2.2.2.1 Template recognition and initial alignment

In this step you compare the sequence of the unknown structure with all the known structures stored
in the Protein Data Bank (PDB). A search with BLAST against this database will give a list of known
protein structures that match the sequence. If BLAST cannot find a template a more sophisticated
technique might be necessary to identify the structure of a molecule. BLAST uses a residue exchange
matrix to define a score for every hit. Residues that are easily exchanged (for example Tle to Leu)
get a better score than residues that have different properties (for example Glu to Trp). Conserved
residues with a specific function get the best score (for example Cys to Cys). Every hit is scored
using this matrix and BLAST will provide a list of possible templates for the uknown structure. To
make the best initial alignment, BLAST uses an alignment-matrix based on the residue exchange
matrix and adds extra penalties for opening and extension of a gap between residues. In practice
the target-sequence is sent to a BLAST server, which searches the PDB to obtain a list of possible
templates and their alignments. Subsequently the best hit has to be chosen, which is not necessarily
the first one. One has to keep in mind the resolution, missing parts, different states of action and

possible ligands of the molecules in doing so.

2.2.2.2 Alignment correction

It is possible that the alignment has to be corrected. A change of Ala to Glu is possible but unlikely
to happen in a hydrophobic core, so this Ala and Glu cannot be aligned. Using a multiple sequence

alignment program (ClustalW) the residues and properties that have to be conserved can be found.
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By looking at the template structure it will become clear which residues are in the core and are
less likely to be changed than the residues at the outside. Insertions and deletions can be made in
widely divergent parts of the molecule and a multiple sequence alignment can be helpful to find these
places. Gaps have to be shifted around until they are as small as possible. In Fig. 2.4 is shown that
after a deletion of 3 residues a big gap occurs in the red structure, which was the best alignment.
After shifting several residues, the gap is much smaller (blue structure) and more likely to be correct.

Correction of the alignment is typically done by hand.

\\

Ny : f
L\\\

w )

Figure 2.4: Template structure (green) with the best aligned target (red) with a large gap, and the

target after shifting several residues (blue). The gap is much smaller now.

2.2.2.3 Backbone generation

When the alignment is correct, the backbone of the target can be created. The coordinates of the
template-backbone are copied to the target. When the residues are identical, the side-chain coordinates
are also copied. Because a PDB-file can always contain some errors, it can be useful to make use of

multiple templates.

2.2.2.4 Loop modeling

Often the alignment will contain gaps as a result of deletions and insertions. When the target sequence
contains a gap, one can simply delete the corresponding residues in the template. This creates a hole
in the model, this has already been discussed in previous step. When there is an insertion in the target,
the template will contain a gap and there are no backbone coordinates known for these residues in the
model. The backbone from the template has to be cut to insert these residues. Such large changes
cannot be modeled in secondary structure elements and therefore have to be placed in loops and
strands. Surface loops are, however, flexible and difficult to predict. One way to handle loops is to
take some residues before and after the insertion as "anchor" residues and search the PDB for loops
with the same anchor-residues. The best loop is simply copied in the model. In the MODELLER

program, that we have used (See section 2.2.3), loop modelling is treated with special care.

2.2.2.5 Side-chain modeling

The next step is to add side-chains to the backbone of the model. Conserved residues were already

copied completely. The torsion angle between C-a and C-3 of the other residues can also be copied
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to the model because these rotamers tend to be conserved in similar proteins. It is also possible
to predict the rotamer because many backbone configurations strongly prefer a specific rotamer as
shown in Fig. 2.5, in the case of a tyrosine residue. There are libraries based upon the backbone of the

residues flanking the residue of interest. By using these libraries the best rotamer can be predicted.

Figure 2.5: Prefered rotamers of tyrosin exemplified with different positions of TYR52 in the 10 NMR
models of the first Metal Binding Domain of the Menkes ATPase (PDB code 1KV1J).

2.2.2.6 Model optimization

The model has to be optimized because the changed side-chains can effect the backbone, and a
changed backbone will have effect on the predicted rotamers. Optimization can be done by performing
refinements using Molecular Dynamics simulations of the model. The model is placed in a force-field
and the movements of the molecules are followed in time, this mimics the folding of the protein. The
big errors like bumps will be removed but new smaller errors can be introduced. The calculated energy

should be as low as possible.

2.2.2.7 Model validation

Every model contains errors. The model with the lowest forcefield energy might still be folded com-
pletely wrong. That is why the model should be checked for bumps and if the bond angles, torsion
angles and bond lenghts are within normal ranges. Other properties, like the distribution of po-
lar/apolar residues, can be compared with real structures. This can be done by using Procheck, for
example. The output can help in the identification of errors in the model. When an error occurs far
away from the active site, it does not have to be bad. But when an error occurs in the active site, one

should reconsider the template and/or alignment.
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2.2.3 The program MODELLER

MODELLER [45] is a computer program that models three-dimensional structures of proteins and
their assemblies by satisfaction of spatial restraints. MODELLER is most frequently used for ho-
mology or comparative protein structure modeling: The user provides an alignment of a sequence
to be modeled with known related structures and MODELLER will automatically calculate a model
with all non-hydrogen atoms. More generally, the inputs to the program are restraints on the spatial
structure of the amino acid sequence(s) and ligands to be modeled. The output is a 3D structure that
satisfies these restraints as well as possible. Restraints can in principle be derived from a number of
different sources. These include related protein structures (comparative modeling), NMR experiments
(NMR refinement), rules of secondary structure packing (combinatorial modeling)... The restraints
can operate on distances, angles, dihedral angles, pairs of dihedral angles and some other spatial fea-
tures defined by atoms or pseudo atoms. Presently, MODELLER automatically derives the restraints
only from the known related structures and their alignment with the target sequence. A 3D model
is obtained by optimization of a molecular probability density function (pdf). The molecular pdf for
comparative modeling is optimized with the variable target function procedure in Cartesian space that
employs methods of conjugate gradients and molecular dynamics with simulated annealing. MOD-
ELLER can also perform multiple comparison of protein sequences and/or structures, clustering of

proteins, and searching of sequence databases.

2.3 Classical Mechanics and Dynamics

The 3D structure of the molecules being known, we are now faced with the significant complexity of
the structures and interactions that we want to simulate for a realistic model. Two possible strategies
are generally used: we can either increase the processing power (e.g. use costly parallel supercomput-
ers), or use simplified representations of the geometry or of the dynamics of the involved molecules.
Frequently, these simplification methods involve representations as mechanical models or in reduced
coordinates (e.g. modelling the molecule as an articulated body), where subsets of atoms are replaced
by idealized structures [46] [47], or performing normal-mode or principal components analysis in order
to determine the essential dynamics of the system. Because they contain fewer degrees of freedom,
these simplified representations allow us to accelerate the computation of the molecular dynamics, and
facilitate the study of the molecular interactions. In the following, I will describe how a molecular me-
chanics model is built with atoms represented as charged spheres and covalent bonds by springs. This

mechanical model can consequently be studied using the classical equations of motion of mechanics.

2.3.1 Newton’s Second Law

Molecular Dynamics simulations are based on Newton’s second law, the equation of motion [48],[49]:

= . dv;
E =m;.a; = mzd—tl (2.4)

It describes the motion of a particle of mass m; along the coordinate x; with F; being the force on
m; in that direction. This is used to calculate the motion of a finite number of atoms or molecules,

respectively, under the influence of a force field that describes the interactions inside the system with
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a potential energy function, V(a?), where  corresponds to the coordinates of all atoms in the system.

The relationship of the potential energy function and Newton’s second law is given by

F(z;) = =V;V (%), (2.5)

with ﬁ(xz) being the force acting on a particle due to a potential, V(a_;) Combining these two

equaions gives

v (z) a2z

= —Mj.—5
daﬁi

(2.6)

which relates the derivative of the potential energy to the changes of the atomic coordinates in
time. As the potential energy is a complex multidimensional function this equation can only be solved
numerically with some approximations.

With the acceleration being a = —%.% we can then calculate the changes of the system in time by
just knowing (i) the potential energy V(;), (ii) initial coordinates z;9 and (iii) an initial distribution
of velocities, v;g. Thus, this method is deterministic, meaning we can predict the state of the system
at any point of time in the future or the past.

The initial distribution of velocities is usually randomly chosen from a Gaussian or Maxwell-
Boltzmann distribution [49], which gives the probability of atom 4 having the velocity in the direction

of z at the temperature T by:

1
pvine) = () exp _Lmiti
v 2k, T ) 2 kT )’

Velocities are then corrected so that the overall momentum of the system equals a zero vector:

N
P = Zmi.ﬁ; =0.
n=1

2.3.2 Integration Algorithms

The solution of the equation of motion given above is a rather simple one which is only sufficiently
good over a very short period of time, in which the velocities and accelerations can be regarded as
constant. So algorithms were introduced repeatedly performing small time steps, thus propagating the
system’s properties (positions, velocities and accelerations) in time. Time steps are typically chosen
in the range of 1 fs [49]. It is necessary to use such a small time step, as many molecular processes
occur in such small periods of time that they cannot be resolved with larger time steps. A time series
of coordinate sets calculated this way is referred to as a trajectory and a single coordinate set as a

frame.

2.3.2.1 Verlet Algorithm

All algorithms assume that the system’s properties can be approximated by a Taylor series expansion

[50]:
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F(t+6t) = f(t)+5t.17(t)+%5t2.d‘(t)+....
T(t+6t) = 6(t)+c5t.c?(t)+%5152.5(15)4—....
a(t+ot) = Ei(t)—|—5t.5(t)+%5t2.5(t)—|—....

with Z ,¥ and a being the positions, the velocities and the accelerations of the system.The series
expansion is usually truncated after the quadratic term. Probably the most widely used algorithm
for integrating the equations of motion in MD simulations is the Verlet algorithm (1967)[48],[49]. It
can be derived by simply summing the Taylor expressions for the coordinates at the time (¢ + dt) and

(t — dt):

F(t+6t) = f(t)+5t.17(t)+%5t2.d‘(t)+....
F(t—ot) = a?(t)—5t.17(t)+%5t2.6(t)—....
= Z(t+0t) = 27(t) —Z(t—ot)+5t%ad(t).

Thus, it uses the position Z (t) and acceleration @ (¢) at time ¢ and the positions from the previous
step Z (t — dt) to calculate new positions Z (¢ + 0t). In this algorithm velocities are not explicitly
calculated but can be obtained in several ways. Omne is to calculate mean velocities between the
positions & (t + 0t) and & (t — dt).

B(8) = —[F (t + 5) — & (t — 61))
20t

The advantages of this algorithm are that it is straightforward and has modest storage requirements,
comprising only two sets of positions [Z (t) and Z (¢ — dt)| and the accelerations @(t). The disadvantage,
however, is its moderate precision, because the positions are obtained by adding a small term [52a(t)]
to the difference of two much larger terms [2Z(t) — Z (¢ — dt)]. This results in rounding errors due to
numerical limitations of the computer.

Furthermore, this is obviously not a self-starting algorithm. New positions & (¢t + §t) are obtained
from the current positions Z(¢] and the positions at the previous step & (¢t — dt) . So at ¢ — 0 there
are no positions for (¢ — dt) and therefore it is necessary to provide another way to calculate them.

One way is to use the Taylor expansion truncated after the first term:

2.3.2.2 Leap-Frog Algorithm

There are several variations of the Verlet algorithm trying to avoid its disadvantages. One example is

the leap-frog algorithm [49]. It uses the following equations:
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7 (t + %61&) = 7 <t - %&) + 0t.a(t)

7 (t) + ot.7 <t + %575) ,

T (t+ dt)

where @(t) is obtained using

a) = -+ 4

m d¥
First, the velocities ﬁ(t + %515) are calculated from the velocities at ¢ — §t and the accelerations
a(t). Then the positions Z (¢ + 6t) are deduced from the velocities just calculated and the positions
at time ¢. In this way the velocities first 'leap-frog’ over the positions and then the positions leap
over the velocities. The leap-frog algorithm’s advantages over the Verlet algorithm are the inclusion
of the explicit velocities and the lack of the need to calculate the differences between large numbers.
An obvious disadvantage, however, is that the positions and velocities are not synchronized. This
means it is not possible to calculate the contribution of the kinetic energy (from the velocities) and

the potential energy (from the positions) to the total energy simultaneously.

2.3.2.3 Langevin Dynamics (LD) Simulation

The Langevin equation is a stochastic differential equation in which two force terms have been added to
Newton’s second law to approximate the effects of neglected degrees of freedom. One term represents
a frictional force, the other a random force R. For example, the effects of solvent molecules not
explicitly present in the system being simulated would be approximated in terms of a frictional drag
on the solute as well as random kicks associated with the thermal motions of the solvent molecules.
Since friction opposes motion, the first additional force is proportional to the particle’s velocity and

oppositely directed. Langevin’s equation for the motion of atom i is:

F_:i — ’)’Z‘UZ' + R}(t) = mi(_i“

where F; is still the sum of all forces exerted on atom i by other atoms explicitly present in the
system. This equation is often expressed in terms of the ‘collision frequency’ { = ~/m.
The friction coefficient is related to the fluctuations of the random force by the fluctuation-

dissipation theorem:

/ (Bi(0) - Bi(t))dt = GkpTy.

In simulations it is often assumed that the random force is completely uncorrelated at different

times. That is, the above equation takes the form:

(Ri(t) - Ri(t) = 6kpT0(t — ).
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The temperature of the system being simulated is maintained via this relationship between ﬁ(t)
and 7.
The jostling of a solute by solvent can expedite barrier crossing, and hence Langevin dynamics can

search conformations better than Newtonian molecular dynamics (y = 0).

2.4 Adaptive Molecular Dynamics

2.4.1 Introduction

In the previous simple mechanical model, the only way to reduce the computational cost of a calcula-
tion knowing that some part of the system is "less” important in the mechanism under study is to fix
the corresponding atoms. Thus, we must have some prior knowledge about the function of the system
and we completely neglect the dynamics of this "less”important part and its possible interactions with
the reaction site. In other words, there was no method that automatically determines which parts
of the molecule must be precisely simulated, and which parts can be simplified without affecting the
study of the molecular interaction. Researchers in Stephane Redon’s team (Nano-D, at INRIA Greno-
ble) have recently introduced adaptive torsion-angle quasi-statics and Adaptive Molecular Dynamics
(AMD), a general technique to rigorously and automatically determine the most important regions
in a simulation of molecules represented as articulated bodies. At each time step, the adaptive algo-
rithm determines the set of joints that should be simulated in order to best approximate the motion
that would be obtained if all degrees of freedom were simulated, based on the current state of the
simulation and user-defined precision or time constraints. They built on previous research on adap-
tive articulated-body simulation [51| and proposed novel data structures and algorithms for adaptive

update of molecular forces and energies.

2.4.2 Divide and Conquer Algorithm

The starting point for the study of the dynamics of an articulated body is a 7 Divide-And-Conquer
Algorithm ” proposed by Roy Featherstone [52|. Featherstone recursively defines an articulated body
by assembling two (rigid or articulated) bodies together. A complete articulated body is thus repre-
sented by a binary tree: the root node describes the whole articulated body, while each leaf node is
a rigid body with a set of handles, i.e. locations attached to some other rigid bodies. Let C be an

articulated body with m handles, Featherstone defines the articulated- body equation:

ap O Dy - Dy | | f1 b1
as Dy Dy - Dy f2 by
Am D1 P2 0 Py fm bm

where a; is the spatial acceleration of handle i, f; is the spatial force applied to handle ¢, b; the bias

acceleration of handle ¢, ®; is the inverse articulated body inertia of handle 7 and ®;; the cross-coupling
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inverse inertia between handles ¢ and j. This equation is the equivalent of the classical equation of

motion:

a; = mizfz
We thus consider the molecules as articulated bodies: every rigid body is one atom or a group of
atoms. Joints (handles) between rigid bodies are covalent bonds around which rotation is possible.
The dynamics is calculated in the dihedral angle space constituting the system like all the ¢, ¥ and x
angles in proteins. If at a given time, parts of the system are considered as rigid, they form a subtree
of the complete assembly tree where forces need not be recalculated. The rest is constituted of active

joints forming an active region (See Fig. 2.6).

© active region @ rigid front : rigid region

Figure 2.6: Active and rigid regions. The figure corresponds to 5 active joints

The usefulness of the tree representation will now be made clear: The Featherstone algorithm is
accomplished in two stages: i) 1 stage from bottom to top, from the leaves to the top where articulated
body coefficients b; and ®;; for each composite object C is calculated from ithe coefficients of its sons A
and B. ii) 1 stage from top to bottom to yield joint accelerations ¢; and forces. The joint accelerations
¢; are the second derivatives of the motion variables such as d)z if we are interested to the movement

around dihedral angle ¢; Now, a theorem states that the sum of the squares of the accelerations :
.2
A= Z di
i

of the joints in one node of the tree can be calculated without knowing the values of the individual
G; of its children nodes. This means that the algorithm can decide by its own to partition the tree
in active and rigid regions, the latter being those where the metrics A is the lowest and thus the
dynamics may be considered as "less” important for the mechanism under study.

I participated in this work which was published in Bioinformatics in 2007 [53]. T have used AMD
many times during my thesis both for the interactive visualization of molecules and in attempts to

study biological mechanisms (See section 3.1.5). It is indeed very easy with AMD to apply external
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forces (f;) on the system with the computer mouse and let the system relax to a new equilibrium

positiuon.

2.5 Statistical Mechanics

2.5.1 Introduction to Statistical Mechanics

MD simulations provide information at the microscopic level. Statistical mechanics is then required
to convert this microscopic information to macroscopic observables such as pressure, energy, heat
capacities, etc. Statistical mechanics relates these macroscopic observables to the distribution of
molecular positions and motions. Therefore, time independent statistical averages are introduced.

For a better understanding some definitions are reviewed here [54]:

2.5.2 Definitions

The mechanical or microscopic state of a system is defined by the atomic positions z; and the momenta
pi = m;v;. They can be considered as a multidimensional space with 6N coordinates, for which they
both contribute 3N coordinates. This space is called phase space.

The thermodynamic or macroscopic state of a system is defined by a set of parameters that com-
pletely describes all thermodynamic properties of the system. An example would be the temperature
T, the pressure P, and the number of particles N. All other properties can be derived from the funda-
mental thermodynamic equations.

An ensemble is the collection of all possible systems which have different microscopic states but have
the same macroscopic or thermodynamic state. Ensembles can be defined by fixed thermodynamic
properties as already stated before. Examples for ensembles with different characteristics are: NVE,

NVT, NPT, uVT, (E — total energy, P — pressure, V — volume, p — chemical potential)

2.5.3 Ensemble Averages and Time Averages

In an experiment one examines a macroscopic sample with an enormously high number of atoms or
molecules respectively. So the measured thermodynamic properties reflect an extremely large number
of different conformations of the system, representing a subset of the ensemble. We have to say subset,
because an ensemble is the complete collection of microscopic systems and a macroscopic sample can
only consist of a finite number of systems. A sufficiently big sample, however, can be seen as good
approximation to an ensemble. That is why statistical mechanics defines averages corresponding to
experimentally measured thermodynamic properties as ensemble averages [54]. The ensemble average

is given by:
(A)enermte = / / aV AN A (7, &) p (7Y, V), (2.8)

where (A) is the measured observable, which is stated as a function of the momenta pi and the
positions Z;. Quantity p (ﬁN,i“'N) is the probability density for the ensemble and the integration
is performed over all momenta and positions of the system dp”, dZ™. So, the ensemble average is
the average value of an observable weighted by its probability. This integral is extremely difficult to

calculate as it involves calculating all possible states of the system. In an MD simulation an extremely
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large number of conformations is generated sequentially in time. To calculate an ensemble average

the simulation has to cover all possible conformations corresponding to the ensemble, at which the
simulation takes place. The time average is given by
1 T

(A)gime = lim — [ A(pNz") at, (2.9)

T—00 T t=0
where 7 is the simulation time.

This expression is well approximated by an average over a simulation performed over a sufficiently

long period of time and so representing a sufficient amount of phase space:

T T Ji_g

M
1 /7 1
(Ayime = lim = /t A ) de = 22> ALY (2.10)
=1

where M is the number of frames and A (ﬁ%,fﬂN/j) the values of the observable A in frame M.
The idea is based on the Ergodic Hypothesis [54], one of the most fundamental axioms of statistical

mechanics, which states that the time average equals the ensemble average:

<A>ensemb1e = <A>time (2.11)

The idea, as already indicated above, is to simulate the system for a relatively long time, so that
it will pass through an extremely high number of conformations, which can then be referred to as a

representative subset of an ensemble.

2.6 Force Fields

2.6.1 General Features of Molecular Mechanics Force Fields

Force fields enable the potential energy of a molecular system V to be calculated rapidly. The energy is
a function of the atomic positions of all the atoms in the system which are usually expressed in term of
Cartesian coordinates. Unlike quantum mechanical methods that deal with the electrons in a system,
force field techniques calculate the energy of a system only as a function of the nuclear positions. This
is legitimated by the Born-Oppenheimer-Approximation [55]. Thus, Molecular Mechanics is invariably
used to perform calculations on systems containing a significant number of atoms which would bring
enormous quantum mechanical calculations with them.

A typical force field represents each atom in the system as a single point and energies as a sum of
two-, three-, and four-atom interactions such as bond stretching and angle bending. Although, simple
functions (e.g. Hooke’s Law) are used to describe these interactions, the force field can work quite
well. The potential energy of a certain interaction is described by an equation which involves the
positions of the particles and some parameters (e.g force constants or reference values) which have
been determined experimentally or by quantum mechanical calculations.

Several types of force fields exist. Two of those may use an identical functional form yet have
very different parameters and thus bring about different energies for the same system. Moreover,
force fields with the same functional form but different parameters, and force fields with different

functional forms, may give close results. A force field should be considered as a single entity; it
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doesn’t need to be correct to divide the energy into its individual components or even to take some
of the parameters from one force field and mix them with parameters from another one.

An important point that one shouldn’t forget is that no 'correct’ form for a force field exists. If
one functional form performs better than another, that form will be favored. Most of the force fields
commonly used do have a very similar form but it should always be kept in mind that there may be
better functional forms, particularly when developing a force field for new classes of molecules. Molec-
ular mechanics force fields are often a compromise between accuracy and computational efficiency;
the most accurate ones may often be unsatisfactory for efficient computation. As the performance of
computers increases, it becomes possible to incorporate more sophiticated models.

A concept that is common to most force fields is that of an atom type. For a quantum mechanics
calculation it is usually necessary to specify the charge of the nuclei, together with the geometry of
the system and the overall charge and spin multiplicity. For a force field calculation, however, the
overall charge and spin multiplicity are not explicitly required, but it is usually necessary to assign an
atom type to each atom in the system. This contains information about its hybridization state and
sometimes the local environment. For example, it is necessary to distinguish between carbon atoms
which adopt a tetrahedral geometry (sp3-hybridized), which are trigonal (sp?- hybrdized) and carbons
which are linear (sp-hybridized). The corresponding parameters are expressed in terms of these atom
types, so that the reference angle Q¢ for a tetrahedral carbon atom would be about 109.5 degree and
that for a trigonal carbon near 120. For example, the MM2 [56], MM3 [57] and MM4 [58] force fields
of Allinger and co-workers, that are widely used for calculations on “small” molecules, distinguish
the following types of carbon atoms: sp3, sp?, sp, carbonyl, cyclopropane, radical, cyclopropene and
carbonium ion. The value of the potential energy V is calculated as a sum of internal or bonded
terms, which describe the bonds, angles and bond rotations in a molecule, and a sum of external or
non-bonded terms, which account for interactions between non-bonded atoms or atoms separated by

three or more covalent bonds. So it is:

Vv (f) = Vbonded (f) + Vnonbonded (f) 5 (2.12)

Let us now discuss the individual contributions to a molecular mechanics force field, giving a
selection of the various functional forms that are in common use. We shall then have a look at the
CHARMM force field which is used for our calculations.

2.6.2 Bonded terms
2.6.2.1 Bond Streching

The potential energy curve (Morse potential) for a typical bond has the shape shown in Fig. 2.7 (Solid
line). This potential has the form:

Vi () = Do{1 — eapl—a (I - 1p)]}? (2.13)

D, is the depth of the potential energy minimum and a = w.,/55-, where y is the reduced mass
and w is the frequency of the bond vibration. The frequency w is related to the streching constant
of the bond k, by w = \/%, where k; determines the strength of the bond. The length 1y is the

27



reference bond length. It is the value that the bond adopts when all other terms in the force field are
zero. Both [y and k; are specific for each pair of bound atom. Values of k; are often evaluated from
experimental data such as infrared stretching frequencies or from quantum mechanical calculations.
Values of [y can be inferred from high resolution crystal structures or microwave spectroscopy data.
The Morse potential is not usually used in molecular mechanics force fields. It is computationally
demanding the curve describes a wide range of behavior, from the strong equilibrium to dissociation.
Normally, this is not necessary for Molecular Mechanics calculations where we are more interested in
slight deviations of bonds from their equilibrium values. Consequently, simpler expressions are often
used. The most elementary approach is to use a Hooke’s Law formula in which the energy varies with

the square of the displacement from the reference bond length [y:

Ve (l) = %kz- (1= 1o)? (2.14)

The Hooke’s Law functional form is a reasonable approximation to the shape of the potential energy
curve at the bottom of the potential well, at distances that correspond to bonding in ground-state

molecules. Tt is less accurate away from equilibrium (Fig. 2.7 dotted line).
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Figure 2.7: Comparison of the simple harmonic potential (Hooke’s Law) with the Morse curve: The
Morse potential follows equation 2.13 with D.—1.0 kcal/mol, @ — 1.0 and Iy — 1.0 A and is shown as
solid line while the harmonic potential h(r) = 2.0(r — 1.0)? is represented as dotted line.

To approximate the Morse curve more accurately, cubic and higher terms can be included which
give a better model closer to the equilibrium structure than the quadratic form but also create a
potential passing through maxima further away from Jy. This can lead to a catastrophic lengthening
of bonds. Researchers in the team have used such a cubic potential to better approximate the energy
of the S-Cu and S-Hg bonds [59] added to the CHARMM force field. A plot of energy versus r; =
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S-Cu(I) distance is shown in Fig. 2.8. A comparison is done with a quantum chemical calculation
(ab initio) run with the program Gaussian. There is a good agreement between the ab initio and
CHARMM energies for values of 7 extending plus or minus 0.3 A away from the minimum. The
discrepancy between the ab initio and CHARMM energies for large r is due to the fact that either
the corrective anharmonic term in 73 is too strong (and negative : (rg — r) < 0 for large r) or higher

order anharmonic terms are missing in the potential.
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Figure 2.8: Plot of energy versus S-Cu(I) distance. The points corresponding to the ab initio and
CHARMM calculations, evenly spaced every 0.1 A | are shown as triangles and diamonds respectively.
An additional point at r=2.121 A corresponds to the minimum of the ab initio energy. The dashed
curve close to the CHARMM points represents the fitted potential in 72 + r3 and a dotted curve

represents the contribution of the harmonic term only to this potential.

2.6.2.2 Angle Bending

The deviation of valence angles from their reference values (Fig. 2.9) is also frequently described using

a harmonic potential:

Va(0) = %kﬁe (0 — 6p)* (2.15)

The force constant kg and the reference value 6y depend on the chemical type of atoms constituting
the angle. Rather less energy is required to distort an angle away from equilibrium than to stretch
or compress a bond, and thus force constants are smaller here. As with the bond-stretching terms,
the accuracy of the force field can be improved by the incorporation of higher-order terms. These
two terms, the bond-stretching and angle-bending, describe the deviation from an ideal geometry;

effectively, they are penalty functions and the sum of them should be close to zero in a perfectly
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Figure 2.9: Bond Angle 6

optimized structure. Most of the variation in structure and relative energies is due to torsional and

non-bonded contributions.

2.6.2.3 Torsional Terms

This term represents the torsion angle potential function which models the presence of steric barriers
between atoms separated by three covalent bonds. The existence of barriers to rotation about chemical
bonds is fundamental to understanding the structural properties of molecules and conformational
analysis. The three minimum energy staggered conformations and the three maximum-energy eclipsed
structures of ethane are a classic example of the way in which the energy changes with a bond rotation
[60].

Quantum mechanical calculations suggest that the rotation-barrier arises from antibonding in-
teractions between the H-atoms on opposite ends of the molecule; they are minimized when the
conformation is staggered. Not all molecular mechanics force fields use torsional potentials; it may
be possible to rely on non-bonded interactions between the atoms at the end of each torsion angle.
However, most force fields for organic molecules do use explicit torsional potentials with a contribution
from each bonded quartet of atoms A-B-C-D in the system (Fig. 2.10).

Figure 2.10: A torsion angle (dihedral angle) A-B-C-D is defined as the angle Phi between the planes
(ABC) and (BCD). A torsion angle can vary through 360 degrees.

Thus, there would be nine individual torsional terms for ethane. Torsional potentials are almost
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always expressed as a cosine series expansion. One functional form is:

Vir (6) = %/%.[1 + cos (ne — 0)] (2.16)

where the quantity k4 is often referred to as the barrier height. The value of k4 gives a qualitative
indication of the relative barriers to rotation; for example k4 for an amide bond (A-C—N-D) will be
larger than for a bond between two sp? carbon atoms (A-C-C-D). n is the periodicity; its value gives
the number of minimum points in the function as the bond is rotated through 360°C. § (the phase

factor) sets the minimum energy angle.

2.6.2.4 TImproper Torsions / Out-of-Plane Bending

Several chemical groups involve arrangements of 4 or more atoms in a plane like the peptide bond
in proteins. For these groups it is sometimes advantageous to have an additional term enforcing
planarity.

The simplest way to achieve the desired geometry is to use an out-of-plane bending term. One
approach is to treat the four atoms as an improper torsion angle i.e., a torsion angle in which the four
atoms are not bonded in the sequence A-B-C-D. (Fig. 2.11).

Figure 2.11: The improper dihedral term is designed to maintain planarity about certain atoms. The
potential is described by a harmonic function. « is the angle between the plane formed by the central

atom and two peripheral atoms and the plane formed by the peripheral atoms only.

A value of 0° corresponds to all four atoms being planar. The deviation of the out-of-plane coor-

dinate can be modeled using a harmonic potential of the form:

V(a) = %ka.aQ (2.17)

We are now going to have a look at the non-bonded terms which consist at least of the electrostatic

and the van der Waals interactions in the system.
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2.6.3 NonBonded terms
2.6.3.1 Electrostatic Interactions

Interactions between atoms due to their permanent dipole moments are described approximately by
treating the charged portions as point charges. Then we use the Coulomb potential for point charges
to estimate the forces between the charged atoms. The Coulomb potential is an effective pair potential
that describes the interaction between two point charges. It acts along the line connecting the two

charges. It is given, in SI units, by the equation:

.. 4:q;
Vi = —. 2.18
5 ) = ot (215)
or, in more useful AKMA units
Vi (i,5) = 33289 (2.19)
Tij

r; is the distance between ¢; and gj, the electric charge in coulombs carried by charge i and j
respectively, and ¢g is the electrical permittivity of space. Alternative approaches to the calculation of
electrostatic interactions, e.g. the central multipole expansion which is based on the electric moments,

may provide more exact solutions to the electrostatic interactions [61].

2.6.3.2 Van der Waals Interactions

The van der Waals interaction between two atoms arises from a balance between repulsive and at-
tractive forces. The repulsive force arises at short distances where the electron-electron interaction is
strong (Pauli repulsion). The attractive force, also referred to as dispersion force, arises from fluctua-
tions in the charge distribution in the electron clouds. The fluctuation in the electron distribution on
one atom gives rise to an instantaneous dipole which, in turn, induces a dipole in a second atom giving
rise to an attractive interaction. Each of these two effects is equal to zero at infinite atomic separation
and becomes significant as the distance decreases. The attractive interaction is longer range than the
repulsion but as the distance becomes short, the repulsive interaction becomes dominant. This gives
rise to a minimum in the energy (see Fig. 2.12).

The best known of the van der Waals potential functions is the Lennard-Jones 12-6 function, which

takes the following form for the interaction between two atoms:

Viaw () = 4e. [(5)12 - (g)ﬁ] (2.20)

T r

The Lennard-Jones 12-6 potential contains just two adjustable parameters: the collision diameter
o (the separation for which the energy is zero) and the well depth €. These parameters are graphically
illustrated in Fig. 2.12. The need for a function that can be rapidly evaluated is a consequence of
the large number of van der Waals interactions that must be determined in many of the systems
that we would like to model. The 12-6 potential is widely used, particularly for calculations on large

12°can be quickly calculated by squaring the r=6 term. The r~® term can also be

systems, as r—
calculated from the square of the distance without having to perform a computationally expensive
square root calculation. The 6-12 term between hydrogen-bonding atoms is replaced by an explicit

hydrogen bonding term in some force fields, which is often described using a Lennard-Jones 10-12

32



gy kcal/mol

_2_ _

Ener

|
N

08 1 12 14 16 18
Distance [A]

Figure 2.12: The Lennard-Jones potential following equation 2.20 with e—1.0 kcal/mol and ¢ — 1.0
Ais shown as solid line while the van der Waals attraction and Pauli repulsion are represented as

dash-dotted and dotted lines, respectively.

potential. The most time consuming part of a molecular dynamics simulation is the calculation of
the non-bonded terms in the potential energy function. In principle, these energy terms should be
evaluated between every pair of atoms; in this case, the number increases as the square of the number
of atoms for a pair-wise model. To speed up the computation two approaches are applied. In the
first approach the interactions between two atoms separated by a distance greater than a pre-defined
distance, the "cutoff” distance, are ignored. The interactions are simply set to zero for interatomic
distances greater than the cutoff distance (Truncation-Method) or the entire potential energy surface
is modified such that at the cutoff distance the interaction potential is zero (Shift-Method). The other
way is to reduce the number of interaction sites. The simplest way to do this is to subsume some or
all of the atoms (usually just the hydrogen atoms) into the atoms to which they are bonded (United-
Atom-Method). Considerable computational savings are possible; for example, if butane is modeled
as a four- site model rather than one with twelve atoms, the van der Waals interaction between all

the atoms involves the calculation of six terms rather than 78.

2.7 The CHARMM program and force field

2.7.1 The CHARMM forcefield

The CHARMM (Chemistry at HARvard Molecular Mechanics) program is a general purpose molec-
ular mechanics simulation program. Besides energy minimization, dynamics simulation, vibrational
analysis and thermodynamic calculations which are all performed with the use of the empirical po-
tential energy function (the force field), there are interfaces to several quantum mechanical programs

allowing mixed QM and MM calculations. The program can treat systems ranging in size from small
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individual organic molecules to large proteins and DNA molecules either isolated, in solutions or in
crystalline solids. In this section we explicitly describe the core of the CHARMM program, the force
field, and some important files which the program works with. We start with an introduction into
characteristics of force fields before dealing with the single portions of the function.

The CHARMM Force Field is a simple Molecular Mechanics force field which includes energy terms

previously described:

Up= > ke(r—ro)>+ Y k(0 —00)>+ > ky(1+cos(ng — 3))

bonds angles dihedrals
+ ) ku(w—wo)®+ D ke(6 - &)’
impropers UB

12 6
Tij Tij 47T606r Tij

x|

nonbonded

b %} (2.21)

2.7.2 Data Structures

Data Structures include information about the molecule, its composition, its chemical connectivity,
certain atomic properties and parameters for the energy function and more. This information for a
particular class of molecules, e.g. proteins or nucleic acids, is contained in the topology file and the
parameter file. For a specific molecule, the necessary data is stored in the Protein Structure File and

the Coordinate File, respectively.

2.7.2.1 Residue Topology File (RTF)

The RTF contains local information about atoms, bonds, angles etc. for each possible type of monomer
unit (residue) that can be used in building a particular type of macromolecule. For each residue the
covalent structure is defined, i.e., how the atoms are connected to one another to form amino acids,

DNA bases or lipid molecules.

2.7.2.2 Parameter File (PARAM)

The parameter File is associated with the RTF file as it contains all the necessary parameters for
calculating the energy of the molecule(s). These include the equilibrium bond lengths and angles for
bond stretching, angle bending and dihedral angle terms in the potential energy function as well as
the force constants and the Lennard-Jones 12-6 potential parameters. As already mentioned, these
parameters are associated with particular atom types.

For our particular study of metalloproteins, new parameters had been added to the CHARMM
potential following previous work by researchers in the laboratory [59]. Some of the new CHARMM
parameters for metals Cu(I) and Hg(II) are listed in Table 2.1. 4 atom types have been added : CU
for copper(I) and HG for mercury (II), SCU for a charged sulfur atom bonded to copper(I) and SHG
for a charged sulfur atom bonded to mercury (II).

Nonbonded parameters for the 4 new atom types are given in Table 2.2
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Bond distance | Force constant (kcal/mol/A 2) Equilibrium value (A)
SCU CU 82 2.135

SHG HG 97 2.319

Bond angle Force constant (kcal/mol/rad?) | Equilibrium value (degrees)
SCU CU SCU 18 182

SHG HG SHG 26 178.5

Table 2.1: New CHARMM bonded parameters for metals

Atom | Charge R (A) (= 0/2%/%) | € (kcal /mol)
HG 0.31 1.60 1.0
SHG | -0.27

CU 0.15 1.40 0.19
SCU | -0.60

Table 2.2: Charges and van der Waals parameters for a new metal force field in CHARMM.

2.7.2.3 Protein Structure File (PSF)

The PSF is the most fundamental data structure used in CHARMM. It is generated for a specific
molecule or molecules and contains the detailed composition and connectivity of the molecule(s). It
describes how molecules are divided into residues and molecular entities (segments), which can range

from a single macromolecular chain to multiple chains solvated by explicit water molecules.

2.7.2.4 Coordinate File (CRD)

The CRD file contains the Cartesian coordinates of all atoms in the system. Those are most often
obtained from X-ray crystal structures or from NMR structures. Missing coordinates can be built
within the CHARMM program.

2.7.3 Energy Minimization in CHARMM
2.7.3.1 Description of Minimization

Minimization reduces the energy of the system to the lowest possible point, simulating the system’s en-
ergy as absolute zero. There are different methods used for calculating the lowest-energy conformation

of a given structure.

2.7.3.2 Minimization methods

The simplest minimization algorithm is steepest descent (SD). In each step of this iterative procedure,
the coordinates are adjusted in the negative direction of the gradient. It has one adjustable parameter,

the step size, which determines how far to shift the coordinates at each step. The step size is adjusted
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depending on whether a step results in a lower energy. i.e., if the energy drops, the step size is
increased by 20% to accelerate the convergence. If the energy rises, overshooting a minimum, the step
size is halved. Steepest descent does not converge in general, but it will rapidly improve a very poor
conformation.

A second method is the conjugate gradient technique (CONJ) which has better convergence char-
acteristics [62]. The method is iterative and makes use of the previous history of minimization steps
as well as the current gradient to determine the next step. It can be shown that the method converges
to the minimum energy in N steps for a quadratic energy surface where N is the number of degrees of
freedom in the energy. Since several terms in the potential are quadratic, it requires less evaluations of
the energy and gradient to achieve the same reduction in energy in comparison to steepest descent. Its
main drawback is that with very poor conformations, it is more likely to generate numerical overflows
than steepest descent. The algorithm used in CHARMM has a slightly better interpolation scheme
and automatic step size selection.

A third method involves solving the Newton-Raphson (NRAP) minimization equations iteratively.
This procedure requires the computation of the derivative of the gradient which is a matrix of size
O(n?). The procedure here is to find a point where the gradient will be zero (hopefully a minimum
in energy) assuming that the potential is quadratic. The Newton-Raphson equations can be solved
by a number of means, but the method adopted for CHARMM involves diagonalizing the second
derivative matrix and then finding the optimum step size along each eigenvector. The advantages of
this method are that the geometry cannot remain at a saddle point, as sometimes occurs with the
previous procedures, and that the procedure converges rapidly when the potential is nearly quadratic
(or cubic). The major disadvantage is that this procedure can require excessive storage requirements,
O(n?), and computation time, O(n?), for large molecules. Thus we are currently restricted to systems
with about 200 atoms or less for this method. IMAGES and SHAKE are currently unavailable with
this method.

Finally, the most generally used method is an adopted basis Newton-Raphson method (ABNR).
This routine performs energy minimization using a Newton-Raphson algorithm applied to a subspace
of the coordinate vector spanned by the displacement coordinates of the last (MINDim) positions.
The second derivative matrix is constructed numerically from the change in the gradient vectors, and
is inverted by an eigenvector analysis allowing the routine to recognize and avoid saddle points in the
energy surface. At each step the residual gradient vector is calculated and used to add a steepest
descent step onto the Newton-Raphson step, incorporating new direction into the basis set. This

method is the best for most circumstances.

2.8 Solvation

2.8.1 Explicit solvation

Solvating consists in surrounding the solute, generally a protein or DNA strand, with a solvent. This
is very useful in biomolecular simulations since biochemical reactions generally take place in a viscous
environment. To deal with the problem of a theoretically "infinite” bulk solvent compared to the size

of the macromolecule, one usually employs periodicity and so-called "Periodic boundary conditions”.
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2.8.1.1 Periodic boundaries

Periodic boundary conditions (PBC) are a set of boundary conditions that are often used to simulate
a large system by modelling a small part that is far from its edge. Periodic boundary conditions
resemble the topologies of some video games; a unit cell or simulation box of a geometry suitable for
perfect three-dimensional tiling is defined, and when an object passes through one face of the unit
cell, it reappears on the opposite face with the same velocity. The simulation is of an infinite perfect
tiling of the system. The tiled copies of the unit cell are called images, of which there are infinitely
many. During the simulation, only the properties of the unit cell need be recorded and propagated.
The minimum-image convention shown in Fig. 2.13 is a common form of PBC particle bookkeeping
in which each individual particle in the simulation interacts with the closest image of the remaining

particles in the system.
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Figure 2.13: Two-dimensional view of the minimum-image convention for Periodic boundary condi-
tions. Each particle in the simulation cell (center) interacts with images in the 8 neighbouring cells (26
in 3-D). When a particle A lives the central simulation cell, for instance by the left, it automatically

"reenters” by the right side through its periodic copy A4.

In CHARMM, to solvate a protein prior to a simulation using PBC, we generally embed it inside a
parallelepipedic box of TIP3P waters. Then we delete all waters with O atom closer than 2.4 A from
any heavy atom of the protein. Then, we minimize the energy of the system and run equilibration MD
phases where protein atoms are harmonically restrained to their original positions with decreasing force
constants. Alternatively, for a simulation inside a spherical droplet of water, the system is immersed
inside a sphere of pre-equilibrated water molecules and equilibrated after removing overlapping waters.
The immersion procedure can be repeated several times so as to prevent solvent holes.

In CHARMM, there is no specific command for solvation, but all the preceding stages can be done

through a series of commands and scripts.
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2.8.2 Implicit solvation

Implicit solvation (sometimes known as continuum solvation) is a method of representing solvent as
a continuous medium instead of individual “explicit” solvent molecules most often used in molecular
dynamics simulations and in other applications of molecular mechanics (see above). The method is
often applied to estimate free energy of solute-solvent interactions in structural and chemical processes,
such as folding or conformational transitions of proteins, DNA, RNA, and polysaccharides, association
of biological macromolecules with ligands, or transport of drugs across biological membranes.

The implicit solvation model is justified in liquids, where the potential of mean force can be
applied to approximate the averaged behavior of many highly dynamic solvent molecules. However,
the interiors of biological membranes or proteins can also be considered as media with specific solvation
or dielectric properties. These media are continuous but not necessarily uniform, since their properties
can be described by different analytical functions, such as "polarity profiles” of lipid bilayers [63]. There
are two basic types of implicit solvent methods: models based on accessible surface areas (ASA)
that were historically the first, and more recent continuum electrostatics models, although various
modifications and combinations of the different methods are possible.

The accessible surface area (ASA) method is based on experimental linear relations between Gibbs
free energy of transfer and the surface area of a solute molecule [64]. This method operates directly
with free energy of solvation, unlike molecular mechanics or electrostatic methods that include only
the enthalpic component of free energy. The continuum representation of solvent also significantly
improves the computational speed and reduces errors in statistical averaging that arise from incomplete
sampling of solvent conformations [65] so that the energy landscapes obtained with implicit and explicit
solvent are different [66]. Although the implicit solvent model is useful for simulations of biomolecules,
this is an approximate method with certain limitations and problems related to parameterization and

treatment of ionization effects.

2.8.2.1 Accessible surface area based method

The free energy of solvation of a solute molecule in the simplest ASA-based method is given by:

AGgory = Y 0iASA, (2.22)
i

where ASA; is the accessible surface area of atom 4, and o; is the solvation parameter of atom 4,
i.e. a contribution to the free energy of solvation of the particular atom ¢ per surface unit area. The
required solvation parameters for different types of atoms (C, N, O, S, etc.) are usually determined
by least squares fit of the calculated and experimental transfer free energies for a series of organic
compounds. The experimental energies are determined from partition coefficients of these compounds
between different solutions or media using standard mole concentrations of the solutes [67].

It is noteworthy that solvation energy is free energy required to transfer a solute molecule from a
solvent to "vacuum” (gas phase). This solvation energy can supplement the intramolecular energy in
vacuum calculated in molecular mechanics. Therefore, the required atomic solvation parameters were
initially derived from water-gas partition data [68]. However, the dielectric properties of proteins and

lipid bilayers are much more similar to those of nonpolar solvents than to vacuum. Newer parameters
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have therefore been derived from water-octanol partition coefficients [69] or other similar data. Such
parameters actually describe transfer energy between two condensed media or the difference of two

solvation energies.

2.8.2.2 Poisson-Boltzmann

Although this equation has solid theoretical justification, it is computationally expensive to calculate
without approximations. The Poisson-Boltzmann equation (PB) describes the electrostatic environ-
ment of a solute in a solvent containing ions. It can be written in cgs units as:

V. [e(f‘)ﬁ‘ll(f')] = —dmp(r) — 47TZciziq)\(F).ea:p [_21227‘?@} (2.23)

where €(7) represents the position-dependent dielectric, ¥(7) represents the electrostatic potential,
p(7) represents the charge density of the solute, ¢; represents the concentration of the ion i at a distance
of infinity from the solute, z; is the valence of the ion, ¢ is the charge of a proton, kp is the Boltzmann
constant, T is the temperature, and () is a factor for the position-dependent accessibility of position
r to the ions in solution (often set to uniformly 1). If the potential is not large, the equation can be
linearized to be solved more efficiently [70].

A number of numerical Poisson-Boltzmann equation solvers of varying generality and efficiency have
been developed [71], including one application with a specialized computer hardware platform [72].
However, performance from PB solvers does not yet equal that from the more commonly used gener-

alized Born approximation [73].

2.8.2.3 Generalized Born

The Generalized Born (GB) model is an approximation to the exact (linearized) Poisson-Boltzmann
equation. It is based on modeling the protein as a sphere whose internal dielectric constant differs

from the external solvent. The model has the following functional form:
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where € is the permittivity of free space, € is the dielectric constant of the solvent being modeled,
q; is the electrostatic charge on particle ¢, 7;; is the distance between particles ¢ and j, and a; is a
quantity (with the dimension of length) known as the effective Born radius [74]. The effective Born
radius of an atom characterizes its degree of burial inside the solute; qualitatively it can be thought

of as the distance from the atom to the molecular surface. Accurate estimation of the effective Born
radii is critical for the GB model |75].
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2.8.2.4 GBSA

GBSA is simply a Generalized Born model augmented with the hydrophobic solvent accessible surface
area, SA term. It is among the most commonly used implicit solvent model combinations. The
use of this model in the context of molecular mechanics is known as MM/GBSA. Although this
formulation has been shown to successfully identify the native states of short peptides with well-
defined tertiary structure [76], the conformational ensembles produced by GBSA models in other
studies differ significantly from those produced by explicit solvent and do not identify the protein’s
native state [66]. In particular, salt bridges are overstabilized, possibly due to insufficient electrostatic
screening, and a higher-than-native alpha helix population was observed. Variants of the GB model
have also been developed to approximate the electrostatic environment of membranes, which have had

some success in folding the transmembrane helices of integral membrane proteins [77].

2.8.2.5 Ad-hoc fast solvation models

Another possibility is to use ad-hoc quick strategies to estimate solvation free energy. A first generation
of fast implicit solvents is based on the calculation of a per-atom solvent accessible surface area. For
each of group of atom types, a different parameter scales its contribution to solvation ("ASA-based
model" described above). 78]

Another strategy is implemented for the CHARMM19 force-field and is called EEF1 [79]. EEF1 is

based on a Gaussian-shaped solvent exclusion. The solvation free energy is
AGEY = AGT ST [ fir)dr (2.:24)

The reference solvation free energy of ¢ corresponds to a suitably chosen small molecule in which
group 4 is essentially fully solvent-exposed. The integral is over the volume V; of group j and the
summation is over all groups j around i. EEF1 additionally utilizes a distance-dependent (non-
constant) dielectric, and ionic side-chains of proteins are simply neutralized. It is only 50% slower
than a vacuum simulation. This model was later augmented with the hydrophobic effect and called
Charmm19/SASA. [80]

2.8.3 Hybrid implicit/explicit solvation models

It is possible to include a layer or sphere of water molecules around the solute, and model the bulk
with an implicit solvent. Such an approach is proposed by M.S. Lee and coworkers [81]. The bulk
solvent is modeled with a Generalized Born approach and the multi-grid method used for Coulombic
pairwise particle interactions. It is reported to be faster than a full explicit solvent simulation with

the particle mesh Ewald (PME) method of electrostatic calculation.

2.8.4 Effects not accounted for
2.8.4.1 The hydrophobic effect

Models like PB and GB allow estimation of the mean electrostatic free energy but do not account for

the (mostly) entropic effects arising from solute-imposed constraints on the organization of the water
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or solvent molecules. This is known as the hydrophobic effect and is a major factor in the folding
process of globular proteins with hydrophobic cores. Implicit solvation models may be augmented
with a term that accounts for the hydrophobic effect. The most popular way to do this is by taking
the solvent accessible surface area (SASA) as a proxy of the extent of the hydrophobic effect. Most
authors place the extent of this effect between 5 and 45 cal/(? mol). [82] Note that this surface
area pertains to the solute, while the hydrophobic effect is mostly entropic in nature at physiological

temperatures and occurs on the side of the solvent.

2.8.4.2 Viscosity

Implicit solvent models such as PB, GB, and SASA lack the viscosity that water molecules impart by
randomly colliding and impeding the motion of solutes through their van der Waals repulsion. In many
cases, this is desirable because it makes sampling of configurations and phase space much faster. This
acceleration means that more configurations are visited per simulated nanosecond, on top of whatever
CPU acceleration is achieved in comparison to explicit solvent. But it can lead to misleading results
when kinetics are of interest. Viscosity may be added back by using Langevin dynamics instead of

Hamiltonian dynamics and choosing an appropriate damping constant for the particular solvent [83].

2.8.4.3 Hydrogen-bonds with water

The average energetic contribution of protein-water hydrogen bonds may be reproduced with an

implicit solvent. However, the directionality of these hydrogen bonds will be missing.
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Chapter 3
Metal-Binding Membrane Proteins

In this chapter, I will present ionic channels and transporters introducing a modelling study we have
recently published [84]. Then, I will give an overview of the current knowledge on metal transporting

ATPases, subject of the major part of this thesis.

3.1 Ionic Channels and Transporters

3.1.1 Overview

Membrane transport proteins are crucial for life. They regulate the fluxes of ions, nutrients and
other molecules across the membranes of all cells, and their activities underlie physiological processes
as diverse as brain electrical activity, muscle contraction, water and solute transport in the kidney,
hormone secretion and the immune response. Mutations in membrane transport proteins, or defects
in their regulation, are responsible for many human diseases. Consequently, these proteins are targets
for widely used therapeutic drugs.

Traditionally, membrane transport proteins have been divided into two groups: channels and trans-
porters. Channels are membrane-spanning water-filled pores through which substrates passively dif-
fuse down their electrochemical gradients whenever the regulatory gate is open. Transporters undergo
a cycle of conformational changes linked to substrate binding and dissociation on opposite sides of the
membrane. This conformational cycle can be coupled to energy sources like pre-existing ion gradients
or ATP hydrolysis, thus allowing substrates to be moved "uphill” against their concentration gradients,

as in nutrient and ion accumulation into the cell or export from the cell of ions, drugs or xenobiotics.

All transporters must effectively have two "gates” that control access from either side of the mem-
brane to the substrate-binding sites as well as a conformational cycle that prevents both these gates
from being open at the same time. It is obvious that if both gates were open simultaneously, the
protein would then operate as a channel. And, owing to the orders-of-magnitude higher flow rates
through channels than through transporters, even a fleeting moment of channel-like behaviour would
render a transporter useless. To obviate any such occurrence, the conformational cycles of many
transporters incorporate occluded states in which both gates are shut, enclosing the bound substrate,

before one of the gates opens to release it.
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3.1.2 Special ATP-binding cassette transporters

ATP-binding cassette (ABC) transporters are ubiquitous membrane proteins that couple the energy
of ATP hydrolysis to translocation of diverse substrates across cell membranes. It has long been
recognized that the sulphonylurea receptor SUR and the cystic fibrosis transmembrane conductance
regulator CFTR are exceptional among ABC proteins in that they do not serve as pumps. Instead, they
have hijacked the ATP-binding and hydrolytic activity of the nucleotide-binding domains (NBDs) to
gate an intrinsic chloride channel (CFTR) or to regulate the gating of a separate inward-rectifier Karp
potassium channel (SUR). Recent crystal structures of bacterial ABC transporters have suggested a
common molecular mechanism by which binding and hydrolysis of ATP are coupled to conformational

changes in the membrane-spanning domains, as discussed by [85].

3.1.3 K pp-channels

ATP-sensitive potassium (Kapp) channels are non-voltage-dependent, potassium-selective channels
gated by the intracellular nucleotides ATP and ADP. Gating is complex and thought to reflect the
static and dynamic nature of the cellular metabolic status. Thus Kapp channels are postulated to act
as sensors of intracellular metabolism, tuning the potassium permeability, and therefore the electrical
activity, of a cell to its energetic balance. These channels are present in most excitable cells. In
pancreatic 3 cells, they play a key role in coupling insulin secretion to plasma glucose. In muscle
and neuronal cells, their function is not as firmly established but evidence is strengthening for an
implication in the protective response to various metabolic insult.

The Karp channel is made up of two proteins: the ~ 160 kDa sulfonylurea receptor SUR which
is a member of the ATP binding cassette (ABC) transporter family, and a smaller ~ 40 kDa protein
Kir6.2 (Uniprot entry IRK11-HUMAN) or Kir6.1 which belongs to the inward rectifier K* channel
family. Four Kir6.x subunits assemble to form a K'-selective pore, which is constitutively associated
to four SUR subunits, (Fig. 3.1).

The ultrastructure of the Karp channel is unique for an ion channel as it is the only known
instance of such an intricate partnership between members of the ion channel and ABC protein gene
families. Kir6.x channels are already endowed with an inhibitory site for ATP, which is modulated
by phospholipids. SUR adds two nucleotide binding sites able to bind and hydrolyze ATP. The
resulting channel complex is predicted to have 96 transmembrane helices and 12 nucleotide binding
sites. Another peculiar trait of the Kapp channel is its pharmacological repertoire, which is the richest

of all known potassium channels and includes both blockers and openers.

3.1.4 Biomolecular sensors based on SUR

Protein-based bio molecule sensors engineered by covalent assembly of natural ion channels and recep-
tors forming nanoscale electrical biosensors, are promising tools for diagnostics and high-throughput
screening systems. The electrical signal (current through the channel) allows label-free assays with

high signal /noise ratio and fast real-time measurements that are well adapted to microelectronic chips.

electrical switch. Advances in this field has relied on synthetic ion-conducting pores and modified
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Sulfonylurea receptor Inward rectifier channel
SUR2A Kir6.2

Octameric
cardiac K,;» channel
complex

Figure 3.1: Hypothetical structural organization of the cardiac Kapp channel. Kir6.2 (390 amino
acids) and SUR2A (1549 amino acids) are the constitutive subunits of the cardiac Karp channel. Four
subunits of the inwardly-rectifying KT channel, Kir6.1 or Kir6.2, associate with four ABC proteins,
SUR, to form a functional Ks1p channel octamer. Kir6.x has two transmembrane helices M1 and M2,
and a large cytoplasmic domain harboring an inhibitory binding site for ATP. SUR possesses three
transmembrane domains (TMDO, 1 and 2), and two cytoplasmic nucleotide binding domains (NBD1

and 2) Bottom representation is a bird’s eye view of the assembled complex.
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ion channels that are not yet suitable for biomolecule screening. Based on the example of the chan-
nel coupled to SUR, researchers in M. Vivaudou’s team (Institut de Biologie Structurale, Grenoble)
have designed and characterized novel bioelectric sensing elements engineered by coupling an ion
channel to G-Protein-Coupled Receptors (GPCRs). These Ion Channel Coupled Receptors (ICCRs)
may potentially detect a wide range of ligands recognized by natural or altered GPCRs. GPCRs are
major pharmaceutical targets, and ICCRs could form the basis of a unique platform for label-free
GPCR-drug screening.

As discussed earlier, the ICCR model, the inward-rectifier K channel Kir6.2 and the ATP- binding-
cassette (ABC) protein SUR are structurally unrelated membrane proteins that associate naturally
to form the ATP-sensitive K channel (Katp), a sensor of cellular metabolism. In the Karp channel,
Kir6.2 and SUR are functionally coupled so that binding of metabolites or pharmacological agents to
SUR modulates the opening and closing of Kir6.2. Inspired by this rather unique design, the idea
was that if SUR could be replaced by another receptor such as a GPCR, an ion channel sensitive to
GPCR ligands could be created and utilized to convert chemical information into an electrical signal
(Fig. 3.2)

3.1.5 Model of an ICCR

The GPCR which was chosen for this study is HM2 (Uniprot entry ACM2-HUMAN), the human
muscarinic receptor which counts 466 amino acids, while Kir6.2 was chosen as the K™ channel. Ex-
perimentally, the binding of acetylcholine to HM2 effectively induces a current flowing through Kir6.2.

To shed some light on the mechanism of signal transduction between HM2 and Kir6, models of
HM2, Kir6 monomer, Kir6 tetramer and HM2 monomer linked to Kir6 tetramer were built.

Initial models of HM2 monomer and Kir6 (mono- and tetra-mer) were first built by homology
modeling with the program Modeller (see section 2.2.3). HM2 was modeled from the structure of the
adrenergic receptor (PDB code 2RH1) (See Fig. 3.3) and Kir6 was modeled from a 3D structural align-
ment with 3 known structures: chimera between kirBac and Kir3.1 (PDB code 1N9P), cytoplasmic
parts of Kir2.1 (PDB code 2GIX) and Kir3.1 (PDB code IN9P) (See Fig. 3.4).

10 models of each protein were built and the model with lowest objective function retained. Initial
structures of HM2 and Kir6 were then refined with program CHARMM with several stages of energy
minimization with decreasing restraints on the atomic position of backbone atoms. In particular, two
constraints were added in the Kir6 model to maintain the two (§ strands between residues V36 and
S37 for first strand and between N41 and C42 for the second.

Then the two proteins were linked, C-terminal residue of HM2 bonded to the N+25 terminal
residue of Kir6. The choice of deleting the 25 NTER residues of Kir corresponds to a successfully
coupled experimental construct. The two proteins were oriented with their transmembrane helical
region perpendicular to the XY plane (membrane region). HM2 and Kir6 were rotated around the Z
axis so that their sliding helices (residues 447 to 456 for HM2 and 57 to 66 for Kir6) lay In the same X
axis orientation. HM2 was translated away from Kir6 so that the linker region (residues 457 to 522 of
the complete construct) was totally extended. Indeed, in this simple mechanism, we assumed that the
"signal” is transmitted from HM2 to Kir6 by mechanical work on the completely extended and almost
stiff linker. After model building sketched in Fig. 3.5, we used the program AMD (See section 2.4) to

46



Extracellular
GPCH [[| e Cell membrane
. Intraceliular

[nactive Active
G-protein G-protein

lomic current .

5 L e

Covalent inkage &
belween receptor
C-ter and channel N-ter

Figure 3.2: a, Upon binding of its ligand at an extracellular site, a transmembrane G-protein-coupled
receptor (GPCR) adopts a new conformation that triggers activation of intracellular G-proteins. b, In
an ICCR, the GPCR is attached to an ion channel in such a way that both proteins are mechanically
coupled. When the GPCR binds a ligand and changes conformation, this change is directly transmitted

to the channel and results in a change in gating and in the ionic current through the channel
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Figure 3.3: Alignment between HM2 (ACM2) and the human adrenergic receptor (ADRE) done with

the program CLUSTALW [86].
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Kir6.2 GTH.V 6IN;IS FEIS AFLFS I EQYT IGIYGEREIVTIIECP)MA TINTIMRYQRIT VGINT IR AR 163
170 180 190 200 210 220
chimera T{g®A BIOPKKRAETLMFSEHAVISMRD GKLWLMFRVGNLRRISHMVSAQIRCIMLLKSR 185
Kir3.1 M BIOPKKRAETLMFSEHAVISMRD GKLWWLMFRVGNLRRSHMVSAQIRCIMLLKSR 425
Kir2.1 AVMA 443
Kir6.2 LS gMATARAHREINYORT |k FEARN T LiH{ERINC UL IREED WK EM T TEATIHMQVVRKT 223
280
N G- B TPEGEFLPLDQLIARDVGFSTGADQIRFLVSPLTICHVIDAKSPIRYD LS QREMQ THENF EAY 244
Kir3.1 QTPEGEFLPLDQLIN#DVGFSTGADQIRFLVSPLTICHVIDAKSPEYD LS QREMQ TRENEF EXY 484
Kir2.1 FITRIE G Ef@iP LD QiR ajV GEPEGDIRF LY S PHT IGHI DiskS PIRY D L SEABESIINYs]E EXs 502
Kir6.2 TSRV VIPUHNVD IPMENG ViGN G I|RRYA SN TRRY R eeS NV L pgsBAPSD LHHHQD LA T 283

340

chimera IAKVDYSQFHATFEVFHTP 303
Kir3.1 IAKVDYSQFHATFEVFPETP 543
Kir2.1 VVILEGRIVERTIMTIQERES YIWYIEML WG HR[§AP ViBRERGR@K VD Y SEIFHIATRE VPITP 562
Kir6.2 INVILEGVETTGUTINQARTS Y|WAD EXNL WG[NR FYYF IR DRYSKGNIK NTP 342
350 360
chimera PYEIVKINQ S VP R . . . e e e 323
Kir3.1 PYRIVKINQ S IAPAITESKERHNSVECLDGLDDISTKPLQKITGRFPK 603
Kir2.1 LCEIARDLAPKKYILEINANSFCYER. . . .. .. ... ... .. .. EVARTEIMEE . . . . EJSEN 601
Kir6.2 LCTARQLD DRSLLDATLASSRG .................................... 366
370 380 390
[ T 1T - 323
Kir3.1 KLLRMSTEKAYSLGDLPMKQRI GNSIMEYLVSKTTKMLSDFMSQSVADLPPKL 663
Kir2.1 GVPESTEMDEIPPG. ... ... IDISHNQA . LIMERPLRRESEI................ 636
Kir6.2 .. ... ... PIBRKREIVAVAKAKIFAFSISPDSLS. . . .. ... .. ..... 390
chimera . ...... ... ... .. 323
Kir3.1 QKMAGGPTRMEGNLPAKLRKMNSDRFT 690
Kir2.1 e 636
Kir6.2 .. e e e 390

Figure 3.4: Alignment between Kir6.2 a chimera between kirBac and Kir3.1, Kir2.1 and Kir3.1 done
with the program CLUSTALW |86].
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interactively apply forces on HM2 transmembrane helix VII (residues 424-443) and on the linker.

Figure 3.5: Hypothetical mechanism of intermolecular gating control. Transmembrane view of a
molecular model of the HM2-Kir6.2 channel complex where the front and back subunits of the tetramer
have been removed. GPCR conformational changes upon ligand binding could trigger a movement of
helix VII that would pull on the Kir6.2 N-ter. The exerted force could be transmitted to the Kir6.2
C-ter, via the region of interaction between Kir6.2 C-ter and N-ter (circled in yellow), and to the

attached transmembrane inner helix that controls channel gating.

A clear effect on the gating of Kir6 could not be observed for several possible reasons:

The model of HM2 or Kir6 may not be optimal; especially the interface region

- The structure of the linker region, crudely modeled as extended, may be wrong

- Transmission of the signal may be more complicated than just mechanical work on the linker

Forces applied were probably too strong. Smaller forces should be added continuously and for

larger times (not interactively).

This project will be pursued in the coming years with M. Vivaudou’s team. The program AMD,
under development in S. Redon’s team (INRIA, Grenoble), will be more performing with a lot of new

functionalities, like accounting for symmetries in the systems and improved user interface.

Let’s now come to other ATP-dependant ion transporters: P-Type ATPases
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3.2 Generalities about P-Type ATPases

3.2.1 Introduction

Homeostasis and extrusion of solutes were processes developed early by the cells in order to survive
[87]. The plasma membrane is the essential permeability barrier that separates the inside of the cell
from the outside. However, it should also allow the transport of desired solutes. Transmembrane
transport proteins are ubiquitous proteins that regulate intracellular concentrations of solutes by
either extrusion or accumulation in sub-cellular organelles. P-Type ATPases are a ubiquitous family
of transmembrane proteins involved in the cation transport against electrochemical gradients . The
main structural characteristics of these enzymes are six to ten transmembrane a-helices (H1-H10) and
one ATP binding domain. A highly conserved sequence (DKTGT) is present in the large cytoplasmic
loop, and phosphorylation of the aspartic acid residue drives the key conformational changes in the
protein [88].

The P-type ATPase is an extensive and expanding family of proteins that is divided into five groups
(and some sub-groups) based on sequence alignments and putative ion specificity [89]. In this way,
the group P1 is divided into: A: K and B: heavy metals (Cu®, Ag", Cu?t, Cd?", Zn?", Ph2t,
Co?") transporters. Group P2: A: Ca?t, Mn?" including SERCA pumps; B: Ca?"; including PMCA
pumps; C: Nat/K*; HY /K" and D: possible Na': Ca?" pumps. Group P3: A: H" and B: Mg?"
transporters. P4 and P5 are groups with unknown selectivity but it was proposed that P4 could be

related to the transport of lipids.

3.2.2 Catalytic Mechanism of P-type ATPases

Active transport of the metal by P-type ATPases follows the E1-E2 Albers-Post model by alternating
the affinities of intracellular metal binding sites from high (E1) to low (E2) (Fig. 3.6) [90].

In the E1 state the ATPase has a high affinity for the metal and the Trans-Membrane Binding
Domains (TMBDs) are accessible only from the cytoplasmic side. In contrast, an enzyme in the E2
state has low affinity for the metal and in this conformation the metal binding site faces the opposite
side of the membrane. According to this model, the enzyme in E1 state is phosphorylated by Mg-ATP
with metal ion binding to the TMBD from the cytoplasmic side (E1.ATP.nM ™). The phosphorylation
occurs with the transfer of the terminal phosphate of ATP to a conserved Asp residue located in the
P-domain followed by the subsequent release of ADP (E1.P.nM*"). This phosphorylation causes
occlusion of the bound metal ion at the TMBD. The enzyme is unstable in the E1.P state and
converts rapidly to the E2.P state. This transition leads to the release of the metal ions into the
extracellular /luminal compartment. Finally, dephosphorylation takes place and the enzyme returns
to the unphosphorylated and metal free form (E2). The enzyme then returns to the E1 conformation
upon ATP (mM) binding to E2. Biochemical studies with eukaryote, prokaryote and archeal P-type
ATPases have provided evidence for individual steps of the catalytic mechanism. ATPase activity,
phosphorylation, dephosphorylation and metal transport studies have been carried out with isolated

or membrane preparations of ATPases [91] [92].
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Figure 3.6: Catalytic Mechanism of P-type ATPases. E1 and E2 represent the different conformations
of the enzyme. M™" represent the different metals that are transported by P-type ATPases. n indicates
the uncertainty on the stoichiometry of the metal transport. M™" (in) represents the cytoplasmic and

M*" (out) represents the extracellular or luminal localization of the transported metal.

3.3 SERCA : A P-type ATPase of known tri-dimensional structure

3.3.1 Structure of SERCA

The Ca?t ATPase from rabbit skeletal muscle sarcoplasmic reticulum ( SERCAla ) is an integral
membrane protein of 110 kda and structurally and functionally the best characterized member of the
P-type ion translocating ATPases superfamily (more specifically P2A). The sarcoplasmic reticulum
Ca?" ATPase transports Ca%" from the cytoplasm of muscle cells into the Sarcoplasmic Reticulum
(SR) lumen. Transport of two Ca?" is coupled to the hydrolysis of one molecule of ATP. In exchange
for Ca?", two to three protons are counter-transported. Crystal structure of most major transport
intermediates or analogs thereof have been obtained [93]. The structures corresponding to the four
states in the catalytic cycle are shown on Fig. 3.7. The ATPase consists of a transmembrane domain
(M) with 10 transmembrane helices and three cytoplasmic domains: phosphorylation (P), nucleotide
binding (N) and actuator (A) domain. The P domain contains the phosphorylation site ASP-351 and
the N domain interacts with ATP. In the Ca?"-ATPase SERCA, the Ca?" binding sites in the M
domain are formed by residues in transmembrane helices TMH4, TMH5, TMH6 and TMHS8 which
requires that TMH4 and TMHG6 are unwound near the Ca?" binding sites. Helices TMH7 to TMH10
keep their position in the different transport intermediates and seem to anchor the protein in the
membrane. In contrast, TMH1 to TMH6 move considerably upon Ca?* binding and dissociation and

upon nucleotide binding (See Fig. 3.7).
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E2-ATP

ATP + 2-3 H*

2 Ca?* +ADP Ca,E1-P-ADP
E2-P*-ATP GCa,E1~P-AMPPN

E2-AlF,~AMPPCP

Figure 3.7: Structures of Ca?t ATPase in the 4 states of its catalytic cycle. From work by Nissen et
al. [94].

3.4 P1B-type ATPases

3.4.1 Structural Features of P1B-type ATPases

P1B-type ATPases, a subfamily of P-type ATPases, transport a variety of monovalent and divalent
heavy metals across membranes using the energy of hydrolysis of the terminal phosphate bond of ATP
[89] [95]. They are thought to appear in early evolution and are key proteins in the maintenance of
metal homeostasis in a number of organisms including archea, bacteria, fungi, and eukarya [89].
Analysis of P1B-type ATPases sequences suggests that most have 8 transmembrane helices (TM)
(Fig. 3.8) [96]. However, a small subgroup of P1B-type ATPases appears to have 6 TMs [96]. The
presence of 8 TMs has been experimentally confirmed for two bacterial enzymes, Helicobacter pylori
CadA and Staphylococcus aureus CadA [97] [98]. The conserved residues in TMs H6, H7 and H8 form
the transmembrane metal binding domain (TMBD) and provide signature sequences that predict the
metal selectivity of P1B-type ATPases [96] [99]. A large cytoplasmic loop responsible for ATP binding
and hydrolysis is located between TMs H6 and H7. This loop, referred to as ATP binding domain
(ATP-BD), encompasses the nucleotide binding (N) and phosphorylation (P) domains (Fig. 3.8) [100].
These two domains are separated by a “hinge” region. The smaller cytoplasmic loop between
TM H4 and H5 forms the actuator (A) domain [100]. In the Ca?"-ATPase, SERCAT1, this loop has
been shown to interact with the P-domain during the catalytic cycle [104] [93]. In addition to the
TMBD, most P1B-type ATPases have regulatory cytoplasmic metal binding domains located in the
N-terminus (N-MBDs), C-terminus (C-MBDs), or both. Most N-MBDs are characterized by one to
six copies of a highly conserved domain containing the CXXC sequence [96]. These Cys residues can
bind both monovalent and divalent cations (Cu®, Cu?", Zn?" and Cd*") [105] [106]. In some cases

these sequences are replaced by His repeats or other diverse sequences [96] [107].
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Extracellular/luminal side

deae

N-MBD V&{?

Cytoplasmic side

Figure 3.8: Schematic representation of the membrane topology of P1B-type ATPases. Transmem-
brane helices, H1-H8, are indicated. The relative locations and structure of Archaeoglobus fulgidus
CopA actuator (A) domain and phosphorylation (P) and nucleotide (N) domains [101] [100] are shown.
To represent one of the repeats present in the N-terminus the human Menkes disease protein (MNK)
fifth N-terminal metal binding domain (N-MBD) [102] is depicted. The conserved amino acids in H6,
H7 and HS8 forming the transmembrane metal binding sites (TMBDs) are symbolized by red dots.
The C-terminal metal binding domains (C-MBDs) with likely diverse structures are represented by
yellow rectangles. (Adapted from a figure by Arguello et al. [103])

o4



3.4.2 Physiological Roles of P1B-Type ATPases

P1B-type ATPases were first identified in bacteria like Staphylococcus aureus plasmid pI258 [108],
Rhizobium meliloti [109], Escherichia coli [110], Enterococcus hirae [111] and Synechococcus PCC 6803
[112|. Gene knockout studies with most bacterial P1B-ATPases resulted in sensitivity of bacteria to
high concentrations of metals indicating these ATPases have roles in maintaining metal quotas in the
organism [111] [113]. These studies together with functional complementation assays enabled the ini-
tial determination of substrate specificity of P1B-type ATPases. Cu-ATPases, Zn?"-ATPases and a
Co?*"-ATPase have been identified in bacteria. Interestingly, functional and biochemical assays showed
that these ATPases can also transport non-physiological substrates. For instance, Cu"-ATPases also
transport Ag®. Similarly, Zn?"- ATPases can transport Cd?" and Pb%" [110] [114]. Archaeoglobus
fulgidus has two P1Btype ATPases, CopA and CopB, that transport Cu® and Cu?" respectively,
suggesting the need to extrude alternative Cu forms depending on the organism’s redox status [115].
In yeast the Cu™-ATPase Ccc2p drives Cu' export to a late- or post-Golgi compartment in the se-
cretory pathway. Exported Cu™ is eventually incorporated into a multi-copper oxidase Fet3p, which
translocates to the plasma membrane and works in conjunction with the iron permease to mediate
high affinity Fe uptake [116] (See Fig. 1.3). In humans there are two genes (ATP7A and ATP7B)
coding for Cu™-ATPases: Menkes disease protein (MNKP) and Wilson disease protein (WNDP), that
are associated with genetic Cu transport disorders. MNKP and WNDP mutant proteins manifest dis-
tinct phenotypes due to their differential expression patterns in human tissues. MNKP is expressed
in almost all the cells except the hepatic cells. Mutations in MNKP lead to poor Cu uptake from
the intestine resulting in severe neurological disorders and connective tissue abnormalities. WNDP is
mainly expressed in hepatocytes and mutations in this ATPase result in high Cu levels in the liver,
blood and brain causing consequent neurological disorders and cirrhosis. In the cell, both proteins are
localized in a trans-Golgi compartment and undergo Cu-dependent trafficking [117]. Under conditions
of high Cu, MNKP is located to the plasma membrane in various tissues [117] while WNDP is targeted
to vesicles proximal to the plasma membrane of liver canicular cells where they function in Cu efux
[118].

3.4.3 Catalytic Mechanism of P1B-type ATPases

Transport experiments indicate that P1B-type ATPases drive the metal efflux from the cytoplasm [91]
[92]. This is in agreement with a mechanism where the enzyme binds to ATP and the metal in the
El state (TMBDs are open to the cytoplasmic site). Some earlier reports suggested that some Cu™-
ATPases might drive metal influx into the cytoplasm [111]. However, this would require an alternative
mechanism where the binding of another substrate would be required in the E1 state to trigger ATP
hydrolysis and enzyme phosphorylation followed by subsequent conformational changes to allow metal
influx. The stoichiometry of transport has not been determined for any of the P1B-type ATPases.
However, a study of Escherichia coli Zn?T-ATPase ZntA has shown that Zn?* binds to the TMBD
with a stoichiometry of 1 metal bound per enzyme [119]. Although it can be argued whether all the
TM metal binding sites were occupied, this is the first study towards determination of stoichiometry

of metal transport by P1B-type ATPases.
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3.4.4 Transmembrane Metal Binding Sites and Classification

Structural and functional characterization of Ca?"- and Na' /K*-ATPases of P2-type ATPases indi-
cate that conserved amino acids in their TMs H4, H5 and H6 are responsible for ion binding during
transport [120] [121]. Sequence alignment and homology studies show that TMs H6, H7 and H8 of
P1B-type ATPases are structurally similar to P2-type ATPases TMs H4, H5 and H6 [96]. Most P1B-
type ATPases contain a CPX signature sequence in their TM H6 where the Pro is conserved in all
P-type ATPases. This sequence has been proposed to participate in metal binding and transport [96]
[89]. Mutations in the CPC sequence of some Cu'-ATPases including Caenorhabditis elegans CUA-1,
E.coli CopA, Archaeoglobus fulgidus CopA and Saccharomyces cerevisiae Ccc2p yielded proteins that
were either unable to complement for the Cu™-ATPase deficient yeast mutant Rcce2 or had no ATPase
activity [92] [122]. For some of these proteins, it was shown that they still bind to ATP but are unable
to hydrolyze it, suggesting that the turnover of the enzyme is prevented by the lack of metal binding to
the TMBD [92, 123]. Alternative sequences (SPC, CPS, CPT, CPA, CPG, CPD and CPH) have also
been observed in some P1B-type ATPases. P1B-type ATPases contain conserved amino acid residues
in TMs H7 and H8 which were proposed to form transmembrane metal binding domains (TMBDs)
together with CPX sequences in the TM H6 and determine the metal specificity of these enzymes [96].
The signature sequences in TMs H6, H7 and HS8 allow the classification of P1B-type ATPases into 5

subgroups with distinct metal selectivity and functional characteristics.

Subgroup 1B-1 involves the Cu® /Ag"-ATPases. Some of the Cu® transporting members of this
group have been well characterized. Proteins belonging to this subgroup are found in eukaryotes,
prokaryotes and archea. These include Menkes and Wilson disease proteins which are associated
with genetic Cu transport disorders in humans [124, 125]|, Arabidopsis thaliana RAN1 [126, 127|, E.
coli CopA 192, 110] and A. fulgidus CopA [99]. These Cu'- ATPases have been shown to transport
non physiological substrate Ag"™ and drive the eflux of the metal from the cytoplasm [92, 99, 110].
Proteins in subgroup 1B-1 have a conserved CPC sequence in TM H6. In addition, these proteins
contain the conserved residues, Asn, Tyr in TM H7 and Met, Ser in TM HS8. The participation of
these residues in metal transport has been shown by site directed mutagenesis studies in AfCopA [99].
Mutant AfCopAs were not phosphorylated by ATP in the presence of Cu™ and therefore were inactive.
However, these were phosphorylated by inorganic phosphate (P;) indicating that they retained the
overall structure and could undergo major conformational transitions. These observations suggested
the participation of conserved residues (two Cys of conserved CPC and Asn, Tyr, Met and Ser in H7
and H8) in Cu+ transport by P1B-type ATPases.

Subgroup 1B-2 involves the Zn?*-ATPases. Interestingly, these ATPases have been found in ar-
chaea, prokaryotes and plants, but not in other eukaryotes [96]. Proteins in this subgroup also have
the conserved CPC sequence in TM H6. However, conserved residues in TM H7 and H8 are clearly
distinct from that of subgroup 1B-1 proteins. Subgroup 1B-2 ATPases contain a conserved Lys in
TM H6 and Asp and Gly in TM H8. Mutations of Asp714 (Asp714His and Asp714Glu) of E.coli
7ntA yielded inactive enzymes that were still able to bind Zn?" and undergo phosphorylation in the
presence of P; [128]. However, mutant proteins could not be phosphorylated by ATP in the presence
of Zn?* supporting that conserved residues in TMs H6, H7 and HS contribute to TMBD.

Members of Subgroup 1B-3 are Cu?t-ATPases that are found in archaea and bacteria but not in
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eukaryotes. These have a CPH sequence in TM H6 while amino acids in TM H7 and H8 are similar
to those in subgroup 1B-2. These ATPases also transport Cu™ and Ag* [115, 111]. However, studies
with AfCopB indicate that Cu?" produces five times more activation of this enzyme compared to
that driven by Cu™ [115]. This is not surprising considering that imidazolium (in conserved CPH; a
hard Lewis base) prefers to bind Cu?" (an intermediate Lewis base) rather than Cu® [96, 115]. A
mutation in the CPH sequence (CPH U SPH) in Enterococcus hirae CopB resulted in lack of activity
suggesting probable contribution of this sequence to TMBD [129].

Members of Subgroup 1B-4 have only 6 putative TMs [96]. In these, the large cytoplasmic loop
is located between TM H4 and H5. TM H4 (corresponding to TM H6 of other P1B-type ATPases)
contains a conserved SPC sequence. The substrate specificity of these enzymes has not been charac-
terized. One member of this subgroup, Synechocystis PCC6803 CoaT, seems to be involved in Co?*t
transport since disruption of coat gene reduced Synechocystis Co®>" tolerance and increased cytoplas-
mic Co?" levels [130]. Another subgroup 1B-4 protein, Arabidopsis thaliana HMA1, is implicated
in Cu® transport into the chloroplast [131]. Further characterization studies of other members are

necessary to delineate the metal specificity of subgroup 1B-4 proteins.

Finally, Subgroup 1B-5 includes only a few proteins that appear to be P1B-type ATPases based
on the presence of typical structural characteristics including the cytoplasmic phosphorylation site
(DKTGT), an APC, CPC, or CPS sequence and significant sequence similarity (30-40%) to other
P1B-ATPases. Further studies are required to reveal the metal selectivity of these enzymes and the

residues that participate in metal coordination.

3.4.5 Cadmium ATPases

The focus of one of my studies has been to understand the functional role and the structural func-
tional relationships of another P1 type ATPase the Cadmium ATPase from Listeria monocytogenes
(See chapter 4). The cadmium cation is toxic to most micro organisms, probably by binding to es-
sential respiratory proteins and through oxidative damage by production of reactive oxygen species.
Cadmium enters bacterial cells by the transport systems for essential divalent cations such as Mn?*
or Zn?*. Microbial resistance to cadmium is usually based on energy- dependent efflux mechanisms.
One of the best characterized bacterial cadmium resistance mechanisms is determined by the cadmium
transporting ATPase found initially in gram positive bacteria. The cadmium transporting ATPase is
a Pl-type ATPase. It is widespread in Staphylococcus and Listeria monocytogenes. The ATPase is
encoded by cadA, which is usually plasmid-borne and associated with transposons in Listeria mono-
cytogenes. The tertiary structure of the Cadmium ATPase is not known and has been one of my
research topics (See chapter 4). The experimental studies carried out so far on the transport site of
Cadmium ATPase reveals the amino acids involved in the transport site of CadA. The two cysteines
of the Cys-Pro-Cys motif (TM6) act at distinct steps of the transport process, Cys 354 being directly
involved in Cd?* binding, whereas Cys356 is required for Cd?>* occlusion; Asp 692 in TMS8 would be
directly involved in Cd?* binding; Glu 164 in TM4 would be required for Cd?*t release. In addition

it has been proposed that two Cd%" ions are involved in the reaction cycle of CadA.
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3.4.6 Cytoplasmic Metal Binding Domains
3.4.6.1 Structure of cytoplasmic MBDs

In addition to TMBD most P1B-ATPases have 1-6 cytoplasmic metal binding domains (MBD) lo-
cated either in the N-terminus (N-MBD) (Fig. 3.9) or C-terminus or both. Most typical ones are
the N-MBDs observed in Cut-ATPases and bacterial Zn?"- ATPases of subgroups IB-1 and IB-2.
These are usually 60-70 amino acid domains characterized by a highly conserved CxxC sequence [96].
Both conserved Cys have been shown to bind both monovalent and divalent cations including Cu™,
Cu®*t, Zn?* and Cd?>*. The high resolution structures of several of the Cut-ATPases N-MBDs show
a PBafBBa fold that is similar to the well-described Cu'-chaperones like human Atox1, yeast Atx1
and prokaryote CopZ [105]. N-MBDs have been shown to receive the metal from these chaperones.
So far no Zn?T-chaperone has been identified. Some Zn?*-ATPases of subgroup IB-2 have His rich
MBDs [(Hx)n (n=2-3)| alone or together with the typical N-MBDs (Fig. 3.9). Similar sequences have
been observed in ZIP and Cation Diffusion Facilitator (CDF) families located in loops joining TMs.
In bacterial Zn?t-ATPase ZntA a unique CCCDGAC motif in the N-terminus has been shown to
coordinate Ph?T indicating that different metals might occupy different coordination environments
in the same protein. Eukaryotic (plant) Zn?*-ATPases contain unique sequences in both N and C-
termini. All plant Zn?*- ATPases lack the typical N-MBDs. In these the conserved CxxC sequences
are replaced with CCxSE (x — S,T,P) sequences (Fig.3.9). In addition, Zn?"-ATPases have unusually
long C-termini that are either rich in His or CysCys repeats or both. Cu?T-ATPases of subgroup
IB-3 and only a few members of subgroup IB-4 have distinct His rich MBDs instead of the typical
N-MBDs [96]. These domains contain His stretches instead of HX repeats.

3.4.6.2 Regulatory Roles of cytoplasmic MBDs

The absence of cytoplasmic MBDs in some P1B-ATPases suggests that these are likely regulatory
domains [96]. Removal of N-MBD by truncation or inhibition of metal binding capability by mutation
results in reduced enzyme activity with small or no changes in metal affinity [115]. It has been
shown that N-MBDs of Archaeglobulus fulgidus Cut-ATPase CopA and Cu?*-ATPase CopB control
the enzyme turnover rate through the rate limiting conformational change associated with metal
release/dephosphorylation. In yeast, there is no doubt, on the other hand, on the involvment of at
least one of the MBDs in the transfer of the metal to another binding site in the protein in wivo.
Morin et al. showed recently that the N-terminus of the ATPase plays a dual role of receiving copper
from the metallochaperone Atx1 and conveying it to another domain of Ccc2 [132]. Other studies
have shown the Cu™ dependent interaction of Wilson’s disease protein N-MBDs with the large ATP
binding cytoplasmic loop [133]. Studies of the human Cu'-ATPases, Menkes and Wilson Disease
proteins showed that at least one intact N-MBD is required for targeting of these ATPases to the
plasma membrane and a vesicular compartment, respectively. Similar to Cu™-ATPases, truncation of
Zn%t-ATPase ZntA N-MBD results in a decrease in overall rate of the enzyme without altering metal
binding affinity. Morin2009
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Type Group Length Sequence Protein

CXXC 1B-1 60-80 MVKDTYISSASKTPPMERTVRVIGMT  A. fidlgidus
consensus  1B-2 CAMCVKSIETAVGSLEGVEEVRVNL ~ CopA
ATETAFIRFDEKRIDFETIKRVIEDLGY
GV
CCXSE 1B 90-100  MASKKMTKSYFDVLGICCTSEVPLIE 4. thaliana
consensus NILNSMDGVKEFSVIVPSRTVIVVHDT HMA?
LILSQFQIVKALNQAQLEANVRVTGE
TNFK
(FX), 1B-2 100-150 MNQPVSHEHKHPHDHAHGDDDHGH P. putida
(n=2-6) AAHGHSCCGAKAAPPLVQLSETASA  CadA-2

QAQLSRFRIEAMDCPTEQTLIQDKLSK
LAGIEQLEFNLINRVLGVRHTLDGTA
DIERAIDSLGMKAEPIAAQDDGSASVP

QPAKA
Hisrich  1B3 30-100  MNNGIDPENETNKKGAIGKNPEEKIT  E. hirae
1B-4 VEQTNTKNNLQEHGKMENMDQHHT CopB

HGHMERHQQMDHGHMSGMDHSHM
DHEDMSGMNHSHMGHENMSGMDH
SMHMGNFKQK

Figure 3.9: Cytoplasmic N-terminus Metal Binding Domains of P1B-ATPases. Subgroups 1B-1, 1B-2,
1B-3 and 1B-4 refer to higher affinity for Cut, Zn?*, Cu?T and Co?*, respectively. Menkes (Q04656)
and Wilson (P35670) disease proteins belong to subgroup 1B-1 (from [103]).
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3.4.7 The ATP Binding (ATP-BD) and Actuator (A) Domains

The crystal structures of the isolated N-domain of human Cu’-ATPase Wilson’s disease protein
(WNDP) and A-domain and ATP-BD of Archaeoglobus fulgidus Cu*- ATPase CopA (AfCopA) have
been recently solved. AfCopA A-domain shows a 10 g-strand core with 2 a-helices connecting the
TMs and its folding shows significant similarity to that of the A-domain of SERCAI1, the P2-type
Ca?"-ATPase in spite of their little sequence homology [93].

In both, the conserved (S/T)GE(P/S) appears to be located at the tip of a solvent accessible loop on
the side of the A-domain. In SERCAT, it has been shown that this loop interacts with the P-domain
during phosphorylation/dephosphorylation driving the rotation of the A-domain with subsequent
rearrangement of TMs [93]. This arrangement results in metal release. Structural similarity of the
P1B-type ATPases A-domain with that of SERCA1 might point to a similar mechanism for metal
release. The ATP-BD domain structure shows that the P- and N-domains are joined by two short
loops called the hinged region [100]. The P-domain consists of a 6 stranded parallel 5-sheet sandwiched
between 3 short a-helices. This domain contains the conserved DKTGT sequence and shows similar
folding to the P-domain of SERCA1 [121]. The N-domains of both AfCopA and WNDP consists
of 6 antiparallel S-sheets flanked by 4 a-helices. Although the N-domains of both proteins show a
basic similar folding to that of SERCAT1, the sequence analysis reveals that the ATP binding site of
P1B-type ATPases is distinct from that of P2-type ATPases. Structural analysis of the N-domains of
WNDP and KdpB, a P1A-type ATPase, in the presence of nucleotides shows that these have unique
homologous ATP binding sites [134, 100]. The residues that participate in nucleotide binding have
been identified in WNDP (His1069, Gly1099, Gly1101, Gly1149, and Asn1150) and the involvement
of some of these residues in ATP binding is supported by mutagenesis studies in WNDP, Enterococcus
hirae Cut- ATPase CopB [129] and Escherichia coli Zn?>"-ATPase ZntA.

3.4.8 Human Copper ATPases
3.4.8.1 Overview

The human Cu-ATPases ATP7A and ATP7B are essential for intracellular copper homeostasis. The
Cu-ATPases use the energy of ATP hydrolysis to transport copper from the cytosol into the secretory
pathway and thus supply the metal for subsequent biosynthetic incorporation into various copper-
dependent enzymes. ATPTA is required for formation of functional tyrosinase [135], peptidyl-a-
monooxygenase [136], lysyl oxidase [137]|, and possibly some other enzymes [138|, while ATP7B is
essential for the biosynthesis of holo-ceruloplasmin, a copper- dependent ferroxidase [139]. In addition
to their biosynthetic role, human Cu-ATPases participate in the export of excess copper from the cells.
Overexpression of ATP7A in transgenic animals is associated with the decrease of copper content in
tissues, which is particularly apparent in the heart and the brain [140]. The essential role of ATP7A
in copper export from intestinal epithelium is best illustrated by the phenotype of Menkes disease. In
this lethal human disorder, the functional ATPT7A is lost due to various mutations in the corresponding
gene, resulting in greatly impaired export of copper from the enterocytes [141].

In hepatocytes, a copper exporting role belongs to ATP7B [142]. Liver is the major organ of copper

homeostasis in the body and is involved in removal of excess copper [143]. Copper is exported from
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the liver into the bile and then to the feces in a process that requires the activity of ATP7B. Genetic
inactivation of ATP7B results in accumulation of copper in the liver and a severe human disorder,
Wilson disease. The disease is characterized by a spectrum of liver pathologies ranging from hepatitis
and cirrosis to liver failure [143]. In both Menkes disease and Wilson disease, the lack of functional
Cu-ATPase is also associated with the disrupted delivery of copper to the secretory pathway. The
lack of copper incorporation into ceruloplasmin in Wilson disease is utilized as a biochemical marker
for diagnosing the disease. In Menkes disease, the deficiency of active copper-dependent enzymes, for
example lysyl oxidase, greatly contributes to the severity of the disease phenotype [144].

Two functions of human copper-transporting ATPases can be described as biosynthetic (the delivery
of copper to the secretory pathway for metallation of cuproenzymes) and homeostatic (the export
of excess copper from the cell). These two functions are associated with the distinct intracellular
targeting of the transporters (Fig. 3.10). The localization in the trans-Golgi network (TGN), which is
observed for both ATP7A and ATP7B under low copper conditions, reflects their role in the delivery
of copper to copper-dependent enzymes. Such enzymes as tyrosinase, peptidyl-a-monooxygenase, and
ceruloplasmin have been shown to co-localize with Cu-ATPases in the TGN and require the ATPase-
mediated copper transport for formation of holo-enzyme.

It is not known whether the metallation of cuproenzymes occurs only in the TGN or if small
quantities of Cu-ATPases are also present along the secretory pathway for re-metallation of secreted
enzymes, if the latter looses copper. Such a scenario is possible in the case of ATPTA, since this
Cu-ATPase (unlike ATP7B) can migrate towards the basolateral membrane in the same direction
as secreted proteins. In fact, in the rat parotid acinar cell ATP7A is found not only in the TGN
(predominant localization), but also in immature and mature secretory granules [146], where it may
participate in copper delivery to peptidyl-a-monooxygenase and/or other copper-binding proteins.

The second function of Cu-ATPases - the export of copper from the cell for further utilization in
the blood, milk, or for removal into the bile - requires trafficking of Cu-ATPases from the TGN to
vesicles (Fig. 3.10). This relocalization occurs in response to copper elevation, hormone release, or
other signaling and developmental events [117, 147|. Tt is thought that in response to these signals the
Cu-ATPases sequester copper into the vesicles. The vesicles then fuse with the membrane releasing
copper into the extracellular milieu [148]. Therefore, the regulation of intracellular localization of
Cu-ATPases represents the key mechanism that determines whether the Cu-ATPases perform their
homeostatic or biosynthetic function at a given moment.

Another level of regulation of copper transport must exist in cells where both Cu-ATPases are
simultaneously co-expressed. While certain cells have only one Cu-ATPase (for example, ATP7B in
hepatocytes), a number of cells and tissues (such as brain, mammary gland, and placenta) express both
ATP7A and ATP7B. In this latter case, it is not known whether a preference exists in the distribution
of copper between ATPTA and ATP7B and whether or not the same mechanisms regulate the Cu-
ATPases function. Recent data from several laboratories suggest that two human Cu-ATPases differ
in their enzymatic characteristics, trafficking properties, interacting partners, and regulation. It is
also clear that unique sequence elements are present in the structure of two human copper pumps
that may contribute to their distinct properties. Below, I summarize what is currently known about
structure, function, and regulation of ATP7A and ATP7B, and speculate about possible contribution

of unique sequence elements in the Cu-ATPase to their activity and regulation.
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Figure 3.10: The dual role of copper-transporting ATPase ATP7B in hepatocyte.
Lutsenko et al. [145]. Copper enters the cell from the basolateral membrane via high-affinity copper
transporter Ctrl and is delivered to various cell targets with the help of copper chaperones. Atoxl
(Hah1) transfers copper to ATP7B located in the trans-Golgi network (TGN). ATP7B transports
copper into the lumen of TGN, where copper is incorporated into ceruloplasmin (CP), which is subse-
quently excreted into the blood. When copper is elevated (arrow), ATP7B traffics to vesicles. Vesicles
filled with copper fuse with the apical (canalicular) membrane, copper is exported, and ATP7B is
rapidly endocytosed. When copper is decreased ATP7B returns back to the TGN. It is possible that
Atox1 regulates both copper delivery to ATP7B when copper is high and copper removal from ATP7B

From work by



3.4.8.2 ATPT7A and ATP7B are representatives of the P1B-family of ion-transporting
ATPases

At the biochemical level, the function of Cu-ATPases is to translocate copper across the membrane
from the cytosol into the lumen of appropriate intracellular compartment (either TGN or vesicles).
The vectorial copper translocation across the membranes is driven by the hydrolysis of ATP; the
number of copper ions transported per one hydrolyzed ATP is currently unknown. Both ATP7A and
ATP7B belong to the P1B-subfamily of the P-type ATPases (See section 3.4). Similarly to all members
of the P-type ATPase family, the human Cu-ATPases hydrolyze ATP with the formation of a transient
acyl-phosphate intermediate (Fig. 3.11). Phosphorylation takes place at the invariant Asp residue in
the signature motif DKTG (Fig. 3.11A). The reaction requires the transfer of copper from the cytosol
to the intra-membrane portion of the transporter; while the release of copper to the opposite side of
the membrane is accompanied by dephosphorylation [149]. Cu-ATPases can also be phosphorylated
by inorganic phosphate at the same aspartate residue within the DK'TG motif. This reaction is reverse
to the dephosphorylation step and is inhibited by copper binding to the intra-membrane site(s) from
the luminal milieu [150].

During the catalytic cycle, the Cu-ATPases are likely to undergo significant conformational changes
[151]. By analogy with other P-type ATPases, the binding of copper from the cytosolic side is thought
to take place when the protein is present in the so-called El-state, which is characterized by high
affinity of the intramembrane sites for the transported ion. The measurements of copper-dependence
of catalytic phosphorylation yielded apparent affinity of these sites for copper in the range of 0.7-2.5
uM [152]. Copper binding to the intra-membrane sites is associated with the transfer of 4-phosphate
of ATP to the Cu-ATPase and transient stabilization of the phosphorylated state of the protein E1P
(Fig. 3.11B). In this state, access to intra-membrane sites from the cytosol is blocked and copper is
sequestered in the "occluded” form. Subsequently, the Cu-ATPase undergoes conformational change to
the E2P state, and the affinity for copper is decreased. It is thought that in this state copper is released
from the transporter and is taken up by an acceptor protein. Intermediate proteins are not required
for copper transfer from the transporter to acceptors [153], however interaction between ATPT7A
and SOD3, a putative target protein of ATPTA activity, has been reported. This latter observation
suggests that the donor-acceptor interaction, although not obligatory, may facilitate metal transfer
to the copper-requiring enzymes in the secretory pathway. After copper is released, the Cu-ATPase
dephosphorylates (E2 state) and then undergoes conformational transition into a high-affinity state,

E1, for initiation of the next transport cycle.

3.4.8.3 Functional activity of human Cu-ATPases is coupled to their ability to traffic

The conformational changes, that take place when copper is bound to and released from the transport
site(s), appear to be intimately linked to the ability of the Cu-ATPase to traffic between the intracel-
lular compartments. Mutation of the invariant sequence motif TGE>AAA stabilizes the protein in
the E2P-like state and also triggers the redistribution of Cu-ATPases from the TGN to the vesicles
mimicking the response of the transporter to elevated copper [154]. Additional mutation of catalytic
Asp to Glu in the background of the TGE>AAA mutant of ATP7A abolishes this effect and disrupts
the trafficking from TGN under either low or high copper conditions. Similar inhibition of trafficking

63



ATP ADP

E1 +— E1-ATP-Cu+—E1-Pi-Cu
PO !
Cu
E2Z =+— E2-PI — EZ-Pi-Cu
[ e

Pi Cu

Figure 3.11: Transmembrane organization and catalytic cycle of human Cu-ATPases: From work by
Lutsenko et al. [145]. (A) Cartoon illustrating the major functional domains of Cu-ATPases. The
N-terminal domain contains six copper-binding MBDs (MBD1-6). The transmembrane portion has
eight TransMembrane Segments (TMS); the position of residues predicted to be involved in copper
coordination (CPC, YN, and MxxS) is indicated. The A-domain may link changes in the N-terminal
domain with those in the ATP-binding domain and in the transmembrane portion. The ATP-binding
domain consists of the P-domain and the N-domain. The domains of ATP7B for which structure
has been experimentally determined are indicated by dashed circles and corresponding structures are
shown. Two Leu residues in the C-terminal tails required for endocytosis and/or return to TGN are
indicated by "LL”. (B) The simplified catalytic cycle of human Cu-ATPases. Two major conformational
states associated with high affinity for ATP and Cu (E1) and lower affinity for these ligands (E2) as
well as phosphorylated intermediates (E1-Pi-Cu and E2-Pi-Cu) are shown
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is observed when catalytic Asp is mutated to Glu in the wild-type background. Consequently, it has
been proposed that the copper-dependent exit of Cu-ATPases from the TGN “"requires a catalytically
active enzyme and is associated with formation of the phosphorylated catalytic intermediate” [154].

Subsequent experiments utilizing the TGE>AAA mutant demonstrated that this mutant is hy-
persensitive to copper and traffics even when all known copper-binding sites necessary for catalytic
activity and phosphorylation are inactivated [155]. Altogether, these studies pointed to the presence
of additional copper binding sites in Cu-ATPases that may act as copper sensors and be involved in
the initiation of trafficking. Such sites could be present in the luminal loops of the transporter and
stabilization of a copper-bound conformation of Cu-ATPase (that may resemble the E2P state) could
be critical for the ability of Cu-ATPases to relocate from the TGN to vesicles.

3.4.8.4 Domain organization of human Cu-ATPases

The molecular architecture of human Cu-ATPase is similar to that shown in Fig. 3.8. Both ATP7A and
ATP7B have 8 predicted transmembrane segments (TMS or indefferently TMH for TransMembrane
Helix) that form a copper translocation pathway. The highly conserved residues CPC in TMS6 con-
tribute to the intramembrane copper-binding site(s). The experimental data obtained for prokaryotic
copper-transporting ATPases, the disease-causing mutations, and the modeling of TMS1-6 using ho-
mology with Ca?T-ATPase suggest that other possible candidates for copper coordination are residues
YN in TMS7 and MxxxS in TMS8 [99]. Mutation of the corresponding residues in Cu-ATPase CopA
from A. fulgidus disrupts copper-dependent phosphorylation of CopA in the presence of ATP, while
phosphorylation by inorganic phosphate remains intact in all mutants except Y682S [99]. These
observations strongly support the role of corresponding residues in copper coordination within the
membrane (although in the absence of high-resolution structure indirect conformational effects of
mutations cannot be fully excluded).

The transmembrane segments of Cu-ATPases are connected by loops of different length, which
are fairly short at the luminal side of the transporters. The major bulk of Cu-ATPases and their
key functional domains (the N-terminal domain, the ATP-binding domain, the A-domain, and the C-
terminal tail) are all cytosolic (Fig. 3.11A). The N-terminal domain contains six copper-binding sites
and serves as a regulatory center of human Cu-ATPases. The ATP-binding domain and the A-domain
are essential for enzymatic activity of ATP7A and ATP7B and contain sequence motifs common to all
P-type ATPases. Beyond these common sequence motifs, the Cu-ATPases show little primary sequence
similarity to other well-known ion-pumps, such as Ca?t-ATPase or Nat, K*-ATPase. Nevertheless,
the three-dimensional fold of their ATP-binding domain and the A-domain is very similar to the
corresponding domains of other P-type ATPases. This has been experimentally demonstrated by
the recently determined solution structure for the nucleotide-binding domain of ATP7B [156] and by
crystal structures of the ATP-binding domain and A-domain for bacterial Cu-ATPase CopA [101].

ATP7A and ATP7B share significant structural homology with each other, particularly in the core
portion of their molecules, which is common to all P-type ATPases. At the same time, there are
several regions in which ATP7A and ATP7B are quite different, while their orthologues display high
sequence conservation in the same regions. It is tempting to speculate that the structural variability

between ATP7A and ATP7B may contribute to their differences in enzymatic activity, regulation,
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and/or trafficking to different membranes in polarized cells. In addition to amino-acid variations (for
example, in the C-termini of ATP7A and ATP7B), the structural differences between human Cu-
ATPases are manifested by the presence of well-defined inserts containing sequences unique for each
ATPase. Such inserts are observed in the N-terminal domain, in the first luminal loop, and within
the nucleotide-binding domain of ATPTA and ATP7B.

3.4.8.5 ATPTA and ATP7B have distinct functional properties

When compared under identical conditions in vitro, the membrane-bound ATPT7A shows faster phos-
phorylation from ATP and it also dephosphorylates more rapidly. This observation suggests that the
ATPT7A turnover and copper transport rates are probably higher. Although transport rates have not
been compared directly for ATP7A and ATP7B, it appears that ATP7B is indeed a slower transporter
[157].

Which structural features are responsible for the distinct rates of phosphorylation and dephospho-
rylation of ATP7A and ATP7B? The role of the N-terminal domain in regulating enzyme turnover
has been suggested for bacterial Cu-ATPases [158], however, the step of the cycle which is affected
by the N-terminus remains in dispute. For human ATPT7A, it was shown that simultaneous mutation
of all metal binding sites within the N-terminal domain slows the rate of ATP7TA dephosphorylation.
This effect could be due to disregulation of conformational transitions and/or inefficient delivery of
copper to the transport site(s) when cytosolic metal-binding sites are mutated. Consistent with the
role of the N-terminal domain in conformational transitions, the CxxC>AxxA mutation within MBD6
of ATP7B results in the apparent shift of the E1-E2 equilibrium towards E1; the shift is evident from
the increase in the apparent affinity of intra-membrane sites of ATP7B for copper [159]. These results
support the notion that the MBDs that are closest to the transmembrane portion of Cu-ATPase may
modulate the affinity of intra-membrane sites for copper by regulating conformational transitions of
the enzyme. The sites unique for human Cu-ATPases (MBD1-4) are not involved in regulation of

affinity for copper, but appear to play an auto-inhibitory role via inter-domain interactions [159].

3.4.9 Characteristic transmembrane hairpin TMS1,2 in P1B-ATPases

Six trans-membrane segments (TMS3-8) in the membrane portion of Cu-ATPases have equivalents
in the structure of other P-type ATPases; while the first transmembrane hairpin (TMS1,2) is unique
for the P1B-ATPases and is not found in other P-type pumps. TMS1,2 is directly linked to the
large N-terminal copper-binding domain via TMS1. The sequence of the TMS1,2 hairpin is not
conserved in various Cu-ATPases, therefore this hairpin is unlikely to play a direct role in copper
coordination within the membrane during copper occlusion and phosphorylation steps. At the same
time, the hairpin is important for the Cu-ATPase folding or function as evidenced by the "toxic milk”
phenotype resulting from the Gly712Asp substitution in TMS2 [160].

3.4.10 The diverse roles of the metal-binding sites within the N-terminal domain
of Cu-ATPases

The N-terminal domain of human copper transporting ATPases consists of 6 repetitive sequences

(Fig. 3.11A) that are characterized by an invariant GMxCxxC motif. Each of these sequences fold into
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individual domains and bind single copper ion in the reduced Cu(I) form via two cysteine residues. The
role of individual metal-binding domains (MBDs) has been a subject of intense investigations [161| and
a consensus has begun to emerge. It seems firmly established that the very N-terminal metal-binding
sites, MBD1-4, are not required for transport function. In fact, the deletion of these MBDs in ATP7B
does not alter the apparent affinity of the transporter for copper but stimulates copper-dependent
catalytic phosphorylation. This result is consistent with the inhibitory role of this region in regulating
the activity of Cu-ATPase. Such regulation is likely to be mediated through the domain-domain
interactions within the transporter. The interactions between the N-terminal domain and the ATP-
binding domain of ATP7B, which are weakened by copper binding to the former, were experimentally
demonstrated [133]. Although MBDs1-4 are not essential for the transport activity of Cu-ATPases,
their regulatory role is important and may contribute to a fine-tuned regulation of ATPase trafficking.
The role of MBD5 and MBD6 seems to influence the affinity of the intra-membrane copper-binding
site(s), most likely by shifting the E1-E2 equilibrium upon copper binding/dissociation. Copper
binding to isolated MBD5,6 of ATP7B does not significantly alter their structure [162] and only small
rearrangements are detected in proximity to the metal binding site. Nevertheless, mutations of metal-
coordinating Cys to Ala in a single MBDG6 alter the apparent affinity of intra-membrane site(s) for
copper. These observations suggest that the metal-binding site of MBD6 is located in close proximity
to (and perhaps interacts directly with) the other domains of ATP7B, thus influencing conformational
changes of the entire protein and the affinity of intramembrane sites.

An important part of my work has been the study of the MBDs of the Menkes protein (ATP7A)
(See chapter 5). T have chosen to study the relations between structure and function of these do-
mains, for which NMR structures have been obtained, with a theoretical approach involving computer

simulations.
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Chapter 4

Structure and dynamics of The
TransMembrane region of a Cd*T ATPase

4.1 Introduction

The cadmium cation, Cd%*, is toxic to most organisms and this toxicity is an interesting topic of
reserach for several laboratories in my organization (CEA). In our laboratory, experimentalists have
been studying the Cadmium ATPase from Listeria monocytogenesi, a Pl-type ATPase encoded by
the gene cadA (hence the name CadA I will use for the protein) and involved in Cd?* transport (See
section 3.4.5). Understanding the mechanism of ion translocation in CadA requires knowledge of the
membrane topology of the pump. The present work aims at identifying the TransMembrane Helices
(TMH) (or membrane topology) of CadA, finding the 3D structure of these helices and especially the
spatial arrangement of amino acids involved in Cd?* binding during the transport cycle. Experimental
studies have shed some light on the structure of CadA especially on the residues involved in Cd?*+

binding but the three-dimensionnal (3D) arrangement of the helices remains speculative.

4.2 Secondary structure prediction

Obtaining a correct sequence alignment is the cornerstone of success in all homology modelling proce-
dures. Sequence alignment methods are ubiquitous tools for the prediction of structure and function;
they are primarily used to identify related sequences via database searches and to detect template
structures needed for the construction of homology models (10). Here we have done sequence align-
ment between Serca and CadA and the result has less than 25 % similarity. Though Serca and CadA

are functionally homologous.

4.2.1 From WEB servers

We have used online transmembrane prediction servers, listed in Table 4.1 to predict the transmem-
brane helices of CadA. Most transmembrane prediction servers use the evolutionary information from
multiple sequence alignments either directly or indirectly (11) and they often predict different sets of

sequences as Transmembrane helices.
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Server Reference | URL

S1 DAS-TMfilter [82] http://mendel.imp.ac.at/sat/DAS/DAS.html

S2 HMMTOP 2.0 [86] http://www.enzim.hu/hmmtop/

S3 MEMSATS3 [150] http://bioinf.cs.ucl.ac.uk /psipred/

S4 MINNOU [151] http://minnou.cchme.org/

S5 OrienTM [152] http://02.biol.uoa.gr/orien TM /

S6 Phobius [100] http://phobius.cgb.ki.se/

S7 SOSUI [83] http://sosui.proteome.bio.tuat.ac.jp/sosuiframe0.html
S8 Split4 [88] http://split.pmfst.hr/split /4/

S9 THUMBU http://phyyz4.med.buffalo.edu/service.html

S10 TMAP [90] http://bioinfo.limbo.ifm.liu.se/tmap/index.html

S11 TMHMM [84] http://www.cbs.dtu.dk/services/ TMHMM/

S12 TOP-PRED [153] http://bioweb.pasteur.fr/seqanal /interfaces/toppred.html

Table 4.1: Servers used for predictions

The Quality or accuracy of prediction of these servers in the particular case of P-ATPase, is
calculated by comparing the position of TMH in the X-ray determined structure of Serca with the
server prediction. PDB structure 1SU4 for Serca with two bound calcium ions has been used. To
avoid introducing biases due to the fact that some servers were not specialized in TMH predictions,
we deleted from the pdb all ATOM lines corresponding to residues which were not listed as belonging
to a TMH (leaving 4 extra residues before and after each identified TMH).

The formula for calculating the quality of the prediction is :

_ RTMPTM — (RTMNPTM + NRTMPTM)

@ RTM

where

[-] RTMPTM — Number of AA in Real TMH Predicted in TMH
RTMNPTM — Number of AA in Real TMH Not Predicted in TMH

- NRTMPTM = Number of AA in Not Real TMH Predicted in TMH

- RTM — Total Number of AA in Real TMH

The quality of prediction (Q) for Serca TMH is listed in Table 4.2. Q has a maximum value of 1
when all AA in TMH are predicted in TMH and a minimum value of -TOTR/RTM if TOTR is the
total number of residues in the sequence. In the case of Serca, the total number of residues was 304
and RTM was 204, so that @ could theoretically vary between -1.39 and 1.

The same servers were used to predict the number of TMHs of CadA which we know by experiment
should be 8. The 5 servers with prediction quality Q > 0 found 8 TMH for CadA.

The prediction results for the TMHs of CadA by the 3 servers with highest Q value (S4, S6 and
S7) are given in Table 4.3. The results from the 3 servers agree for TM1, 2, 3 and 5 but problems are

visible for correctly identifying the other 4 TMHs. However Server S6 seems to show a good consensus
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Server | Predicted number of TMH | PTM | RTMPTM | RTMNPTM | NRTMPTM Q

S1 8 115 91 59 24 0.04
S4 11 259 182 25 7 0.39
S6 8 181 132 20 49 0.31
S7 5 255 177 27 78 0.35
S12 10 210 132 52 78 0.009

Table 4.2: Server predictions for TMH in Serca. Only those servers are listed with @ value greater
than zero. Total number of amino acid residues in real TM of serca (RTM) is 204. PTM — Total

number of residues which were predicted as belonging to TMHs.

between all 3 servers: it agrees with S7 for TM4 and 6 and with S4 for TM7 and 8. Therefore, results

from S6 only will be discussed in the following.

S4 S6 S7

W89 - Q105 (TM1) | W89 - M107(TM1) | R90 - Q105 (TM1)
D111 - L138 (TM2) | Y113 - F131(TM2) | Y113 - G134 (TM2)
F146 - S182 (TM3) | F143 - G160(TM3) | 1139 - G160 (TM3)
T311 - 1334 (TM5) | S166 - M183(TM4) | E164 - R180 (TM4)
E340 - P355 (TM6?) | Y315 - F335(TM5) | A313 - F335 (TM5)
A357 - K375 (TM67) | L347 - G371(TM6) | G346 - N372 (TM6)

1660 - G681 (TM7) | 1659 - 1679(TM7) | P611 - A625 (TM7?)
L683 - R705 (TM8) | L685 - L704(TM8) | N663 - A688 (TM8?)

Table 4.3: Sequence ranges of the predicted TMHs of CadA by the three servers S4 (Minnou) S6
(Phobius) and S7 (Sosui). TMHs which could not be identified clearly due to absence of consensus

are marked with 7 signs.

4.2.2 From experiments

Plasmid P1258 carries the cadA gene that confers resistance to cadmium, lead and zinc. The membrane
topology of CadA was experimentally determined by constructing fusions with the reporter genes phoA
or lacZ [98]. A series of C-terminal truncated CadAs were fused with one or the other reporter gene and
the activity of each chimeric protein determined. Alkaline phosphatase and (-galactosidase activity
assays allowed the authors to mark some specific residues as cytoplasmic or periplasmic and thus have
a rough estimate of the TMH location as shown in Fig. 4.1. From these results, the authors identified
TMHs as shown in Table 4.4 column 4.

71



R ' ;
oRe! A ®
ofe! | +Qs?? iy
sl o £
ole: A28 <
€] E611 ©
S V2309 G
' efe Fa14
: 4 \-j ':r N
1646 A
N' XTI .:_',‘,l_. EIXIZIEX) — -
D726 ;
L109 oo Cytosolic

Figure 4.1: Membrane topology of CadA. The cylinders represent motifs conserved in all P-type
ATPases. The filled circles indicate the residues identified as extra-membranous in the P1258 CadA-
ATPase. (This is Fig.5 of Ref; [98])

4.2.3 By homology with CopA

CopA, a P1B-type ATPase plays a major role in the resistance of the cell to copper by effecting the
export of the metal across the cytoplasmic membrane. CopA is predicted to have eight transmembrane
segments and two N-terminal soluble domains.

The topology of the TMHs of CadA, "where they begin and end in sequence”, has been derived from
a homology model built from CopA and discussed in detail in section 4.3.2. The results are summarized
in Table 4.4 column 5. Results between the Web server and the CopA model are comparable. TMHS8
is predicted significantly longer in the CopA model than from the server (26 amino acids instead of
20). This is due to a large tilt of TMHS in Serca used to build the CopA model. Definition of the
TMHs of CadA from the Web server (column 3) have been used in the 3D models of CadA defined in
the next sections.

4.3 3D structure prediction by homology with other ATPases

As already mentioned, the sequence identity between CadA and other proteins of known 3D structure
is low and falls below the authorized region for homology modelling described in Fig. 2.3. If we restrict
ourselves to the sole TM part, functional and structural homology can be found between CadA and
Serca or a model of the copper ATPase CopA whose TMHs are themselves deduced from a structure

of Serca.
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TMH | Uniprot | Web server | P1258 CadA | CopA model
T™M1 | 89 - 109 89 :107 105:123 87:111
™2 | 111 - 131 113:131 131:151 113:133
T™3 | 151 - 171 143:160 164:180 141:160
™4 - 162:178 182:192 162:182
T™5 | 317 - 337 315:335 332:356 315:335
TM6 | 347 - 367 347:371 363:391 346:371
TMT7 | 669 - 689 659:679 677:697 661:683
T™M8 - 685:704 699:719 684:709

Table 4.4: Predictions of CadA TransMembrane Helices (TMH): Column 2 : results from the Uniprot
web server (http://www.uniprot.org) for accession number 60048 (CadA2-LISMO); Column 3 :
result from best TMH prediction server S6 (See Table 4.3); Column 4 : result from the experimental
setup by Rosen et al. [98] and Column 5 : prediction from a homology model based on CopA (See
Table 4.6 and section 4.3.2.

4.3.1 Homology with Serca

Sequence alignments between Serca, the Ca?t ATPase and CadA are unaccurate because the homology
is very low between the 2 proteins. A slightly larger homology has been found between the TMHs 1 to
6 in Serca and TMHs of CadA. In Serca, amino acids in helices 4, 5, 6 and 8 constitute the 2 binding
sites for Ca?T. These helices would then be functionaly homologous to TMHs 3, 6, 7 and 8 in CadA
(See section 4.4.1). Model building of CadA directly from the structure of Serca was not attempted.
We used instead results from other authors who built the structure of a copper ATPase: CopA whose
TMH part was inferred from the coordinates of Serca TMHs. We wrote a CHARMM script findwidth
as yet another method to find the limits of the TMHs of a protein knowing its 3D structure and the
assumed width of the membrane. This script is explained in the legend of Table 4.5 where it is applied
to the structure of Serca with two bound Ca?* ions (PDB code 1SU4). Comparison between columns
2,3 and 4 show that the results of "findwidth” are valid for finding TM helix ranges in a TM protein.
They are close to results from sequence analysis and the residues predicted in TMH are really part of
a TMH as confirmed by the analysis of the PDB.

4.3.2 Homology with CopA

Alignments between all types of P1B ATPases in the region of TMHs 3, 6, 7 and 8 of CadA are shown
in Fig. 4.2. Some homology is visible between CadA (line CadALm) and CopA (line CopAEh). The
conserved CPC motif in helix 6 is clearly visible. As mentioned above, the structure of CopA from
Archaeoglobus Fulgidus has been solved experimentally but for its extra-membrane part only [163].
The coordinates of the amino acids in the TM part have been adjusted from those of corresponding
residues in Serca. TMH1 and TMH2 of CopA have no counterpart in Serca whereas TMH4 to TMHS8
of CopA have been "fitted” to TMH2 to TMHG6 of Serca in its E2 form (See Table 4.6). The assignment
of TMH1 to TMH3 by Wu et al. [163| was then somewhat arbitrary; they were placed such as to bridge
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TMH | Uniprot PDB “findwidth” Ca,

1 49 : 69 48:54 + 54:79 50:70 -14.3 to 13.5
2 90 : 110 85:118 + 119:123 90:109 -13.4 to 14.7
3 254 . 273 247:274 + 275:279 256:276 -15.7 to 14.7
4 296 : 313 289:307 + 310:329 293:311 -15.2 to 144
5 758 77T 739:782 762:782 -14.0 to 14.2
6 788 : 808 788:800 + 801:808 784:805 -15.1 to 13.8
7 829 : 851 830:857 834:857 -14.1 to 13.7
8 898 : 917 887:892 + 893:916 895:914 -14.2 to 14.1
9 931 : 949 | 926:929 + 930:950 + 951:957 933:952 -14.0 to 14.0
10 965 : 985 963:975 + 975:992 960:982 -13.3 to 15.2

Table 4.5: Definition of Serca TMHs and the findwidth script: Col 2 Uniprot prediction for entry
P04191 SercalA; Col 3 From information contained in the PDB file: 1SU4; col 4 calculated by
"findwidth” from 1SU4. The findwidth script works as follows: The coordinates of the protein are read
from the PDB and, if necessary, a "reduced” model of the TMHs is built, where big extramembrane
loops of the protein are deleted (See section 4.6.1.2 in the case of Serca). 1 (or a few) helix:TMHc,
in the resulting TMH bundle, is then chosen as having its principal axis closest to the normal to the
membrane (z). This can be done in an iterative way by calculating the helix tilt angle a posteriori
and checking that the chosen helix was indeed a good "model” of the membrane normal. Then the
bundle is oriented by aligning the principal axis of TMHc with z and placing the center of mass of
the bundle in (0,0,0). Finally, and for a membrane width of w A, the Ca atoms with Z-coordinate
closest to —w/2,w/2 are selected as belonging to the residues defining the "ends” of the TMHs. These

coordinates are shown in column 5 in the case of Serca and for a membrane thickness w = 28 A .
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the metal binding domain (MBD) reasonably to the rest of the molecule.

TMH Serca "findwidth” on Serca | CadA "equivalent”
1 Y36 - W77 (1) V53 - W77 K87 - D111 (25)
2 W967 - A988 (10) T967 - 1987 Y113- E133 (21)
3 W832 - W854 (7) L833 - W854 F141- G160 (20)
4 T86 - A115 (2) T86 - V106 W162- S182 (21)
5 E243 - H278 (3) K252 - W272 Y315- F335 (21)
6 1289 - 1336 (4) T295 - T317 G346- G371 (26)
7 E749 - A780 (5) M757 - A779 K661- L683 (23)
8 P789 - F809 (6) P784 - P809 T684- V709 (26)

Table 4.6: Prediction of the range of residues constituting CadA TMHs from a homology with CopA.
The structure of the TMHs of CopA were themselves directly deduced from the structure of Serca
(PDB code 2EAR). Col2: sequence of Serca used in the CopA model (TMH number in parentheses);
Col.3: selected range of residues forming Serca TMHs found with the findwidth script for a membrane

width of 28 A ; Col.4: corresponding range of residues in CadA (number of residues in parentheses).

We built a model of CadA TMHs by homology with the TMHs used in the CopA model and thus
indirectly from the structure of Serca in its E2 form with bound thapsigargin (PDB code 2EAR).
The matching between amino acids in Serca and in CadA is done according to Table 4.6. We ran the
"findwidth” script on the TMH bundle of the 8 helices of Serca (TMH1 to 7 + TMH10) (See Table 4.6),
for a membrane width of 28 A . Then we used the coordinates of the residues in the bundle as template
to build the model of CadA. As many atom coordinates as possible were directly transfered from the
Serca sequence to the CadA sequence (all backbone atomes + Cf atoms + ...) In the case of TMH3
and TMH6 a direct matching was not satisfactory. TMH3 was a little bit shortened because acidic
residues K140 and E161 (See Fig. 4.9) are likely to lie outside the membrane. TMHG, on the contrary

was a little bit extended due to the big kink found in the Serca structure.

4.4 Ab initio Structure prediction

Ab initio 3D structure prediction of a protein is a tremendous task. The problem of predicting the
TMHs of a TM protein, although much simpler, remains very difficult in practice. Considering that
all TMHs are orthogonal to the membrane plane, the 3D problem can be turned into a 2D equivalent
where the X-Y center of each TMH occupies a point on a 2D-grid as shown in Fig. 4.3. Our choice of
a triangular grid comes from the inspection of the projection of the TMHs of Serca on the X-Y plane
shown in Table 4.7(Left). The corresponding 2D-grid representation is shown in Table 4.7(Right).

Each helix seems to interact mainly with 2 to 5 or 6 neighbour helices which can be easily modelled
on a triangular or hexagonal grid. This is confirmed by an analysis of the interaction energies between
Serca helices calculated using the CHARMM force field in vacuum and shown in Table 4.8. TMH1
interacts mainly with TMHs 4 and 2. TMHTY interacts mainly with TMHs 5 and 8. TMH 8 interacts
with TMHs 5,6,7,9 and 10...
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TEDTHVALGTGVAWLYS VLA CPCALL AT PSRN CopAEc
NUDVMYSMGVGAJNFLAS CopAAf
NUDVISVAIGTSANFALS CopAEh
NUINSIMVLLGTGSEYLAS SynA
TUDTMVAVGTGARFLYS PacS
TUDTMVCVSTTCIAYTFS CCC28c¢
NUDVISTALGTNARYFYS HMAS
NUDVIBVALGTSASYFYS RAN1
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NUDVISIVLINTSIEAYVYS ATP7B
TUETEMT IINI IGIAFIG CadALm
DUKTIEMTVIWVIGITIIG CadASa
AIETIBMSVIMAIGILFIG ZntAEc
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DENFIBMTIMATLGIALAIH ZiahA
DINIBVIITVIATLAMQ HMA4
DINIMVVVTVGATIGMQ HMA2
DINABTLIMAVIATLCMQ HMA3
GUIMTIMTAVE\ISVEIYFYS CopBAf
AUMTIMIAMGITVAYVYS CopBEh
DVDLISMIVINALGINAGLG CoAT
NIHVMALINAFASVFMG.. ... LGLMWUAINSIHVRSAVIAP . LEYY . . . .. HMA1
GVDLIAVLILGGTLAVG..... VIV, .... Scoeld
GVGTMTIALGVALG ..... VIV..... CtpG
TVELSMAIVGFILAYHG.....VVLIBLAG@YSINFIIIASSAMT. .. .. Aper2
40 50 60 70 80

KEYLLGAFIYNSIGIBIVIAGILWPFT . .ANEVVAGAAMALESITJV. CopAEc
KON IFWSAIYNVILSHAINAGLLYPIF . . FRIFEFMGLIAMAMEISES\YV. CopAAf
KON LEWIFIYNTIGERAFLA . . . . . FG. . MNEIIINGGEIMAFESISYL . CopAEh
RONLTWESEGYNVVMLIZLIMAGAFLPAY . . IBTIHAIINGACMAVEISLAWYV. SynA
RONLEFFINFIYNVAGISIIMAGILYPLL . . IBSEMLIGAMMAFEIS|YS\UV. PacS
KLNLEWISBCYNIFMISRIMGVLIP . W. . IBPEMLINGLIMAFRIS|YS\YV. CCC2Sc
RLNYVWESEGYNLMGISIIINAGVLEPGT . . IBPEAYTINGALMAARIS\YS\YV . HMAS
RLNYVFEMAYNVVSISITINAGVFEPVL . . IBPIAYAINGACMALEIS|YS\YV . RAN1
RINFVFISRIYNLVGIRIIAGVEFMP . I . . IBQIAUMGS AMAARIS\YS\UV . ATP7A
RINLVLISRIYNLVGIRZIIEAGVFMP . I . . IBQIAUMGS AMAARIS\YS\UV . ATP7B
KMNITFSMVIKLIALLLVIPGWLTLW. . IRTLWIMIMEDMGATLLYT. CadALm
KANITFINIGIKITALLLVIPGWLTLW. . IBTLWIMILSDMGATILIYA. CadASa
RENITINMGLKGIFLVTTLLGMTGLW. . TGLIYLAVLADTGATLYYT. ZntAEc
KMNIVFSMAVICLLMCANFLQAMELP . . ATMIIER\WVFSDVGVTLLAV. YvgWBs
VN IVLINAG IKALFPALGTIGLATLW. . ATLYEMVFADVGVALLAI. ZiaA
VENVCLSIILKAGILALKFAGHPLIW. .PLIUAMVLVDVGTCLLWYI. HMA4
VENVVISITMKGAILALEFAGHPLIW. .PLIUARVLINDVGTCLLWYI. HMA2
TENVVLSVSIKGAIMVLGFVGYPLVW. .PLV[JJARWVLEIDAGTCLLYI . HMA3
KEYLLWATGYNAFARBILMMAGVLYS . A. .MSHAVGAILMSLETHINA. CopBAf
TN LWWGAGYNITARILEAGILAP . I . . BS|3AVGAVLMSLET\UVIYA. CopBEh
KMYIVFISSGFVMILLIANFAGNITLP. .ITLPFGVLGHEGET)YI\YT. CoAT
K VALISSTSIFLAALPSVLGFVPLW. .VPLILTVLLHEGGTLL)\YC. HMA1
VNSALGGMLLSLGAMAABALGLIQPA. .IQIJAAGALLQEGID|YAWYIL Scoeld
VRVGLSSIITVLMELALEFG. . .. ... MGLAAVVLVHEFTEIIA CtpG
KAGLVARMTIVKLAVHILGIGGSIPLW. .PLWLVAILLGDDGETIIGSV Aper2

Figure 4.2: Alignment of TMHs 3, 6, 7 and 8 of several members of P1B-type ATPases of subgroup
IB-1 (CopAEc to ATP7B), IB-2 (CadALm = CadA to HMA3), IB-3 (CopBAf to CopBEh), IB-4
(CoAT to HMAT1) and IB-5,6 (Scoeld to Aper2). (See classification in section 3.4.4). The proteins of
main interest in this work are named: CadALm for CadA from Listeria monocytogenes, CopAAf for
CopA from Archaeoglobus Fulgidus and ATPT7A for the Menkes ATPase.
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Table 4.7: Left: Schematic representation of the projection of Serca TMHs on the X-Y membrane
plane. The center of each ellipse corresponds to the center of the helix principal axis calculated from
the coordinates of C, atoms. The short axis of each ellipse is constant for all TMHs. The long
axis corresponds to the projection of the principal axis on the X-Y membrane plane. Right: Grid

representation of Serca X-ray structure.

TMH 2 3 4 ) 6 7 8 9 10
1 -13.90 -11.74 -44.07 -0.24  -0.51 0.00 0.00 0.00 0.00
2 - 0.00 -2.82 0.01  -30.16  0.00 0.00 -0.18 0.00
3 - - -18.55 -10.26 -1.11  -0.35 0.00 0.00 0.00
4 - - - -24.52  -21.78  -0.00 0.25 0.00 0.00
b} - - - - -27.33  -32.13  -30.17  -0.23  -6.39
6
7
8
9

. - - - - -3.30  -25.24 2715  -0.04
. - - - - - -28.97  0.00 -25.40
. - - - - - - -16.04 -38.66
. - - - - - - - -20.49

Table 4.8: Interaction energies (kcal/mol) between TMHs of Serca calculated from the X-ray structure
with two bound Ca?* ions (PDB 1SU4).
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4.4.1 Core TM bundle responsible for metal binding

From the example of Serca, we have learnt that each TMH interacts significantly with at least two
other helices. Then, what are the possible arrangements of 8 TMHs on a 2D-grid under the constraint
that each TMH should interact with at least two other TMHs? An upper bound to the number of
these arrangements (topologies) can be easily estimated. Starting from the single arrangement of 3
TMHs forming a triangle; a fourth helix can be added at 3 different positions from the 3 vertices
of the triangle; similarly a fifth helix can be added at 4 different positions... Finally the number
of arrangements will be slightly less than (Npprp - 1)!/2 = 2520 in the case of Ny = 8 TMHs.
Building and testing all these models thoroughly would be difficult to achieve. Fortunately, in the case
of P-type ATPases, experimental results allow us to further simplify the problem. Indeed, experiments
show that 4 TMHs are always involved in metal binding. Moreover, these helices can be placed in the
2D-grid representation, on the summits of a diamond as shown in the case of Serca TMHs (3, 4, 6
and 8) in Table 4.7.

Similarly and based on experimental results by Catty et al. [164], CadA TM residues M149 in
TMH3, C354, P355 and C356 in TMHG6 and D692 in TMHS play a significant role in cadmium binding.
E164 in TMH4, on the other hand is probably important for cadmium transport. Very recently,
Lubben et al. proposed a structure of CopA from Enterococcus hirae [165] by combining topological
information obtained by intramolecular cross-linking with molecular modelling. These authors find
important residues for Cu™ binding in TMH?7 of CopA. Under the hypothesis of 2 cadmium binding
sites in the TM part of CadA, C354, C356 and D692 could form site I while M149, C354 and D692
proposed to be at the interface with the extracellular medium would constitute site II. From these
results, we constructed models of CadA around a basis constituted of TMHs 3,6,7 and 8. Starting
from this basis of 4 TMHs which bind the metal, a homemade C*t+ program ”buildtopo” was run
to find all possible arrangements of the other 4 TMHs of CadA. For instance, as shown in Fig. 4.3,
starting from TMH labelled A, part of the basis (A,B,C,D), 4 possible locations are accessible to a
TMH helix defined as neighbour to A.

AVAVAVA \/\Z\/\/
WAVAVAVAYAYAVAVY/
ViV VAVAVL VLY

I F% Fn M P Fx FROPR

Figure 4.3: Selection of possible model topologies from a 4-TMH basis. In this grid representation,
basis TMHs are located at the summits of a diamond. If A is one of these basis helices, 4 possible

locations are accessible to a TMH helix defined as neighbour to A.

4.4.2 Topology of CadA TM bundle: program "buildtopo”

The flowchart of the program "buildtopo” is shown in Fig. 4.4.

The program uses two arrays: cys|i||j] which contains the coordinates of helix 7 (integer coordinates
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Place basis TNHs 3,6,7,8

A 4
Place TMH2 in the neighbourhood of TMH3
v
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Figure 4.4: Flowchart of the program "buildtopo” applied to the structure of CadA with basis helices
3,6, 7and 8.
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in grid space, line coordinate for j = 0, column coordinate for j = 1). and cg[i][j| which contains the
helix number found in line ¢ and column j of the hexagonal grid. Each helix on the grid located at
position (car[i][0],car]i][1]) may have a maximum of 6 neighbour helices (at the same arbitrary distance
1 of 7) located at positions (car[i][0],car[i][1]+1), (carli][0],car]i][1]-1), (car[i][0]+1,carli][1]), (car]i][O]-
Learlil[1]), (earli]]0]+1,carli][1]-1), (car[i][0]-1, carli][1]+1). The program is initialized with the fixed
coordinates of the basis (TMHs 8,3,6,7). Then the program attempts to place TMH2 neighbour
to TMH3, TMHI1 neighbour to TMH2, TMH5 neighbour to TMH6 and finally TMH4 neighbour to
TMH3. Every time, the attempt is a success if the helix just placed has at least two neighbour helices.
Finally, the radius of the attempted model (function averageRadius) is calculated as the average
euclidian distance of all helices to the center of gravity of the bundle. Each side of the triangle
measures 1 in arbitrary units. We first need to transform helix coordinates from grid space to real
world. The first column on the grid scheme is shifted to the right by 1/2 every new line (See program
output in chapter 7). The abscissa hx(i) of helix i in real world is then c;/[i][0]/2 + cas[i][1] while its
ordinate hy(i) is cpr[i][0].v/3/2 (v/3/2 being the height of a triangle). The coordinates of the center of

gravity are then

za(resp.yg) = 1/8 Z ha (@) (resp.hy(i))

Then the radius R is given by

R= 1/82 V(ha(i) — 26)? + (hy(i) — ya)?)

A listing of the program is given in the supplementary material section together with the first page
of output of the grid schemes. In the case of CadA, 27 models were found and are shown in the
supplementary material section and 12 out of 27 can be considered as more "compact” with radius

R < 1. I present in Fig. 4.5 a grid diagram of 4 selected models.

4.4.3 Derivation of model restraints for X-PLOR

As mentionned in a previous chapter (See section 2.1.1), NOE-type distance restraints can be derived
from the topologies of the models.

Each TMH corresponds to a regular N4 amino acid long a-helix by definition. This allows the
definition of N4 — 4 hydrogen bonds and thus distance restraints between O atom of residue ¢ and H
atom of residue ¢ + 4. In the case of TMH1 of Serca, for instance, extending from residue W5 to C25
(See Fig. 4.7), we define distance restraints between W5-O and 19-H, E6-O and E10-H... until L21-O
and C25-H. The form of the restraining potential is given in Eq. 2.1, with S = 1,d = 2A | dpinus =
dprus = 0.2A .

Similarly and equivalent to the NMR-J-coupling derived restraints, we can define for the same N4
amino acid long right-handed a-helix 2.(N4 — 1) angle restraints corresponding to ¢ and v dihedral
angles. In the example of Serca TMH1, we define restraints for dihedrals formed by atoms W5C-E6N-
E6Ca-E6C (¢), E6N-E6Ca-E6C-L7N (¢)... until A23C-A24N-A24Ca-A24C (), A24N-A24Ca-A24C-
C25N. The form of the restraining potential is given in Eq. 2.2, with ¢, = —60 and v, = —50 degrees,
A¢p =5 degrees.
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Figure 4.5: 2D-grid diagrams for CadA: we present 4 topologies extracted from the 27 models cal-
culated with the program ”buildtopo”, namely models 16, 21, 24 and 27. All these models are based
upon the work by Catty et al. [164] which leads to a basis for binding Cd?* constituted of TMHs 3,6,7
and 8. The Last model (noted CopACadA) is based on the contrary on the work by Wu et al. [163]
which appears to place TMHs 8,4,1 and 6 as basis for binding Cu™ (See Fig. 6 in their work).
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NOE-like distance restraints were also introduced between atoms which are known to bind the

metal. These restraints are listed in Table 4.9 in the case of models of Serca and CadA. The form of

the restraining potential is given in Eq. 2.1, with S = 1,d = 5A | dpinus = plus = 1A

Serca | E116 OE* - | E139 OE* - | E233 OE* - | E116 OE* - | E116 OE* - | E139 OE* -
D168 OD* | D168 OD* | D168 OD* E139 OE* E233 OE* E233 OE*
CadA | K181 NZ - M60 SD - M60 SD - C144 SG- C146 SG - M60 SD -
D202 OD* C144 SG C146 SG D202 OD* | D202 OD* | D202 OD*

Table 4.9: X-PLOR restraints on residues involved in metal binding: the first restraint, for example,
means that a distance restraint is applied between e-Oxygens of Glu 116 (E116 OE*) and §-Oxygens
of Asp 168 (D168 OD*). (SD — ¢-Sulfur, SG — ~-Sulfur)

Most importantly, the distance restraints which define and differentiate the models were also applied
between Ca atoms of terminal residues of TMHs. There is one such restraint per vertex in the 2D-grid
representation of each model. For instance in the case of the Serca X-ray grid model (See Table 4.7
Right), there are 16 such restraints. The form of the restraining potential is given in Eq. 2.1, with
S =1,d = 10(resp.11)A , dpinus = plus = 1(resp.2)A for the CadA and Serca models, respectively.

Finally, planar restraints were added during the simulated annealing and refinement phases in X-
PLOR to ensure that the helices are built orthogonal to the membrane plane. These restraints were

applied on TMH terminal C, atoms using a harmonic potential described in Eq: 2.3.

4.4.4 Model building

A flow chart of our model building strategy is shown in Fig. 4.6.

Distance and dihedral angle restraints being properly set, the standard X-PLOR scripts for build-
ing models from distance geometry (See section 2.1.4) were run. For each topology, we constructed
100 models and kept the model with lowest X-PLOR energy. Protein models built with X-PLOR or
CHARMM correspond to a continuous sequence of amino acids linked together through the peptide
bond. ATPases are proteins with large cytoplasmic loops, we did not model in our studies. Conse-
quently, so-called "reduced” models of the protein were used where only the TMHs are kept preceded
and followed by 4 amino acids from the real sequence. All interhelical loops including the so-called
“small” and "big” loops of the proteins are replaced by 3 glycine residues. The definitions of the TMHs
of "reduced” sequences of Serca and CadA which were used in X-PLOR models and MD simulations
are shown in Table 4.10. These definitions are, of course, directly deduced from our previous results:
Table 4.5 col.4 for Serca and Table 4.4 col.3 for CadA. The corresponding sequences are shown in
Fig.4.7 and Fig. 4.8 for Serca and CadA, respectively. The sequence using real numbering for CadA

is also shown in Fig. 4.9.

4.4.5 Model refinement with CHARMM

Due to the application of planar restraints, X-PLOR models deliver TMH bundles already oriented

along the Z-axis orthogonal to the X-Y membrane plane. In the case of simulations from X-ray
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Figure 4.6: Flow chart showing the protocol of model building. A basis is first chosen that is a series

of TMHs that will bind the metal and whose topology will be constant in all models. Then model

topologies are generated using a homemade C*+ program: "buildtopo”. Then for each of these models,
3D coordinates are built using X-PLOR and refined using MD simulation with CHARMM inside an

implicit membrane after the introduction of 2 Cd?* ions.

TMH

Serca (211/304)

CadA (149/217)

© 00 1 O Ot = W N =

—
o

2:25
37:56
68:88

100:118
130:150
152:173
185:208
220:239
251:270
278:300

4:22
28:46
58:75
77:93

105:125
137:161
173:192
195:214

Table 4.10: Ranges of residues defining the TMhs for Serca and CadA. These definitions of the TMHs
have been used for defining restraints for X-PLOR modelling and refinement and CHARMM MD. 211

amino acids are in ahelix conformation out of 304 in Serca. 149 amino acids are in ahelix conformation

out of 217 in CadA.
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BLEALBLTQWLMVLEISLPVIGLEJEI LEEF

Figure 4.7: Reduced sequence of Serca used in MD simulations. TMHs are highlighted with colour

boxes as well as charged or polar amino acids.
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I T | I TMD |
lp 2'0 39 49 59
EINWELLLSGLFIAVGYASQIMNGEYFYLTNALFIFAIFIGGYSLFEEEGFRENLLER

I TM3 1 [ TMZ | T

60 70 80 90 100 110
FEFTMETLMTIAT IGAAF IGEWABCSTVVILFAVSEALEIYSGCCGFAQRYYTPAT

I TM5 | [ M6 |
120 130 140 150 160
IVIAALIATVPPLLFGGNWTWVYQGLSVLVVGCPCALVVSTPVAIVTAIGNAA

1 My ] 1 Mo |
1?0 1@0 190 2(.]0 22.10
GGGGTIEQNITFSLVIELIALLLVIPGWLTLWIATMARMGATLLVTLNGLELM

Figure 4.8: Reduced sequence of CadA used in MD simulations. TMHs are highlighted with colour

boxes as well as charged or polar amino acids.

I TM1L | I VD |
80 a0 100 110 120 130
FTPEQSF IREANWELLLSGLFIAVGYASQIMNGEIFYLTNALF IFATFIGGYSLFEEGFEN

I M3 ) I THa |
140 150 160 170 180 190
LLEFEF TMETLMTIAI IGAAF IGEWABGSIVVILFAVSEHALERY SMBIAARQS QS LM I A

I ™G | I TM6 |
320 330 340 350 360 370
KYYTPAIIVIAALIATVPPLLFGGNWETWVYQGLSVLVVGCPCALVVSTPVAIVTAIGNA

I TH 7 1 | TS |
6§O 6?0 62_30 6?0 7(_)0 710
LSPATLQI I[N ITFSLVIELIALLLVIPGWLTLWIAIMABMGATLLVTLNGLRL MAVESD)

Figure 4.9: Extract of the sequence of CadA from Listeria monocytogenes with amino acid numbering
of the full-length sequence. TMHs are highlighted with colour boxes as well as charged or polar amino

acids.
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structures the TMH bundle is oriented along the Z-axis with the CHARMM “coor orient” statement.
This statement finds the principal axes of the protein and automatically orients the axis with largest
eigenvalue towards Z. NOE-like and dihedral angle restraints are introduced in the force field. Two
Cd?t ions are introduced in the models 2 A away from the 2 CYS sulfur residues of the CPC motif
(C144 and C146). The same distance and dihedral angle restraints are applied as in the case of model
building with X-PLOR. Then the structures are energy minimized in vacuum with CHARMM. In a
second step, the implicit solvent method EEF1 (See section 2.8.2.5) is setup for a neutral (zwitterionic)
membrane of 28 A width. Drift of the protein in the X-Y plane is avoided with the introduction of a
"MMFP” restraining potential (basically harmonic) applied on the X and Y components of the center
of mass of the TMH bundle with force constant 100 kcal/mol/A 2. Then 50 steps SD followed by
ABNR minimizations (See section 2.7.3.2) down to an energy gradient of 0.1 kcal/mol/A are run.
Finally 5 ns MD simulations are run using Langevin dynamics (See section 2.3.2.3) with a time step
of 2 fs. To check the influence of the restraints on the results 1 more ns MD simulation is run after

removing all NOE-like and dihedral angle restraints.

4.5 Model checking using standard methods

4.5.1 Using Procheck

Quality of the models of CadA was checked using PROCHECK-NMR [166] The results are shown in
Table 4.11. Models 11, 16, 21 and 24 seem particularly interesting in terms of good positioning of
the residues in the Ramachandran plot. The disallowed residues are listed in Table 4.12. Y105 at the
beginning of TMH5 seems problematic to most models. All disallowed residues belong to loop regions

in the sequence (See Fig. 4.8).

4.5.2 Using stride

Program stride [167] was used to check the integrity of transmembrane helices after model building
with XPLOR and refinement with CHARMM. First, the output of stride in the case of Serca models
is summarized in Table 4.13. We can see a good conservation of the secondary structures of the TMHs
even though a loss of a-helix conformation is sometimes observed: In the case of the X-ray model and

TMH4, this is easily explained by the presence of a proline residue at position 115.
We used the same analysis in the case of CadA. Results of these analyses after CHARMM MD

and minimization in the presence of restraints and after removing the restraints are shown in Ta-
bles 4.14 and 4.15, respectively. Clearly and not surprisingly, in the presence of restraints, all TMHs
are preserved. TMHS5 in model 17 is even 4 residue longer than imposed by the restraints. When
the restraints are removed, many helices lose their a-helical conformation at the predicted ends of
these TMHs, especially in the case of models 13, 16 and 17. Loss of a-helices is most of the time
compensated by the appearance of turns, bridges and m-helices. Models 21 and 27 seem exceptionnally

stable regarding the maintaining of the a-helical conformation of their TMHs.
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Model After X-PLOR After CHARMM
Core+allowed (%) | disall. | Core+allowed (%) | disall.
7 91.2 11 95.6 8
91.6 9 95.6 )
11 95.2 1 98.4 4
12 94.5 5) 94.6 12
13 97.3 3 95.7 )
14 94.6 2 95.2 8
15 90.7 9 95.6 8
16 96.7 3 97.9 4
17 98.9 1 97.3 6
19 97.3 2 96.8 6
21 96.7 2 97.3 )
22 95.7 6 97.3 6
23 96.2 D 97.8 4
24 95.7 0 97.3 4
25 94.9 2 96.7 6
27 91.6 10 94 8

Table 4.11: Procheck results for the 16 models of CadA: Percentage of core and allowed residues in
the Ramachandran plot are shown in col.2 and 4 after X-PLOR refinement and CHARMM MD and

minimization respectively. Corresponding number of disallowed residues are listed in col. 3 and 5.
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Model Residue name

Cada m16 R215, Y105, LL137, L.193

Cada m21 A164, K47, Y105, N52, W77

Cada m24 K47, 1.93, W129

Cada m27 E48, E57, E94, D26, Y105, L137, 1.93, W192
Serca m1l M273, L277

Serca m2 S3, K64

Serca m3 F68, F128

Serca m4 V21, 16, 188, 1122, Q127, 1241, 1251, C25
Serca mb L302, A174, K276, E153

Serca X-Ray | 1301, E67, 1.184, W183

BR ml Y131, Y133, D104, S193, A228

BR m2 D102, T170, T67, E161, 1229

BR m3 R227, M163, W12, E166, Q75, V167, D102, 14, T128
BR m4 D102, T128, S162, L66, Y79

BR X-ray -

Table 4.12: List of disallowed residues found by Procheck analysis for selected models of CadA, Serca
and bR. Coordinates after CHARMM MD and minimization have been used. In the initial X-ray
structure of Serca, we found 8 disallowed residues namely E67, R97, F128, W183, 184, F216, K276
and 1301.
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Model TMHI TMH2 TMH3 TMH4 TMH5
(5-25) (37-56) (68-88) (100-118) (130-150)
1 6-21 37-56 | 68-76 -+ 79-90 101-114 131-149
2 6-21 40-54 | 69-73 + 79-92 99-114 128-149
3 5-24 38-60 70-88 101-113 129-149
4 4-22 39-54 | 64-76 -+ 79-88 100-117 132-148

5 6-24 35-55 67-87 99-117 127-137 + 140-149
X-ray 3-22 35-58 68-90 99-114 + 119-122 127-149
Model TMH6 TMH7 TMHS TMH9 TMHI10
(152-173) (185-208) |  (220-239) (251-270) (278-300)
1 151-172 185-212 221-232 251-268 277-303
2 156-166 186-207 221-238 255-269 278-300
3 156-175 184-208 222234 251-268 277-299
4 154-165 + 168-172 | 185-207 221-238 255-268 279-301
5 154-170 185-209 221-240 255-268 279-299
X-ray 155-175 185-208 219-231 249-269 279-299

Table 4.13: Ranges of residues found in a-helix by the program stride for 5 models of Serca + the
X-ray structure. Coordinates are taken from the output of CHARMM after MD and minimization
after removing the NOE-like restraints. (Residue ranges in parentheses represent the definitions of
the TMHs used in the simulations for setting up the restraints. (See Table 4.10)

Model | TMH1 | TMH2 | TMH3 | TMH4 | TMH5 | TMH6 | TMH7 | TMHS
(4:22) | (28:46) | (58:75) | (77:93) | (105:125) | (137:161) | (173:192) | (195:214)
11 3-22 | 27-48 | 58-74 | 77-92 | 105-125 | 137-162 | 173-192 | 196-214
13 4-22 | 29-46 | 58-74 | 78-95 | 105-124 | 136-160 | 173-191 | 196-213
16 4-93 | 29-47 | 58-74 | 78-93 | 106-124 | 138-160 | 174-192 | 195-214
17 492 | 27-48 | 59-74 | 77-93 | 106-129 | 137-160 | 174-191 | 196-213
21 521 | 29-46 | 58-75 | 78-94 | 106-125 | 136-161 | 173-192 | 195-214
24 4-23 | 29-46 | 59-74 | 78-92 | 105-127 | 136-160 | 173-192 | 196-214
27 4-21 | 29-45 | 58-75 | 78-92 | 106-125 | 138-163 | 173-191 | 196-213

Table 4.14: Ranges of residues found in a-helix by the program stride [167] for 7 selected models
of CadA. Coordinates are taken from the output of CHARMM after MD and minimization in the

presence of NOE-like restraints.
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Model | TMH1 | TMH2 | TMH3 | TMH4 | TMH5 | TMH6 | TMH7 | TMHS
(4:22) | (28:46) | (58:75) | (77:93) | (105:125) | (137:161) | (173:192) | (195:214)
11 3-22 | 2748 | 58-74 | 77-92 | 105-125 | 137-162 | 173-186 | 196-214
13 421 | 29445 | 67-72 | 78-94 | 105-124 | 147-160 | 173-194 | 196-213
16 4-23 | 29-46 | 58-74 | 78-92 | 106-125 | 137-156 | 174-182 | 195-214
17 5-22 | 2747 | 59-73 | 77-93 | 106-127 | 137-160 | 174-189 | 203-213
21 521 | 2946 | 59-70 | 78-94 | 106-125 | 136-161 | 174-192 | 195-214
24 4-23 | 3246 | 59-74 | 7891 | 106-124 | 136-160 | 173-189 | 196-214
27 4-21 | 29-45 | 56-75 | 78-93 | 106-125 | 138-162 | 173-189 | 199-211

Table 4.15: Ranges of residues found in a-helix by the program stride for 7 selected models of CadA.
Coordinates are taken from the output of CHARMM after MD and minimization after removing the
NOE-like restraints.

4.6 Model checking using energy minimization and MD simulations

4.6.1 Validation using bR and Serca

In order to check the reliability of our protocol described in Fig. 4.6, to build TMHs of TM pro-
teins of unknown structure, we have applied this protocol to the prototypical membrane protein:
bacteriorhodopsin (bR) and the Ca?t ATPase Serca.

4.6.1.1 Bacteriorhodopsin (BR)

BR is a transmembrane protein found in the cellular membrane of Halobacterium salinarium, which
functions as a light-driven proton pump. The bR molecule contains seven helices that surround a
channel through which ions can move. BR is a 247 amino acid protein of which 2 thirds constitute
7 TMHs as shown in Table 4.16. In the absence of large cytoplasmic loops, the total sequence of bR

was used in the models and simulations.

TMH | PDB "findwidth”

8-28 12-28
37-61 40-59
80-101 80-99

105-126 106-125
133-162 135-156
165-191 171-190
201-225 205-225

~ O Ot = W N =

Table 4.16: Definition of TMHs in bR: col.2: from information in the PDB structure; col.3: from the

"findwidth” script, and used for defining restraints in the models.
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The refined topology of the TMHs in bR, "where do they begin and end” in sequence has been
predicted using the "findwidth” CHARMM script described previously. We then followed the protocol
for model generation and refinement shown in Fig. 4.6. Initial grid models for bR are shown in
Fig. 4.10. A pseudo basis for bR is constituted of TMHs 3,4,5 and 6 (the 4 most buried helices). The
models were built and refined using X-PLOR as explained in the case of CadA. Then MD simulations
of bR inside an implicit membrane were run using CHARMM starting from the 4 models and also
from the X-ray structure. A graph of the CHARMM total potential energy vs. time during the 5
ns MD simulation is shown in Fig. 4.11. Clearly, the energy of the bR X-ray structure is the lowest
which validates our approach based on the idea that a low energy model should have a structure close
to the native one and vice versa. Model 1, built with X-PLOR with a topology closest to the X-ray

structure of bR equilibrates rapidly to a low energy value.

7 7 7 7
) 5 1 6 5 2 s 5 6 5
| \ \ |
2 3 4 2 3 4 1 3 4 1 3 4

Mode] L bodel2 Model3 bodeld

Figure 4.10: Grid models for bacteriorhodopsin. Model corresponding to X-ray structure is model 1

Procheck analysis for bR in Table 4.17 shows a perfect positioning of the residues of the X-ray struc-
ture in the Ramachandran plot which is conserved after MD simulation. Model 1 which corresponds

to X-ray also performs relatively well according to Procheck.

After X-PLOR After CHARMM
Model | Core+allowed (%) | disall. | Core-+allowed (%) | disall.
1 97.4 2 97 )
2 96.5 1 97.5 )
3 96.9 3 95.4 9
4 99.0 0 96.9 )
X-ray 100.0 0 100.0 0

Table 4.17: Procheck results for bR models: Percentage of core and allowed residues in the Ramachan-
dran plot are shown in col. 2 and 4 after X-PLOR refinement and CHARMM MD and minimization
respectively. Corresponding number of disallowed residues are listed in col. 3 and 5. The measures

on the X-ray structure are reported in the "X-ray” line and "After X-PLOR” columns.
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Figure 4.11: Total CHARMM Energy vs Time for Bacteriorhodopsin simulations: Model 1 : Red;
Model 2 : Green; Model 3: Blue; Model 4: Pink while the simulation from X-ray structure is shown

in cyan

4.6.1.2 Serca

Model building and MD simulations were run on a "reduced” model of the protein. The reduced
sequence is shown in Fig. 4.7. Ranges of residues defining the 10 TMHs have been given already in
Table 4.5 col.4 and Table 4.10 col.2 for the real and reduced sequences, respectively. The basis for
Serca is constituted of helices 4,5,6 and 8 as shown in Fig. 4.12; the model corresponding to the X-ray
structure and 4 variations have been tested. The same protocol as for bR was used for model building
and refinement and the same analyses of the results were done.

It is surprising to see in Table 4.18 that, in the case of Serca, Procheck analysis reveals 9 aminoacids
in disallowed regions of the Ramachandran plot for the X-ray structure. Model 1 with no disallowed
residue and more than 99 % allowed looks almost perfect in terms of positioning of the residues in the
plot. Model 3, the closest to X-ray, also looks good.

The atom coordinate Root Mean Square Deviation (RMSD) from the initial coordinates has been
calculated after MD simulations with CHARMM for the models described in Fig. 4.12. Results are
shown in Fig. 4.13. The large RMSDs denote big rearrangements occuring in the structures until a
plateau and thus equilibration is reached. No significant increase in RMSD occurs after removing the
restraints (last ns).

A graph of CHARMM energy vs. time for the 5 models of Serca + The X-ray structure is shown
in Fig. 4.14. The results are summarized in Table 4.19. A big energy drop occurs when the restraints
are removed and the systems hardly reach a new equilibrium: the X-ray structure does not give the

lowest energy structure after 6 ns. On the other hand, when three models are equilibrated for a longer
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Figure 4.12: 2-D grid models of Serca. Model close to X-ray structure is model 3

After X-PLOR After CHARMM
Model | Core+allowed (%) | disall. | Core+allowed (%) | disall.
1 99.3 0 98.8 2
2 98 2 98.8 2
3 98.8 2 98.4 2
4 98.4 2 96.5 8
D 98.4 1 97.6 4
X-ray 95.2 9 98.4 4

Table 4.18: Procheck results for Serca models: Percentage of core and allowed residues in the Ra-
machandran plot are shown in col. 2 and 4 after X-PLOR refinement and CHARMM MD and
minimization respectively. Corresponding number of disallowed residues are listed in col. 3 and 5.

The measures on the X-ray structure are reported in the "X-ray” line and "After X-PLOR” columns.
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time of 11 ns, they reach an equilibrtium and the X-ray model yields almost the same energy as the
X-PLOR built model which most resembles the X-ray structure: (average energy between 10 and 11
ns: -6039 kcal/mol for model 3 and -6032 kcal/mol for X-ray model). Contrary to the case of bR
where we used the full structure, we used, in the case of Serca a "reduced” system where big loops
have been deleted. This certainly has a consequence on the energy of the system: reintroducing the

loops in the model might very well increase their energy higher than that of the X-ray model.

With restraints Without restraints
Model | After mini. | < Last ns > | After mini. | < Last 200 ps >
1 -8153 -5812 -8340 -5926
2 -8139 -5798 -8258 -5903
3 -8189 -5812 -8388 -6019
4 -8185 -5840 -8309 -5930
5 -8179 -5815 -8307 -5942
X-ray -8169 -5805 -8310 -5930

Table 4.19: CHARMM energies (kcal/mol) for 5 models of Serca + the X-ray structure: In the
presence of distance and dihedral restraints: col.2 and 3 after 5 ns MD and energy minimization and
averaged over the last ns, respectively. After removing the restraints: col. 4 and 5 after 1 ns MD,

energy minimization and averaged over the last 200 ps, respectively.

4.6.2 Results on CadA
4.6.2.1 Energy

Average CHARMM potential energy over the last ns of 5 ns MD runs and minimum energy after
minimization of the 16 models of CadA with radius lower than 1 are shown in Table 4.21. Based upon
energy, models 16, 21, 24 and 27 have been chosen for further analysis. Note that models 16, 21 and
24 had already been selected as good models under the Procheck criterions. Models 11, 13 and 17
also display low energy and low number of disallowed residues and could be analyzed further. Model
27 is interesting because it gives the worst results according to Procheck but the lowest energies.
Energies of selected models are reported in Table 4.22 together with average potential energy over 200
ps and minimum energy after energy minimization calculated from an 1 ns MD run after removing
all restraints.

A graph of total CHARMM potential energy vs. time for the 4 "best energy” models of CadA plus
1 model coming from the topology of CopA is shown in Fig. 4.15.

4.6.2.2 RMSD

The atom coordinate RMSD from the initial coordinates has been calculated during the dynamics
for the selected models. Results for backbone atoms are shown in Fig. 4.16. The same remarks as

for Serca apply: RMSDs reach a plateau after around 1 ns MD and no big change is observed after
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Figure 4.13: Backbone atom RMSD with respect to initial MD coordinates vs Time for Serca. Red
: Modell; Green : Model2; Blue : Model3; Pink : Model4; Cyan : Model5; black : X-ray structure.

Restraints have been removed after 5 ns MD.
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Figure 4.14: Total potential energy vs. time for Serca. Red : Modell; Green : Model2; Blue : Model3;
Pink : Model4; Cyan : Model5; black : X-ray model. Model 3, 4 and X-ray have been simulated for

11 ns instead of 6 ns for the others.
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TMH Range Extension (A)

1 89:107 (4-22) -12.6 to 10.1
2 113:131 (28-46) | -14.9 to 11.6
3 143:160 (58-75) | -11.8 to 11.8
4 162:178 (77-93) | -12.5 to 11.7
5 315:335 (105-125) | -17.8 to 14.4
6 345:371 (137-161) | -17.1 to 14.7
7 663:682 (173-192) | -12.7 to 12.2
8 685:704 (195-214) | -10.7 to 13.0

Table 4.20: Extension of CopA-CadA TMHs (script findwidth). The sequence range of each helix
is given in col.2 following real sequence numbering and, in parentheses, numbering relative to the
reduced sequence used for MD simulations and protocol checking. After orientation of the 10-helix
bundle normal to the X-Y membrane plane, the Z-coordinates of Ca atoms of the two end-residues
of each TMH are listed in col. 3. Taking the averages of these coordinates, we find that the width of
the transmembrane part of CopA-CadA defined by its Car atoms is 12.4 — (—13.7) = 26.1 A .

Model | Minimized | <Last ns MD>
7 -5939 -4278
8 -5947 -4260
11 -6009 -4300
12 -5960 -4263
13 -6003 -4294
14 -5983 -4285
15 -5917 -4235
16 -6011 -4323
17 -6012 -4303
19 -5965 -4281
21 -6041 -4343
22 -5960 -4281
23 -5928 -4266
24 -6046 -4350
25 -5982 -4290
27 -6097 -4405
CopA -5911 -4218

Table 4.21: Total CHARMM energy (kcal/mol) of 16 CadA models + the model from CopA. Col 2.
Energy minimized model after MD. Col. 3 average over the last 1 ns of MD.
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With restraints Without restraints
Model | After mini. | < Last ns > | After mini. | < Last 200 ps >
16 -6011 -4323 -6150 -4432
21 -6041 -4343 -6195 -4475
24 -6046 -4350 -6230 -4508
27 -6097 -4405 -6241 -4523
CopA -5911 -4218 -6142 -4444

Table 4.22: CHARMM energy (kcal/mol) for the 4 ”best” energy models of CadA + the model built
from CopA: In the presence of distance and dihedral restraints: col.2 and 3 after energy minimization
and averaged over the last ns, respectively. After removing the restraints: col. 4 and 5 after energy

minimization and averaged over the last 200 ps, respectively.
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Figure 4.15: Total potential energy vs Time for CadA models. Model 16: Red, Model 21: Green,
Model 24: Blue, Model 27: Pink, CopACadA: Cyan. Restraints have been removed after 5 ns MD.

97



removing the restraints (last ns). Note, however, that the RMSDs are, on average, higher than in
the case of Serca. Model 27 with lowest energy undergoes the largest rearrangements of its structure

together with the model from CopA with high energy which could need further refinement.
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Figure 4.16: Backbone RMSD with respect to initial MD coordinates vs time for CadA models. Model
16: Red, Model 21: Green, Model 24: Blue, Model 27: Pink, CopACadA: Cyan. Restraints have been

removed after 5 ns MD.

4.6.2.3 TMH tilt angles

Tilt angles of the TMHs of CadA with respect to the normal vector to the membrane have been
calculated from minimized energy structures after 5 ns MD in the presence of restraints. Tilt angles

vary from 8 to 30 degrees depending on the TMH. No clear difference between the models appears

4.6.2.4 Cadmium sites

To get an idea of the residues most probably involved in the binding of Cd?*, the CHARMM inter-
action energies between Cadmium ions and their surrounding residues have been calculated. Results
are summarised in Table 4.23. Removing the restraints dramatically lowers the interactions. This is
due to electrostatics terms which, in the case of a charged ion, will vary sharply with distance: in the
implicit membrane simulation approach with CHARMM an r-dependant dielectric constant is used
(e = r) which makes the electrostatic energy vary like 1/72. If we take the example of the Cd?*
ion interacting with a CYS Sulfur atom (charge -1 in the toph19-eefi CHARMM topology file), the
electrostatic energy of the Cd-S pair will vary from -150 to -74 kcal /mol when the distance varies from
21to3A.
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Cd1 Cd2
Model | NOE | No NOE | NOE | No NOE
16 -258 -419 -360 -411
21 -221 =377 -254 -346
24 -365 -494 -438 -523
27 -434 -532 -411 -505
CopA | -381 -393 -199 -279

Table 4.23: Total CHARMM interaction energies between cadmium ions (noted Cdl and Cd2) and all
other residues around them from the minimized energy structures after MD runs. Both the structures
after 5 ns in the presence of restraints and after 6 ns, after releasing the restraints for 1 ns, have been

used.

In models 24 and 27, Cd?* ions seem to be more stably inserted in their sites. Individual interactions
with the neighbouring residues are listed in Tables 4.24 and 4.25, for Cd1 and Cd2, respectively. Cd1
shows high interactions with C144 in all models and with C146 in models 24, 27 and CopA, only.
Cd2 shows high interactions with C144 in models 16, 24 and 27 and with C146 in all models except
CopA. A small interaction energy between M64 in TMH3 (eqv. M149 in the real sequence) and Cd1
in model 24 or Cd2 in model 16 is visible. Medium size interaction energies between both cadmium
ions and D202 (eqv. D692) are detected. Cdl in model 27 and Cd2 in model 24 interact significantly
with carbonyl oxygens of 140, V141 and V142. Interactions between Cd2 and G143 are also clear in
models 16 and 21.

Model | Residue (Interacting Energy)

16 C144(-157), C146(-23), L178(-4), K181(-45), D202(-30)

21 C144(-158),1195(-5),A 198(-37),1199(-7),D202(-12)

24 M60(-4),M64(-5),L140(-7),V141(-7),V142(-7),C144(-151),C146(-157),D202(-27)
27 V139(-5),L140(-45),V141(-41),V142(-43),C144(-150),C146(-144)

CopA | S9(-6),F12(-38),131(-6),G143(-36),C144(-162),C146(-151)

Table 4.24: CHARMM Interaction energies (kcal/mol) between Cdl and other residues from the

minimized energy structures of CadA models after MD in the presence of restraints.

4.6.2.5 Role of K181 (eqv. K671)

Lysine 671 (K181) in TMH?7 is a conserved residue in Zn?* and Cd?* ATPases whereas in Cu™
ATPases, it is replaced by an asparagine (See position 48 in the sequence shown in Fig. 4.2). Largest
interaction energies (> 4 kcal/mol) between the important residue K671 in TMH7 and other residues
of the different CadA models are listed in Table 4.26. K181 shows sizeable interactions with the

carbonyl oxygens of its neighbours 1180 and L182. A small interaction with D202 appears in model
16.
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Model | Residue (Interacting Energy)

16 M60(-5), M64(-6), G143(-39), C144(-157), C146(-151), D202(-5)

21 V142(-42), G143(-43), C144(-21), C146(-146)

24 V139(-6), L140(-46), V141(-42), V142(-44), C144(-147), C146(-144)

27 L140(-7),V141(-7),V142(-7),C144(-149),C146(-156),D202(-53),T206/(-28)

CopA | E91(-11),C144(-10),C146(-13),A147(-42) L148(-40),S151(-20), T152(-32),D202(-28)

Table 4.25: CHARMM Interaction energies (kcal/mol) between Cd2 and other residues from the

minimized energy structures of CadA models after MD in the presence of restraints.

Model | Residue (Interacting Energy)

16 S177(-5), L178(-5), 1180(-16), L182(-15), D202(-6)

21 T152(-4), S177(-5), L178(-5), 1180(-16), L182( 14), L185(-6)
24 S177(-5), L178(-5), 1180(-14), L182(-14), A184(-4), L185(-7
27 S177(-5), L178(-5), 1180(-14), L182(-14), A184(-4), L185(-6
CopA | S177(-8), L178(-5), 1180(-16), L182(-14), L185(-6)

Table 4.26: CHARMM Interaction energies (kcal/mol) between K671 in TMH7 (K181) and other

residues from the minimized energy structures of CadA models after MD in the presence of restraints.

4.6.2.6 Role of D202 (eqv. D692)

In the same manner, Aspartate 692 (D202) in TMHS is a well conserved residue in Zn?>* and Cd?*
ATPases whereas in Cut ATPases, it is replaced by a Methionine (See position 73 in the sequence
shown in Table 4.2). In their work on D714 in ZntA (eqv. of D692 in CadA), Dutta et al. showed
that four different substitutions at D714 resulted in complete loss of in wvivo resistance activity and
complete or large reductions in ATPase activity [128]. Largest interaction energies (> 4 kcal/mol)
between this important residue D692 and other residues of the different CadA models are listed in
Table 4.27. In the same manner as K181, D202 shows moderate interactions with its neighbouring
residues A201 and M203 and, of course, with K181, in model 16.

Model | Residue (Interacting Energy)

16 K181(-6), A198 (-6), 1199(-5), A201(-13), D202( 8), M203(-14)
21 C144(-5), A198 (-4), 1199(-8), A201(-13), M203(-16), T206(-8)
24 A198 (-7), T199(-6), A201(-13), D202(-6), 203( 5), T206(-8)
27 A198 (-6), 1199(-8), A201(-14), M203(-16)

CopA | E91(-7), A198 (-8), 1199(-6), A201(-13), M203(-14)

Table 4.27: CHARMM Interaction energies (kcal/mol) between D692 in TMHS8 (D202) and other

residues from the minimized energy structures of CadA models after MD in the presence of restraints.
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4.7 3D-models of CadA

Close views of the Cadmium sites in models 16, 21, 24, 27 and CopA described and studied above
are shown in Figs. 4.17 to 4.21. Distance between the 2 Cd?T ions is 4.1, 8.9, 3.3, 3.3 and 8.7 Ain
models 16, 21, 24, 27 and CopA, respectively. These distances are either short or very long compared
to the distance between the 2 Ca®*t ions in the calcium ATPase Serca. In models 16, 24 and 27 the
2 cysteines of the CPC motif (C144 and C146) are in close proximity with their accompanying Cd?*
ion nearby. In model 21, the orientations of the 2 cysteine sidechains are different and thus the two
ions are further apart. In the CopA model, Cd2 does not interact directly with any of the 2 cysteines
which makes it unlikely to represent a valid model. The interaction between D202 and Cd2 is clear
in model 27. In model 16, the side chain of K181 is pointing towards the interior of the TMH bundle

and interacts with D202 for a good charge screening.

ALA201:0

Figure 4.17: Close view of the cadmium sites from model 16. Structures, built and refined with
CHARMM inside an implicit membrane, are shown after 5 ns MD in the presence of distance restraints
and minimization. Cadmium ions are shown as orange spheres and important residues around the
ions are represented in CPK models and labelled. A “glass” view of the TMHs to which they belong

is also visible.

4.8 Discussion and perspectives

I have presented a novel method to predict the topology and structure of the transmembrane part
of a transmembrane protein supposed to be completely a-helical. To cope with the difficulty of
studying all possible combinations of the TMHs, I have assumed that 4 helices (the basis) were known
from experimental data to be in close proximity in the center of the bundle. A direct application
to the case of ATPases corresponds to the four helices suspected to be involved in metal binding

and transport. The choice of these basis helices is still controversial. In their study of CopA from
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ASR202:002

Figure 4.18: Close view of the cadmium sites from model 21. Same legend as in Fig. 4.17.

Enterococcus hirae [165], Lubben et al. used homology modeling based on the assumed structural
similarity of CopA to the Ca-ATPase, Serca in its E2 form in the absence of calcium (PDB entry
1TWO). To this end, a binary comparison of both sequences was performed with CLUSTALW |[86].
N-terminal transmembrane helices TMH1 and TMH2 of CopA are absent in Serca, thus TMH3-TMHS8
of CopA were considered homologous to TMH1-TMHG6 of Serca. This choice is not evident from the
sequence alignments of the proteins but we used their basis helices in most of our models of the
cadmium ATPase: CadA. We also built a model of CadA based on the structure of CopA solved (for
its extramembrane part only) by another group (Wu et al.). These authors published their structure
of CopA from Archaeoglobus Fulgidus under accession code 2VOY [163] and took the coordinates of
the TM part of their protein (chains B,C,D,E,G,H,K L) directly from the X-ray structure of Serca
in its E2 form with bound thapsigargin (PDB code 2EAR). Their model leads to a different basis
for metal binding but it is based on E2(TG)P21 crystals of Serca used to build structure 2EAR
which diffracted to only 3.3 A resolution [168]. The two models of bases satisfy a functional homology
between Serca and P1B-type ATPases, which is the presence of so-called small and big loops in the
proteins corresponding to the A, N and P domains. Small and big loops of Serca are located between
TMH 2 and 3 and 4 and 5, respectively. In CadA, these loops are located between TMH 4 and 5 and
6 and 7, respectively, leading to a direct homology of TMHs 2 to 5 of Serca with TMHs 4 to 7 of
CadA.

Starting from these bases, we produced and analyzed different models of CadA. We used several
criteria to discriminate between these models: lowest energy, low RMSds or maximum number of
allowed residues in the Ramachandran plot. These criteria seemed relatively efficient to discriminate

between models when applied to bacteriorhodopsin or Serca, although, in the latter case, . removing
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METE4:S

Figure 4.19: Close view of the cadmium sites from model 24. Same legend as in Fig. 4.17.

LYS181:0

Figure 4.20: Close view of the cadmium sites from model 27. Same legend as in Fig. 4.17.
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Figure 4.21: Close view of the cadmium sites from model CopA. Same legend as in Fig. 4.17.

large parts of the protein (small and big loop) may have an influence on results.

I think, however that the protocol described for model building and the produced models of CadA,
themselves, will be of interest to the experimentalists for getting a clearer view of new possible mutants
that could affect metal binding and transport.

The experimental studies carried out so far on the transport site of Cadmium ATPase reveal
that two Cd?" ions (hence our choice of two Cd?" ions in our models) are involved in the reaction
cycle of CadA. The two cysteines of the Cys-Pro-Cys motif (TMH6) act at distinct steps of the
transport process, 0354 (C144) being directly involved in Cd?" binding, whereas C356 (C146) would
be required for Cd?" occlusion; D692 (D202) in TMHS would be directly involved in Cd?" binding
and its interaction with cadmium is visible in several of our models. E164 in TMH4 would be required
for Cd%* release and is far from the cadmium sites in our models. Moreover, in their work on the
ATPase ZntA which transports Zn?*, Pb2* and Cd?*, Okkeri and Haltia [169] show experimentally
that K693 and D714 (eqv. to K671 and D692 in CadA) are functionally essential and appear to
contribute to the metal specificity of the protein, most probably by being parts of the metal binding
site made up by the CPC motif. Our model 16 is compatible with this idea.

Our models and simulations indicate, among other results, that mutating K671 into Alanine in
CadA seems an interesting idea to see the influence of this residue on Cd?* binding and transport.

More generally, this project will go on by regular exchanges with experimentalists who will put up

bonds for realistic models.
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Chapter 5

Dynamics and stability of the Metal
Binding Domains of the Menkes ATPase

5.1 Introduction

As discussed in a previous chapter, there are, in humans, two genes (ATP7A and ATP7B) coding
for Cu'-ATPases: Menkes disease protein (MNKP) and Wilson disease protein (WNDP), that are
associated with genetic copper transport disorders. Each of these P1B ATPases (subgroup 1B-1), of
unknown three-dimensional structure, possesses 8 TMHs, (like the Cadmium ATPase CadA) and 6
cytoplasmic Metal Binding Domains (MBD) (See section 3.4.6). The absence of these MBDs in some
P1B-ATPases suggests that these are likely regulatory domains. Studies have shown that Menkes and
Wilson Disease proteins require at least one intact MBD for targeting to the plasma membrane and a
vesicular compartment, respectively. Each of the MBDs binds a single copper ion in the reduced Cu(I)
form via two cysteine residues. The role of each MBD has been a subject of intense investigations but
remains a point of great interest with no clear answer. I have chosen to study the relations between
structure and function of the Menkes ATPase (ATP7A) MBDs, for which NMR structures have been
obtained. T will present the results I have obtained from molecular dynamics (MD) simulations of the

6 MBDs of the Menkes protein, individually, in their Apo (no copper) and Holo (with copper) forms.

5.2 Models and simulation details

5.2.1 Simulation parameters

All MD simulations were performed with the CHARMM |[48] program using the CHARMM27 all-
atom force field [170]. To cope with the lack of parameters for metals in the CHARMM force field,
researchers in our team have developed, in a previous work [59], special parameters for Cu® bound
to cysteine sulfur atoms in proteins, in a fixed linear geometry (See Table 2.1). In our model, charge
transfer between thiolate and metal is approximated by a covalent bond between metal and sulfur.
The electrostatic field around the metal accurately reproduces ab initio calculations by a careful

adjustment of partial atomic charges of thiolates and metals (See Table 2.2).
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5.2.2 Model structures

Tridimensionnal atom coordinates of the Menkes Metal Binding Domains (MBD) were obtained from
the NMR structures from the Protein Data Bank with PDB entries given in Table 5.1. Since the

Apo Holo
Mnk | PDBID | RMSD A | Charge | PDBID | RMSD A
1 1K VI [171] 1.8 5 1KVJ 2.0
2 1S60 [172] 1.3 +2 1S6U 1.2
3 2G90 [173] 1.03 -1 2GAT 1.2
4 1AW [174] 1.00 5 2AW0 1.0
5 1Y3K [175] 1.7 0 1Y3J 2.4
6 1YJU [176] 1.6 0 1YJV 1.6

Table 5.1: List of Menkes Metal Binding Domains used in the simulations. PDB codes of the NMR
structures are given in col.2 and 5 for the Apo and Holo forms, respectively. RMSDs of the Ca atom
coordinates of the 10 models found in each PDB entry are given in col.3 and 5. Total charge of each

MBD in its Apo form is given in col.4.

MBDs of the Menkes ATPase are part of a longer protein, N- and C-terminal residues have been
capped with neutral acetylated N-terminus and amidated C-terminus (ACE and CT2 as defined in
the CHARMM topology file). A view of the sixth MBD (Mnk6) in the presence of copper is shown in
Fig. 5.1. The elements of secondary structure, the ferredoxin fold: SafBBaf are highlighted.

Figure 5.1: Structure of Mnk6-Holoi with Cu™ ion represented as an orange sphere. Nter and Cter
capping residues, the SaffBaf secondary structure motif and the two CYS residues binding the metal

in a linear geometry are highlighted.

The first model of each of the solution structure PDB file of the proteins was used as a starting

conformation for all MD simulations. (Models are structurally very close and this choice is likely
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to have no incidence on the results reported here). Counterions (chloride or sodium) were added to
the systems when necessary to keep them electrically neutral. (They were initially placed so as to
minimize their electrostatic interaction with the protein). A view of Mnk6 in the presence of copper

and with 1 sodium counterion is shown in Fig. 5.2. Charged amino acids are highlighted.

Figure 5.2: Structure of Mnk6-Holo with 1 sodium counterion (green sphere), The Cu™ ion is repre-
sented as an orange sphere and charged amino acid residues are highlighted in blue (positive LYS and
ARG) and red (negative GLU and ASP).

Proteins were solvated with TIP3P water molecules [177] in an orthorhombic box. Water molecules
with oxygen atom closer than 2.4 A to any protein heavy atom (i.e. non-hydrogen atom) were deleted.
The final simulated system including Cu™, sodium counterion and a water box is shown in Fig. 5.3,
still in the case of Mnk6.

5.2.3 Simulation details

The systems were energy-minimized and equilibrated for 30 ps at constant temperature (300 K) and
pressure (1atm) with periodic boundary conditions, and using the particle mesh Ewald method [178|
for calculation of long-range electrostatic interactions. Langevin dynamics (See section 2.3.2.3) and
Langevin piston were used to keep temperature and pressure constant, with a friction coefficient of
3ps~! for all protein non-hydrogen atoms. The protein heavy atoms were first constrained with a har-
monic force constant of 1kcal.mol™ A =2 for 5 ps. Then, it was decreased to zero in 0.2 kcal.mol=*A —2
step every 5ps. After the 30 ps equilibration, the temperature of the system was kept at 300 K with
a Nosé-Hoover thermostat and the pressure was maintained around 1 atm with a Langevin piston.
SHAKE [179] was used to constrain all covalent bonds involving hydrogen atoms at their equilibrium
length. All the simulations employed the leapfrog Verlet algorithm (See section 2.3.2.2) with a 2-fs
integration timestep. The largest box dimension (along the z axis) of each system was allowed to vary

with time (NPAT ensemble). All simulations consisted of 30 ps. equilibration followed by 15 ns.
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Figure 5.3: Image of the solvated system: Mnk6-Holo with sodium counterion inside a TIP3P water

box.

production dynamics. The simulations were analyzed over the last 5ns (unless otherwise specified).
The criteria used to determine the convergence of the simulations were the total and potential energy
terms, the crystal dimensions and the time-evolution of the Root Mean Square Deviation (RMSD)
of the backbone atom position with respect to the corresponding experimentally resolved starting
conformation. Simulations of MBDi of the Menkes ATPase will be noted Mnki in the following.

5.2.4 Restraints

Simulations were done in the presence of 4 mild distance restraints aimed at preventing the "opening”
(fraying) of the structures between [ strands. These restraints of the type "biharmonic with well”
(See section 2.1.3) are treated as "NOE-like” restraints in CHARMM and have the following form:

Exop= Y. kA

restraints,r

with
R— (d+ dyius) if d+ dypus < R
A = 0 lfd—dmznus<R<d+dplus
d — dppinus — R if R <d— dminus

where the distance between the two atoms is R, the target distance is d and the restraining potential
is null for d—dpinus < R < d4dpys Values of k. = 20 keal/mol /A2, d = 2.0 A and dpinus = pius = 0.2
A were used. These restraints correspond to H-bonds between atom O of 1 residue in -1 and H of 1

residue in -4 and between atom O of 1 residue in -2 and H of 1 residue in (3-3.
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5.2.5 Additional sessions and restraints

As already explained, all Mnk MBD systems were first simulated during 15 ns with 4 mild NOE-type
restraints aimed at preventing fraying of the (-strands: (let’s call these runs session 1). After initial
analysis of these results, we noticed large coordinate RMSD with respect to initial NMR structures
for several systems. We then decided to run additional MD sessions where we would progressively add
distance restraints until we have maintained all H-bonds found in the NMR PDB structure. These
new sessions are explained in Table 5.2 for Apo and Table 5.3 for Holo Mnk simulations. In the case
of Mnk1, session 2, for instance, 2 restraints were added between C17-O and 121-H within «-1 and
between H33-O in (-2 and 146-H in (-3.

Session | Mnkl | Mnk2 | Mnk3 | Mnk4 | Mnk5 | Mnk6
1 4 (15) | 4 (15) | 4 (15) | 4 (15) | 4 (15) | 4 (15)
2 6 (15) - - 7(5) - -

3,4 44 (5) | 42 (5) | 38 (5) | 36 (5) | 33 (5) | 35 (H)

Table 5.2: Number of NOEs applied in each session and for all Apo Mnk systems. 4 dynamics sessions
were run to correct for large RMSD found in some simulations. Session 1 corresponds to the "normal”
15 ns run with 4 NOE-like distance restraints as discussed previously. In Session 3 and 4, all H-bonds
detected in the initial NMR structures were translated into distance restraints. In session 3, NOEs
were kept for the total 5 ns runs while in session 4, they were removed during the last 2 ns. (Simulation

time in ns is given in parentheses.)

Session Mnk3 Mnk5
2 9 (15) 8 (5)
3 11 (6) 9 (5)
4 15 (5) 17 (> 2.5)
5 17 (> 2.5) 22 (2)
6 49 (9) 44 (5)

Table 5.3: Number of NOEs applied in each session and for Holo Mnk 3 and 5. Six MD sessions were
run to correct for large RMSD found in some simulations. Session 1 corresponds to the "normal” 15
ns run with 4 NOE-like distance restraints. Simulation time in ns is given in parentheses. "> 2.5’
means that we stopped the simulation after 2.5 ns because a large RMSD between final and initial
coordinates was reached. The only difference between sessions is the number of applied restraints.
The starting structure remains the original NMR structure after 30 ps. equilibration MD. (Simulation

time in ns is given in parentheses.)
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5.3 Results

5.3.1 Sequence alignment

A sequence alignment of Menkes Metal Binding Domains Mnk1 to Mnk6 used in this work is shown in
Fig. 5.4. The alignment was done with the program CLUSTALW [86]. Conserved sequences include
the GMxCxSC (where x represents any residue) metal binding motif in loop L1, 121 and E22 in helix
al, V36 and L38 in 82, Y47 in (3, and 161 in 2. Clearly Mnk3 presents the sequence which shows

largest variability compared to others.

F49, G65, F66 and A68.
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Figure 5.4: Sequence alignment of Menkes Metal Binding Domains Mnk1 to Mnk6 used in the MD

simulations. Secondary structure labelling (A for o, B for 3) corresponds to the sequence of Mnk4.

5.3.2 Time evolution of energy and box dimensions

5.3.2.1 Energy

Energy was correctly equilibrated for all systems after 4 ns.

The standard deviations of the total
CHARMM potential energy of the systems measured from the last 5 ns of 15 ns MD simulations are

shown in Table 5.4. Standard deviations are similar for all systems.

AVIHNPD MNK1

MNK2
MNK3
MNK4
MNK5
MNK6

MNK1
MNK2
MNK3
MNK4
MNK5
MNK6

Mnk3 lacks T13, a positively charge amino acid in 27, G30,

Mnk1 Mnk?2 Mnk3 Mnk4 Mnk5 Mnk6
Apo | Holo | Apo | Holo | Apo | Holo | Apo | Holo | Apo | Holo | Apo | Holo
76.7 | 77.2 | 79.1 | 80.5 | 729 | 73.8 | 76.2 | 80.8 | 76.1 | 79.7 | 74.0 | 76.2

Table 5.4: Standard deviations (o in kcal /mol) of the total CHARMM potential energy of the systems

measured from the last 5 ns of 15 ns MD simulations.
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5.3.2.2 Box dimensions

Two periodic box dimensions (b and ¢) were fixed during the simulations (NPAT ensemble). The
variable box dimension (a) was rapidly equilibrated as shown in the example case of Mnk5 Holo in

Fig. 5.5. Average dimension is 48.5 A with a very low standard deviation of 0.05 A .

48.8 T T T T T T T T T T T T T
48.7 b
48.6

<

@®©
48.5
48.4
48'3 1 1 1 1 1 1 1 1 1 1 1 1 1

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
Time [ns]

Figure 5.5: Variable dimension of the simulation box vs. time for the simulation of Mnk5 with copper.

5.3.3 Coordinate RMSD from initial structure
5.3.3.1 Session 1

Backbone atom coordinate RMSD from initial NMR structures during the 15 ns MD runs (Session 1)
for Apo and Holo Mnk systems, are shown in Fig. 5.6 and Fig. 5.7, respectively. Quantitative analyses
of the curves are given in Tables 5.5 and 5.6 for Apo and Holo Mnk systems, respectively. In the
Apo form, only Mnk6 shows nicely low RMSDs around 1.5 A from its NMR structure, while the 5
others depart significantly from the NMR structures with a maximum average deviation of 2.9 A for
Mnk1. This high value for Mnk1 agrees with the large experimental RMSD between models observed
in structure 1KVI (See Table 5.1). In their Holo (Cu™) forms, Mnk1, Mnk2, Mnk4 and Mnk6 show
very low RMSDs, meaning for Mnk1, Mnk2 and Mnk4 a dramatic stabilization of the structures when
copper is added. High RMSDs of 2.5 A remain for Mnk3 and Mnk5, in agreement for the latter with
the experimental RMSD between models of 2.4 A and also with recent simulations of the fifth metal
binding domain of the Wilson protein [180].

5.3.3.2 Following sessions: Apo

The large RMSDs from initial NMR structures obtained for some Mnk systems motivated us to run

other simulations with increased number of restraints.
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Figure 5.6: Backbone atom coordinate RMSD from initial NMR structures during MD simulations

for Apo Mnk (session 1); Red: Mnkl1; Green: Mnk2; Blue: Mnk3; Pink: Mnk4; Cyan: Mnk5; Black:
Mnk6
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Figure 5.7: Backbone atom coordinate RMSD from initial NMR structures during MD simulations

for Holo Mnk (session 1); Red: Mnk1; Green: Mnk2; Blue: Mnk3; Pink: Mnk4; Cyan: Mnk5; Black:
Mnk6
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System | <RMSD-bb> (¢) (A) | <RMSD-Tot.> (o) (A)
Mnk1 9 (0.28) 2 (0.24)
Mnk2 6 (0.16) 9 (0.13)
Mnk3 4(0.12) 5 (0.11)
Mnk4 5 (0.25) 6 (0.28)
Mnk5 5 (0.17) 7 (0.15)
Mnk6 5 (0.10) 9 (0.12)

Table 5.5: Average RMSD (standard deviation in parentheses) of backbone (bb) or all (Tot.) atom
coordinates from their initial values in the NMR structures. Averages were calculated over the last 5

ns of the 15 ns MD runs and for Mnk Apo systems (session 1).

System | <RMSD-bb> (¢) (A) | <RMSD-Tot.> (o) (A)
Mnk1 6 (0.10) 8 (0.09)
Mnk2 2 (0.11) 5 (0.09)
Mnk3 5 (0.17) 5 (0.17)
Mnk4 1(0.17) 1(0.17)
Mnk5 5 (0.14) 7 (0.13)
Mnk6 4 (0.15) 8 (0.12)

Table 5.6: Average RMSD (standard deviation in parentheses) of backbone (bb) or all atom (Tot.)
coordinates from their initial values in the NMR structures. Averages were calculated over the last 5

ns of the 15 ns MD runs and for Mnk Holo systems (session 1).

System | <RMSD-bb> (¢) (A) | <RMSD-Tot.> (o) (A)
Mnk1 9 (0.10) 0 (0.07)
Mnk?2 2 (0.08) 6 (0.06)
Mnk3 6 (0.12) 8 (0.12)
Mnk4 1.8 ( 0.11) 9 (0.10)
Mnk5 2.4 (0.08) 5 (0.09)
Mnk6 1.4 (0.13) 8 (0.12)

Table 5.7: Average RMSD (standard deviation in parentheses) of backbone (bb) or all (Tot.) atom
coordinates from their initial values in the NMR structures. Averages were calculated over the last ns

of the 5 ns MD runs and for Mnk Apo systems in the presence of all H-bond restraints (session 3).
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A summary of average RMSDs calculated from the last ns analysis of 5 ns MDs in the presence of
all H-bond restraints (session 3) is shown in Table 5.7. A decrease of the RMSDs from initial NMR
structures is clearly visible compared to results of session 1 (See Table 5.5). This is especially true
for Mnk1 from 2.9 to 1.9 A (see Fig. 5.8) and Mnk2 from 2.6 to 1.2 A (see Fig. 5.9). The RMSDs
have also been calculated with respect to the centroid of the 10 NMR models of each structure. The
result is shown in black for Mnk1 in Fig. 5.8. The centroid xas computed with the program kclust
of the MMTSB tools [181]. No significant difference was observed compared to RMSDs calculated
from NMR model 1. Session 2 where we introduced 6 distance restraints instead of 4 was a complete
failure with a still larger increase of the RMSD, and was abandoned. Noticeably, a large drift of
the structure of Mnk5 is still visible (See Fig. 5.10), even after all H-bonds are maintained through
NOE-like restraints.

45

L |
2-j I.Jh‘»h. y ‘ me
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Distance[A]

Time [ns]
Figure 5.8: Backbone atom coordinate RMSD from initial NMR structures during MD simulations for
Apo Mnk1: Red: Session 1 with 4 restraints only; Brown: Session 2 with 6 restraints; Blue: Session
3 where all possible H-bond restraints are introduced during the 5 ns MD run; Green: Session 4 with
all restraints during the first 3 ns MD and released during the last 2 ns; Black: same simulation but
RMSDs are calculated from the centroid of the NMR structures instead of the first model.

Running the same simulations of Apo Mnk systems but after release of the restraints during the
last 2 ns (session 4) gives results summarized in Table 5.8. Mnk2, 3, 4 and 6 seem to have reached
their stable conformation. A significant increase of RMSD after removing the restraints is visible in
the case of Mnkl. No big change is visible for Mnk5 which either is not yet equilibrated or tries to

reach an equilibrium far from the NMR structure.

5.3.3.3 Following sessions: Holo

Additional MD sessions were run for Mnk3 and Mnk5, only. All other Mnk systems were correctly
equilibrated after session 1 in their Holo form. In session 6, a clear decrease of the RMSDs from 2.5
to 1.6 A (with respect to session 1) is visible for Mnk3 and Mnk5 in Table 5.9. This is illustrated in
Fig. 5.11 showing the backbone atom coordinate RMSDs of Holo-Mnk5 during the different sessions.
Thus, in their Holo form, Mnk3 and Mnk5 could be stabilized by enforcing that H-bonds defining
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Figure 5.9: Backbone atom coordinate RMSD from initial NMR structures during MD simulations

for Apo Mnk2: Red : Session 1 with 4 restraints only; Blue
restraints are introduced during the 5 ns MD run; Green :

first 3 ns MD and released during the last 2 ns.
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Figure 5.10: Backbone atom coordinate RMSD from initial NMR structures during MD simulations

for Apo Mnk5:

Red : Session 1 with 4 restraints only; Blue

restraints are introduced during the 5 ns MD run; Green

first 3 ns MD and released during the last 2 ns.
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System | <RMSD-bb> (¢) (A) | <RMSD-Tot.> (o) (A)
Mnk1 3(0.13) 4(0.12)
Mnk?2 4 (0.13) 8 (0.12)
Mnk3 6 (0.12) 8 (0.12)
Mnk4 5 (0.12) 8 (0.12)
Mnk5 7 (0.14) 9 (0.11)
Mnk6 2 (0.11) 6 (0.10)

Table 5.8: Average RMSD (standard deviation in parentheses) of backbone (bb) or all (Tot.) atom
coordinates from their initial values in the NMR structures. Averages were calculated over the last ns
of the 5 ns MD runs and for Mnk Apo systems. Restraints were set during 3 ns and released for the

last 2 ns (session 4).

secondary structures be conserved during the simulations.

System | <RMSD-bb> (¢) (A) | <RMSD-Tot.> (o) (A)
Mnk3 1.6 (0.11) 2.5 (0.09)
Mnk5 1.6 (0.15) 2.9 (0.09)

Table 5.9: Average RMSD (standard deviation in parentheses) of backbone (bb) or all (Tot.) atom
coordinates from their initial values in the NMR structures for Mnk3 and Mnk5. Averages were
calculated over the last ns of the 5 ns MD runs and for Mnk Holo systems in the presence of all

H-bond restraints (session 6).

5.3.4 Conservation of secondary structure

We just proved that enforcing H-bonds defining secondary structure elements of the MBDs could have
a large influence on their stabilization, especially in their Apo form. We will now see the direct effect

on these secondary structure elements.

5.3.4.1 Session 1
Apo

A secondary structure analysis with stride [167] reflects the results concerning RMSDs presented
above. Graphs of the evolution of secondary structure elements of Mnk1, Mnk5 and Mnk6, in their

Apo form, versus time, are shown in Fig. 5.12, 5.13 and 5.14, respectively. Interesting information

can be drawn from these plots:

- As already mentioned, Mnk6 presents a nice conservation of all its secondary structure elements

at all time.
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Figure 5.11: Backbone atom coordinate RMSD from initial NMR structures during MD simulations

for Holo Mnk5: Red : Session 1; Green :

and Black: Session 6

Session 2; Blue: Session 3; Pink: Session 4; Cyan: Session 5

- Alpha-helix a-1 shows instabilities in both Mnkl and Mnk5. The a-helix changes for 7 or
3-10-helices or even (-bridges. Helix a-2, on the other hand, is very stable in all Mnk systems.

- Globally, §-strands are conserved even though they are shortened most of the time.

Quantitative details about the conservation of the secondary structures for all Menkes MBDs in

their Apo form are given in Table 5.10. A diminution of the number of residues in a-helix from the

NMR initial structure to the structure obtained after MD is clear for Mnk1, 2 and 3 and compensated

by an equal increase of turns (hydrogen bonded turn), or the formation of a m-helix in the case

of Mnkl.

Mnk4 and Mnk6 appear very stable in terms of secondary structure.

Mnk5 undergoes

dramatic disappearance of 3 strands turning into coils or 3 bridges (single pair of 8-sheet hydrogen

bond formation).

MD and minimization.

3-10 helices (3-turn helices) when present in the NMR structures disappear after

Sec. Struct. | Mnkl (74) | Mnk2 (72) | Mnk3 (74) | Mnk4 (72) | Mnk5 (73) | Mnk6 (71)
NMR | MD | NMR | MD | NMR | MD | NMR | MD | NMR | MD | NMR | MD
a-helix 24 20 18 16 23 20 24 24 22 22 23 24
3-10-helix 3 3 3 - - 3 3
[-strand 20 15 21 22 24 24 25 24 25 17 23 23
Turn 7 20 19 19 18 20 15 14 15 14 13 12
Coil 20 19 11 12 9 10 8 10 8 16 9 12

Table 5.10: Number of residues in each type of secondary structure for Apo Mnk. Results of stride

are given for the initial PDB and for the coordinates obtained after 15 ns MD and minimization with
CHARMM (session 1). After MD, 5 residues forming a m-helix (5-turn helix) appear in Mnk1 and 4
Bridges appear in Mnk5.
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Residue Number

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
Simulation time [ns]

Figure 5.12: Evolution of secondary structure elements of Mnk1l Apo with time; color code is red for
a-helices, blue for (-sheet, yellow for hydrogen-bonded turns, light red for 3-10 helices, magenta for
m-helices, light blue for G-bridges and white for coils. The BafBGag fold is clearly visible.

Residue Number

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
Simulation time [ns]

Figure 5.13: Evolution of secondary structure elements of Mnk5 Apo with time; Same color code as

in Fig. 5.12

118



Residue Number
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9 10 11 12 13 14 15

Figure 5.14: Evolution of secondary structure elements of Mnk6 Apo with time; Same color code as
in Fig. 5.12

Holo

In their Holo forms, Mnk1, 2, 4 and 6 are stable in terms of secondary structure. As an example,
a graph of the evolution of Mnk2 Holo with time is shown in Fig. 5.15.

Noticeably, for Mnk3, an increase of the number of amino acids in a-helix and §-strands is observed
after MD at the expense of turns (see Table 5.11 and Fig. 5.16). Logically from the RMSD results,
loss of structuration for Holo Mnk5 is observed both in Table 5.11 and in Fig. 5.17. Number of amino
acids in a-helix, f-strands and turns, all decrease significantly and are replaced by coils. Strand (-2

almost vanishes.

Sec. Struct. | Mnkl (74) | Mnk2 (72) | Mnk3 (74) | Mnk4 (72) | Mnk5 (73) | Mnk6 (71)

NMR | MD | NMR | MD | NMR | MD | NMR | MD | NMR | MD | NMR | MD
a-helix 24 24 24 24 22 24 24 24 23 21 24 24
[-strand 25 21 22 22 18 23 25 25 20 15 24 23
Turn 12 16 16 16 26 15 14 14 21 16 16 13
Coil 13 13 10 10 7 12 9 9 9 19 7 11

Table 5.11: Number of residues in each type of secondary structure for Holo Mnk. Results of stride
are given for the initial PDB and for the coordinates obtained after 15 ns MD and minimization with
CHARMM (session 1). 1 additional bridge was found in the NMR structure of Mnk3 and Mnk5 while
2 Bridges remain in Mnk5 after MD.
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Figure 5.15: Evolution of secondary structure elements of Mnk2 Holo with time; Same color code as

in Fig. 5.12

Residue Number

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
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Figure 5.16: Evolution of secondary structure elements of Mnk3 Holo with time; Same color code as

in Fig. 5.12

120



Residue Number

9 10 11 12 13 14 15

1 2 3 4 5 6 7 8
Simulation time [ns]

Figure 5.17: Evolution of secondary structure elements of Mnk5 Holo with time; Same color code as
in Fig. 5.12

5.3.4.2 Following sessions

After session 4 (Apo) and 6 (Holo) a summary of secondary structure elements is shown in Table 5.12.
Mnk1 and Mnk5-Apo have regained stability of their a-1 helix and (-strands. Consistently with the
introduction of restraints on all H-bonds, most residues in Mnk3 and Mnk5 in their Holo form belong

to structured motif, eben more than in the original NMR structures.

Sec. Struct. | Mnkl-Apo | Mnk5-Apo | Mnk3-Holo | Mnk5-Holo
a-helix 26 21 23 22
(B-strand 18 23 25 22
Turn 10 16 21 20
Coil 20 11 5 8

Table 5.12: Number of Residues present in different secondary structures for some Mnk systems after
CHARMM MD and minimisation: Mnkl-Apo after 5 ns MD, session 4; Mnk5-Apo after 5 ns MD,
session 4; Mnk3-Holo after 9 ns MD, session 6; Mnk5-Holo after 5 ns MD, session 6 has 1 additional
bridge

5.3.5 Root Mean Square Fluctuations

Root Mean Square Fluctuations (RMSF) of atom coordinates correspond to standard deviations of

these coordinates around their average value in time. (RMSDs are averaged over several atoms or
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structures at a given time; RMSFs are averaged over time for a given atom or structure). Average
RMSF values in the MD simulation are usually considered as the criterion for overall flexibility of the
system. The C, atom coordinate RMSFs averaged over the last 5 ns of 15 ns MD runs (session 1)
are plotted in Figures 5.18 to 5.23 for Mnkl to 6, respectively. Logically, the residues in the a and
(-folded regions are the least mobile, with mean RMSF around 0.5 A in both Apo and Holo forms.
More importantly, except for Mnk3 and Mnkb5, a global reduced mobility of the residues in the Holo
form is clearly visible in the loops compared to the Apo form, notably for residues in and around
the Metal Binding Site (MBS), in agreement with NMR results, with a maximum reduction of the
fluctuations around 2 A for Mnk1.

Mnk3 and Mnk5 show a greater mobility in the presence of Cu, with average RMSFs 0.5 A larger
than in the Apo form. Mnk6 is the MBD with lowest average fluctuations of its backbone atoms
with the exception of its loop L2 which, in its Holo form, exhibits RMSFs larger than 2 A. This
agrees with recent simulations of the sixth metal binding domain of the Wilson protein [180]. In
general, in the Apo forms, large fluctuations are observed in loop L1 between §; and aq, in agreement
with the frequent absence of experimental NOEs in this region. Although NMR measurements and
MD simulations generally reflect dynamical properties of proteins in the same picoseconds to sub-
microsecond timescales, the line broadening observed experimentally, in the region of residues 11-16, is
very probably due to conformational averaging occurring on time scales much longer than nanoseconds

and thus difficult to completely reproduce using MD simulations.

RMSF [A]

By L oo L B Ly B3 L az Ls By
O Il Il Il Il Il Il ; Il Il Il Il Il Il _\
5 10 15 20 25 30 35 40 45 50 55 60 65 70

Mnk1 sequence

Figure 5.18: Root mean square fluctuations of the Ca atom positions of Mnk1 averaged over the 5
last ns of a 15 ns MD simulation. Empty circles for the Apo form and filled squares for the Cu™ Holo

form. Secondary structure elements are highlighted.

An analysis of the RMSFs of the two cysteines (noted Cysl and Cys2) involved in matal binding
is shown in Table 5.13. For all MBDs, in both their Apo and Holo forms, Cysl which always belongs
to loop L1 has a higher RMSF than Cys2. This is in complete agreement with NMR results for
Mnk MBDs and also for the metallochaperones ApoCopZ, CuCopZ, Atx1 and Hahl, where the first
cysteine residue was found more mobile than the second one. In general, both cysteines exhibit a

reduction of their fluctuations when Cu™ is bound. Mnk5 is an exception with an increase of the
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Figure 5.19: Root mean square fluctuations of the Ca atom positions of Mnk2 averaged over the 5

last ns of a 15 ns MD simulation. (Same legend as in Fig. 5.18)
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Figure 5.20: Root mean square fluctuations of the Ca atom positions of Mnk3 averaged over the 5

last ns of a 15 ns MD simulation. (Same legend as in Fig. 5.18)
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Figure 5.21: Root mean square fluctuations of the Ca atom positions of Mnk4 averaged over the 5

last ns of a 15 ns MD simulation. (Same legend as in Fig. 5.18)

25

RMSF [A]

B Ly ay L B Ly B3 L ap Ls By

0 L L L L . .
5 10 15 20 25 30 35 40 45 50 55 60 65 70 75

Mnk5 sequence

Figure 5.22: Root mean square fluctuations of the Ca atom positions of Mnk5 averaged over the 5

last ns of a 15 ns MD simulation. (Same legend as in Fig. 5.18)

124



25

RMSF [A]

By Ly ay Ly B Ly B3 Ly a LspBy

5 10 15 20 25 30 35 40 45 50 55 60 65 70
Mnk6 sequence

Figure 5.23: Root mean square fluctuations of the Ca atom positions of Mnk6 averaged over the 5

last ns of a 15 ns MD simulation. (Same legend as in Fig. 5.18)

fluctuations of these cysteines upon metal binding. Mnk1 is outstanding in terms of dynamics of the
cysteines of its MBS: both cysteines show the largest fluctuations of all MBDs in their Apo form and

the largest reduction leading to the smallest fluctuations of all MBDs in their Holo form.

Cys Mnk1 Mnk?2 Mnk3 Mnk4 Mnk5 Mnk6

Holo | Apo | Holo | Apo | Holo | Apo | Holo | Apo | Holo | Apo | Holo | Apo
Cysl | 0.55 | 2.63 | 0.68 | 1.23 | 0.83 | 1.16 | 0.94 | 1.38 | 1.34 | 1.09 | 0.67 | 0.79
Cys2 | 0.44 | 1.37 | 0.54 | 1.22 | 0.83 | 0.63 | 0.62 | 1.04 | 0.99 | 0.88 | 0.47 | 0.57

Table 5.13: RMSFs of the Ca atom positions of the two metal binding cysteine residues of the CxxC

motif. RMSFs are averaged over the 5 last ns of a 15 ns MD simulation.

5.3.6 Radial Distribution Function of water around Copper

A radial distribution function (RDF), g(r), describes the probability: g(r).0r of finding an atom
(oxygen of water molecule) at a distance between r and 7+ dr from another atom (Cu™) as a function
of the atom separation r. RDF has been widely used to study the dynamical structural modification
of dense systems, the dynamical properties of metal ion hydration, and to search metal binding sites in
proteins during MD simulations. The exact nature of the copper coordination sphere in Menkes MBDs
has remained for years the subject of several pungent questions. Results of the radial distribution
function of water oxygen around Cu™ are presented in Figure 5.24 for all Menkes MBDs and a summary
of the results is shown in Table 5.14. From the first peak in the radial distribution function, we observe
that a first "shell” of water molecules is located between 3.1 and 3.2 A (zg) away from the copper ion.
A notably low number of two water molecules (Nw) hydrate the Cut ion in Mnkl, 2, 4 and 6. This
number becomes 3 or 4, reliably and significantly higher in the case of Mnk3 and Mnk5 for which the

copper then appears more solvent-exposed than for the other MBDs. There appears to be some kind
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of relation between the RMSDs of the MBDs with respect to their initial structure (See Table 5.6)
and the number of bound waters in proximity to the copper ion: the more mobile the structure is,
the more solvent exposed is the Cu™ ion. Note also that 7.5 A away from Cut, in Mnk2 Mnk4 and

Mnk®6, the distribution of water molecules around the ion is already that of the bulk.
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Figure 5.24: Radial distribution function for all HoloMnk systems from 5 last ns of 15 ns MD runs
(session 1): Red : Mnkl1; Green : Mnk2; Blue : Mnk3; Pink : Mnk4; Cyan : Mnk5; Black : Mnk6

g(r) data | Mnkl | Mnk2 | Mnk3 | Mnk4 | Mnk5 | Mnk6
TH 3.25 3.25 3.15 3.25 3.05 3.15
gH 0.28 0.31 0.67 0.30 0.48 0.31
7, 4.35 4.25 4.15 4.05 4.35 3.85
gL 0.24 0.26 0.38 0.27 0.31 0.22
<g> 0.47 0.59 0.53 0.56 0.57 0.51
Nw 2.4 2.3 3.9 1.9 3.4 1.5

Table 5.14: Analysis of radial distribution functions of the Holo Mnk simulations (from the last 5 ns
of 15 ns MD runs, session 1): xy is the distance between water oxygen and Cu™ corresponding to the
first peak in g(r):gp; 21, and gy, are the distance and g values corresponding to the following minimum
of g(r). The position of this minimum is used as higher bound for the integration of the first peak
yielding the average number of water molecules in the first hydration sphere of Cu™: Ny; Finally,
< g > is the average value (for r between 10 and 12 A ) of the plateau reached by g(r) for large 7.

I also calculated the radial distribution function of water oxygens around Cu™ for Mnk3 and Mnk5
in the MD simulation run in the presence of all H-bond restraints, corresponding to session 6. The
results compared to those obtained in session 1 are shown in Figure 5.15 and summarized in Table 5.25.

Significant variations exist between the results in the two sessions meaning that either MD runs in
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session 6 were too short or that restraints on the secondary structure of the MBDs has a non negligible

influence on the distribution of waters around Cu™. However, the main result of a higher hydration
of Mnk3 and Mnk5 by 3 to 4 water moleculs in first sphere is still valid.

Information | Mnk3 | Mnk5
T 3.15 3.05
gi 0.69 0.63
T, 4.65 4.15
JL, 0.24 0.38
<g> 0.58 0.63
Nw 4.43 3.84

Table 5.15: Analysis of radial distribution functions of Holo Mnk3 and Mnk5: session 6 after 5 ns MD
with full restraints. Same legend as for Table 5.14.
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Figure 5.25: Influence of the number of restraints on radial distribution functions for Holo Mnk3 and

Mnk5 (from 1 ns of MD runs in session 6). Orange: Mnk3 session 1; Cyan: Mnk5 session 1; Red:

Mnk3 session 6; Blue: Mnk) session 6.

5.3.7 Average structures

Finally, to illustrate the previous results, I show in Tables 5.16 and 5.17 average structures of the 6

Mnk systems calculated over the last 5 ns of the 15 ns MD runs (session 1) for Apo and Holo Mnk,

respectively. The figures nicely summarize and complete results obtained from the analysis of RMSFs.

We observe:

- Large fluctuations of loops L1 and L3 and beginning of helix -1 for all Mnk MBDs in their Apo

form, except Mnk6.
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High stabilization of L1 and -1 in Mnk1 to Mnk4 upon Cu* binding.

- Large movement of helix a-2 in Mnk5 Apo stabilized upon Cu™ binding.

Large fluctuations in general at the C-terminal.
- Large movement of loop L2 in Mnk6 Holo.

Globally, Mnk6 Apo and Mnk5 with bound Cu™ appear as the most and least stable structures,

respectively.

5.4 Summary, discussion and perspectives

We have carefully simulated and analyzed the dynamics of the six MBDs of the Menkes protein
starting from the coordinates of their solution structure. All the simulations were run on isolated
MBDs whereas they are probably tightly packed in the real protein. This could explain why some
of them were unstable showing large coordinate RMSDs from the initial structure; we corrected this
problem by introducing NOE-like distance restraints maintaining the secondary structure elements
of the proteins through their H-bonds. We noticed, in some cases, like for Mnk1 (session 2), that
a slight increase in the number of restraints certainly lowered the probability of intra-helix or intra-
strand fraying but, at the same time, introduced dramatic loss of inter-secondary structure element
interactions.

From the published structures of Mnk MBDs [183] and from our simulations, each domain consists
of four (@-strands and two a-helices folded into a stable SaBBaf "ferredoxin-like” structure. The
structures of the individual domains are quite similar. The third metal binding domain, Mnk3,
which has the greatest amount of sequence variation (as shown in section 5.3.1), has some notable
differences in the metal binding region, but retains the same general fold. In all MBDs, the conserved
GM(T/H)CxxC copper binding motif lies at the surface of the domain in the (- loop, with the
second copper-coordinating cysteine at the beginning of the «y helix. Apo-structures of MBDs show
that this loop is flexible and relatively unstructured. Except for Mnk3 and Mnk5, upon binding of
Cu(I), the loop acquires rigidity with the copper atom bound between the two cysteine residues in a
linear coordinate environment. The S-Cu(I)-S linear geometry has been suggested by X-ray absorption
spectroscopy with S-Cu(I) bond lengths of 2.2-2.3 A [184, 185]. In Mnkl, the experimental average
S-Cu-S bond angle for the calculated structures of Mnkl1 is 170 degrees [171]. Other experiments on
Mnk4 show that Cu™ is strongly coordinated to the two cysteines and is weakly bound to a third sulfur
atom of an exogenous thiol or a Met side chain [174]. In addition to Cys residues directly involved
in copper coordination, several other amino acids contribute to copper binding environment within
individual MBDs. Mutations of the "X” residues in the CxxC motif have been shown to alter the
flexibility of the metal binding loop [171]. The loop is situated near a core of hydrophobic residues,
which provide a stable association between the 3; strand and the ay helix regardless of whether or not
copper is bound. Four conserved residues contribute to this core - Met12 in the ;- aj loop, Ile2l in
the aq helix, Leu38 in the (- (3 loop, and Phe66 in the as- (4 loop (see Fig. 5.4). In all N-terminal
MBDs, except Mnk3, Phe66 is conserved.
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Table 5.16: Average structures of the 6 Mnk systems, in their Apo form, calculated over the last 5 ns
of the 15 ns MD runs (session 1). Mnkl to 6 from top to bottom and left to right. Only secondary
structure elements and the two Cys residues forming the MBS are represented. Atoms are color coded
from blue to red corresponding to backbone atom coordinate RMSDs from the initial NMR structures
from 0.5 to 1.5 A . Figures have been drawn with program VMD [182].
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Table 5.17: Average structures of the 6 Mnk systems, in their Holo form, calculated over the last 5 ns
of the 15 ns MD runs (session 1). Mnkl to 6 from top to bottom and left to right. Only secondary
structure elements, the two Cys residues and the Cu™ ion forming the MBS are represented. Color
legend as in Table 5.16.
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The third metal binding domain has the most unique sequence of the six domains, as well as
having lower affinity for copper in solution [183]. In Mnk3 the residue Phe66 is substituted by a
Pro residue. however the hydrophobic pocket is maintained by the presence of a Tyr at position
69. The as helix and the (4 strand are shorter, generating an extended -84 loop that is unique
to MBD3. Also unlike other domains, the Apo-form of Mnk3 features an extended «y helix which
incorporates both metal coordinating cysteines. To bind copper, the helix must be unwound in order
for the coordinating sulfur groups to form a linear geometry with the bound Cu(I) molecule. As the
structures of individual MBDs were solved in absence of the rest of the protein, it is possible that
in the full-length Cu-ATPase such unwinding occurs as the result of interactions of Mnk3 with other
MBDs (or perhaps with the copper chaperone), making this domain more suitable for copper binding.
From our studies, Mnk3 appears the MBD for which the binding of Cu™ has the least influence on
the dynamics and fluctuations of the domain compared to the Apo form.

As already mentioned, although XAS of individual MBDs shows a dominant two-coordinate copper
binding environment, a third ligand can contribute to copper coordination [186]. In solution, such
ligands could be provided by reducing reagents present in the buffers, including DTT, glutathione, or
TCEP, Researchers in our team have recently developped parameters for Cu(I) bound to 3 sulfur atoms
and it might be interesting to run new simulations with a trigonal geometry around the ion for the Holo
Mnk MBDs, by adding a glutathione molecule to the system, for example. The structural rigidity
of individual MBDs, emerging from NMR data and our analyses of secondary structures, implies
that significant conformational changes observed in the entire N-terminal region of Cu-ATPases upon
copper binding [184] take place in the loops connecting these individual domains.

The loops connecting N-terminal MBD vary in length (Fig. 5.26). In addition, the N-terminus
of human ATP7B has an extension of 63 amino acid residues, which is critical for proper trafficking
of ATP7B in polarized hepatocytes [187]. ATPTA lacks the very N-terminal extension, but has a
long (91 amino-acid residues) insert between Mnkl and Mnk2, whereas ATP7B has a much shorter
MBD1,2 linker (13 residues). Secondary structure predictions for both the N-terminal extension of
ATP7B and the ATP7TA MBD1,2 insert suggest that these regions are folded and thus may represent
small recognition domains for protein-protein interactions that are unique for the corresponding Cu-
ATPases.

Although specific length of connecting loops varies, the N-terminal domains of ATP7A and ATP7B
share a common motif where the linker between MBDs 4 and 5 is much longer than the one between
MBD5 and 6 (Fig. 5.26). This observation and the presence of only one or two MBDs in bacterial
Cu-ATPase suggest that MBD5,6 may represent an autonomous sub-domain within the N-terminus of
Cu-ATPases. Interesting simulations could be run from the solution structure of these two domains of
the Wilson protein, the only structure where one MBD is not completely isolated from the others [162].

As described in section 1.5.2, Atox1 is the copper metallochaperone associated to ATP7A and
ATP7B in humans. In vitro, Cu-Atox1 has been demonstrated to transfer copper directly to the
N-terminal domain of ATP7B in a dose dependent fashion [188]. All six sites can be filled in this
manner, though a significant excess of Atox1l (5-50 fold over the N-terminal domain of ATP7B) is
needed to do so.

Individually, the N-terminal MBDs have similar copper association constants that are equivalent

or lower than that of Atox1. However, the ability of MBDs to accept copper from Atoxl in the
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Figure 5.26: Schematic of N-Terminal domains of ATP7A (A) and ATP7B (B) The length of inter-
domain loops (in amino acid residues) is indicated. Loop is defined as the segment between folded
72-aa MBDs. (i) The loop between metal binding sites 1 and 2 of ATPTA is predicted to have a
structure similar to the other metal binding sites, but lacks copper coordinating residues. (ii) Metal
binding sites 5 and 6 have been shown to be necessary for proper trafficking of ATP7A. (iii) The very
N-Terminal region of ATP7A is also essential for proper trafficking and membrane targeting. (iv)
MBS 2 has been shown to be the primary site of copper transfer from Atox1. (v) MBS 4 has a higher
affinity for Atox1 than does MBS2, and also has been shown capable of transferring copper to MBSs
5 and 6. (vi) MBDs 5 and 6 are essential for copper transport, and have been shown to regulate
affinity of the Intra-membrane copper binding site. (vii) Location of the G591D mutation in ATP7B
(eqv. G30 in Mnk6, see Fig. 5.4), a disease causing mutation that disrupts Atox1 interactions with

the N-Terminal domain.

132



presence of other domains differs [189]. When Cu-Atox1 is presented to the N-terminal domain of
ATPT7B in vitro, the copper is preferentially transferred to the MBD?2. It is currently not clear whether
better exposure or other characteristics of MBD2 make it a site of preferential copper transfer from
Atox1. When presented as individual domains, MBD4 has a stronger affinity for Cu-Atox1 than
does MBD2 [162], but in the fully folded protein MBD4 may not be sufficiently exposed and may
only become available after transfer of the first copper to MBD2. It has been also proposed that
the charged surface exposed residues may contribute to chaperone-target recognition. Atoxl has a
considerable positively charged surface region featuring a number of lysine residues in proximity to
the metal binding loop. Negatively charged regions of several MBDs may be complimentary [185],
however data from the laboratory [190] and others does not support the idea of surface complimentarity
being a driving force for selective Atox1-MBD recognition. Rather, the complementary surface charge
distribution may be an important factor in packing of the MBDs within the N-terminal domain. The
observation that the distribution of charges on the surface of MBDs of ATP7A and ATP7B appear to
follow the same pattern [191] is consistent with this idea.

For ATPT7A, little is known about the copper transfer process, though themes similar to those
obtained for Atox1-ATPT7B interactions are emerging. When presented to the entire N-terminal tail
(Mnk1-6), Cu-Atox1 showed, in solution, the formation of detectable amounts of a macromolecular
complex with both domains 1 and 4 whereas domain Mnk6 was able to remove Cu(I) from the
metallochaperone [192]. Presented with MBDs 4-6 of ATP7A, only, Atox] demonstrated a preference
for donating copper to Mnk4 [193], although Mnk5 and 6 of ATP7A can also accept copper from
Cu-Atox1 at variance with ATP7B. From our calculations on isolated domains, of the fluctuations
of the MBS in Mnkl1, the large entropy loss of loop L1 upon metal binding could be a reason for
proposing an unfavorable transfer of the metal to the first MBD compared to the five others. Mnk3
of ATPTA is poorly metallated by Cu-Atox1 in solution, likely due to the unusual organization of its
metal-binding site. From our results, Mnk2 and Mnk4 show a bulk-like exposure of the metal after 7.5
A distance from the copper ion and this exposure is maximum for Mnk2. Mnk3 is clearly the MBD
for which the most stable "shell” of water molecules assemble around the copper. Could it be that
this shell "protects” Mnk3 from Cu™ transfer from Atox1? (Researchers in the team have shown from
quantum chemical calculations that Cut presents unfavourable interactions with water oxygen [59].)
Could it be that a good transfer of Cu™ from the chaperone to the MBDs means a low density of
waters around the metal?

Banci2007

Ongoing projects in the team aim at calculating binding affinities of all MBDs for Cu™ using Free
Energy Perturbation (FEP) techniques. These calculations are expensive in terms of computer time
for a proper sampling of the configurations of loop L1, very flexible in the Apo form of the MBDs.
Other projects involve using more sophisticated QM/MM- type methods to study the transfer of the

metal from chaperone to ATPase.

133



134



Chapter 6

Conclusion

The sheer complexity of a protein system might make it virtually intractable for conventional scientific
approaches, in the sense that the intricate relationships between all constituent parts of the protein
are in themselves so complex and convoluted that any simplification or division into separate entities,
as is generally done in science, must be artificial and arbitrary and worse, only valid for the level at
which this simplification or subdivision was made. This means that no general rules derived from
any simplified model of a protein will hold for the real protein system. This statement is bold, since
it implies that only a model that describes the whole protein (and possibly a substantial part of its
surroundings) in virtually exact detail, will ever be able to describe the protein behaviour in such a
way that any conclusions can be derived from it. It also implies that, if we happen to stumble on only
part of the "correct” description, it might be difficult, if not impossible, to tell that this description
was in fact correct. In other words, it becomes very difficult to gauge if a certain direction of research
on proteins is "on track”, i.e. likely to provide useful results in the long run. It would be like a blind
man stumbling around in the dark, not knowing where he is or where he is going, only to be able to
"feel” the destination when he is right at it (the worst case being when the destination cannot even
be "felt”, making it no more efficient than random diffusion is as a means of finding your way home
after a wild party).

In the years spent in Dr. Serge’s team I have been able to explore many aspects of Pl-type
ATPases structure and function. However, the objective of thesis is not only answering a number of
questions regarding a certain topic, but also to open new lines of research to explore. In this regard,
future research on the function and structure function of P1-type ATPases should address answers
to many key questions. Membrane protein structure prediction is still a difficult problem, the more
new structures became available, the more I realized that we did not know much, even it gets worst
if there is no homology structure available.

In this thesis, I have predicted the TMHs region of Cadmium ATPase. For predicting these
TMHs, I have used standard programs like MODELLER, XPLOR, CHARMM, and participated in
the development of our own programs in collaboration with INRIA (AMD). First we have refined
the topology of the TMHs in CADA (where do they begin and end, in sequence). Then, we have
defined models corresponding to all possible arrangements of the TM bundle (initial positioning of
one helix with respect to all others). In the next stage, we have built 3D structure determination (all

coordinates) of these models using XPLOR and a procedure similar to structure determination from
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NMR experiments with distance restraints imposed by the topology or experimental findings. Then,
we have used Adaptive Molecular Dynamics (AMD) program, to interactively check the models for bad
loop positioning or “knots” in the structure. Finally, we have refined these models using CHARMM
and MD simulations in the presence of an implicit membrane. An MD simulation has been performed
with the aim to obtain the optimized structure. It is shown that MD is able to provide structural and
dynamical information about the membrane proteins not accessible from experimental methods.
Next, I have studied N-terminal conserved GxTCxxC metal binding domain(s) (MBDS) of P1
type ATPase. In the case of the human Cu+ transporting Menkes ATPase, there are 6 MBDs,
each of them being able to bind Cu™. The structure of each MBD separately is known by NMR
spectroscopy but the structure of the assembly is unknown. Using MD simulations, we have studied
the dynamics of each MBD in the presence or absence of metal with the final goal of understanding
how the metal is transferred from the metallochaperone to the MBD and why the presence of 6
MBDs is needed for the correct functioning of the pump. These studies take advantages of our recent
work in the field of parameterization of metal ions for molecular mechanics force fields and MD
studies on metallochaperones. We show that fast approximate in silico models of metal ions can help
understand metal binding and transport in metalloproteins or ATPases, which are known to be major

pharmaceutical targets.
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Chapter 7

Supplementary Material

137



138



7.1 Program for finding topological models of CadA: ”"buildtopo”

7.2 First page of output of "buildtopo”
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7.3 All 2D-grid models of CADA
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Figure 7.1: 2D-grid models 1 to 12; The average radius of Models from 1 to 12 are 1.07, 1.02, 1.04,
1.01, 1.01, 1.00, 0.97, 0.97, 1.01, 1.04, 0.97 and 0.97, respectively.
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Figure 7.2: 2D-grid models 13 to 24;The average radius of Models from 13 to 24 are 1.06, 1.04, 1.04,
0.97, 1.06, 0.97, 1.01, 1.04, 0.97, 0.97, 0.97 and 0.97, respectively.
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Figure 7.3: 2D-grid models 25 to 27; The average radius of Models from 25 to 27 are 0.97, 1.06 and

0.97, respectively.
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