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Chapter 1

Introduction

A galaxy is a physical system gravitationally bound, formedby stars, gas in different

phases, embedded in a dark matter halo. Following the Hubbleclassification

(Hubble 1936, Hubble 1927, Hubble 1926a, Hubble 1926b) we divide galaxies in

three different ’Hubble types’, according to their morphology.

Elliptical galaxies (early type) have an ellipsoidal shapethat can have different

eccentricities. They are formed of old stars with no currentstar formation and a

small amount of gas. Spiral galaxies (late type) are composed of a central bulge

with a high concentration of stars, and a rotating flat disk containing stars, gas and

dust. Finally there are lenticular galaxies, intermediatebetween spiral and elliptical

galaxies, with a central bulge similar to the spiral galaxies, but ill-defined spiral

arms. Beyond these ’Hubble types’ there is a broad class of galaxies with lack of

regular structure, they form the group of Irregular galaxies.

1.1 Spiral galaxies

A proper description of spiral galaxies is more complex thandefined above. The

bulge hosts at its center a supermassive black holes and the disk can have different

shapes. In approximatively half of the cases the disk presents a central bar

composed of stars (Mihalas & Routly, 1968). In the Hubble sequence of spiral,

galaxies fork in two sub-samples according to the presence or not of a central bar

(see Fig. 1.1).

In spiral disks gas can be present in different phases that depend on density

and temperature (Bakos et al. 2002). We can divide the interstellar medium into 5

phases (Dahlem 1997) : hot ionized medium, warm ionized medium, warm neutral

medium, cold neutral medium and the molecular component. The hot and warm

component consist of hot ionized gas and neutral HI medium that we can assume

homogeneously distributed all along the gas disk. The cold and the molecular
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Figure 1.1: Hubble sequence (courtesy Ville Koistinen).

component have instead a clumpy structure not uniformly distributed. The disks

of spirals are riches of gas in which there is a high star formation rate.

Spirals are rotation supported systems that can undergo different perturbations

due to the environment in which they evolve. In reality this is the usual case, since

galaxies are not isolated system. At larger scales the Universe is structured in cluster

of galaxies, that can collect thousands of galaxies of any Hubble type (Stevens et al.

1999).

Studying 55 nearby clusters Dressler (1980) observed the so-called

’morphology-density relation’: the early type galaxies are more frequently found

in high density environments. This relation spans a range of6 order of magnitude

in density and has been verified in galaxy groups (Postman & Geller, 1984) and in

higher redshift clusters (Capak et al., 2007).

Spiral galaxies are most frequently found in the outskirts of clusters, in low

density regions, but during their orbit in the potential well of the cluster they can

pass the center of cluster, a much denser environment.

Different observations of nearby clusters (Schindler et al. 1999, Binggeli et al.

1985, Giovanelli & Haynes 1983) showed that in dense environments spiral galaxies

can evolve in a strongly different way with respect to their isolated counterparts.

We can identify three main categories of physical effects that modify the

structure of a spiral galaxy:

- gravitational effects (e.g. tidal interactions in galaxy-galaxy encounters),
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- hydrodynamical effects (e.g. ram pressure stripping or thermal evaporation),

- hybrid processes, i.e. those involving both type of effects, such as

preprocessing and starvation (see Boselli & Gavazzi 2006 and references

therein).

The property of spiral galaxies are related to the environment in which they

formed, because they are strongly affected both from the density of the medium in

which they move, and the interaction with other galaxies during their lifetime. The

detailed study of the relationship between spiral galaxiesand their environment is

based primarily on nearby Universe observations, because the resolving power of

current telescopes provide insufficient details of more distant objects.

The closest spirals rich cluster of galaxies is Virgo (d ≈ 16.7 Mpc), that is also

massive (M = 1.2 × 1015M⊙) and still dynamically active. Virgo is in reality an

aggregate of three sub-clumps centered on the galaxies M87,M86, M49 and has

a total extension of≈ 2.2 Mpc, with ≈ 1800 galaxies. This number could be an

underestimation, because of the unknown fraction of dwarf galaxies (Sabatini et al.,

2003).

One of the most interesting characteristics of Virgo spiralgalaxies is their lack

of gas (Giovanelli & Haynes 1983, Chamaraux et al. 1980). Theamount of atomic

gas in Virgo spirals is less than that of galaxies in the field,in particular they show

truncated HI disks (Giovanelli & Haynes 1983, Cayatte et al.1990). The galaxies

on radial orbits are on average more HI deficient1 that the ones on circular orbits

(Dressler 1986). In some case Chung et al. (2007) found long HI tails associated to

the spiral disks (VIVA : VLA Imaging of Virgo galaxies in Atomic gas survey, Fig.

1.2).

The physical processes able to remove gas from a spiral disk are essentially

tidal interaction and ram pressure stripping. Both processes have been studied

theoretically (e.g. Vollmer et al. 2001, Schulz & Struck 2001, Quilis et al.

2000, Abadi et al. 1999, Roediger & Hensler 2005, Acreman et al. 2003) and

observationally (e.g. Kenney et al. 2004, Solanes et al. 2001, Cayatte et al. 1990,

Warmels 1988). Disentangling the two effects is still a delicate problem.

1.2 Star Formation in cluster spirals

Using the Hα emission line as a tracer of the star formation rate of a galaxy and

observing a great number of spirals, has been possible to study star formation as
1The HI deficient parameter is the logarithmic difference between the observed HI mass and the expected

value in isolated object of the same Hubble type, and comparable in size and mass (Giovanelli & Haynes, 1983).

3



Figure 1.2: Image of Virgo cluster taken with VLA telescope (Chung et al. 2007).
Distribution of HI disks of 47 spiral galaxies with overplotted in yellow X-ray emission
of the hot ICM, from ROSAT observations. The color of galaxies depends on their radial
velocities (right-bottom corner). The size of galaxies is been increased by a factor of ten.
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a function of environment. Gavazzi et al. (2002) studying a sample of galaxies in

Virgo cluster showed that spirals in cluster have, on average, a low star formation

activity, and redder colors. SDSS observations of Gómez etal. (2003) found that

star formation in cluster spirals begins to decrease with respect to their isolated

field counterparts, out to 3-4 virial radii. This results arein agreement with Solanes

et al. (2001), who studied the HI content of about 1900 spirals in nearby clusters

and detected in some cases spiral galaxies that are HI deficient out to 2 virial radii.

Dynamical models give us a different scenario, in which ram pressure becomes

efficient only when the galaxy is near the cluster center, less than one virial radius.

The maximum distance from the cluster center at which a galaxy is bound to the

Virgo cluster is between 1.7 and 4.1 Mpc (Mamon et al., 2004).However Solanes

et al. (2001) observed galaxies that are HI deficient out to 25-30 Mpc. Moreover the

galaxy crosses the central regions of the cluster in a very-short time-scale, compared

to the orbital time.

Where and when cluster spirals begin to lose their ISM is still an open question.

In the core of the cluster, where strong stripping ablates most of the spiral gas in

few Myr, or in a more ’soft’ way, with ICM that slowly but constantly removes gas

since 3-4 virial radii?

In any case once the gas has left the galactic disk, star formation, that is

ultimately fueled by the neutral hydrogen, stops. The stellar populations evolve

then passively and this evidence should be detectable both in optical spectra and

photometry.

The determination of the underlying star formation historysince spectral

energy distribution of galaxies and photometry is complex.In the next section we

review some methods developed in order to recover the star formation history of a

spiral galaxy.

1.3 Fitting SEDs

The spectral energy distribution of a galaxy can be considered as the integrated light

produced by different stellar populations, with different ages and metallicity. In this

sense the emission of a galaxy collects informations that includes its whole life,

such as passive evolution, merging, metal recycling and so on.

The physical problem is characterized by a star formation history, a metallicity

evolution, a global velocity dispersion and a parameter that takes into account

the dust extinction. All these informations must be recovered from the spectral

energy distribution of the galaxy. For this reason in a more precise way we must
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talk of luminosity weighted stellar age distribution and luminosity weighted age-

metallicity relation.

For low and medium resolution spectra a method that is widelyused to detect

these information is the ’Lick indices’ method (Worthey 1994, Faber 1973).

Using this method we measure the strength of a small region ofthe spectrum,

in which there is an age or metal sensitive feature. After continuum subtraction,

we associate to the measured feature a spectral index. The recovered index is then

compared with the model predictions. The Lick indices are very robust but use

only small windows of the spectrum. In addition they are highly sensitive to the

continuum estimation.

After Worthey (1994) other methods have been introduced, which face the

problem of a fit that involves the whole spectrum (Cid Fernandes et al. 2005,

Mateu et al. 2001, Reichardt et al. 2001). With the improvement of more and

more refined methods and, at the same time, with the development of a more

rigorous mathematical formalism, (Cid Fernandes et al. 2005), the inverse problem

associated to the spectral fits has been deeply investigated. These analysis showed

that the problem of star formation history determination byfitting a spectrum is

strongly ill-posed (Ocvirk et al. 2006a, Morrissey et al. 2007, Moultaka et al. 2004).

In the present work the problem of ill-conditioning of the problem is solved

via maximum a posteriori likelihood method, or equivalently maximum penalized

likelihood. This method overcomes the problem of ill-conditioning introducing in

the minimization of theχ2 associated to the inverse problem a penalty function,

whose goal is to regularize the solution, when it becomes tooirregular. The main

advantage of such an approach is that the constraints to the solution are minimal, and

the ill conditioning of the problem can be managed and quantified. The maximum

a posteriori likelihood methods are used in a wide variety ofproblems, from

seismology to the image reconstruction of medical tomography. In astrophysics,

it has been used for light deprojection (Kochanek & Rybicki 1996), determination

of star formation histories and extinction parameter (Vergely et al. 2002), multiband

photometric inversion (Dye, 2008) and many other domains (e.g. Thiebaut 2002,

Thiébaut 2005, Saha & Williams 1994, Pichon & Thiebaut 1998and Merritt 1997).

1.4 Galaxy evolution in cluster of galaxies

We consider the Virgo spiral NGC 4388. It is an edge on Seyfert2 galaxy (Sab

type) with mB = 12.2 and radial velocityVrad ∼ 1400 km s−1 with respect to the
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Figure 1.3: Extended plume of Hα in NGC 4388 detected by Yoshida et al. (2002) with
SUBARU telescope.

cluster mean. NGC 4388 is located at a projected distance2) of 1.3◦ (≈ 400 kpc)

from the Virgo cluster center (M87) and, using the Tully-Fisher method, Yasuda et

al. (1997) realized a three dimensional de-projection, placing NGC 4388 very close

to M87. The disk of NGC 4388 has lost 85% of its HI (Cayatte et al. 1990), that

is truncated within the optical disk (R ∼ 4.5 kpc). Observing the galaxy in Hα

Veilleux et al. (1999) found a large plume of ionized gas of 4 kpc above the plane,

that in subsequent SUBARU observations (Yoshida et al. 2002) has been detected

up to 35 kpc off the galactic plane in NE direction (Fig. 1.3). In soft X-ray Iwasawa

et al. (2003) found an emission in the same region of the ionized gas.

At radio wavelength Vollmer & Huchtmeier (2003) performing21-cm line

observations at Effelsberg 100-m radio telescope discovered neutral gas out at

least 20 kpc NE of NGC 4388 disk, with a HI mass of 6× 107 M⊙. Further

observations with the Westerbrok Synthesis Radio Telescope (WSRT) showed that

this gas extends further than it has been detected before. Oosterloo & van Gorkom

(2005) discovered an HI plume of 110× 25 kpc2 in size and a mass of 3.4× 108 M⊙
(Fig. 1.4).

The origin of the extraplanar gas of NGC 4388 was highly debated. For the 4

2We assume a distance from Virgo of 16.7 Mpc.
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Figure 1.4: Integrated HI emission line from Oosterloo & vanGorkom (2005) observations
with Westerbork Synthesis Radio Telescope (WSRT). The ellipse indicates the region where
Yoshida et al. (2002) detected ionized gas.
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kpc plume Veilleux et al. (1999) discussed 4 different origins:

1. minor mergers,

2. galactic wind,

3. nuclear outflow,

4. ram pressure stripping.

In the region closer to the center of the galaxy the gas ionization is probably

due to the AGN jet, and Veilleux et al. (1999) suggested both 1. and 4. as possible

origin of the 4 kpc plume. But this cannot explain the extended plume of 35 kpc.

For this reason Yoshida et al. (2002) preferred a combination of 3. and 4. to explain

this elongated structure.

For the 110 kpc HI cloud Oosterloo & van Gorkom (2005) favor ram pressure

stripping. Vollmer & Huchtmeier (2003), assuming ram pressure stripping as

principal effect, showed results from dynamical modeling that are able toreproduce

the HI deficiency, the truncated HI disk, and the extraplanaremission of NGC 4388.

The extended plume of gas of NGC 4388 is then due to ram pressure stripping.

1.4.1 Ram Pressure Stripping scenario

The interstellar medium (ISM) of a spiral galaxy that is moving inside the potential

well of a cluster, undergoes a pressure due to the intracluster medium (ICM), that

is hot (TICM ≈ 107 − 108 K) and dense (ρICM ≈ 10−3 − 10−4 atoms cm−3). If this

pressure is larger than the restoring force due to the galactic potential, the galaxy

loses gas form the outer disk. Quantitatively ram pressure is expressed by the Gunn

& Gott (1972) criterion:

ρICMV2
gal ≥ 2πGΣstarΣgas, (1.1)

whereρICM is the density of the ICM,Vgal is the peculiar velocity of the galaxy

inside the cluster,Σstar andΣgasare the surface density of stars and gas, respectively.

To create an exhaustive model of ram pressure stripping we must take into

account the pressure force expressed in Eq. 1.1, but also hydrodynamical processes

acting on the gas, such as turbulent stripping or thermal evaporation (Nulsen, 1982).

Since a fully analytical solution of the problem is not possible, the numerical

approach has been extensively used to investigate the ram pressure stripping

scenario. The interstellar medium can be modeled using a continuous approach, i.e.

using Eulerian hydrodynamic codes (e.g. Roediger & Hensler2005, Roediger &

Brüggen 2006, Quilis et al. 2000, Acreman et al. 2003), an hybrid approach mixing
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continuous and discrete description, such as smoothed particles hydrodynamics

(e.g. Abadi et al. 1999, Schulz & Struck 2001), and a discreteapproach, such as

sticky particles codes (e.g. Vollmer et al. 2001). The stripping can have two different

origins: a classical momentum transfer, described by Gunn &Gott (1972), in which

we have a strong stripping in the central region of the cluster with a timescale of∼
10 - 100 Myr. Another origin is the turbulent/viscous stripping (Nulsen, 1982),

that remove slowly the gas with a timescale of∼ 1 Gyr. To take into account

for turbulent/viscous stripping a continuous approach is necessary, i.e.Eulerian

hydrodynamic codes.

Using a discrete approach Vollmer et al. (2001) are able to quantify the

importance of this effect in the Virgo cluster. The results showed that ram pressure

is sufficient to remove a considerable part of the ISM in cluster spirals that are on

radial orbits in the cluster potential. The timescale of viscous/turbulent stripping in

spirals is comparable to their crossing time, i.e. few Gyr (Bekki et al. 2002). For

the momentum transfer stripping, the time scale is∼ 10 - 100 Myr, i.e. the time at

which the galaxies transit in cluster-cores.

In the case of NGC 4388 Vollmer & Huchtmeier (2003) estimatedthat ram

pressure stripping is able to remove more than 80 % of the ISM (Fig. 1.5), consistent

with the observations of Cayatte et al. (1990). They also estimated that the galaxy

passed the cluster center∼ 120 Myr ago.

In this thesis I investigate the effect of ram pressure stripping on the star

formation history of cluster spiral galaxies.

We study as a first case NGC 4388, for which, as shown in Sect. 1.4 there are

clear observational evidences of undergoing ram pressure stripping. The goal is to

recover the ’stripping age’, i.e. the time elapsed since thehalt of star formation,

using only observational constraints independent from thedynamical models.

Starting with the purely spectroscopic approach of Ocvirk et al. (2006a), we

develop a new non parametric inversion tool that allows us toanalyze spectra and

photometric fluxes jointly.

As a side project we present the CO(1-0) observations of NGC 4522, that

represents a further example of spiral with truncated HI disk.

The thesis is structured as follows: in Chapt. 2 we introducethe new approach

used in this thesis that combines spectral and photometric analysis. In Chapt. 3

we perform also an extensive test campaign in order to verifythe robustness of

the method. In Chapt. 4 we describe the observations and we explain how we

extract the photometry used as input data. Moreover, we investigate, using different
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Figure 1.5: Evolution of the stellar model and disk of NGC 4388. Time 0 corresponds to the
passage in the cluster center. The arrow represents the pressure of the ICM, and its length
is proportional toρICMV2

gal, i.e. the ram pressure (Vollmer & Huchtmeier, 2003).
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configurations, the consistency of the results in comparison to the campaign

performed with artificial data. In Chapt. 5 we present the results obtained for the

CO radio observations of NGC 4522. Finally in Chapt. 6 we summarize the main

results of the thesis.
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Chapter 2

Method

The spectral energy distribution (hereafter SED) and the photometry of a galaxy can

be considered as the integrated light produced by different simple stellar populations

(SSP) with different ages and metallicities. The light and mass contributions of each

population depends on the star formation history of the observed region during the

galaxy’s life. In this chapter we explain the mathematical tools necessary to recover

the star formation history of a galaxy from a combined analysis of spectrum and

photometry. The formalism is adapted from Ocvirk et al. (2006a) and Ocvirk et al.

(2006b), who did not discuss broad-band photometry.

2.1 Starting equations

2.1.1 The construction of synthetic spectra and fluxes

Assuming that the physics of stars and their spectra are understood, we can calculate

the SEDS (λ,m, t, Z) of a set of stars having initial massm, aget, and metallicityZ.

We assume that a simple population of stars fulfills these hypothesis:

1. The stars are formed at the same time (single age population) with a unique

metallicity.

2. The distribution of the mass whent = 0 follows a specified Initial Mass

Function IMF.

Under these conditions, by integrating between the mass cut-offs of the adopted

initial mass functionIMF(m), we obtain the spectrum of a simple stellar population

(SSP) of aget, metallicityZ and unit mass:

B0(λ, t, Z) =
∫ Mmax

Mmin

IMF(m) S (λ,m, t, Z) dm. (2.1)

In the hypothesis of an unobscured galaxy, assuming a single-valued age-metallicity
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relationZ(t) and integrating over the Hubble time we can calculate the SED as:

Frest(λ) =
∫ tmax

tmin

SFR(t) B0(λ, t, Z(t)) dt, (2.2)

in which Frest(λ) is the SED of a galaxy at rest and SFR(t) is the star formation rate,

i.e. the mass of stars created per unit time at lookback timet.

Since what we observe in a galaxy is the light and not the mass,it is

more convenient to convert the mass weighted spectral basisB0(λ, t, Z(t)) into a

luminosity weighted basisB(λ, t, Z(t)). The mass weighted basis gives an SSP

of unit mass, the luminosity weighted basis gives an SSP of unitary flux. The

conversion formula is:

B(λ, t, Z(t)) =
B0(λ, t, Z)

1
∆λ

∫ λmax

λmin
B0(λ, t, Z) dλ

, (2.3)

where∆λ = λmax−λmin can be chosen depending on the wavelength range of interest.

Instead of mass contributions we deal with light contributions when usingB

instead ofB0 thus we replace the SFR with a Luminosity Weighted Stellar Age

Distribution (hereafter SAD):

Λ(t) =
SFR(t)
∆λ

∫ λmax

λmin

B0(λ, t, Z) dλ, (2.4)

whereΛ(t) gives the contribution to the total light from the stars of age [t, t + dt].

With this new unit we can define the SED of a galaxy as:

Frest(λ) =
∫ tmax

tmin

Λ(t) B(λ, t, Z(t)) dt. (2.5)

In Eq. 2.5 we must deal in the real case with light extinction and we must also

convolve the data with the proper Spectral Broadening Function (BF). The spectral

broadening function can depends both on the properties of the physical sources, e.g.

the line of sight velocity distribution (LOSVD) of the galaxy considered, and from

instrumental properties, i.e. the PSF of the instrument used in the observations.

For the spectroscopic analysis we fit the continuum using a Non Parametric

Estimation of the Continuum (NPEC) that takes into account both the reddening

due to the dust absorption and potential flux calibration errors (see App. C). The

NPEC method allows us to use the information present in the spectral lines without

using the continuum of the spectrum. The continuum in spectral fitting does not
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play a relevant role, because the information about the unknowns of the problem

depends on the line strengths and depth, and not on the underlying continuum (see

Ocvirk et al. (2006a) for further details). Eq. 2.5 becomes:

Frest(λ) = fext(E)
∫ tmax

tmin

Λ(t) B(λ, t, Z(t)) dt, (2.6)

in which E is a vector providing the extinction factors at a finite number of

wavelengths, the anchor points (see App. C for more details).

The observed SED is the convolution of the intrinsic spectrum of the galaxy

and an unknown broadening function that collects both physical and instrumental

effects. The physical effects are due to the velocity dispersion of the stars along the

line of sight. If we assume a global line of sight velocity distribution g(v) for the

galaxy we can write:

φ(λ) =
∫ vmax

vmin

Frest

(

λ

1+ v/c

)

g(v)
dv

1+ v/c
, (2.7)

in which c is the light velocity and
∫ vmax

vmin
g(v) dv = 1. This formula translates into

the usual convolution formula:

φ̃(λ) = c
∫ umax

umin

F̃(w − u) g̃(u) du, (2.8)

with the reparametrization:

- w ≡ ln(λ), u ≡ ln(1+ v/c),

- F̃(w) ≡ Frest(ew) = Frest(λ), φ̃(w) ≡ φ(ew) = φ(λ),

- umin = ln(1+ vmin/c), umax = ln(1+ vmax/c).

The instrumental effect is due to the Point Spread Function (PSF) of the

instrument. We can account for this effect by convolving the spectrumφ(λ) with

a proper function that smoothes the SSP model spectra to the resolution of the

instrument:

φ′(λ) =
∫ λmax

λmin

φ̃(λ) PSF(λ0 − λ) dλ, (2.9)

in which PSF(λ0 − λ) is the response of the instrument corrected for the finite

resolution of the SSP model spectra.
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In the same way we can associate with each spectrumB(λ, t, Z(t)) a photometric

value for a set of band-passes:

Bphot(b, t, Z(t)) =

∫ λmax

λmin
B(λ, t, Z(t)) Tb(λ) λ dλ
∫ λmax

λmin
Tb(λ) λ dλ

, (2.10)

in which b is the chosen band-pass andTb is the associated transmission curve.

Unobscured photometry of a galaxyFphot(b) is given by:

Fphot(b) =
∫ tmax

tmin

Λ(t)Bphot(λ, t, Z(t))dt. (2.11)

When analyzing photometry we consider an extinction law from the literature that

uses the color excessE = E(B−V) to characterize reddening. Assuming a constant

continuum for the spectrum inside the considered filter, Eq.2.12 becomes:

Fphot(b) = fext(E, λeff)
∫ tmax

tmin

Λ(t) Bphot(λ, t, Z(t)) dt, (2.12)

in whichλeff is the average wavelength:

λeff =

∫ λmax

λmin
λ Tb(λ) dλ

∫ λmax

λmin
Tb(λ) dλ

(2.13)

2.1.2 Inversion

Our goal is to reconstruct the SFR and/or the SAD from an observed SED and a

set of associated photometry. In principle solving the integral equations defined in

this section should give us the solution. In reality the solution is not well defined

because of noise in the data, errors in the SSPs models, and fundamental issues as

the age-metallicity degeneracy (the energy distribution of old stellar populations can

be reproduced approximatively by younger populations thatare more metal rich).

If the SSPs are inadequate, no acceptable solution is found.More frequently,

solutions that are compatible with the data exist, but they are not univocally

determined: a set of acceptable solutions is associated with a galaxy SED. Eq. 2.9

and 2.12 are solved using two different approaches:

- A non parametric method that uses Bayesian principles for astatistical

analysis. The goodness of fit is estimated with a priori information on some
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principles of the solution. We use the same formalism as STECKMAP

(Ocvirk et al. 2006b), a method that performs a maximum a posteriori (MAP)

estimation of the solutions. We extend this method to perform a combined

analysis of spectral and photometric data.

- A parametric method in which we explore sets of possible solutions described

by one free parameter. We then find the most probable solutionby minimizing

the correspondingχ2 function.

The non parametric method has the advantage of providing star formation

history and metallicity evolution of the galaxy with minimal constraints on their

shape. On the other hand, thea priori of the problem prevents functional forms

with large gradients, as it is expected for a ram pressure stripping event. For this

reason we introduce a parametric method, that uses a set of analytical star formation

histories with minimal assumptions. The parametric methodrefines the results

obtained independently with the non parametric method. In the next sections we

explain extensively the two methods.

2.2 Non parametric method

The non parametric method is described in detail in Ocvirk etal. (2006a) and Ocvirk

et al. (2006b). Here we extend it to deal with photometry.

2.2.1 Discretizing the basic problem

We proceed to a discretization of the Eq. 2.5 by defining two sets of gate functions:

- gi : [λmin, λmax] → R i = 1, 2, ...m,

- h j : [tmin, tmax] → R j = 1, 2, .....n,

that sample the wavelengths and the ages. The setsgi andh j are two orthonormal

bases. If we define the canonical scalar product
(

〈 f (k), g(k)〉 =
∫

f (k)g(k)dk
)

. We

can write:

- Λ(t) ≈ ∑n
j=1 x jh j(t), with x j =

∫

Λ(t) h j(t) dt = 〈Λ(t)〉t∈∆ j,

- Frest(λ) ≈
∑m

i=1 sigi(λ), with si =
∫

Frest(λ) gi(λ) dλ = 〈Frest(λ〉λ∈∆i,

Eq. 2.5 can be approximated by:

si ≈ Bi, jx j, (2.14)
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in which:

Bi, j = 〈B(λ, t, Z(t))〉λ∈∆λi,t∈∆t j ≃ 〈B(λ, t, Z j)〉 with Z j = 〈Z(t)〉t∈∆t j , (2.15)

is some kind of weighted averaging in the interval considered.

In matrix form:

yrest= B(Z) · x, with yrest= s1, s2, ....sm. (2.16)

Note thatB is not a linear function ofZ. In addition the star formation history

summarized inx must take positive values only. This is implemented by writing x

as the square of a vectorx′, wherex′ has no positivity requirement. The expression

2.16 is a non linear function ofx′.

2.2.2 Discretization of the broadening function

The same methodology is applied when we consider the convolution of the SED

with the broadening function BF. This is detailed below in the case of a line of sight

velocity distribution. We discretize the problem by defining an evenly spaced grid:

u j = umin + ( j − 1
2

)δu; j = 1, 2, ....p, (2.17)

spanning [umin, umax], i.e. the velocity space, with constant stepδu ≡ (umax−umin/p).

Eq. 2.7 becomes:

φ(wi) =
1
δu

j=p
∑

j=1

∫ umax

umin

Frest(w − u) g j θ

(u − u j

δu

)

du ≃
j=p
∑

j=1

g jB(wi − u j), (2.18)

where to each{w j; j = 1, 2....m} correspondsφ(w) = [φ1, ...., φm], a set of

logarithmic wavelengths spanning the spectral range with aconstant step. In matrix

notation we have an extension of Eq. 2.16:

y = K (yrest) · g, (2.19)

where this timey = (φ′1, φ
′
2......, φ

′
m)⊤ is the product of the convolution of the SED

with the spectral broadening function,g = (g1, g2, ....gp)⊤ is the discretized velocity
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distribution andK = Ki, j = Frest(wi − u j) is a set of spectral models, defined in the

vectorial space of wavelength× velocity.

The convolution theorem (Press 2002) yields an equivalent form of the model

spectrums= K · g, which reduces computation times:

s= F −1 · diag(F · K ) · F · g, (2.20)

in whichF , is the discrete Fourier operator defined in Press (2002) as:

Fi j = exp
(2iπ

m
(i − 1)( j − 1)

)

∀(i, j) ∈ [1, 2, .....m]2, (2.21)

F −1 =
1
m
F ∗. (2.22)

2.2.3 Application to physical problems

In the observationsy in Eq. 2.19 is contaminated by noise. For this reason we add

to the matrix defined in Eq. 2.19 a term:

y = K (yrest) · g+ e. (2.23)

In Eq. 2.23 the vectore = (e1, e2, .....em)⊤ takes into account modeling errors and

noise in the data. In order to solve this problem the inversion methods perform

different tests to recover the best fit solution. The estimation of the best fit is

performed using a likelihood method. This same formalism isalso valid for the

integral equation defined in Eq. 2.12 for the photometry.

Moreover, in Ocvirk et al. (2006a) it is argued that this set of equations is ill

posed, i.e. small perturbations of the data, bothFrest(λ) andB0(λ, t, Z(t)), can cause

large perturbations in the solutions. In the next section weexplain in which way we

overcome this problem.

2.2.4 Regularization : Maximum a Posteriori method

Bayes’ theorem relates the conditional and marginal probability of stochastic

events. We can define a vectorX = [x,Z,E, E(B − V), g] that collects all the
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unknowns that the method determines and deal with it in the rest of the thesis.

Applied toy = φ′1, φ
′
2......, φ

′
m the theorem states:

fpost(X | y) ∝ fdata(y | X) fprior(X), (2.24)

where:

- fpost(X | y) is the conditional probability ofX giveny.

- fprior(X) is the prior probability or marginal probability. It does not take into

account any information about the the datay and represents a prior hypothesis

on the solutions-space.

- fdata(y | X) is the probability ofy givenX.

The value ofX that maximizesfpost(X | y), according to the statement of Bayes’

theorem, represents the most adequate solution assuming the fprior(X) hypotheses

for the solutions.

If we assume a Gaussian noise as source of errors in the observations, we have:

fdata(y | X) ∝ exp[−1
2
χ2(y | X)], (2.25)

in which:

χ2(y | X) = [y − s(X)]⊤ ·W · [y − s(X)], (2.26)

whereW = Cov(e)−1 is the weight matrix, equal to the inverse of the covariance

matrix of the noise. Maximizingfpost(X | y) is equivalent to minimizing:

Q(X) = χ2(y | X) − 2log[ fprior(X)]. (2.27)

If we have no information about the probability distribution of the parametersX, we

can suppose thatfprior is uniformly distributed, then in the minimization this term

can be dropped. However we are then left with the initial ill-posed problem. To

overcome this problem we hypothesize, as ana priori of the problem, that solutions

are smooth and we introduce inQ(X) a penalty function:

Q(X) = χ2(y | X) + µP(X). (2.28)

20



In Eq. 2.28P(X) smoothes the solutions by taking large values when the unknowns

are very irregular functions of time or too chaotic. The adjustable coefficient µ

fixes the weight of the penalization in the total estimation.In appendix B there

is an extended analysis of theQ(X) function with the analytical expressions of its

gradients, that are used for the minimization.

The unknowns of our problem are the star formation history, the metallicity

evolution, the spectral broadening function and the prescription for extinction,

i.e. the NPEC vector for the spectral analysis and the reddening value for the

photometric analysis.

In this way the totalQ-function to be minimized is:

Q(X) = (1− α) · χ2
spec(X) + α · χ2

phot(X) + µ · P(X). (2.29)

The minimization is obtained using the OPTIMPACK driver (Thiebaut, 2002). In

particular we use theYorick implementation of the algorithm VMLM-B (Variable

Metric method with Limited Memory requirements and Boundary constraints on

the parameters).

In the totalQ-function each term represents:

• Spectral analysis

χ2
spec(X) =

1
Nλ

Nλ
∑

i=1

(Fmdlspec(λ) − Fspec(λ))2

σ2
spec

, (2.30)

is the χ2 associated with the spectra.Fmdlspec(λ) is the model spectrum

built from a definedX and Fspec(λ) is the observed spectrum.σ2
spec is the

error associated with the observations andNλ is the number of points in the

spectrum. In this caseNλ ∼ 103 and we can consider this value approximately

equal to the number of degrees of freedom of the problem.

• Photometric analysis

χ2
phot(X) =

1
Nb

Nb
∑

i=1

(Fmdlphot(b) − Fphot(b))2

σ2
phot

, (2.31)

is theχ2 associated to the photometry.Fmdlphot(b) represents the photometric

model obtained from the definedX, Fphot(b) are the photometric data,σ2
phot

the errors in the measures andNb are the number of band-passes used.
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• Penalty function

µP(X) is the penalty function necessary to regularize the problem. We define

for P(X) a quadratic function:

P(X) = X⊤ · L⊤ · L · X, (2.32)

with derivative:

∂P
∂X
= 2L⊤ · L · X. (2.33)

The term L is a matrix (calledkernel) that may correspond to different

differential operators:

- L = D1 where D1 ≡ diag[−1, 1].

L calculates the first derivative and the penalization smoothes only the

gradient of the solution. The penalization in this case assumes large

values when the solution is an irregular function of time.

- L = D2 where D2 ≡ diag[−1, 2,−1].

The operatorD2 computes the Laplacian ofX, as defined in Pichon et

al. (2002). The penalization smoothes the second derivative, preventing

then large curvature in the solution.

We regularize the solution by penalizing the second derivative for the star

formation and the first derivative for the metallicity evolution.

To ensure solutions in the range of metallicities availablein the SSPs we

introduce a binding functionc(Z):

c(Z) =



















(Z − Zmin)2 if Z ≤ Zmin ,

(Z − Zmax)2 if Z ≥ Zmax ,

0 otherwise
(2.34)

with gradient:

(

∂C
∂Z

)

j

=



















2 (Z j − Zmin) for Z j < Zmin ,

2 (Z j − Zmax) for Z j > Zmax ,

0 otherwise.
(2.35)

This function assumes high values only outside the boundary[Zmin, Zmax] and

is zero-valued otherwise. We can write explicitly the term that collects all the
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penalties terms:

µ · Ptot(X) = µxP(x) + µZP(Z) + µCC(Z) + µgP(g). (2.36)

• In eq. 2.29α determines the weight of the photometric and spectroscopic

constraints.

2.3 Parametric method

In the parametric analysis we fix a star formation history andwe create a time-

dependent set of associated spectra. We cut the star formation at a fixed age to

simulate the ram pressure stripping episode and we study thepassive evolution of

the stellar populations since the truncation.

In practice, we considered exponentially decreasing star formation rates (SFR):

SFR(t) = A · e−t/τ, (2.37)

in which A is a constant (the initial SFR) andτ is a characteristic timescale that

controls the flexure of the curve. We cut the SFR after 13.5 Gyr, and we built a

set of spectra following the passive evolution of the stellar populations afterwards.

Similarly we created a set of photometric values extracted from the same set of

spectra.

We compare the set of spectra obtained analytically with theobservations. We

set the initial parameters that create the family of spectradirectly from the results

of non parametric inversion method. We define the variable∆t = ttrunc− tnow, i.e. the

difference between the time at which occurred the truncation andthe present time,

and using aχ2 function as best fit estimator we study the fit as a function of∆t. The

goal of the parametric method is to find the∆t that minimizes theχ2 function. This

corresponds to the stripping age.

The totalχ2 is similar to the one defined in the Eq. 2.29:

χ2
tot(X) = (1− α) · χ2

spec(X) + α · χ2
phot(X), (2.38)

with the difference thatX represents here the star formation rate and the extinction

prescription only. The star formation history, the metallicity evolution and the BF
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are fixed from the non parametric results. For each strippingage in the minimization

of χ2
tot the only unknowns are the NPEC vectorE for the spectroscopic analysis and

the color excessE(B − V) for the photometric analysis.

2.4 Summary

In this chapter:

• we defined an integral equation associated with the spectralenergy

distribution of a galaxy (Eq. 2.6);

• we discretized the spectral energy distribution and we transformed it into an

equivalent set of equations (Eq. 2.19);

• using Bayesian methods the solution for the star formation history, the

metallicity evolution, the spectral broadening function and the continuum

correction is recovered since the minimization of a function (Eq. 2.29) that

contains the usualχ2 as best fit estimator. We circumvent the problem of

ill conditioning using a penalty function that imposes the smoothness of the

solutions (Eq. 2.36);

• we developed a parametric method that more specifically addresses the

problem of stripping age determination. The parametric method use

assumptions in agreement with the results obtained from thenon parametric

method;
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Chapter 3

Testing the non parametric method
with artificial data

In Ocvirk et al. (2006a) the non parametric method has been tested for a set of

artificial spectra, with a resolutionR = 10000 and a signal to noise ratioS/N = 100

per pixel. As we will see in detail in Chapt. 4, in our case we want to apply the

method to spectra with an intermediate resolutionR ∼ 800. Moreover, we extend

the work of Ocvirk et al. (2006a) to deal with photometric data, and this new tool

has not been tested yet. For these reasons in this chapter we will proceed to an

investigation of the non parametric method through appropriate mock models.

The unknowns of our problem are the star formation history, the metallicity

evolution, the non parametric estimation of the continuum,the parameter

characterizing the dust extinction, and the spectral broadening function.

In Eq. 2.29 the smoothing functionsP(X) regularize the problem, and the

weight in the final estimation of each penalty is set by the coefficientsµ (Eq. 2.36).

Setting the weight coefficients is not a trivial point, since there is no automatic

method to fix them. At the same time an optimal weighting between the likelihood

and the priors of the methods is crucial in order to obtain reliable solutions. In the

case of linear problems, a method widely used is theGeneralized cross validation

(GCV, Wahba 1990). In GCV we define a function GCV(µ) that involves the

spectral basis and the data, depending on a parameterµ. The value ofµ that

minimizes the GCV function corresponds to the weight coefficient that gives the

best solution.

This method, conceived for the linear problems, provides only an useful

starting point forµx, for our non linear problem that not necessarily gives the best

solution. This is because non linear problems have a solutions space more complex

than the linear one.

The better way to proceed is to create artificial data and thento perform a
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campaign of inversions in which the weight coefficients vary around a range of

values centered on the GCV results.

According to the value of the weight coefficient we can identify different

regimes. If the problem is under-smoothed, i.e. the value ofµ is too low, the

solutions will show fluctuations and irregularities that wecan easily classified as

artifacts. If the problem is over-smoothed, i.e. we use highµ, the solutions will be

excessively flat. The range of acceptableµ is between these two regimes, and needs

extensive campaigns to be fixed empirically (Craig & Brown, 1986).

Since in Eq. 2.36 the weight coefficientµC confines the metallicity solution in

the range of metallicities allowed by the spectral basis, its value determination does

not need any test. We will fix for it high values,µC = 108, preventing radically any

solution inconsistent with the input spectral basis.

The weight coefficient µg control the flatness of the spectral broadening

function. It does not need high values, because the spectralbroadening function

is expected to show a bell-like, with a peak velocity equal tothe rotation velocity

of the galaxy at the observed radius. In this case the penalizationµg · P(g) prevents

possible wavy structures in regions far from the velocity-peak and does not need

high values to give acceptable solutions. After extensive tests we fixµg = 10−2.

The weight coefficients crucial in final results are thenµx andµZ, that regularize

the star formation and the metallicity, respectively.

In this chapter we investigate the results of the non parametric method for

different configurations, using artificial data. With these pseudo-data we want to

explore the space of the solutions in theµx - µZ plane.

The chapter is structured as follows: in Section 3.1 we present the models

used to build the artificial data. In Section 3.2 and 3.3 we investigate the influence

of the initial condition and the penalization in spectral and photometric inversion,

respectively. In Section 3.4 we will show he results obtained for the joint analysis,

and in Section 3.5 we address the problem of the stripping agedetermination for a

model with truncated star formation.

3.1 Semi analytical models

We choose two different semi-analytical models of Boissier & Prantzos (2000).

The selected models reproduce the chemical and spectrophotometric evolution of

a spiral galaxy at different radii using simple ’scaling laws’, and are calibratedon

the Milky Way. The models study the evolution of spirals simulating the disk as
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Figure 3.1: Local star formation history (top panel) and metallicity evolution (bottom panel)
of the two semi-analytical models of Boissier & Prantzos (2000) at a radiusR = 4.5 kpc.
The dashed and solid line represents SAM1 (λ = 0.03, VC = 230 km/s) and SAM2 (λ =
0.06,VC = 190 km/s), respectively.

independent concentric rings. This approach allows to reproduce the star formation

and the metallicity evolution of the galaxy at a defined radius.

In our case we choose to study the star formation history and metallicity

evolution at a radiusR = 4.5 kpc from the center of the disk. We chose this radius

to match the observations detailed in Chapt. 4. The models ofBoissier & Prantzos
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(2000) are characterized by two parameters,λ andVC. The spin parameterλ (Mo et

al. 1998) is related to the halo mass and its angular momentumJ. Highλ correspond

to large disks and smallλ correspond to compact smaller disks. As a reference value

we can take the Milky Way, for whichλ = 0.03. The maximum circular velocityVC

is related to the mass of the halo that formed the disk, i.e.M ∝ V3
C. As a reference

value we take the Milky Way galaxy, for whichVC = 220 km/s (Boissier & Prantzos,

2000).

The first model is built usingλ = 0.03 andVC = 230 km/s. It represents a

galaxy similar to the Milky Way, in which the local star formation has a huge peak

after 2 Gyr (dashed line in top panel of Fig. 3.1). After the peak the profile decreases

exponentially with characteristic timescaleτ = 6 - 8 Gyr (Eq. 2.37). To this model is

associated a metallicity evolution that increases rapidlywith time. The metallicity

is sub-solar only in the first 4 Gyr of galaxy’s life (dashed line in bottom panel of

Fig. 3.1) and reaches values aboveZ = 0.03 in the last 5 Gyr. From now on we refer

to this model as SAM1.

The second model has aλ = 0.06 andVC = 190 km/s and describes a spiral

galaxy less compact and less massive than the Milky Way. The star formation

rate increases slowly for the first 4 Gyr, and then evolves with an approximatively

constant star formation rate until now (solid line in top panel of Fig. 3.1). The

associated metallicity increases slowly until Z= 0.015 and is always sub-solar (solid

line in bottom panel of Fig. 3.1). We refer to this model as SAM2.

The 2 semi-analytical models chosen represent different spiral galaxies (see

Fig. 3.1). This choice is made to test the pertinence of the method for a variety of

spiral galaxies.

Using the star formation rate and metallicity evolution of the models, we build,

using Eq. 2.6, two spectra at a wavelength rangeλλ = [3330 - 6360] Å. We chose

the spectral library of Bruzual & Charlot (2003), with an average resolutionR ∼
2000 at optical wavelengths. To deal with light extinction we apply the Calzetti

(2001) law (see App. D). We reddened the artificial spectra with E(B − V)gas= 0.5

and we added a gaussian noise that givesS/N = 50. The optical wavelength and the

signal to noise ratio are chosen to match the observations (see Chapt. 4).

We use for the inversion a flux-normalized basis (Eq. 2.3), inwhich each

spectrum has a unitary flux. To be consistent with this formalism, we normalize

the input spectrum and the spectral broadening function in order to have unitary

mean and we impose to the non parametric estimation of the continuum an unitary

average value. In the same way in photometric inversion we reddened the model
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Figure 3.2: Local star formation history (top panel), luminosity weighted stellar age
distribution (middle panel) and metallicity evolution (bottom panel) of the two semi-
analytical models of Boissier & Prantzos (2000) shown in Fig. 3.1 at a radiusR = 4.5
kpc and using a logarithmical time-binning. The dashed and solid line represents SAM1 (λ
= 0.03,VC = 230 km/s) and SAM2 (λ = 0.06,VC = 190 km/s), respectively.

spectrum using an extinction law normalized to have a unitary mean.

The stellar populations in which we are interested are the younger populations

at lookback timest < 1 Gyr. Ram pressure stripping occurs in fact when the

galaxies transit the central regions of the cluster, for a few Myr. For this reason

we chose a logarithmical time binning with higher resolution in time at young ages.

Before starting the inversion we proceed to the new age-binning integrating over the

selected age-intervals and we convert the star formation rate (mass per unit time)

in star formation history (mass per time-bin). Then we convert the star formation

history in luminosity weighted stellar age distribution (luminosity fraction per time-

bin) dividing the star formation history for a time-binned mass to light ratio. The

results of this conversion are shown in Fig. 3.2.

The shape of the star formation history and the luminosity weighted stellar

age distribution are quite similar, except at lookback timet ∼ 107 Myr. This is

due to the uncertainties of the SSP models at these ages. If welook at the M/L

ratio versus lookback time (Fig. 3.3) we can see that for different metallicities the

M/L ratio increases at lookback timest ≤ 107 Myr. Dividing the star formation

history for the M/L ratio we have then a decreases in luminosity weighted stellar
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Figure 3.3: M/L ratio versus lookback time for Bruzual & Charlot (2003) SSPbasis at
Z = 0.05 (solid line),Z = 0.08 (dashed line) andZ = 0.004 (dotted line).

age distribution. We will see that this uncertainties affect the solutions, showing

systematically disagreement with the model at these lookback times.

The stability of the results is tested with Monte Carlo simulations. Iteratively

we add to the input spectrum a gaussian noise and we perform ten inversions. The

error bars are given by the root mean square of the obtained results.

3.2 Testing the spectral inversion with artificial data

3.2.1 Weight of penalization

In this section we investigate how the variations ofµx, µZ affect the results of the

spectral inversion, i.e.α = 0 in Eq. 2.29.

The functionsP(x) and P(Z) in Eq. 2.36 regularize the solutions, i.e. they

assume large values when the star formation history and metallicity evolution are

irregular functions of time, and negligible values when thesolutions are sufficiently

smooth. The penalization values are ultimately multipliedwith the coefficientsµx

andµZ, that fix their weight in the final result.

In the totalQ-function (Eq. 2.29) the componentµ · P(X) must be smaller than

theχ2 component, otherwise the penalization dominates the solution. Proper values

for the componentµx · P(x) andµZ · P(Z) are of the order of 10−1-10−3, at least ten

times lower than theχ2 component (that for normalized distributionχ2 ≈ 1).

As an example, in Fig. 3.4 are shown two spectral inversions realized with

µZ = 102 and µx = 102, µx = 10−2. For the left panel of Fig. 3.4 (inversion

with µx = 102 andµZ = 102), theχ2 minimum isχ2
spec = 1.01, and the results
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Figure 3.4: Results for non parametric inversion of a synthetic spectrum corresponding to
the galaxy model SAM2 forµZ = 102, andµx = 102 (left panel) andµx = 10−2 (right panel).
In each figure the top, middle and bottom panels represent thestar formation history in
solar masses per time-bin, the metallicity evolution and the luminosity weighted stellar age
distribution as a function of lookback time, respectively.In each panel the dotted line shows
the input model and the dashed lines the initial guess. The solid lines shows the results of
the inversion with associated error bars, estimated calculating the root mean square of 10
Monte Carlo simulations. Above the panels are marked theτ used (see Eq. 2.37) as initial
guess for the star formation history, theχ2 and the weight parameterα in Eq. 2.29, the
time-bin averaged metallicity〈Z〉out and the constant value of metallicityZinp used for the
initial guess. In right bottom of top and middle panels of each figure are marked the value
of penalizationµx, µZ (see Eq. 2.36).

are in agreement with the input model. This confirms the proper convergence of

the procedure towards the absolute minimum. The value of thepenalty function

associated to the star formation history, before the last iteration isP(x) = 5.7 · 10−5

andµx · P(x) ∼ 0.006.

The inversion withµx = 10−2 andµZ = 102 gives different results (right panel

of Fig. 3.4). The penalization under-smoothes the solutionand the resulting star

formation is irregular. For this caseP(x) = 0.42 andµx · P(x) ∼ 0.0042. The high

value of the penaltyP(x) is consistent with the irregularities of the solution, and

the χ2 = 0.99 confirms the proper convergence of the minimization towards the

absolute minimum. This is an example of aµx value that is not acceptable, because

the solution is in disagreement with the input model, and theweight coefficient

does not smooth sufficiently the solution. We stress here that the value ofµ · P(X)

in Eq. 2.28 is negligible compared toχ2 once the minimization has converged to a

solution.

Since an empirical fine tuning of the weight coefficients is necessary, the better
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way to proceed is to investigate the influence ofµx, µZ, through a campaign of

inversions. In the next sections we will show some of the results of this campaign

together with an investigation of the influence of the choseninitial guess on the

results. In App. E we show the complete set of penalties explored. A first set

of values presented here is [µx, µZ] = [10−1, 10−1], [10−1, 102], and [10−1, 104]

(Fig. 3.5). The second set of values is [µx, µZ] = [101, 10−1], [101, 102], and

[101, 104] (Fig. 3.6). A third set of values is [µx, µZ] = [102, 10−1], [102, 102],

[102, 103], and [102, 104] (Fig. 3.7).

We performed this campaign of inversion for model SAM2 usinga flat star

formation history and a constant metallicity evolution (Z = 0.02) as initial condition

of the problem.
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Figure 3.5: Results for non parametric inversion of a synthetic spectrum corresponding to
the galaxy model SAM2 for [µx, µZ] = [10−1, 10−1] (left panel), [µx, µZ] = [10−1, 102] (right
panel) and [µx, µZ] = [10−1, 104] (bottom panel). For a detailed description see Fig. 3.4.
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Figure 3.6: Results for non parametric inversion of a synthetic spectrum corresponding to
the galaxy model SAM2 for [µx, µZ] = [101, 10−1] (left panel), [µx, µZ] = [101, 102] (right
panel) and [µx, µZ] = [101, 104] (bottom panel). For a detailed description see Fig. 3.4.

Star formation penalty (µx)

In Eq. 2.36 the factorµx ·P(x) smoothes the star formation preventing large curvature

in the solution. Lowerµx gives larger fluctuations, and this is confirmed in Fig. 3.5.

The solutions with lower star formation penalty,µx = 10−1 andµZ > 10−1, show

fluctuations at lookback times oft ≤ 10 Myr, in disagreement with the input model.

The acceptable fluctuations around the minimumχ2 = 1, due to the noise in

the data, are inversely proportional to the square root of the number of degrees of

freedom of the problem (standard property of aχ2 distribution). In our case the

tolerance level is∼ 0.02. Acceptable solutions are found for [µx, µZ] = [10−1, 10−1],

[10−1, 102], [10−1, 104], [101, 10−1], [101, 104], [102, 102], and [102, 104]. We

conclude that for a constant metallicity the solutions for all µx are acceptable. From

Fig. 3.5 and 3.6 we determine two different regimes of solutions: forµx = 10−1
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the recovered star formation shows irregularities and the error bars are larger than

those of the solutions forµx ≥ 101. This means that forµx = 10−1 the penalization

under-smoothes the solutions and we can excludeµx < 10−1.

Forµx ≥ 101 the star formation is in agreement with the input model, showing

only differences at lookback timest ≤ 10 Myr. As already seen in Sect. 3.1, this

is due to the particular shape of the mass to light ratio of theSSP basis at these

lookback times (see Fig. 3.3). The small increase of the massto light ratio at

lookback timest ≤ 10 Myr affects the solutions when we convert the luminosity

fraction per time-bin, into solar masses per time-bin. For this reason, the recovered

small differences at these lookback times can be considered as artifacts of the SSP

models. The associatedµx values are acceptable.

From this analysis we conclude that a campaign of inversionsapplied to mock

spectra is necessary to give a criterion that determines theappropriate value for the

penalization coefficients, and also to fix a range of allowedµ values consistent with

theχ2 statistical properties.

The campaign of inversion performed for model SAM2 determined the values

of µx giving reliable solutions. The range of acceptable values isµx ≥ 101.

Metallicity penalty (µZ)

The coefficient µZ determines the weight of the metallicity penalty functionP(Z)

in the final solution. (see Eq. 2.36). From Fig. 3.5, 3.6, and 3.7 we recover a trend

similar to theµx analysis. ForµZ ≤ 10−1 the solutions show irregularities and large

error bars, that is a sign of an under-smoothing of the solution. For increasingµZ

the metallicity solutions become smoother. According to the models of Boissier

& Prantzos (2000) the metallicity of a spiral galaxies, at a given radius, evolve

weakly at lookback timest < 1 Gyr. This trend is consistent with thea priori of

the method, i.e. the smoothness of the solutions. At lookback times t ≥ 1 Gyr

the metallicity profile decreases steeply by a factor∼ 3-4, and to reproduce such a

curve, the minimization requires low penalty values forµZ.

Only solutions forµZ ≥ 10−1 can reproduce the smooth metallicity evolution

for lookback timest < 1 Gyr. For µZ ≥ 103 the metallicity evolution is flat

everywhere. In summary, a high value ofµZ, preventing large curvature in the

solutions, is preferable to reproduce the smooth metallicity at lookback times

t ≤ 1 Gyr. A lower µZ is instead required to reproduce the trend of the profile

at lookback timest ≥ 1 Gyr.

We investigate the possibility of a compromise able to reproduce the steep

gradient of the SAM2 metallicity model at lookback timest ≥ 1 Gyr and the flat
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profile at lookback timest ≤ 1 Gyr, performing four different inversions. We set the

penalty of star formationµx = 102, that reproduces the input star formation history

for a wide range ofµZ (see Fig. 3.5 and 3.6). The values ofµZ are 101, 102, 103, and

104. They span the range of transition between a low-value regime, with fluctuations

in the solution allowed, and a high-value regime, that imposes flat solutions. The

results show that for an appropriate setting ofµx = 102 andµZ = 102 (Fig. 3.7),

we can reproduce an increasing metallicity evolution for the spectral analysis of the

model SAM2.
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Figure 3.7: Results for non parametric inversion of a synthetic spectrum corresponding to
the galaxy model SAM2 for [µx, µZ] = [102, 10−1] (top left panel), [µx, µZ] = [102, 102]
(top right panel), [µx, µZ] = [102, 103] (bottom left panel) and [µx, µZ] = [102, 104] (bottom
right panel). For a detailed description see Fig. 3.4.

ForµZ ≥ 104, as shown in left and bottom panels of Fig. 3.6, the penalization

imposes a flat solution, and the average value recovered can be considered as a

time-bin averaged metallicity. We verify that this averaged value is systematically

below the input model at lookback timest < 1 Gyr. By imposing the flatness of the
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solution we underestimate the metallicity at lookback times t <1 Gyr, at epochs that

are relevant for the stripping age determination.

Moreover, when using observations, the choice ofµZ is still more difficult

and not trivial, because of varying noise and emission lineschanging the depth

of absorption lines. We can overcome this problem by imposing a high penalization

for the metallicity, e.g.µZ = 104. With this value we recover a flat metallicity

evolution that corresponds to a time-bin averaged metallicity (see bottom panel of

Fig. 3.5 and 3.6). Since metallicity increases with time in the first 5 Gyr and then

keeps an approximatively constant value, forµZ = 104 we verify that the imposed

flat metallicity evolution systematically underestimatesthe metallicity evolution at

lookback timet ≤ 5 Gyr. Comparing different models with different star formation

and metallicity evolution we can quantify the amount of thisunderestimation.

For the SAM2 model, the time-bin averaged metallicity is〈Z〉 = 0.015, and

the value recovered from the inversion whenµZ = 104 is 〈Z〉 = 0.01, both for low

(µx = 10−1) and high (µx = 102) star formation penalties. The difference with

respect to the input model is∆Z = 0.005. The gradient of metallicity evolution for

SAM2 shows a steep slope (see Fig. 3.2) at lookback timest > 5 Gyr, that reduces

the time-bin averaged value of the metallicity.

We verify that the underestimation of the metallicity is related both to the

steepness of the metallicity profile and to the slope of the considered star formation

history. To show better this relation, we realized two inversions for the SAM1 and

SAM2 model, considering a flat star formation, and a constantmetallicity evolution

Z = 0.02 as initial conditions. We fix the value ofµx = 102 andµZ = 104 (top

panels in Fig. 3.8). The time-bin averaged metallicity of model SAM2 is 〈Z〉 =
0.015 and the inversion recovers a time averaged metallicity of 〈Z〉 = 0.01, with

an underestimation of∆Z = 0.005 of the metallicity at lookback timet < 5 Gyr

(left panel of Fig. 3.8). For the model SAM1 the time-bin averaged metallicity is

〈Z〉 = 0.035 and the recovered solution has a time-bin averaged metallicity of 〈Z〉 =
0.026, with an underestimation of∆Z = 0.008, larger than the model SAM2. The

larger underestimation is due to the steeper curvature of the metallicity evolution

(see Fig. 3.1) for the model SAM1, that decreases the time-bin averaged value.

As last test we realized the same inversion of the model SAM2 shown in the left

panel of Fig. 3.8, but as input metallicity we impose that of the SAM1 model. As

shown in the bottom panel of Fig. 3.8 the time-bin averaged metallicity of the SAM1

model is〈Z〉 = 0.035, and the recovered averaged metallicity is〈Z〉 = 0.033, with

a difference∆Z = 0.002, a lower value with respect to the SAM2 model inversion
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Figure 3.8: Results for non parametric inversion of a synthetic spectrum corresponding to
the galaxy model SAM2 (left panel) and SAM1 (right panel) andmodel SAM2 using the
metallicity of model SAM1 (bottom panel). For a detailed description see Fig. 3.4.

with the proper metallicity evolution. As already seen the metallicity evolution of

the SAM1 model (dashed lines in Fig. 3.1) is steeper than thatof the SAM2 model

(solid lines in Fig. 3.1). At the same time the luminosity weighted metallicity of

these stellar populations, using the star formation of SAM2model, is lower with

the respect to the model SAM1 and in the final averaging these lookback times

have a lower weight in the solution. In summary the underestimation produced

by a time-bin averaging of the metallicity evolution depends on the metallicity

gradient at lookback timest > 1 Gyr, and on the light contribution of the the stellar

populations at lookback timest > 1 Gyr. Mixing SAM2 star formation and SAM1

metallicity evolution is intrinsically inconsistent. This last test has been conceived

only to determine the influence of the star formation historyin the underestimation

produced by a time-bin averaging of the metallicity, without any physical purpose.
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In conclusion the basic trend of the metallicity evolution of the analyzed

models is well recovered whenµZ = 102. In the observations the solutions can

show irregular shape also for larger values ofµZ, making it difficult to select reliable

solutions. In this case it is preferable to use high values ofpenalization that give

flat metallicity evolution corresponding to a time-bin averaged metallicity. Since the

metallicity increases with time, the time-bin averaging produces an underestimation

of the metallicity at lookback timet < 5 Gyr, that depends on the steepness of the

metallicity profile and the star formation slope. Using Boissier & Prantzos (2000)

models we estimate this underestimation to be 0.005≤ ∆Z ≤ 0.008.

3.2.2 Initial guess

The choice of the initial guess in non parametric methods is not trivial. As shown

in Ocvirk et al. (2006a) the problem of the minimization of the Q-function for

spectral inversion is ill-posed. This means that tiny variations in the initial condition

can give huge variations in the results. The solution space of the non linear

problem is complex and a bad choice of the initial conditionscould make the

algorithm converge to a local minimum. We chose as a reasonable initial guess

for star formation history a decreasing exponential and a constant metallicity. The

exponential law is characterized by a timescaleτ that determines the slope of the

curve (Eq. 2.37). In our case, it is necessary to investigatehow the initial star

formation history and the initial metallicity affect the results.

We analyze the spectrum of model SAM1 and SAM2. In order to minimize

the effects due to the metallicity penalization we set a constant metallicity evolution

Z = 0.02 for SAM2 model, andZ = 0.03 for SAM1 model. We fix the penalization

µZ = µx = 102. This value has been fixed according to the results showed in

Sect. 3.2.1 for model SAM2.

For the star formation initial guess we use two extremely different cases. The

first case is an exponentially decreasing law withτ = 1 Gyr (see Eq. 2.37) that

represents an early type galaxy with a huge peak in the local star formation history at

lookback timest ≥ 10 Gyr. The spectral energy distribution in this case is dominated

by old populations and the current star formation is negligible. The second case

corresponds to a flat star formation history, in which the stellar component due to

the young and intermediate stellar populations in total light is not negligible. Since

a peaked star formation is more similar to the SAM1 shape (toppanel in Fig. 3.1),

we expect that the model withτ = 1 Gyr gives better results than a constant star

formation. As shown in the top row of Fig. 3.9 this is not the case. The chosen

initial conditions leads to results that are in good agreement with the input for both
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Figure 3.9: Results for the non parametric inversion of a synthetic spectrum corresponding
to the galaxy model SAM1 (figures in top row) and SAM2 (figures in bottom row) for
different star formation history as initial guess : a flat star formation history (figures in
right column) and an exponentially decreasing law with timescaleτ = 1 Gyr (figures in left
column). For a detailed description see Fig. 3.4.
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models, and obtain the sameχ2
spec = 0.99. The results are stable, as the error bars

show, and the evolution of the metallicity is traced relatively well. In the case of the

model SAM1, the time-bin averaged metallicity is〈Z〉 = 0.035 and the recovered

metallicity is for both initial guess〈Z〉 = 0.033.

For model SAM2 the time-bin averaged metallicity is〈Z〉 = 0.015 and the

recovered averaged metallicity is〈Z〉 = 0.017 for the model with an exponential

with τ = 1 Gyr and〈Z〉 = 0.013 for a flat star formation history as initial guess.

The difference between the model and the solution for the star formation

history of both models increases at lookback timest < 10 Myr. At these small time

scales, the chosen models contribute little to the total light and the uncertainties

become relevant. Also, we require that the luminosity weighted stellar age

distribution is flat, which leads to a bump in the star formation history (see Fig. 3.3).

We also note that for model SAM1 there is a systematic underestimation of

stars produced at lookback timest > 8.6 Gyr, i.e. the first time-bin. This is another

effect due to the penalization. For the model SAM1 the galaxy hasproduced most

of its stars in the first 8 Gyr (Fig. 3.1). Binning the time-axes logarithmically, the

mass of stars produced in the first time-bin (lookback times 8.6 ≤ t ≤ 14 Gyr)

corresponds to the 64% of the mass of stars produced during the galaxy’s life. This

produces a decrease in the star formation history by a factor3 between the first and

the second time-bin that the penalization, whenµx is sufficiently high, smoothes.

Obviously the penalization can be reduced by reducingµx, allowing more irregular

solutions. We investigate this effect later on.

For model SAM2 the parameterτ of the initial guess does not affect the

recovered solution. Again we have higher uncertainties in the younger component,

as for model SAM1, but in this case the inversion reproduces quite well the star

formation history at lookback timet ≥ 9 Gyr. This is due to the different shapes of

the two models. The star formation history of model SAM2 is flatter than SAM1

(Fig. 3.1). This means that the curvature between the first time-bin and the others

is less pronounced with respect to SAM1 and the penalizationdoes not prevent the

overall curvature at these ages. The metallicity is well reproduced until lookback

times of∼ 2 Gyr. For lookback timest > 5 Gyr, the penalization regularizes

the gradient by replacing the steep curvature of the input model with a smoothly

decreasing profile.

As a further test we investigated the effect of starting with unphysical initial

guesses. We chose for the metallicity a flat evolution with the same value shown in

Fig. 3.9, i.e.Z = 0.03 for model SAM1 andZ = 0.02 for model SAM2. For the star
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Figure 3.10: Results for non parametric inversion of a synthetic spectrum corresponding to
the galaxy model SAM1 (top) and SAM2 (bottom) for an increasing star formation history
as initial guess (dashed line). For a detailed description see Fig. 3.4.
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formation history we chose instead of a decreasing exponential, an exponentially

increasing star formation history, with a short timescale (τ = 1 Gyr). As shown

in Fig. 3.10, also in this case, the inversion is able to reproduce the reference star

formation histories for both models.

An interesting effect of the choice of such unphysical initial guess, is that the

recovered metallicity is less precise and its evolution is not well reproduced. For

model SAM1 the time-bin averaged metallicity of the input model is 〈Z〉 = 0.035,

and we find an average metallicity of〈Z〉 = 0.022. For model SAM2 we have a time-

bin averaged metallicity〈Z〉 = 0.015 and we recover〈Z〉 = 0.007. The metallicities

are quite different from the input models and they show also an unphysical evolution

with lookback time. In the case of model SAM1 the profile increases at lookback

timest < 1 Gyr to merge with the model at recent epochs. The metallicity at old

ages is relatively high since the first time-bin. The spectral energy distribution of the

first guess is then dominated by the very young component, contrary to the models

that we want to reproduce. The chosenµx and theµZ values reproduce the input

models when the initial guess is a flat star formation historyor an exponential with

timescale ofτ = 1 Gyr (Fig. 3.9). With this unphysical initial guess insteadduring

the minimization procedure, we lose the informations aboutthe trend of metallicity

and we obtain unphysical profiles (Fig. 3.10).

We can preserve the information about the overall metallicity, by increasing

the penalization ofµZ. We then obtain a constant solution that can be considered

as a representative metallicity. For this latter choice of penalization the inversion

shows a systematic underestimation in recovering the metallicity of the models.

This underestimation spans a range∆Z = 0.05 - 0.008, as seen in Sect. 3.2.1.

The test shown in Fig. 3.10 is an extreme case that is not realistic and

that we reject in the rest of the analysis. For reasonable initial guesses for the

star formation history the spectral inversion reproduces both flat and peaked star

formation histories and the solutions are not strongly dependent on the slope of the

chosen initial guess.

We saw that for particular choices of the initial guesses forthe star formation

history, we obtain consistent star formation histories butmetallicity evolutions in

disagreement with the input model. Now we investigate the influence of different

initial guesses for the metallicity evolution. We start using the same configuration

as in the right bottom panel of Fig. 3.9. In that case we used asinitial guess a

flat metallicity evolutionZ = 0.02, that is a slight overestimation of the time-bin

averaged metallicity of the model,〈Z〉 = 0.015.
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Figure 3.11: Results for non parametric inversion of a synthetic spectrum corresponding to
the galaxy model SAM2 for a constant metallicity initial guess that starts from an higher
(top panel) and lower (bottom panel) value respect to the model solution. For a detailed
description see Fig. 3.4.

We perform the same inversion using as initial guess a constant metallicity,

with Z = 0.025 andZ = 0.005. In this way we explore the effect of an overestimation

and an underestimation of the input metallicities. As shownin Fig. 3.11, if the

minimization starts from an initial value that is an overestimation of the input model,

the solution reproduces the basic trend of the metallicity evolution, leading to an
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average metallicity〈Z〉 = 0.018, consistent with the model. For the inversion that

uses an initial condition that underestimates the real solution (top panel in Fig. 3.11),

the recovered time-bin averaged metallicity is too low:〈Z〉 = 0.007.

Metallicity is less constrained by the method, and differences of the order

0.005 ≤ ∆Z ≤ 0.01 in the initial guess lead to different solutions. For observed

spectra, in which we do not know how to fix this value, we can overcome the

problem in different ways. We can recover the metallicity from independent

methods, e.g. studying the emission lines of the spectrum, if present, or analyzing

the features that are metal-dependent. Then we explore for which configuration

the inversion gives consistent solutions. Another way is toincreaseµZ to a value

that imposes a flat metallicity evolution. In this case the metallicity has the same

value at all the ages, that we can consider as a time-bin averaged value of the

metallicity evolution along the galaxy’s life. This means that we lose informations

about profile-curvature at lookback timest > 9 Gyr. Fort < 9 Gyr metallicity stays

almost constant and the minimization does not need high penalizations.

For the stripping age determination we are interested in stellar populations

spanning lookback times 0< t < 1 Gyr. The flat metallicity solution obtained

for high value ofµZ is a time-bin averaged metallicity that underestimates thevalue

of the metallicity in the last Gyr, giving a lower limit to themetallicity of stellar

populations at these ages.

In conclusion, the metallicity evolution is less constrained than the star

formation history in the spectral analysis, and the problemcan be solved using

independent methods or assuming penalization values that give a time-bin averaged

metallicity, leading to an underestimation of the metallicity between∆Z = 0.005

and 0.01 (see Sect. 3.2.1). The initial guess assumed for themetallicity leads to an

underestimation of the metallicity at lookback timet < 1 Gyr

3.3 Testing the photometric inversion with artificial data

In this section we investigate the results of the non parametric method for the

photometric analysis (α = 1 in Eq. 2.29). We used, as input data, the model SAM2 of

Boissier & Prantzos (2000) (see Fig.3.1). The photometric pass-bands considered

are FUV, NUV, u′, g′, i′, r′, z′, J,H, and K. We applied to the model spectrum a

Calzetti (2001) extinction law withE(B− V) = 0.5 normalized to have a unit mean.

The non parametric inversion method acts in both kind of analysis in the same

way, performing the minimization under the same hypothesis. What is changed are

the input data. In spectral analysis we have a small wavelength range,λλ = 3300 -
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6300 Å, a high resolution,R ∼780, and the problem has a high number of degrees

of freedom,N ∼ 2600. For the photometry we have a large wavelength coverage,

from 1530 Å of FUV to 22000 Å ofK-band, but each filter produces a point value,

that collects all the informations inside the associated wavelength domain. We have

less degrees of freedom (N ∼ 7). In addition, the GALEX spatial resolution is low

and the UV emission of the outer region is very faint (number of counts inside the

chosen regions: 5-6 DN). Despite these problems, the advantages of such a large

wavelength domain, from UV (GALEX) to Infra Red (2MASS), is that we have a

direct information about stellar populations of ages at lookback timest < 1 Gyr and

t > 10 Gyr, an important constraint not available in the spectrum.

The problem associated to the photometric analysis is ill-posed and needs

regularization. We investigate here in detail the weight coefficientsµx andµZ by

performing a campaign of inversion spanning the same rangesexplored in the

spectral analysis: [µx, µZ] = [10−1, 10−1], [10−1, 102], and [10−1, 104] (Fig. 3.13).

The second set of values is [µx, µZ] = [101, 10−1], [101, 102], and [101, 104]

(Fig. 3.14). A third set of values is [µx, µZ] = [102, 10−1], [102, 102], [102, 103],

[102, 104] (Fig. 3.15), and a fourth set of values [µx, µZ] = [103, 10−1], [103, 102],

[103, 104] (Fig. 3.16).

3.3.1 Numerical Stability without regularization

Ocvirk et al. (2006a) showed that the problem associated to the spectral inversion

is ill-posed. We realized an inversion in which the initial guesses are equal to the

model used to generate the input data. No noise is added. Theχ2 contribution to

Q(X) is minimal, but the functions and their derivatives are not. Therefore the first

iteration of the minimization steps away from the desired solution.

First, we consider low penalization values :µx = µZ = µC = 10−20. We use a

mass normalized and a flux normalized spectral basis (Eq. 2.3and 2.1).

As shown in Fig. 3.12 in both cases the star formation historyis recovered

properly. On the contrary the metallicity evolution is in disagreement with the input

data. We cannot expect any variation in the metallicity evolution on short timescale

to be reliable. This is expected, because there is not enoughinformation in the

photometry. Therefore, we need to penalize at least the metallicity to smooth the

solution.

45



−0.5

0.0

0.5

 6  7  8  9  10

−2

 0

SFH, AMR with Pen. N = 0 − ki2 = 0.00

S
F

H
 (

M
so

l/b
in

)
A

M
R

 (
Z

/Z
so

l)

Age − log(yrs)

 6  7  8  9  10

−1.5

−1.0

−0.5

0.0

0.5

 6  7  8  9  10

 0

 2

 4

SFH, AMR with Pen. N = 1 − ki2 = 0.00

S
F

H
 (

M
so

l/b
in

)
A

M
R

 (
Z

/Z
so

l)
S

A
D

 (
L/

bi
n 

)

Age (log(yrs))

Figure 3.12: Results for non parametric inversion of photometric values corresponding to
the SAM2 model (Boissier & Prantzos, 2000). In all the panelsthe red histogram represents
the input data, that are also the initial conditions, and theblack histogram represents the
recovered solution from inversion. The ages are measured inlookback time ([log10(yr)] with
the convention thattnow = 0. Top figure : star formation history (top panel) and metallicity
evolution (bottom panel) for a mass weighted spectral basis(Eq. 2.1). Bottom panel : star
formation history (top panel), metallicity evolution (middle panel) and luminosity weighted
stellar age distribution (bottom panel) for a luminosity weighted spectral basis (Eq. 2.3).

3.3.2 Weight of penalization

Star formation penalty(µx)

In the spectral analysis the recovered star formation history is in agreement with

the model forµx ≥ 10−1. As shown in Fig. 3.13 and 3.14 the photometric analysis

needs higher regularization than the spectral analysis to give stable solutions. If we

consider the recovered star formation whenµx = 101, we can note that we have large

fluctuations at lookback timet ∼ 800 Myr andt ∼ 10 Myr. For the same value in the
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spectral analysis we obtain results in agreement with the input model (see Fig. 3.6).

For the photometric analysis the number of degrees of freedom of the problem

leads to a tolerance threshold for theχ2 of 0.4, because we have few data-points

and thus the noise in the data can produce large fluctuations of χ2 values. Theχ2

values vary between 0.6 ± 0.4, and all inversions are acceptable. The photometric

inversion requires higher penalization for the star formation history (µx ≥ 103).

Moreover, the metallicity is not well constrained by the photometry and also needs

a high penalization (µZ ≥ 102).
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Figure 3.13: Results for non parametric inversion of photometric values corresponding to
the galaxy model SAM2 for [µx, µZ] = [10−1, 10−1] (left panel), [µx, µZ] = [10−1, 102] (right
panel) and [µx, µZ] = [10−1, 104] (bottom panel). For a detailed description see Fig. 3.4.

Penalization of metallicity evolution

We proceed to a test in which varyingµZ we investigate the convergence of the

minimization. The solution is not improved for 10−20 ≤ µZ ≤ 10−6, and we explore
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Figure 3.14: Results for non parametric inversion of photometric values corresponding to
the galaxy model SAM2 for [µx, µZ] = [101, 10−1] (left panel), [µx, µZ] = [101, 102] (right
panel) and [µx, µZ] = [101, 104] (bottom panel). For a detailed description see Fig. 3.4.

the range 10−2 ≤ µZ ≤ 102 while keepingµx = µC = 10−20 (see Eq. 2.36). In

Fig. 3.17 are shown the results and in Fig. 3.18 are shown the differences between

the recovered solution and the injected histories.

As long as we keepµZ low, we find large fluctuations in the resulting metallicity

evolution (bottom panel of Fig. 3.18). For the highestµZ ≥ 102 the metallicity

residuals stay almost flat. This is the better solution for this family of penalization.

An opposite behavior is shown by the star formation history.If µZ is low the

star formation history prefers solutions similar to the initial condition. As we

increaseµZ the star formation history increases its fluctuations around the input star

formation history. For the highestµZ, i.e. the best metallicity model, we find the

worst star formation history, but we must consider that the penalization is negligible

(µx = 10−20) and the problem remains ill-posed.
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Figure 3.15: Results for non parametric inversion of photometric values corresponding to
the galaxy model SAM2 for [µx, µZ] = [102, 10−1] (top left panel), [µx, µZ] = [102, 102]
(top right panel), [µx, µZ] = [102, 103] (bottom right panel), [µx, µZ] = [102, 104] (bottom
left panel). For a detailed description see Fig. 3.4.

The results of the photometric inversion, shown in Fig. 3.13, 3.14, and 3.15,

are quite different with respect to the spectral results of Fig. 3.5, 3.6, and 3.7.

Both the star formation history and metallicity evolution are less constrained by the

photometry with respect to the spectral analysis. This means that the regularization

of the problem needs higher values of the penalization. The star formation history

for µx ≥ 103 is in agreement with the input model, if we exclude the youngest

populations at lookback timest < 10 Myr. This effect has also been observed in the

spectral analysis, and it is due to the uncertainties in the stellar population models

at these ages. These uncertainties affect then both kinds of analysis, spectral and/or

photometric.

If we increaseµZ we obtain flat solutions with acceptableχ2 values, and we
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Figure 3.16: Results for non parametric inversion of photometry values corresponding to
the galaxy model SAM2 for [µx, µZ] = [103, 10−1] (left panel), [µx, µZ] = [103, 102] (right
panel) and [µx, µZ] = [103, 104] (bottom panel). For a detailed description see Fig. 3.4.

obtain time-bin averaged metallicity evolutions that produce an underestimation of

the metallicity at lookback timest < 1 Gyr. The time-bin averaged metallicity of

the model SAM2 is〈Z〉 = 0.015 and the flat metallicity obtained forµZ = 104

produces an underestimation of∆Z = 0.009. The underestimation produced in

photometric inversion is higher than the spectral analysis, i.e. 0.005≥ ∆Z ≥ 0.008.

This is expected, since the determination of the metallicity evolution in photometric

analysis is less constrained.

The photometric inversion produces large fluctuations alsofor values ofµx and

µZ for which the spectral analysis gave consistent results. Atthis stage, we conclude

that metallicity is not well constrained and the most reliable procedure is to fix

a high value of metallicity penalization to recover systematically flat metallicity

solutions.
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Figure 3.17: Top panel: star formation history vs. lookbacktime [log10(yr)] for different
10−2 ≤ µZ ≤ 102 (increasing number of realizations in right column represents increasing
µZ). Bottom panel: metallicity evolution vs. lookback time [log10(yr)]. In each plot the
black the red and the magenta histograms shows the bestχ2 solution, the solution that has
the lowest differences with the input solution and the initial condition, respectively.

3.3.3 Initial Condition

We use a light weighted basis (Eq. 2.3) and we investigate therecovered metallicity

evolution for the photometric analysis without penalization. We set different initial

conditions: the SAM2 model of Boissier & Prantzos (2000) (see Fig. 3.2), an

exponentially decreasing star formation law with characteristic timescaleτ = 10 Gyr

and a constant luminosity weighted stellar age distribution. For all initial conditions

used, we recover star formation histories in agreement withthe input solution, but

again the metallicity evolutions show large fluctuations (Fig. 3.19).

The photometric inversion is not very sensitive to the initial condition, the only

effect is in terms of uncertainties of the results. To demonstrate this we proceed to

an inversion usingµx = 104 andµZ = 104. In one case we use as initial guess for

the star formation, an exponential with characteristic timescaleτ = 1 Gyr instead

of a flat star formation. In another case we use as initial guess for the metallicity
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Figure 3.18: Left panel:∆SFH= (recovered SFH - input SFH) vs. lookback time [log10(yr)]
for 10−2 ≤ µZ ≤ 102 (increasing numbers of realizations represents increasing µZ). Right
panel:∆AMR = (recovered metallicity - input metallicity) vs. lookback time [log10(yr)].
In each plot the black, the red and the magenta histograms shows the bestχ2 solution, the
solution that has the lowest differences with the input solution and the initial condition,
respectively.

a constant evolution withZ = 0.005 instead ofZ = 0.02. The results are shown

in Fig. 3.20 for the three cases. Theχ2 of all inversions are acceptable. The star

formation histories are well reproduced for lookback timest > 10 Myr for all initial

guesses. The initial conditions which are closest to the input lead to the smallest

uncertainties of the metallicity evolution.

3.4 Combined Analysis

In this section we investigate the effect of different penalization on the solution

for a joint spectral and photometric analysis. We fixα = 0.5 in Sect. 2.29 and

we proceed to a campaign of inversions spanning the same ranges explored in the

spectral and photometric analysis: [µx, µZ] = [10−1, 10−1], [10−1, 102], [10−1, 104]

shown in Fig. 3.21, [µx, µZ] = [101, 10−1], [101, 102], [101, 104] shown in Fig. 3.22,

and [µx, µZ] = [102, 10−1], [102, 102], [102, 103], [102, 104], shown in Fig. 3.23.

We saw in Sect. 3.2 and 3.3 that the photometric and the spectral inversion have

a different answer to the penalties. As a general trend we saw that the photometry

needs higher penalization both for the star formation and the metallicity. The

metallicity is not well constrained by the photometry and for this reason we use

a high penalization imposing a constant evolution. In summary, for the spectral

analysis a value ofµx ≥ 10−1 gives results in agreement with the input models,

but for the photometry this value is not sufficient. Performing a campaign we
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Figure 3.19: Results for non parametric inversion of photometric values corresponding to
the SAM2 model (Boissier & Prantzos, 2000). In all the panelsthe red histograms represent
the input data, the green histograms are the initial conditions, and the black histograms
represents the recovered solution from inversion. The agesare measured in lookback time
([log10(yr)]) with the convention thattnow = 0. In each figure is plotted the star formation
history (top panel), the metallicity evolution (middle panel) and the luminosity weighted
stellar age distribution (bottom panel). The results are obtained for different initial guesses
for the star formation history: the model SAM2 (Boissier & Prantzos, 2000) (left figure),
an exponential (Eq. 2.37) withτ = 10 Gyr (right figure) and a constant luminosity weighted
stellar age distribution (bottom figure).
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Figure 3.20: Results for non parametric inversion of photometric values corresponding to
the galaxy model SAM2 forµZ = µx = 104. As initial guesses for the star formation and the
metallicity evolution we have : an exponential with characteristic timescaleτ = 1 Gyr and
a constant metallicityZ = 0.02 (left panel), a flat star formation and a constant metallicity
Z = 0.005 (right panel) and a flat star formation with a constant metallicity Z = 0.02 (bottom
panel). In each figure the top, middle and bottom panels represent the star formation history,
the metallicity evolution and the luminosity weighted stellar age distribution, respectively.
In each panel the dotted and dashed lines show the input modeland the solid lines the results
with associated error bars. The errors are obtained via Monte Carlo simulations. In top of
panels are marked theτ used in star formation initial guess, the spectralχ2, the weight
parameterα in Eq. 2.29, the value of the totalQ-function (Eq. 2.29), the time-bin averaged
metallicity recovered from the inversion and the constant value of metallicityZinp used for
the initial guess. In right bottom of top and middle panel of each figure are marked the value
of penalizationµx, µZ (see Eq. 2.36).

realized that star formation histories in agreement with the models are obtained

whenµx ≥ 102.

For the metallicity the trends were similar: forµZ ≥ 102 in the spectral analysis

we reproduce the trend of the input metallicity evolution. For the photometry
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Figure 3.21: Results for non parametric inversion of combined analysis (spectral and
photometric) corresponding to the galaxy model SAM2 for [µx, µZ] = [10−1, 10−1] (left
panel), [µx, µZ] = [10−1, 102] (right panel) and [µx, µZ] = [10−1, 104] (bottom panel). For a
detailed description see Fig. 3.4.

the metallicity is highly unstable atµZ = 102 and if we increase the penalization,

the recovered solution becomes flat. The problem is not well constrained and we

use values ofµZ = 104 to impose a constant evolution. The joint analysis shows

that combining the two sets of data the solution is a balance between the separate

analysis. In Fig. 3.21, 3.22, and 3.23 we show the results fordifferent sets ofµx

andµZ. For small star formation penalties (µx = 10−1), the star formation history is

strongly irregular. Forµx = 101 the recovered star formation histories are smooth

for lookback timest ≥ 10 Myr. Forµx = 102 the recovered star formation history

shows a drop at a lookback time oft = 300 Myr forµZ = µx = 10−1. For largerµZ

the star formation history is smooth. It is not possible to recover the metallicity. A

large metallicity penalization imposing a constant metallicity is thus necessary. In

this caseµx ≥ 101 leads to an acceptable solution.
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Figure 3.22: Results for non parametric inversion of combined analysis (spectral and
photometric) corresponding to the galaxy model SAM2 for [µx, µZ] = [101, 10−1] (left
panel), [µx, µZ] = [101, 102] (right panel) and [µx, µZ] = [101, 104] (bottom panel). For
a detailed description see Fig. 3.4.

3.5 Stripping age determination

We are interested to study the effect of ram pressure stripping in the optical spectrum

and photometry. Until now we studied semi analytical modelsthat reproduce

isolated spiral galaxies with current star formation. Ram pressure removes a fraction

of the gas disk and quenches the star formation.

In this section we investigate the performance of the non parametric inversion

in recovering a cut in the star formation history. We take theSAM2 model (Boissier

& Prantzos 2000) and we cut the star formation history at a lookback time oft

= 130 Myr. We then perform a spectral, a photometric, and a joint inversion

of the mock data and we analyze the results. We investigate here in detail the

weight coefficientsµx and µZ by performing a campaign of inversion spanning

the same ranges explored in the spectral and photometric analysis: [µx, µZ] =
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Figure 3.23: Results for non parametric inversion of combined analysis (spectral and
photometric) corresponding to the galaxy model SAM2 for [µx, µZ] = [102, 10−1] (top left
panel), [µx, µZ] = [102, 102] (top right panel), [µx, µZ] = [102, 103] (bottom left panel), and
[102, 104] (bottom right panel). For a detailed description see Fig. 3.4.

[10−1, 10−1], [10−1, 102], and [10−1, 104] (Fig. 3.27). The second set of values is

[µx, µZ] = [101, 10−1], [101, 102], and [101, 104] (Fig. 3.25). A third set of values is

[µx, µZ] = [102, 10−1], [102, 102], [102, 103], and [102, 104] (Fig. 3.26).

3.5.1 Spectral analysis

As initial conditions we use a flat star formation and a constant metallicity Z =

0.02. Based on theχ2 all solutions are acceptable, and show a rapid decrease in star

formation between 100 and 130 Myr. The star formation history before truncation is

smooth for all penalizationsµx andµZ. Due to the small penalization forµx ≤ 10−1

star formation residuals can appear at lookback timest < 100 Myr, e.g. for [µx,

µZ] = [10−1, 10−1], [10−1, 10−2], [10−1, 104], and [101, 104]. Only for [µx, µZ] =

[10−1, 104] the stripping age is exactly reproduced. Forµx = 101 the stripping age
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Figure 3.24: Results for non parametric inversion of a synthetic spectrum corresponding to
the galaxy model SAM2 with truncated star formation historyat lookback timet = 130 Myr
for: [µx, µZ] = [10−1, 10−1] (left panel), [µx, µZ] = [10−1, 102] (right panel) and [µx, µZ] =
[101, 104] (bottom panel). For a detailed description see Fig. 3.4.

is underestimated by one, forµx = 102 by two time bins, i.e.∼ 80 Myr. As for the

isolated disk models, the trend of the metallicity evolution can be reproduced for

µZ = 102.

3.5.2 Photometric analysis

We use the same configuration of Sect. 3.5.1 and we perform photometric

inversions. Based on theχ2 all solutions are acceptable. Forµx = 10−1 the star

formation history for lookback timest > 130 Myr is irregular, forµx ≥ 101 it is

smooth. There is residual star formation for lookback timest ≤ 300 Myr, e.g.

for [µx, µZ] = [10−1, 102], [101, 10−1], [101, 102], [102, 10−1], and [102, 103]. These

residuals occur at lookback timest ≤ 10 Myr, and they are mainly due to the

uncertain M/L ratio of these young stellar populations (see Fig. 3.3). For [µx, µZ]
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Figure 3.25: Results for non parametric inversion of a synthetic spectrum corresponding to
the galaxy model SAM2 with truncated star formation historyat lookback timet = 130 Myr
for: [µx, µZ] = [101, 10−1] (left panel), [µx, µZ] = [101, 102] (right panel) and [µx, µZ] =
[101, 104] (bottom panel). For a detailed description see Fig. 3.4.

= [101, 104] and [102, 104] the stripping age is underestimated by one time bin, i.e.

50 Myr. As for the isolated disk the metallicity cannot be reproduced and we have

to impose a constant metallicity (µZ = 104).

3.5.3 Combined Analysis

The analysis of spectral and photometric inversion showed separately slightly

different behavior. Photometry requires high penalization to give consistent

solutions and the metallicity is not well constrained. The best fit is obtained

imposing a constant metallicity withµZ = 104 that leads to an underestimation of

the time-bin averaged metallicity at lookback timest < 5 Gyr.

The spectral analysis needs lower penalizations than the photometry and

with adequate metallicity penalization it is able to reproduce the basic trends of
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Figure 3.26: Results for non parametric inversion of a synthetic spectrum corresponding to
the galaxy model SAM2 with truncated star formation historyat lookback timet = 130 Myr
for: [µx, µZ] = [102, 10−1] (top left panel), [µx, µZ] = [102, 101] (top right panel),
[µx, µZ] = [102, 103] (bottom right panel) and [µx, µZ] = [102, 104] (bottom left panel).
For a detailed description see Fig. 3.4.

metallicity at lookback timest < 5 Gyr. The combined analysis of the spectral

and photometric data is a compromise between the results obtained for the separate

cases.

According to the results of Sect. 3.4, we investigate here indetail the weight

coefficientsµx andµZ by performing a campaign of inversion spanning the same

ranges explored in the spectral and photometric analysis: [µx, µZ] = [10−1, 10−1],

[10−1, 102], and [10−1, 104] (Fig. 3.30). The second set of values is [µx, µZ] =

[101, 10−1], [101, 102], and [101, 104] (Fig. 3.31). A third set of values is [µx, µZ] =

[102, 10−1], [102, 102], [102, 103], and [102, 104] (Fig. 3.32).

For smallµx ≤ 10−1 the solutions are irregular for allµZ and all lookback times.

For µx = 101 the star formation history is smooth for lookback timest ≥ 300 Myr
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Figure 3.27: Results for non parametric inversion of photometric values corresponding to
the galaxy model SAM2 with truncated star formation historyat lookback timet = 130 Myr
for: [µx, µZ] = [10−1, 10−1] (left panel), [µx, µZ] = [10−1, 102] (right panel) and [µx, µZ] =
[101, 104] (bottom panel). For a detailed description see Fig. 3.4.

and the cut is well reproduced. On the other hand, the star formation history is

smooth for these lookback times forµx = 102 and allµZ. The stripping time is

underestimated by one time bin, i.e. 50 Myr, except forµZ = 103, in which the

stripping time is underestimated by two time-bins, i.e. 80 Myr. The results for

µx = 1 reproduce well the model, but have an higherχ2, because of the residuals

star formation at younger ages, in disagreement with the model.

Thus, the combined analysis is more robust than the separateanalysis in the

sense that it gives consistent results forµx = 102. However, the stripping age is

underestimated by at least 50 Myr. We recall that the combined analysis of the

isolated disk models also give consistent results forµx = 102.
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Figure 3.28: Results for non parametric inversion of photometric values corresponding to
the galaxy model SAM2 with truncated star formation historyat lookback timet = 130 Myr
for: [µx, µZ] = [101, 10−1] (left panel), [µx, µZ] = [101, 102] (right panel) and [µx, µZ] =
[101, 104] (bottom panel). For a detailed description see Fig. 3.4.

3.6 Summary

In this chapter:

• we performed a campaign of inversion using semi analytical model of Boissier

& Prantzos (2000) to explore the answer of the method to different mock data.

The campaign investigated the spectral inversion, the photometric inversion,

and the combined analysis. We tested the effect of the initial condition, both

for metallicity and the star formation. We investigated theinfluence in the

results of different weight coefficients.

The choice of the initial conditions has no effect on the recovered solution as

long as it is reasonable. The trend of the metallicity evolution can be recovered
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Figure 3.29: Results for non parametric inversion of photometric values corresponding to
the galaxy model SAM2 with truncated star formation historyat lookback timet = 130 Myr
for: [µx, µZ] = [102, 10−1] (top left panel), [µx, µZ] = [102, 101] (top right panel),
[µx, µZ] = [102, 103] (bottom right panel) and [µx, µZ] = [102, 104] (bottom left panel).
For a detailed description see Fig. 3.4.

for µZ = 102 in the spectral analysis. For all other cases we have to impose a

constant metallicity evolution (µZ = 104). The star formation history is well

reproduced forµx ≥ 10−1. For the photometric analysis a higher star formation

penalization is neededµx ≥ 103 and the combined analysis works best with

µx = 102.

• we analyzed specifically the solution for spectral, photometric and combined

inversion for a ram pressure stripping scenario. We studiedthe recovered star

formation solutions for a model in which the star formation is truncated at

130 Myr.

For µx = 101 the cut is well reproduced, but a residual star formation at
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Figure 3.30: Results for non parametric inversion of combined analysis (spectral and
photometric) corresponding to the galaxy model SAM2 with truncated star formation
history at lookback timet = 130 Myr for: [µx, µZ] = [10−1, 10−1] (left panel), [µx, µZ] =
[10−1, 102] (right panel) and [µx, µZ] = [10−1, 104] (bottom panel). For a detailed
description see Fig. 3.4.

looback timest < 10 Myr increases theχ2 to higher values. The uncertainties

at these lookback times are due to the uncertainties in the SSP models, and

are not physical. In any case theχ2 increase to unacceptable values and for

this reason we prefer to use the results obtained forµx = 102, in which theχ2

assumes lower values. The stripping age, in this case, is underestimated by at

least 50 Myr.
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Figure 3.31: Results for non parametric inversion of combined analysis (spectral and
photometric) corresponding to the galaxy model SAM2 with truncated star formation
history at lookback timet = 130 Myr for: [µx, µZ] = [101, 10−1] (left panel), [µx, µZ] =
[101, 102] (right panel) and [µx, µZ] = [101, 104] (bottom panel). For a detailed description
see Fig. 3.4.
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Figure 3.32: Results for non parametric inversion of combined analysis (spectral and
photometric) corresponding to the galaxy model SAM2 with truncated star formation
history at lookback timet = 130 Myr for: [µx, µZ] = [102, 10−1] (top left panel),
[µx, µZ] = [102, 101] (top right panel), [µx, µZ] = [102, 103] (bottom right panel) and
[µx, µZ] = [102, 104] (bottom left panel). For a detailed description see Fig. 3.4.
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Chapter 4

NGC 4388

4.1 Observations

The spectroscopic observations of NGC 4388 were performed over two nights (May

2-3, 2006) at the European Southern Observatory (ESO) Very Large Telescope

(VLT) facility Cerro Paranal, Chile as part of the program ID77.B-0039(A) (P.I.

B. Vollmer). The instrument used was the FOcal Reducer and low dispersion

Spectrograph 2 (FORS2, Appenzeller et al. 1998) in Long SlitSpectroscopy (LSS)

observing mode. The detector system consisted of two 4096× 2048 CCD with

a pixel size of 15µm. The slit dimesion was 418′′ × 1′′ and we chose a 2× 2

binning of the pixels with high gain readout and standard resolution. The resulting

image scale is 0.252′′ / binned pixel. The selected grism was the GRIS-600B with

a wavelength range of 3350 - 6330 Å, a central wavelength of 4650 Å. The pixel

scale is 1.48 Å/pixel, which, with the selected slit, yields a spectral resolution of

λ/∆λ ≈ 780.

4.1.1 Data set

We adopt for NGC 4388 a distance of 16.7 Mpc (Yasuda et al. 1997), yielding a

scale of 81 pc/arcsecond. For the acquisition the slit was pointed at two different

regions of NGC 4388 (Fig. 4.1). We chose an inner region at about 1.5 kpc towards

East direction from the galaxy center. We did not take exactly the center of the

galaxy to avoid bulge contamination. The selected outer region lies just outside the

HI disc, at about 4.5 kpc from the center. Individual exposure times were 600 sec

for the inner region and 1350 sec for the outer. The total integration time for each

region was 3600 and 9450 s, respectively (Tab. 4.1). Becauseof the bad weather

conditions we used only the data obtained at the first night, which reduces the total

integration to 1800 s for the inner region.

We used LTT4816, a white dwarf withmV = 13.96 (Bakos et al., 2002) and
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Figure 4.1: B-band POSSII image of NGC 4388 with superimposed HI density (red
contours). The vertical red lines represents the slit positions.

LTT7987, a white dwarf withmV = 12.23 (Perryman et al., 1997) as flux calibrators.

In addition to the spectroscopic observations we obtained during daytime

calibration measurements (flat-field and bias), and wavelength calibration exposures

(Hg-Cd-He lamps).

4.1.2 Data reduction

We performed Data Reduction procedures using the Image Reduction and Analysis

Facilities (IRAF)1 (Tody, 1993). We realized an average of the five bias frames

using the IRAFimcombine task onimages.immatchpackage.

In order to remove the cosmic rays and the bad pixels we applied to the

combined images thecrreject criterion of IRAF. Within this task we define a

parameterhsigma and we reject only the positive pixels that are abovehsigma time

the average value of the input frame. In our case we defined a 3σ rejection criterion.

Although the aspect and the histograms of the five biases weresimilar, it turned

out that two of them were corrupt. The consequence were low level periodic patterns

in the residuals of the spectral fits. These suspicious patterns made us go back to

the very first steps of the reduction, after we had checked allother potential sources

(sky subtraction, flatfield, fringes). We summed in each biasframe all the selected

1IRAF is distributed by the National Optical Astronomy Observatory, which is operated by the Association
of Universities for Research in Astronomy, Inc., under cooperative agreement with the National Science
Foundation.
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Table 4.1: Journal of Observations (ESO program ID 77.B-0039(A)). Seeing, airmass and
UT (Universal Time) refer to the beginning of each observation.

Observation Frame Exp. Time (sec) Seeing Airmass Date UT
LTT4816 Ph.St. 1 35 0.91′′ 1.484 2006 May, 2 23:06
NGC4388 Inner 1 600 0.9′′ 1.688 2006 May, 2 23:45
NGC4388 Inner 2 600 1.11′′ 1.616 2006 May, 2 23:56
NGC4388 Inner 3 600 1.10′′ 1.554 2006 May, 3 00:07
NGC4388 Outer 1 1350 0.89′′ 1.330 2006 May, 3 01:11
NGC4388 Outer 2 1350 0.83′′ 1.289 2006 May, 3 01:34
NGC4388 Outer 3 1350 0.96′′ 1.264 2006 May, 3 01:58
NGC4388 Outer 4 1350 0.67′′ 1.256 2006 May, 3 02:21
NGC4388 Outer 5 1350 0.61′′ 1.423 2006 May, 3 04:10
NGC4388 Outer 6 1350 0.55′′ 1.519 2006 May, 3 04:33
NGC4388 Outer 7 1350 0.55′′ 1.651 2006 May, 3 04:57
LTT7987 Ph.St. 1 40 1.34′′ 1.010 2006 May, 3 10:35
NGC4388 Inner 1 600 -1.00′′ 1.690 2006 May, 4 04:59
NGC4388 Inner 2 600 -1.00′′ 1.861 2006 May, 4 05:09
NGC4388 Inner 3 600 -1.00′′ 1.868 2006 May, 4 05:20

rows and we subtracted subsequent frames from each other (i.e. we subtracted 1st

minus the 2nd, the 2nd minus the 3rd and so on).

In Fig. 4.2 the second plot from the top shows the difference between the 3rd

and the 4th bias frame. This new average value stays also in the 5th frame, that

shows no significant difference from the 4th (plot on the top). In other words the

bias frames underwent a significant change between 3rd and 4th exposure.

We iteratively reduced the data and analyzed the results of the spectral fit until

there were no obvious periodic residuals in the fit. After this process we used only

the first 3 frames to estimate the underlying level of the observations and we rejected

the last two.

The response of the detector is not uniform mainly for two reasons:

- Each single pixel has a different answer to the same signals. To solve this

problem we used quartz lamp flatfield exposures. We combined the flatfield

frames using the median with no rejection criterion. We thensubtracted the

bias. The obtained frame removes the small scale effects due to the single

pixel variations.

- The flatfield itself is not uniform on large scales, and in particular it has its own

wavelength dependence. We account for this effect using the taskresponse.

The CCD used for the extraction has a dimension of 4096× 2048 pix2. We

associate to each pixel a coordinate in thex − y plane. We define thex-axis

along the CCD-highest dimension (4096 pix) and they-axis in the direction of
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Figure 4.2: Difference between the bias frames in chronological order takenduring daytime
calibration of ESO program ID 77.B-0039(A). The results areoffset for clarity.

lower dimension. The slit is aligned with y-axes. The taskresponseaverages

along the CCDy-axis and extracts a one dimensional spectrum inx direction.

We search then a function along this axis to fit the obtained profile. We use a

cubic spline interpolation of 15th order and we then divide the flatfield by this

function along the y-axes.

The final result of these processes is a normalized flat-field.We subtracted the

average bias from the raw data and we divided the result by thenormalized flat-field.

After carefully checking the average levels of the various frames, we combined all

the data using theimcombine task to take the median of all the images.

We proceeded to the wavelength calibration, by extracting the spectra of an

appropriate Hg-Cd-He lamp with known lines. We identified these same known

emission lines in our calibration frame using the tasksidentify andreidentify from

noao.twodspecpackage. In this way we determined the function that transforms

thex-axis coordinate of the CCD in wavelengths. The spectral lines of the lamp are

almost, but not perfectly, aligned with they-axis. We took into account this effect

when using the taskreidentify .

We applied the wavelength calibration to the data and we extracted a one-

dimensional spectrum using the IRAF taskapall from theapextract package. We
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Figure 4.3: Ratio between the inner spectra of NGC 4388 obtained using LTT 4816 an LTT
7987 as flux calibrators. Large values below 3700 Å are due to the low signal level at these
wavelengths. This is a consequence of the poor quantum efficiency of FORS2 CCD.

used an aperture of 32.76′′ for both the inner and the outer region (lines [53-183]

and [58-188] of the images, respectively) and two sky windows above and below

the aperture (Fig. 4.11).

We finally proceeded with the flux calibration, i.e. the definition of a function

that converts the number of ADU (Analogical Digital Unit) detected in physical

units of flux per unit wavelengthF(λ), through the ”photometric standard” stars

observed at the VLT. We used the spectrum of LTT 4816 and its intrinsic spectrum

(Hamuy et al., 1992) to calibrate the flux of the spectra.

The absolute flux calibration has an accuracy of∼ 20 % above 3700 Å at best.

As a test we extracted two spectra for the inner region using respectively LTT 4816

and LTT 7987 as flux calibrators. In Fig. 4.3 is shown the ratiobetween the spectra

obtained, that is in average∼ 1.2. Note that LTT 7987 was observed far in time

from the galaxy observations, with different seeing and airmass.

The wavelength-scale for the oscillations in Fig. 4.3 is approximatively 200

Å. This trend is taken into account for the continuum correction of the spectrum

explained in App. C. Despite uncertainties in the flux calibration, our spectral

analysis method is in fact able to correct this kind of errors, and an accuracy of

20% is sufficient for our purpose. The final reduced spectra are shown in Fig. 4.5.

To convert the spectra from Analogical Digital Unit (ADU), that are the output
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Figure 4.4: Top panel: Number of ADU versus number of column for the inner region CCD
frame. The solid line shows the chosen window for the spectrum extraction and the dashed
line show the window chosen for the sky determination. Bottom panel: same as the top
panel for the CCD frame of the outer region.
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Figure 4.5: Integrated flux energy in erg/cm2/sec /Å for the inner (top panel) and outer
(bottom panel) regions of NGC 4388 in B-Band.
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Figure 4.6: Normalized global sensitivity function in FORS2 observations. It is the
sensitivity of the grism+ optics+ filter and detector.

unit of a CCD, to flux, we divide the spectra by the sensitivityfunction of the

detector (Fig. 4.6). If the curve takes values close to zero,slight variations of

the spectra become great oscillations in the final spectra. The sensitivity function

decreases steeply forλ < 3700 Å (Fig. 4.6) and this affects the spectra, in which the

noise increases dramatically at these wavelenghts.

For these reasons we did not use the shortest wavelengths in the analysis,

multiplying the final spectra with a gate function, that is zero at the wavelengths

that we do not want to consider, and one otherwise. The gate function is also useful

to mask bad pixels and emission lines.

The final spectra for the inner and the outer regions are shownin Fig. 4.7

and Fig. 4.8. The average SNR per pixel for the inner and outerregion are

approximatively 60 and 26, respectively.

4.2 Photometry

In this section we show how we extracted the photometry of NGC4388 using the

same apertures as for the spectroscopic observations. We considered 10 broad

passbands and for this purpose we retrieved NGC 4388 images from archives

(Fig. 4.9):

- GALEX (Gil de Paz et al. 2007) provided images at Ultraviolet wavelengths
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Figure 4.7: Integrated energy flux (in approximate units of [erg/cm2/sec/Å]) for the inner
region of NGC 4388 in B-band. The cyan line shows the gate function used to mask the bad
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Figure 4.8: Integrated energy flux (in approximate units of [erg/cm2/sec/Å]) for the outer
region of NGC 4388 in B-band. The cyan line shows the gate function used to mask the bad
pixels and the emission line.
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Figure 4.9: Images with different filters used for the photometric analysis. From the left to
the right and from the top to the bottom are shown:FUV,NUV, u′, g′, r′, i′, z′, J,H,K. The
last image in the right of bottom row shows the acquisition frame image from VLT telescope
without slit in the B-Band.

in FUV and NUV (courtesy of S. Boissier).

- SDSS-R6 (Adelman-McCarthy et al. 2008) providedu′, g′, r′, i′ and z′

images.

- Near-InfraredJ,H andK were taken from 2MASS (Skrutskie et al. 2006).

All images were resampled onto the coordinate grid used in FORS2 acquisition

observations using ALADIN (Bonnarel et al. 2000).

In Fig. 4.10 is shown, as an example, the FORS2 spectroscopicCCD image for

the outer region of NGC 4388. This image has been corrected for the bias, divided

by the flatfield and summed to the other frames of the same observation block. From

the spectroscopic images, collapsing along the wavelengthaxis, we recovered the

light profile of the inner and the outer region (Fig. 4.11).

The exact locations of the two spectroscopic apertures on the broad-band

images were determined by comparing the wavelength averaged profile along

the FORS2 slits with cuts through the SDSSg′ image (the filter that matches

the transmission curve of GRISM-600B grism in FORS2 best). In both cases a

clean peak in the cross correlation function allowed us to identify the slit position

(Fig. 4.12) to within± 1 pixel.
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Figure 4.10: CCD image of the outer region of NGC 4388 corrected for the bias and the
flatfield.

The pointing error for each magnitude was estimated by shifting the slit by

one column to the left and one column to the right. We subtracted the new

magnitudes from the reference value and took the highest difference as a measure

of the uncertainty.

The photometric zero points of the optical and near-IR images were derived

using starJ122549.86+ 124047.9 (see Fig. 4.13), for which SDSS and 2MASS

magnitudes are available (see Tab. 4.2).

For the GALEX images, we used the recipe of Morrissey et al. (2007) to

convert count per second (CPS ) into AB magnitudes (Oke, 1990):

mFUV(AB) = −2.5log10(CPS ) + 18.82, (4.1)

mNUV(AB) = −2.5log10(CPS ) + 20.08. (4.2)

The zero point defined in Eq. 4.2 are accurate within±10% (Morrissey et al.

2007). GALEX images have a resolution of 4′′. Therefore our aperture fluxes are

contaminated by light outside the 1′′ slit width. However this is a negligible effect

with respect to the other sources of errors in the UV fluxes.

From the header file of the inner and the outer spectrum and from the cross-

correlation test we recovered :

- The pixel scale : 0.252′′ /binned pixel.
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Figure 4.11: Light profile of the observations (number of counts vs. column number) for
the inner (top panel) and the outer (bottom panel) region forNGC 4388. In the outer profile,
as background galaxy column 280 is particularly useful for positioning.
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Figure 4.12: Best cross-correlation between the profile ofg′ image and the inner (top panel)
and the outer (bottom panel) regions of NGC 4388 with the relative column number (top of
each panel).
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Figure 4.13: SDSSg′ filter image with reference starJ122549.86+124047.9 (green circle).

- The slit width :≈ 1′′ ≈ 4 pixels.

- The rows chosen for the extraction of the spectrum: [53 : 183] for the Inner

and [58 : 188] for the Outer.

- The best cross correlation column : 927 and 814 for the innerand the outer

respectively.

We defined then the extraction windows for the photometry,

- Inner : Column [926 : 929] Row [53 : 183]

- Outer : Column [813 : 816] Row [58 : 188],

and we applied:

mband= −2.5log10
Fobj(DN)

Fstar(DN)
+ mstar, (4.3)

whereFobj, Fstar are respectively the number of counts of the observed object

and the number of counts of the reference star with magnitudemstar through the

considered filter.

The measurement ofFstar(DN) requires a careful sky-subtraction. As reference

image we take the SDSSg′ filter and we estimate the sky-background considering

a circle centered on the star. We find a value of 1069 DN, consistent with the sky

value defined in the header file of the SDSS image (≈ 1070 DN). If we overestimate

the sky-level a fraction of the measured DN that are considered sky, belong to in

reality to the star. As we increase the integrated area the DNsubtracted to the
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Figure 4.14: Inner region Magnitude versus integrated areaof the reference star for a family
of sky values. The correct sky value provides stable magnitude at large integrated areas.

real emission increases, and the magnitude decreases with increasing integrated

area. The correct sky values gives increasing magnitude forthe star until aplateau,

and the corresponding asymptotic value corresponds the best estimation of the

magnitude.

In Fig. 4.14 we show a family of curves obtained by varying thesky value.

We estimate the average sky as the value that keeps the magnitude constant at large

integrated areas, and this asymptote correspond to the magnitude value. Applying

this method to all the filters for the inner and outer region weobtained the values

in Tab. 4.2. We estimated the uncertainties on the final magnitudes for the galaxy

apertures from a combination of the uncertainties of the fluxmeasurements of the

reference star (zero point) and those of the positioning of the slit:

σ2
TOT = σ

2
SLIT + σ

2
STAR. (4.4)
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Filter FUV NUV u′ g′ r′ i′ z′ J H K
mAB − − 16.78 15.06 14.35 14.69 14.07 13.08 12.65 12.52
σstar − − 0.025 0.034 0.017 0.002 0.016 0.021 0.03 0.024
Inner 20.40 19.95 18.45 17.10 16.37 16.03 15.76 14.38 13.60 13.32
σs-In 0.17 0.04 0.01 0.02 0.04 0.04 0.04 0.04 0.02 0.05
Outer 22.21 21.30 19.49 18.07 17.47 17.18 17.03 16.08 15.06 14.75
σs-Out 0.31 0.07 0.08 0.06 0.07 0.07 0.03 0.33 0.04 0.12

σtot-In 0.2 0.1 0.03 0.04 0.04 0.04 0.04 0.05 0.04 0.06
σtot-Out 0.33 0.12 0.07 0.07 0.07 0.07 0.03 0.33 0.05 0.12

Table 4.2: NGC 4388 Photometry Determination. 1st−2nd row : Magnitude and error for the
reference star 2MASSJ122549.86+ 124047.9. For the UV filters (GALEX) we converted
count per second (CPS) into AB magnitude using Morrissey et al. (2007). 3rd − 4th row:
magnitude and error for the inner region. 5th − 6th row : magnitude and error for the outer
regions. 7th − 8th row : total uncertainty for inner and outer region.

4.3 Pinning down the ram pressure induced halt of star
formation in the Virgo cluster spiral galaxy NGC 4388

In this section we attached the paper showing the main results of the method.

The paper has been accepted for publication with minor revision in Astronomy &

Astrophysics.
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ABSTRACT

Context. In a galaxy cluster, the evolution of spiral galaxies depends on their cluster environment. Ram pressure due to the rapid
motion of a spiral galaxy within the hot intracluster mediumremoves the galaxy’s interstellar medium from the outer disk. Once the
gas has left the disk, star formation stops. The passive evolution of the stellar populations should be detectable in optical spectroscopy
and multi-wavelength photometry.
Aims. The goal of our study is to recover the stripping age of the Virgo spiral galaxy NGC 4388, i.e. the time elapsed since the halt
of star formation in the outer galactic disk using a combinedanalysis of optical spectra and photometry.
Methods. We performed VLT FORS2 long slit spectroscopy of the inner star-forming and outer gas-free disk of NGC 4388. We
developed a non-parametric inversion tool that allows us toreconstruct the star formation history of a galaxy from spectroscopy and
photometry. The tool is tested on a series of mock data using Monte Carlo simulations. The results from the non-parametric inversion
are refined by applying a parametric inversion method.
Results. The star formation history of the unperturbed galactic diskis flat. The non-parametric method yields a rapid decline of star
formation∼ 300 Myr ago in the outer disk. Due to the necessary regularization of the inversion, the derived star formation truncation
is not sharp. The parametric method gives a final stripping age of 190± 30 Myr.
Conclusions. We are able to give a precise stripping age which is consistent with revised dynamical models.

Key words. Galaxies: evolution – Galaxies: clusters: individual: Virgo cluster – Galaxies: individual: NGC 4388 – Galaxies: stellar
content

1. Introduction

Depending on the environment in which they move, spiral galax-
ies undergo different processes that can modify their struc-
ture significantly (see Boselli & Gavazzi 2006 and references
therein):

- gravitational effects (e.g. tidal interactions in galaxy-galaxy
encounters),

- hydrodynamical effects (e.g. ram pressure stripping or ther-
mal evaporation),

- hybrid processes, i.e. those involving both types of effects,
such as preprocessing and starvation.

The closest cluster of galaxies in the northern hemisphere is the
Virgo cluster (d ≈ 16.7 Mpc, Yasuda et al. 1997), with a mass
of M = 1.2 × 1015M⊙ and a radius of about 2.2 Mpc (Fouqué
et al. 2001). Virgo is an evolving cluster that is still dynamically
active. The cluster-core is centered on M87, the most massive
elliptical galaxy. Other sub-clumps are falling into the potential
well of the cluster.

One important characteristic of Virgo spiral galaxies is their
lack of gas (Giovanelli & Haynes 1983, Chamaraux et al. 1980).
The amount of atomic gas in Virgo spirals is up to 80% less
than that of field galaxies of the same size and morphologi-

cal type. Virgo spirals show truncated HI disks (Giovanelli&
Haynes 1983, Cayatte et al. 1990) with respect to their optical
disks. The galaxies on radial orbits are on average more HI defi-
cient than the ones on circular orbits (Dressler 1986). Chung et
al. (2009) found long HI tails associated with spiral galaxies lo-
cated at distances from 0.5 to 1 Mpc from the cluster center. For
these cases, ram pressure stripping is the most probable cause.
The interstellar medium (ISM) of a spiral galaxy that is moving
inside the potential well of a cluster, undergoes a pressuredue to
the intracluster medium (ICM), that is hot (TICM ≈ 107 − 108 K)
and tenuous (ρICM ≈ 10−3 − 10−4 atoms cm−3). If this pressure
is larger than the restoring force due to the galactic potential,
the galaxy loses gas from the outer disk. Quantitatively this is
expressed by the Gunn & Gott (1972) criterion:

ρICMv2
gal ≥ 2πGΣstarΣgas, (1)

whereρICM is the density of the ICM,vgal is the peculiar veloc-
ity of the galaxy inside the cluster,Σstar andΣgas are the surface
density of stars and gas, respectively. Ram pressure stripping
has been studied theoretically (e.g. Vollmer et al. 2001, Schulz
& Struck 2001, Quilis et al. 2000, Abadi et al. 1999, Roediger
& Brüggen 2008) and observationally (e.g. Kenney et al. 2004,
Solanes et al. 2001, Cayatte et al. 1990, Warmels 1988, Chung
et al. 2009).
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2 Pappalardo et al.: The stripping age of NGC 4388

NGC 4388 is a highly inclined Seyfert 2 spiral galaxy (of
type Sab) withmB = 12.2 mag and radial velocity ofVrad ∼ 1400
km s−1 with respect to the cluster mean. It is located at a pro-
jected distance of 1.3◦ (≈ 400 kpc at 16.7 Mpc distance) from
the Virgo cluster center (M87). NGC 4388 has lost 85% of its
HI gas mass (Cayatte et al. 1990). The HI distribution is strongly
truncated within the optical disk. By observing the galaxy in Hα
Veilleux et al. (1999b) found a large plume of ionized gas ex-
tending 4 kpc above the plane. In subsequent SUBARU obser-
vations Yoshida et al. (2002) revealed a more extended tail out
to 35 kpc to the North-East. Vollmer & Huchtmeier (2003) per-
formed 21-cm line observations with the Effelsberg 100-m radio
telescope. They discovered neutral gas associated with theHα
plume out to at least 20 kpc NE of NGC 4388’s disk, with an HI
mass of 6× 107 M⊙. With interferometic observations Oosterloo
& van Gorkom (2005) showed that this HI tail is even more ex-
tended, with a size of 110× 25 kpc and a mass of 3.4× 108 M⊙.

In the case of NGC 4388 Vollmer & Huchtmeier (2003) es-
timated that ram pressure stripping is able to remove more than
80% of the galaxy’s ISM, consistently with the observationsof
Cayatte et al. (1990). They also estimated that the galaxy passed
the cluster center∼ 120 Myr ago. However this estimation is
based on the observations of Vollmer & Huchtmeier (2003). The
more extended HI tail found by Oosterloo & van Gorkom (2005)
implies that this time-scale increases.

Once the gas has left the galactic disk, star formation, thatis
ultimately fueled by the neutral hydrogen, stops. Stripping is be-
lieved to progress inwards from the outermost disk on timescales
of order 108 years. But at any given radius stripping happens
within a shorter timescale. The stellar populations then evolve
passively and this is detectable both in optical spectra andin the
photometry. The detailed analysis of the stellar light provides
essential information on the stripping age, i.e. the time elapsed
since the halt of star formation. These constraints are indepen-
dent of dynamical models, and can be compared to those de-
rived from the gas morphology and kinematics. Crowl & Kenney
(2008) analyzed the stellar populations of the gas-free outer disk
of NGC 4388, 5.5 kpc off the center (with our adopted distance
of 16.7 Mpc). They used SparsePak spectroscopy and GALEX
photometry. Their age diagnostics are based on Lick indicesand
UV fluxes which they compare to stellar population synthesis
predictions (models of Martins et al. 2005). Assuming that the
past star formation rate in the galaxy has been constant overlong
timescales, they conclude the stripping of the gas from the outer
disk occured 225± 100 Myr ago. Our renewed analysis is based
on VLT FORS2 long slit spectroscopy of NGC 4388 taken at
two positions:

– The first slit was pointed at 1.5 kpc from the center, in a
gas-normal star-forming region of the disk. We did not take
exactly the center to avoid bulge contamination.

– The second slit was pointed at 4.5 kpc from the center, just
outside the star-forming gas disk.

The spectra are combined with multi-wavelength photometry.
The long term star formation history of the galaxy is obtained
using an extension of the non parametric inversion method of
Ocvirk et al. (2006). It combines the information provided by the
spectroscopic and photometric data, and determines the star for-
mation history using minimal constraints on the solutions.The
results are then refined using a parametric method that assumes
the halt of star formation at the observed outer position in the
disk occurs quasi-instantaneously.

The paper is structured as follows: in Sect.s 2 and 3 we de-
scribe the observations and we explain how we extract the pho-

Fig. 1. B-band POSSII image of NGC4388 with HI contours. The slit
positions for the inner and the outer regions are overlaid.

tometry that we use as input data. In Sect. 4 we introduce the new
approach used in this paper that combines spectral and photo-
metric analysis. In Sect. 5 and 6 we detail the results of thisnew
method in the case of NGC 4388 and we discuss them. Finally,
in Sect. 7 we give our conclusions and compare our results to
previous work.

2. Observations

2.1. Data Set

We performed observations of NGC4388 on May 2, 2006 at the
European Southern Observatory Very Large Telescope (VLT)
facility on Cerro Paranal, Chile. The instrument used was the
FOcal Reducer and low dispersion Spectrograph 2 (FORS2,
Appenzeller et al. 1998) in Long Slit Spectroscopy observing
mode. The detector system consisted of two 4096× 2048 CCD.
We chose 2× 2 binning of the pixels (image-scale 0.252′′/
binned pixel) and high gain readout. We selected grism GRIS-
600B with a wavelength range of 3350− 6330 Å and a resolu-
tion of 1.48 Å/ binned pixel. The data were acquired through a
1′′ slit, yielding a resolving power ofλ/∆λ ≈ 780 at the central
wavelength.

The two slit positions used for the acquisition are shown in
Fig. 1 together with HI contours. Individual exposure timeswere
600 s for the inner region and 1350 s for the outer. The total in-
tegration time for each region were of 1800 s and 9450 s respec-
tively (Table 1). We used LTT 4816 and LTT 7987, two white
dwarfs respectively withmV = 13.96 andmV = 12.23 (Bakos et
al. 2002, Perryman et al. 1997) as spectrophotometric standards.

2.2. Data Reduction

Data reduction procedures were performed using theimages
and noao.twodspec packages of the Image Reduction and
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Table 1. Journal of Observations (ESO program ID 77.B-0039(A)). Seeing, airmass and UT (Universal Time) refer to the beginning of each
acquisition.

Observation Frame Exp. Time (sec) Seeing Airmass Date UT
LTT4816 Ph.St. 1 35 0.91′′ 1.484 2006 May, 2 23:06
NGC4388 Inner 1 600 0.9′′ 1.688 2006 May, 2 23:45
NGC4388 Inner 2 600 1.11′′ 1.616 2006 May, 2 23:56
NGC4388 Inner 3 600 1.10′′ 1.554 2006 May, 3 00:07
NGC4388 Outer 1 1350 0.89′′ 1.330 2006 May, 3 01:11
NGC4388 Outer 2 1350 0.83′′ 1.289 2006 May, 3 01:34
NGC4388 Outer 3 1350 0.96′′ 1.264 2006 May, 3 01:58
NGC4388 Outer 4 1350 0.67′′ 1.256 2006 May, 3 02:21
NGC4388 Outer 5 1350 0.61′′ 1.423 2006 May, 3 04:10
NGC4388 Outer 6 1350 0.55′′ 1.519 2006 May, 3 04:33
NGC4388 Outer 7 1350 0.55′′ 1.651 2006 May, 3 04:57
LTT7987 Ph.St. 1 40 1.34′′ 1.010 2006 May, 3 10:35

Analysis Facility (IRAF)1 (Tody, 1993). We created average bias
and flat-field images using daytime calibration and we removed
cosmic ray hits using a 3σ-clipping rejection.

After bias and flat-field correction, we combined the individ-
ual galaxy exposures and applied the wavelength calibration to
the spectral axis of the images. The aperture used for the extrac-
tion of 1D spectra covers a length of 32.76′′ along the slit for
both the inner and the outer regions of NGC 4388. The sky sub-
traction was based on a linear fit to the sky windows on either
side of the aperture. Finally, we used the spectrum of LTT 4816
and its intrinsic fluxes (Hamuy et al., 1992) to calibrate theflux
of the spectra. The flux calibration is≈ 20% accurate, based on
the comparison of the energy distributions obtained using either
LTT4816 or LTT7987 as a standard.

The final reduced spectra for the inner and outer regions are
shown in section 5. The average signal-to-noise ratio per pixel
for the inner and outer region are≈ 60 and≈ 26 respectively
inside the wavelength ranges used in the analysis.

3. Photometry

For the photometry we use the following archive data:

– GALEX (Gil de Paz et al. 2007): FUV and NUV.
– SDSS (Rel. 6, Adelman-McCarthy et al. 2008):u′, g′, r′, i′,

andz′.
– 2MASS (Skrutskie et al. 2006) :J, H, andK.

The archive images were resampled onto the coordinate grid
used in FORS2 observations using ALADIN (Bonnarel et al.
2000). The photometric zero points were derived using the star
2MASSJ122549.86+ 124047.9 (Table 2).

For the GALEX images, we used the formulae of Morrissey
et al. (2007) to convert counts per second (CPS ) into AB mag-
nitudes. The zero points defined are accurate to within±10%
(Morrissey et al. 2007).

The exact locations of the two spectroscopic apertures on the
images were determined by comparing the wavelength-averaged
profile along the FORS2 slits with cuts through the SDSSg′ im-
age. In both cases a clean peak in the cross correlation function
allowed us to identify the slit position to within 1 pixel size.
The GALEX images have a spatial resolution of about 4′′. Light

1 IRAF is distributed by the National Optical Astronomy
Observatory, which is operated by the Association of Universities
for Research in Astronomy, Inc., under cooperative agreement with the
National Science Foundation.

measured within a 1′′ aperture is contaminated by neighbour-
ing areas, but this effect is smaller than the uncertainties already
accounted for, which are large, because of low signal levels.

We estimate the uncertainties on the final magnitudes for the
galaxy apertures from a combination of the uncertainties onthe
flux measurements of the reference star (zero point) and those of
the positioning of the slit (see Table 2):

σ2
TOT = σ

2
SLIT + σ

2
STAR. (2)

4. Method

The spectral energy distribution (SED) of a galaxy can be con-
sidered as the integrated light produced by different stellar pop-
ulations with different ages and metallicities. The light and mass
contributions of each population depend on the star formation
history of the observed region during the galaxy’s life.

If we define an Initial Mass Function and a set of stellar li-
braries, we can obtain, integrating over the stellar masses, the in-
trinsic spectrumB0(λ, t, Z) of the single stellar population of age
t, metallicity Z and unit mass. Assuming that the metallicities
of the stars can be described by a single valued Age-Metallicity
RelationZ(t), we can derive the unobscured SED of a galaxy at
rest:

Frest(λ) =
∫ tmax

tmin

S FR(t) B0(λ, t, Z(t)) dt, (3)

in which S FR(t) represents the mass of new stars born per unit
time, with the convention thattmin = 0 is today, andtmax is the
Hubble time.

Since we observe the light and not the mass in a galaxy,
it is more convenient to convert the mass weighted spectral
basisB0(λ, t, Z) into a luminosity weighted basis. The differ-
ence is thatB0(λ, t, Z) defines the spectrum of a Single Stellar
Population (SSP) of unit mass, andB(λ, t, Z) defines a SSP spec-
trum of unit flux. Instead of mass contributions we deal with
light contributions, thus converting the SFR into the Luminosity
Weighted Stellar Age Distribution (hereafter SAD):

Λ(t) =
S FR(t)
∆λ

∫ λmax

λmin

B0(λ, t, Z) dλ, (4)

where∆λ = λmax− λmin is the available wavelength domain, and
Λ(t) gives the contribution to the total light from the stars of age
[t, t + dt].
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Filter FUV NUV u′ g′ r′ i′ z′ J H K
mAB − − 16.78 15.06 14.35 14.69 14.07 13.08 12.65 12.52
σstar − − 0.025 0.034 0.017 0.002 0.016 0.021 0.03 0.024
Inner 20.40 19.95 18.45 17.10 16.37 16.03 15.76 14.38 13.60 13.32

σS LIT -Inner 0.17 0.04 0.01 0.02 0.04 0.04 0.04 0.04 0.02 0.05
Outer 22.21 21.30 19.49 18.07 17.47 17.18 17.03 16.08 15.06 14.75

σS LIT -Outer 0.31 0.07 0.08 0.06 0.07 0.07 0.03 0.33 0.04 0.12
σT OT -Inner 0.2 0.1 0.03 0.04 0.04 0.04 0.04 0.05 0.04 0.06
σT OT -Outer 0.33 0.12 0.07 0.07 0.07 0.07 0.03 0.33 0.05 0.12

Table 2. NGC 4388 photometry. 1st − 2nd row : magnitude and error for the reference star 2MASSJ122549.86+ 124047.9. For the UV filters
(GALEX) we converted counts per second (CPS) into AB magnitude using Morrissey et al. (2007). 3rd −4th row: magnitude and error for the inner
region. 5th − 6th row : magnitude and error for the outer regions. 7th − 8th row : total uncertainty for inner and outer region.

With

B(λ, t, Z) =
B0(λ, t, Z)

1
∆λ

∫ λmax

λmin
B0(λ, t, Z) dλ

, (5)

Eq. 3 becomes:

Frest(λ) =
∫ tmax

tmin

Λ(t)B(λ, t, Z(t)) dt. (6)

In the same way we can associate with each spectrum
B(λ, t, Z(t)) a photometric value for the set of bandpasses defined
in Table 2:

Bphot(y, t, Z(t)) =

∫ λmax

λmin
B(λ, t, Z(t)) · Ty(λ) λ dλ
∫ λmax

λmin
Ty(λ) λ dλ

, (7)

in which y = [FUV,NUV, u′, g′, i′, r′, z′, J,H,K] and Ty is the
transmission curve associated with eachy. Unobscured photom-
etry Fphot(y) is given by:

Fphot(y) =
∫ tmax

tmin
S FR(t) B0

phot(y, t, Z(t)) dt

=
∫ tmax

tmin
Λ(t) Bphot(y, t, Z(t)) dt.

(8)

Eq. 6 is not complete, because it does not take into account
other effects that can modify the final shape of the SED of a
galaxy:

• Extinction : when fitting spectroscopic data we use a flexi-
ble continuum correction that can account both for the reddening
due to dust and for flux calibration errors. The method allowsus
to use the information present in the spectral lines withoutusing
the continuum of the spectrum, which is preferable when the flux
calibration is not perfect. In practice, we define a set of equally
spaced anchor points across the wavelength range of the optical
spectra. Their ordinates are then optimized in a way that thecu-
bic spline interpolation through the points cancels out anySED
difference between models and data. We refer to this adjustable
correction as NPEC hereafter (for ”Non Parametric Estimateof
the Continuum”).

For the photometry however extinction must be accounted
for explicitly. We adopt the attenuation law of Calzetti (2001),
that uses the color excessE(B − V) as a single parameter (see
however Sect. 6).
•Radial velocities of the stars : we assume that the velocities

of stars of all ages along the line of sight have the same velocity
distribution. The galaxy spectrumFspec results from the convo-
lution of the spectrum at restFrest with a line of sight velocity
distribution. Note that the comparison between models and data

also requires to smooth the models to the spectral resolution of
the observations. For brevity, and because kinematics are not the
purpose of this article, we will often refer to both effects as the
spectral broadening function (BF) below.

Recovering the star formation history ultimately means find-
ing a Λ(t) that fulfills Eqs. 6 and 8 while accounting for the
corrections just described. To do this we use two different ap-
proaches:

– a non parametric method in which we recover the star for-
mation history by resolving the associated inverse problem
with regularized methods (see Ocvirk et al. 2006);

– a parametric method in which we define a set of possibleΛ(t)
depending on one free parameter, the time elapsed since the
stripping event. We then find the most probable solution by
minimizing the classicalχ2 function.

The non parametric method has the advantage of providing
the star formation history and trends in the age-metallicity rela-
tion of the galaxy with minimal constraints on their shape. On
the other hand, the regularization of the problem does not al-
low us to recover functional forms with large gradients, such as
those expected for a ram pressure stripping event. This is why
we combine the results from the non-parametric analysis with a
parametric analysis.

We chose as SSP library the models of Bruzual & Charlot
(2003), that cover a time interval∆t = [0 − 19.5] Gyr, a wave-
length rangeλλ = [100− 24850]Å with a spectral resolution
(FWHM) R = 2000. These SSP spectra are constructed with stel-
lar spectra from Le Borgne et al. (2003). The underlying stellar
evolution tracks are those of Alongi et al. (1993), Bressan et al.
(1993), Fagotto et al. (1994a), Fagotto et al. (1994b) and Girardi
et al. (1996).

4.1. Non Parametric Method

The non parametric method is described in detail in Ocvirk et
al. (2006). Here we extend it to deal with spectroscopy and pho-
tometry jointly.

Assuming gaussian noise in the data we estimate the most
likely solution by minimizing the followingQµ(X) function for
the star formation history and age-metallicity relation:

Qµ(X) = (1− α) · χ2
spec(X) + α · χ2

phot(X) + µ · P(X), (9)

in which:

– X is a vector that includes the SAD, the metallicity evolution,
the color excessE(B−V) for the photometry, the NPEC cor-
rection vector for spectral analysis and a spectral broadening
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function (BF). The latter includes the effects due to the line
of sight velocity distribution and the broadening introduced
by the instrumentation.

– χ2
spec(X) =

1
Nλ

Nλ
∑

i=1

(

Fmdlspec(λ) − Fspec(λ)
)2

σ2
spec

, (10)

is the χ2 associated with the spectrum.Fmdlspec(λ) is the
model with a definedX and Fspec(λ) is the observed spec-
trum, σ2

spec is the associated error in the observations and
Nλ ∼ 1700 is the number of points in the spectrum, that we
can consider approximately equal to the number of degrees
of freedom of the problem.

– χ2
phot(X) =

1
Ny

Ny
∑

i=1

(

Fmdlphot(y) − Fphot(y)
)2

σ2
phot

, (11)

is theχ2 associated with the photometry, whereFmdlphot(y) is
the model photometry obtained from Eq. 8 with a chosenX,
Fphot(y) are the photometric data andσ2

phot are the errors in
the measures,Ny represents the number of bandpasses used.

– µP(X) = µxP(SAD)+ µZ P(AMR) (12)
+µNPEC P(E)+ µBF P(BF)

is a penalty function necessary to regularize the problem. As
shown in Ocvirk et al. (2006) the inverse problem associated
with Eqs. 6 and 8 is ill-posed. The functionP(X) is chosen to
yield large values when the SAD and AMR are very irregu-
lar function of time, or when the BF or the NPEC correction
are too chaotic. The set ofµ = (µx, µZ , µNPEC , µBF) are ad-
justable parameters that control the weight of eachP(X) in
the final estimation.

– α determines the relative weights of the photometric and
spectroscopic constraints.

4.2. Parametric Method

In this case we assume an exponential star formation historybe-
fore the stripping event, a metallicity and a BF, all consistent
with the non parametric results. We reproduce the strippingby
cutting the star formation at different look-back times 0≤ t ≤ 1
Gyr. For each of these times, we calculate the NPEC correction
andE(B − V) that produce the lowestχ2. The minimum ofχ2(t)
is taken to provide the most likely stripping age. The spectro-
scopic and photometric contributions to theχ2 are weighted as
before:

χ2
tot(X, t) = (1− α) · χ2

spec(X, t) + α · χ2
phot(X, t), (13)

whereα, χ2
spec(X, t), χ

2
phot(X, t) have the same meaning as in Sect.

4.1.

5. Results

5.1. Non Parametric Inversion

First we point out that the weightingsµ for the penalty are a cen-
tral issue of the non parametric method and that their determi-
nation is not a trivial problem. There are different ways of fixing
these values (Titterington, 1985). Following Ocvirk et al.(2006)
we used a generalized cross validation method (GCV) just as a
starting point. GCV is designed for linear problems, and gives
a starting value forµx for the restricted problem with no metal-
licity evolution, spectral broadening and extinction. In the case
of non linear problems one has to proceed via empirical tuning

(Craig & Brown, 1986) to define the values ofµ below which
the results present artifacts, and above which the smoothness of
the solution is completely due to the penalty.

We chose a penalization that favours smooth first derivatives
of the AMR and smooth second derivatives of the SAD and BF.
We explored the effect of the weight coefficientsµ through a
campaign of inversions of artificial spectra. For the NPEC cor-
rection, we found it was not necessary to require smoothness
explicitely, and the penalization simply acts to normalizethe
continuum correction (thus avoiding the degeneracy between the
absolute values of this correction and the star formation rates).
The method recovers similar well-behaved BF for a wide range
of µBF . The campaign showed that it is not possible to recover
more than a tentative linear trend in the AMR with the data avail-
able to us, and we chose to simplify the problem with constant
metallicity (i.e. largeµZ). A realistic metallicity evolution shows
a rapid increase at large lookback times and little increaseover
the last 5 Gyr (Boissier & Prantzos 2000). From our method we
derive a metallicity average over a Hubble time〈Z〉. For typical
models of Boissier & Prantzos (2000) this mean metallicity is
∆Z ∼ 0.005-0.01 lower than the metallicity averaged over the
last 5 Gyr.

For the stellar age distribution, we adopt the the smallestµx

that provides robust solutions, i.e. small sensitivity to the noise
in the data. This choice was based on successive inversions of
pseudo-data after addition of artificial noise (we refer to these
tests as Monte Carlo simulations later on). Above this threshold
in µx, the sensitivity of the star formation history to the actual
value ofµx is low.

In the campaign of tests, we also verified that within rea-
sonable limits, the shape of the initial guess does not affect the
recovered solution. We ended up taking a semi-analytical model
of Boissier & Prantzos (2000) as an initial guess for the starfor-
mation rate and the age-metallicity relation, and a constant for
the BF and the NPEC correction.

For each region we reconstruct the star formation history us-
ing the VLT spectrum alone, the photometry alone and spec-
trum/photometry at the same time.

5.1.1. Inner Region

– VLT spectrum (α = 0).
The spectrum shows a fit (top panel in Fig. 2) withχ2

spec =

2.2 and a star formation history (top panel of Fig. 3) that
is approximately flat. The metallicity is nearly solar,〈Z〉 =
0.018± 0.003. For comparison we took three emission lines
([OII]3727, Hβ4861, [OIII]5007) to recover the metallicity
using the strong line method (Pilyugin 2000). We obtained
〈Z〉 ≈ 0.021 consistent with the results of the inversion. The
broadening function is centered on -100 km/s. The shift and
the width of the broadening function are consistent with ex-
pectation based on galactic rotation and non-circular motions
in a barred potential (Veilleux et al. 1999b).

– Photometry (α = 1)
The fit reproduces well the observations with aχ2 = 0.36
(middle panel of Fig. 2). The star formation history (bottom
panel of Fig. 3) is quite similar to the star formation his-
tory recovered in the caseα = 0, except in the last 10 Myr.
The metallicity is consistent with the spectroscopic results
with larger error bars. From the photometric inversion we
recovered the average reddening of the stars in the region,
E(B − V) = 0.18.

– VLT spectrum+ Photometry (α = 0.5)
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Fig. 2. NGC 4388 inner region fits. Top panel: spectra (black line) and best fit (red line) obtained from inversion withα = 0. In the bottom of the
panel are shown the residuals (magenta line) and theσ (green line). The cyan vertical lines shows the mask used foremission and sky lines. Middle
panel: photometry (black crosses) and best fit (Red crosses)obtained from inversion withα = 1 overplotted to the corresponding flux (green dotted
line). In the bottom of the panel are shown the residuals (magenta crosses). Bottom panel: same as the middle panel, but using α = 0.5. We do not
show the fit of the spectrum for the caseα = 0.5, because is indistinguishable by eye from the top panel.
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Fig. 3.NGC 4388 inner region results. Top figure: star formation history
(SFH), stellar age distribution (SAD) vs. lookback time andbroadening
function (BF) for theα = 0 case. Bottom figure: SFH and SAD vs. look-
back time for photometric analysis (α = 1). In each figure are plotted
the error bars obtained from 30 Monte Carlo simulations. Thedashed
line represents a flat SFH.

The fit of the spectrum is essentially identical to the case
α = 0 and we do not show it. The photometry is shown in the
bottom panel of Fig. 2. The totalχ2

tot = 1.4 is intermediate
between the two former cases. The star formation history and
the luminosity weighted stellar age distribution are shownin
Fig. 4.

5.1.2. Outer Region

– VLT spectrum (α = 0)
We obtain a fit (top panel of Fig. 5) with aχ2

spec= 0.43. The
recovered star formation history (top panel of Fig.6) is flat
until a look-back time of∼ 300 Myr, then it shows a drop, as
expected from the ram pressure stripping scenario. The time-
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Fig. 4.Combined analysis of the inner region (α = 0.5): top and middle
panel: star formation history inM⊙/bin and luminosity weighted stellar
age distribution vs. look-back time in log10(yr), with error bars derived
from Monte Carlo simulations. The dashed line in both panelsshows a
flat SFH. Bottom panel: line of sight velocity distributioinin km/s with
errors from Monte Carlo simulations.

bin averages metallicity is〈Z〉 = 0.01± 0.006, about half of
that of the inner region. The broadening function is centered
on≈ 200 km/s, consistent with galactic rotation (Veilleux et
al. 1999b). Its width is dominated by the spectral broadening
of the instrument.

– Photometry (α = 1)
The star formation history shows a shape similar to theα = 0
case, with a departure from a constant value at a lookback
time of∼ 300 Myr (bottom panel of Fig. 6). The extinction
is E(B − V) = 0.07 and theχ2

phot = 1.1 (middle panel of Fig.
5).

– VLT spectrum+ Photometry (α = 0.5)
The total fit (bottom panel of Fig. 5) has aχ2

tot = 0.51. The
spectral fit is very similar to the caseα = 0 and is not
shown. The total star formation history is flat until∼ 300
Myr ago, then it decreases steeply (Fig. 7). The gas stripping
of NGC 4388 truncated the star formation history between
100 and 500 Myr ago.
In Fig. 4 and 6 compare the recovered star formation history
for the inner and the outer regions to a flat star formation.
While the inner region shows a good agreement, the outer
region, at around 300 Myr, significantly deviates from a flat
star formation history. The truncation is not sharp, because
of the chosen penalization, that smoothes the solution.

As expected the non parametric method:

1. provides constraints on the long term star formation history
of the galaxy,

2. confirms a recent radical change in the star formation history
of the outer disk,

3. cannot provide a precise stripping age.
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Fig. 5. NGC 4388 outer region fits: top panel: spectra (black) and best fit (red) obtained from inversion withα = 0. In the bottom of the panel
are shown the residuals (magenta) and the observational errors (green). The cyan vertical lines show the mask used for emission and sky lines.
Middle panel: photometry of NGC 4388 (black crosses and error bars) and best fit (red crosses) obtained from inversion with α = 1. The best
model spectrum is overplotted. The photometric residuals are also shown (magenta crosses). Bottom panel: same as the middle panel, but using
α = 0.5. We do not shown the fit of the spectrum for the caseα = 0.5, because it is indistinguishable from the top panel by eye.
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Fig. 6. NGC 4388 outer region results. Top figure: SFH, SAD vs. look-
back time and BF for theα = 0 case. Bottom figure: SFH and SAD
vs. lookback time for photometric analysis (α = 1). In each figure are
plotted the error bars obtained from 30 Monte Carlo simulations. The
dashed line in all the figures represents a flat SFH.

5.2. Parametric Inversion

We applied the parametric method to the spectrum of the outer
region of NGC 4388 to quantify the time elapsed since the star
formation truncation. For the pre-stripping star formation history
and metallicity, we use the results of Sect. 5.1. This is essential
because, as explained below, the derived stripping age depends
on the luminosity weightedZ and on the ratio of young-to-old
stars at the time of stripping. The first point to clarify is the im-
portance of the choice of metallicity evolution in the stripping
age determination.

To test the influence of different AMRs on the determina-
tion of the stripping age, we used a grid of constant metallicity
models as well as two AMRs from the galaxy evolution mod-
els of Boissier & Prantzos (2000). We find that the stripping age
decreases when the average metallicity increases. The stripping
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Fig. 7. Combined analysis of the outer region (α = 0.5): star formation
history in M⊙/bin and luminosity weighted stellar age distribution vs.
look-back time in log10(yr) for the outer region of NGC 4388, with error
bars derived from Monte Carlo simulations. The dashed linesshow a flat
SFH. Bottom panel: spectral broadening function in km/s with errors
from Monte Carlo simulations.

age of the parametric method is only sensitive to the metallicity
averaged over the last 5 Gyr. Since the mean metallicity fromthe
non-parametric method, which is averaged over a Hubble time,
is lower by∆Z ∼ 0.005-0.01 (cf. Sect. 5.1), we take a constant
metallicity ofZ = 0.018 for the parametric method. We study the
χ2 as a function of the time elapsed since the truncation of the
star formation. As done for the non parametric method, we ap-
ply the parametric method to the VLT spectrum, the photometry
alone, and then spectrum and photometry together.

– VLT spectrum (α = 0)
The top panel of Fig. 8 shows the value ofχ2 as a function
of the stripping age, yielding a most likely stripping age of
190 Myr.

– Photometry (α = 1)
We obtain aχ2

phot = 0.54 (middle panel of Fig. 8) and
a stripping age of 190 Myr consistent with the result ob-
tained for the VLT spectrum analysis. We recovered also an
E(B − V) = 0.1 in good agreement with the reddening ob-
tained in the equivalent non parametric problem.

– VLT spectrum+ Photometry (α = 0.5)
The minimumχ2

tot is 0.57 and the stripping age is again of
190 Myr (bottom panel of Fig. 8).

With the non parametric method we fixed an upper limit for
the stripping age of∼ 300 Myr. The parametric method im-
proved the precision giving a stripping age of 190 Myr. It is
remarkable that the photometric and spectroscopic data provide
good agreement on the stripping age. Uncertainties on this value
are discussed in the next section.

91



10 Pappalardo et al.: The stripping age of NGC 4388

−1000 −500  0  500  1000

0.6

0.8

1.0

 stripping age (Myr)

χ2

 Flat SFR       χ2
spec = 0.5972     Strip. Age = 190 Myr

−1000 −500  0  500  1000

 0

 2

 4

 6

 8

stripping age (Myr)

χ2

 Flat SFR       χ2
phot = 0.5497     Strip. Age = 190 Myr

−1000 −500  0  500  1000

 0

 1

 2

 3
 Flat SFR         Z = 0.018      Strip. Age = 190 Myr

χ2 = 0.5734

stripping age  (Myr)

χ2

Fig. 8. Parametric inversion of the outer region.χ2 as a function of the
time elapsed since the truncation of star formation. The underlying SFR
is flat. Top panel: spectral analysis withα = 0. Middle panel: photo-
metric analysis withα = 1. Bottom panel: spectro/photometric analysis
with α = 0.5. In this figure the dotted line represents the spectralχ2, the
dashed line the photometricχ2, and the black line shows the totalχ2.
The vertical line in each panel shows the stripping age.

6. Discussion

6.1. Uncertainties in the parametric method

In the determination of the stripping age a crucial point is to
determine the uncertainty of the result. In order to clarifythis
point we discuss here the influence of the potential sources of
errors in the method:

- Monte Carlo simulations
We add a gaussian noise to the spectral and photometric data,
and perform 500 Monte Carlo simulations that way. As ex-
pected from statistics, the absolute values of the minimum
χ2 vary and the dispersion is of the order of 1/

√
N, whereN

is the number of degrees of freedom (> 1700 for the spec-
troscopic analysis, 7 for the photometric analysis). However,
the location of the minimum in theχ2 curves varies very lit-
tle. The error on the stripping age associated with the noise
is ∼ 20 Myr.

- Extinction law
The extinction law of Calzetti (2001) was designed to
provide a reasonable correction for starburst galaxies.
Compared to other laws in the literature, such as the standard
Milky Way extinction laws, it is relatively flat. The choice of
the extinction law affects the UV-optical colours particularly
strongly. However, in the external regions of NGC 4388 from
which gas has been mostly removed by ram pressure strip-
ping, the effect of the choice of the extinction law can only
be small. As a test, we apply to the model spectra two differ-
ent extinction laws (Calzetti 2001, Cardelli et al. 1989) and
we compare the recovered stripping ages. The results differ
by∼ 10 Myr.

- Long term star formation history
At fixed metallicity, we build families of model spectra with
different star formation histories. We consider exponentially
decreasing star formation rates (SFR∝ e−τ/t) with timescales
τ =6, 10 and 50 Gyr, as well as a flat SFR. The stripping age
increases from 100 Myr forτ = 6 Gyr to 190 Myr for a flat
SFR, because the ratio of young-to-old stars before the ram
pressure stripping event is larger with flatter star formation
rates. Shorter timescales are excluded, because the corre-
sponding spectra are too heavily dominated by old stars even
before any cut in the SFR is considered. In our study the long
term star formation history is constrained strongly by the non
parametric inversion of Sect. 5.1. For a wide range of penal-
ization weights, constant star formation rates are favoured.
The uncertainty on the stripping age obtained when consid-
ering only regular star formation histories consistent with the
non parametric results is reduced to about 10 Myr.

– Metallicity
At fixed star formation, we build sets of model spectra using
different metallicity values. The stripping age increases with
increasing metallicity. With our study the average metallicity
over the last 5 Gyr is established through the non-parametric
analysis. The error on the metallicity is∼ 20%. The resulting
error on the stripping age is∼ 10 Myr. It is worth noting that
the agreement between the stripping ages determined from
the photometry only and from the spectroscopy only is best
with the flat star formation history and the quasi-solar metal-
licity found by the non-parametric analysis. With other as-
sumptions, this agreement is lost.
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6.2. Gas dynamics and star formation

With the non-parametric method we find an upper limit for the
stripping age of 300 Myr with a smooth decline of star formation
during 100-200 Myr. Numerical simulations (Abadi et al. 1999,
Vollmer et al. 2001, Rödiger & Brüggen 2006) show that the
ISM located at a given distance from the galaxy center is stripped
rapidly within a few 10 Myr. Therefore, the smooth decline of
the star formation rate derived from the non-parametric method
is most probably not physical, but due to regularization of the in-
version. A rapid halt of star formation suggested by the dynami-
cal models can only be studied with a parametric method, where
we make the simplifying assumption that the gas is stripped in-
stantaneously. The derived stripping age of 190 Myr is consistent
with the extent of the observed H tail (Oosterloo & van Gorkom
2005): a tail extent of 80 kpc in the plane of the sky and along the
line of sight with the given stripping age leads to a total velocity
of ∼ 570 km s−1 and a radial velocity of∼ 400 km s−1. The latter
corresponds to the difference between the galaxy’s systemic ve-
locity and the velocity of the H tail (Oosterloo & van Gorkom
2005). The full extent of the H tail was not known at the time
when Vollmer & Huchtmeier (2003) presented their dynamical
model. Their tail has an extent of 40 kpc with an associated strip-
ping age of 120 Myr. A new, revised dynamical model (Vollmer,
in prep.) with the observed extent yields a stripping age consis-
tent with our findings.

7. Conclusions

VLT FORS2 spectroscopic observations of the inner star-
forming and outer gas-free disk of the Virgo spiral galaxy NGC
4388 are presented. Previous observations indicate that this
galaxy has undergone a recent ram pressure stripping event.
Once the galaxy’s ISM is stripped by ram pressure star formation
stops. We detect this star formation truncation in the spectrum
and the multiwavelength photometry of the outer disk regionof
NGC 4388.

To derive star formation histories we extend the non paramet-
ric inversion method of Ocvirk et al. (2006) making a joint anal-
ysis of spectroscopic and photometric data possible. The new
code has been tested on a series of mock data using Monte Carlo
simulations. We find that the results are stable, once that mini-
mization has converged. The uncertainties for the young stellar
ages (≤ 100 Myr) can be large due to the uncertainties of stel-
lar models. Whitin the reasonable limits, the shape and absolute
value of the initial guess does not affect the recovered solution
(at fixed signal-to-noise ratio).

The new inversion tool is applied to our spectroscopic and
photometric data of NGC 4388. We explore the effect of different
penalizations in case of spectral analysis, photometric analysis
and combined analysis. The main results are: (i) for the inner
disk spectrum the recovered star formation history is flat and (ii)
for the outer disk region the inversion yields a star formation
drop at a look-back time of∼ 300 Myr. Due to the penalization
this truncation is not sharp.

We introduce a parametric method that refines the precision
of the determination of the stripping age. Based on the non para-
metric results we assume a flat star formation before the strip-
ping event and an almost solar metallicity. We approximate the
effect of gas stripping by cutting the star formation at different
look-back time 0≤ t ≤ 1 Gyr. The obtained set of spectra is
compared with the observed spectrum of the outer disk of NGC
4388. The effect of the potential sources of error in the stripping
age determination are evaluated.

The parametric method leads to a stripping age for NGC
4388 of∼ 190± 30 Myr. This result is in agreement with the
results of a previous work of Crowl & Kenney (2008) and with
revised dynamical models.
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4.4 Test of the non parametric method

4.4.1 Comparison with different spectral libraries

In the non parametric inversion we use the single stellar population (SSP) library of

Bruzual & Charlot (2003) (BC03), that covers a time interval∆t = [0 - 19.5] Gyr,

a wavelength rangeλλ = [100 - 24850] Å, a metallicityZ = [0.001,0.05] with an

average spectral resolution (FWHM)R = 2000 at optical wavelengths.

The Bruzual & Charlot (2003) basis uses Padova 1994 (Alongi et al. 1993,

Bressan et al. 1993, Fagotto et al. 1994a, Fagotto et al. 1994b, Girardi et al. 1996)

evolutionary tracks and the models are built using the Stelib library (Le Borgne et

al., 2003), with a resolution of 3 Å at optical wavelength. This library has been

widely used by the scientific community and tested in different research domains.

Different analysis investigated the potential sources of errors, revealing for example

a systematic wavelength calibration error (Koleva et al. 2007) or a small correction

in the spectral resolution (MacArthur et al. 2009).

In order to study the influence of the chosen spectral basis inthe results,

we consider another spectral library of Vazdekis et al. (2007), from now on SSP-

MILES. It uses the spectral library MILES (Sánchez-Blázquez et al. 2006, Cenarro

et al. 2007), uses the Padova 2000 isochrones and covers a wavelength range of

λλ = [3525 - 7500] Å with a resolution ofR = 4300 (2.3 Å). SSP-MILES

reproduces spectra with ages spanning∆t = [100 - 17780] Myr and metallicity of

∆Z = [0.0004,0.03].

This basis has the advantage of the high resolution, but unfortunately it covers

only a limited wavelength range and for this reason it cannotbe used for photometric

analysis. We consider two spectral inversions obtained using the Bruzual & Charlot

(2003) (BC03) and the Vazdekis et al. (2007) SSP-MILES libraries.

The results are consistent (see Fig. 4.15), showing that thesolution recovered

with the minimization is independent from the used library.This is confirmed by

theχ2 value, that varies of 0.02 between the two basis. The tolerance of theχ2 is the

threshold above the minimum, at which we can still consider asolution acceptable.

The fluctuation of the minimum value of aχ2 function under the tolerance-level are

completely due to the noise. For eachχ2 the tolerance depends on the degrees of

freedom of the problem, i.e. the number of the independent parameters in the data

minus the number of parameters to estimate. In our case, the number of points in

the spectraNλ > 2000, largely above the number of parameters that we want to

estimate. In this case we can approximate the degree of freedom of the problem as

the number of independent points in the spectra. For BC03 we have a tolerance of
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Figure 4.15: Results for non parametric inversion of NGC 4388 (outer region) for SSP-
MILES (Vazdekis et al. 2007, top panel) and Bruzual & Charlot(2003) (bottom panel).
In each figure the top, middle and bottom panels represent thestar formation history, the
metallicity evolution and the spectral broadening function, respectively. In each panel the
dashed lines show the initial condition and the solid lines show the results with associated
error bars. The error are obtained via Monte Carlo simulations. In top of panels are
marked theτ used in star formation, the spectralχ2, the weight parameterα in Eq. 2.29, the
penalization for boundary condition (µC in Eq. 2.36), and the constant value of metallicity
Zinp used for the initial guess. In right bottom of top and middle panel of each figure are
marked the value of penalizationµz, µZ (see Eq. 2.36). In top left of middle panel is marked
the time-bin average metallicity of the profile.
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0.03, that define a range of 0.63≥ χ2 ≥ 0.60. The shape of the spectral broadening

function in case of SSP-MILES is narrower, because of the better resolution, and

the drop in the star formation occurs approximatively at thesame lookback time for

the two spectral libraries.

In conclusion the solution of the non parametric method is independent from

the chosen spectral libraries, under the condition that theminimization procedure

converges to the absolute minimum. This is strictly relatedto the weight of

penalizationµx, µZ, confirming the necessity of an adequate regularization in order

to obtain reliable solutions.

4.4.2 Comparison with different initial conditions

In Sect. 3.2.2 we investigated the influence of different initial guess for the star

formation history on the inversion of mock spectra. In this section we perform the

same kind of investigation for the outer region of NGC 4388. We use the same

penalizationµx = 102 andµZ = 102 and a constant metallicity evolutionZ = 0.025.

We fix as initial guess a flat star formation history, an exponentially decreasing law

with τ = 5 Gyr and an increasing exponential withτ = 5 Gyr.

As shown in Fig. 4.16 the models with flat and decreasing star formation law

are consistent, leading to a common solution, and the model with an increasing star

formation law shows some difference both in star formation history and metallicity

evolution. In this last case the minimization does not converge to the right minimum

and this is confirmed byχ2 = 0.74, higher than the value of the first two models, with

χ2 = 0.66. The tolerance ofχ2 function, considering the degrees of freedom of the

problem, is for spectral analysis∼ 0.03. The obtained fit shows also a larger spectral

broadening function and an unphysical metallicity evolution. The fit obtained with

an increasing star formation as initial guess is not acceptable, as expected from the

analysis of mock data. We note that notwithstanding the bad fit of the spectrum, the

last model shows a drop in the star formation at lookback timet < 300 Myr, but this

drop is not as evident as in the first two models.

The metallicity found for the inner region is solar, consistent with the results

of the strong line method (Pilyugin 2000). The metallicity recovered from the outer

region inversion is systematically above the solar value. As explained in Sect. 4.16

also in real observations the metallicity evolution is not well constrained by the

method. For this reason in Sect. 4.3 we chose to fix an high value of penalization

for the metallicityµZ = 104, recovering in this way a time-bin averaged metallicity.
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Figure 4.16: Inversion of the outer region of NGC 4388, for different initial guesses for the
star formation: a flat star formation history (left panel), an exponentially decreasing star
formation law with characteristic timescaleτ = 5 Gyr (right panel) and an exponentially
increasing star formation law with characteristic timescale τ = 5 Gyr (bottom panel). In
each figure the top, middle and bottom panels represent the star formation history, the
metallicity evolution and the spectral broadening function, respectively. In each panel the
dashed lines show the initial guess and the solid lines the results with associated error bars.
The errors are obtained via Monte Carlo simulations. In top of panels are marked theτ
used in star formation initial guess, the spectralχ2, the weight parameterα in Eq. 2.29,
the penalizations used for boundary condition (µC in Eq. 2.36), and the constant value of
metallicity Zinp used for the initial guess. In right bottom of top and middle panel of each
figure are marked the value of penalizationµx, µZ (see Eq. 2.36). In top left of middle panel
is marked the time-bin averaged metallicity of the profile.
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Figure 4.17: Interstellar extinction (e−τ(λ)) for Calzetti (2001), solid line, and different
Cardelli et al. (1989) as a function of wavelength. In Cardelli et al. (1989) law we use
RV = 1 (dashed line),RV = 2.7 (dot-dashed line) andRV = 3.1 (dotted line) (see App. D for
details).

4.4.3 Comparison with different extinction laws

The non parametric inversion of the photometry applies to the photometric basis

the extinction law of Calzetti (2001). This law depends on a free parameter, the

color excessE(B − V). This parameter characterizes the light extinction due tothe

interstellar dust. The shape of the law is calibrated by nearby star forming galaxies.

For the inner spectrum we observe in optical spectroscopy the typical emission lines

of star forming galaxies and a Calzetti (2001) extinction law is reasonable. The

spectrum of the outer region does not show emission lines andfor this reason we

investigate the influence on the results of a different extinction law. We chose an

extinction law of Cardelli et al. (1989) (see app. D) that canbe used both in dense

and diffuse interstellar medium. The law depends onE(B − V) parameter andRV ,

that is the ratio of the absolute extinction at reference wavelength inV and the color

excess. In our case we fixedRV = 3.1. The shape of the law is quite similar to that

of Calzetti (2001) except in the blue region of the spectrum (see Fig. 4.17).

In Fig. 4.18 and 4.19 are shown the recovered star formation history and

the photometric fit for a combined inversion of the outer region of NGC 4388,

respectively. The drop in the star formation in both cases isat ∼ 300 Myr and

the recovered profiles are in good agreement. The differences in shape between the
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Figure 4.18: Non parametric inversion of the outer region ofNGC 4388 for spectral and
photometric analysis (α = 0.5). The top panels show the star formation history versus the
lookback time. The middle panels show the luminosity weighted stellar age distribution
versus lookback time and in the bottom panels is shown the spectral broadening function.
In all panels the dashed line represents an exponentially decreasing star formation law with
τ = 10 Gyr. The error bars are estimated via Monte Carlo simulations. The photometric
inversion is obtained using a Calzetti (2001) law in the top panel and a Cardelli et al. (1989)
law in the bottom panel.
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Figure 4.19: Photometric fir of the combined non parametric inversion of the outer region
of NGC 4388. In both panels are shown ; the input photometric data with associated error
(black crosses), the best-fit model (red crosses), the observed spectrum (cyan line), the
photometric noise (blue line) and the residuals (magenta line). To guide the eye, an arbitrary
unobscured spectrum of the basis is also shown (green line).Finally the black line show the
extinction law applied to the models, a Calzetti (2001) (toppanel) and Cardelli et al. (1989)
(bottom panel) extinction law, respectively.
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chosen extinction laws are significant at wavelength below∼ 8000 Å. For filters

in the wavelength range below the SDSSi′ filter the Calzetti (2001) law decreases

faster than the Cardelli et al. (1989) law, as shown in Fig. 4.19, and the extinction

has in Cardelli et al. (1989) a bump at 2200 Å, which falls within the NUV GALEX

filter. The bump in the FUV filter of the Cardelli et al. (1989) law produces bad fit

of this point, that is about 40% higher the the model value.

The outer region gas of the galaxy has been stripped, and we expect for

this region a low extinction. The minimization procedure used for the inversion

confirmed the lack of gas, leading for the outer region to anE(B − V) = 0.07 using

a Calzetti (2001) law andE(B − V) = 0.05 using a Cardelli et al. (1989) law. This

means that lower extinction reproduces better the input data. In conclusion using

a Cardelli et al. (1989) extinction law the non parametric inversion recovers a drop

in star formation history at lookback timet <∼ 300 Myr consistent with the results

obtained using a Calzetti (2001) law. The different shape of the two laws affects

only the curvature of the star formation history and the general trend of the solution

is preserved.

4.4.4 Effect of Spectral Broadening function

The best fit model recovered with the non parametric method isthe result of

the convolution of the spectral energy distribution of the galaxy at rest and the

spectral broadening function, that takes in account the effect of the instrumental

point spread function and the line of sight velocity distribution. In our work we

estimated this last effect to be negligible with respect to the broadening induced

by the instrumentation. But as we show in this section, the star formation history

and the metallicity are robust with respect to changes in theway the two sources of

broadening are treated.

Taking the lamp spectra used for the wavelength calibrationand fitting a

gaussian to different lines we recovered for our observations a FWHM= 4.71 Å.

The spectral basis of Bruzual & Charlot (2003) has at opticalwavelength a FWHM

= 3.375 Å (MacArthur et al., 2009). The broadening introducedby the instrumental

PSF is :

σPSF=

√

σ2
obs− σ2

BC03 = 3.3 Å. (4.5)

We can express the spectral resolution both in terms of wavelengths or in terms of

physical quantities, using :
λ

∆λ
=

c
∆v
, (4.6)

in which∆λ represents the smallest wavelength distinguishable in theobservations.
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Figure 4.20: Results for non parametric inversion of the outer region of NGC 4388. We
use the stellar population basis of Bruzual & Charlot (2003)(left panel) and before the
minimization we convolve the basis with a gaussian of FWHM= 3 Å (right panel) and
FWHM = 4 Å (bottom panel). In each figure the top, middle and bottom panels represent
the star formation history, the metallicity evolution and the spectral broadening function,
respectively. In each panel the dashed lines show the initial guess and the solid lines show
the results with associated error bars. The errors are estimated via Monte Carlo simulations.
In top of panels are marked theτ used in star formation initial guess, the spectralχ2, the
weight parameterα in Eq. 2.29, theQ-function value (Eq. 2.29), the recovered time-bin
averaged metallicity evolution〈Zout〉 and the constant value of metallicityZinp used for the
initial guess. In right bottom of top and middle panel of eachfigure are marked the value of
penalizationµx, µZ (see Eq. 2.36). In top left of bottom panel is marked the FWHM of the
gaussian convolved with the spectral basis before the minimization.
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Figure 4.21: Results for non parametric inversion of the outer region of NGC 4388. We
convolve the basis of Vazdekis et al. (2007) with a gaussian of FWHM = 3 Å (left panel),
FWHM = 4 Å (right panel) and FWHM= 5 Å (bottom panel). In each figure the top,
middle and bottom panels represent the star formation history, the metallicity evolution and
the spectral broadening function, respectively. In each panel the dashed lines show the
initial guess and the solid lines show the results with associated error bars. The errors
are estimated via Monte Carlo simulations. In top of panels are marked theτ used in
star formation initial guess, the spectralχ2, the weight parameterα in Eq. 2.29, theQ-
function value (Eq. 2.29), the recovered time-bin averagedmetallicity evolution〈Zout〉 and
the constant value of metallicityZinp used for the initial guess. In right bottom of top and
middle panel of each figure are marked the value of penalization µx, µZ (see Eq. 2.36). In
top left of bottom panel is marked the FWHM of the gaussian convolved with the spectral
basis before the minimization.
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In our case the FORS2 instrument has a constant∆λ overall the optical spectrum.

∆v represents the minimal variation of velocity that we can distinguish though the

Doppler effect, andc is the speed of light.

If we assume a stellar velocity dispersion of 40 km/s (typical of a spiral galaxy)

from Eq. 4.6 we can determine∆λ, that is a function of wavelength, assuming larger

value for increasingλ. The wavelength range used for our observations spansλλ

= [3300 - 6360]. This means that for the higherλ a velocity dispersion of 40 km/s

introduce a broadening in the observations of∆λ = 0.84 Å, small with respect to

the∆λ = 3.3 Å introduced by the observations.

We performed inversions using the same formalism developedin Chapt. 2

except that we convolved the spectral SSP basis of Bruzual & Charlot (2003) with

a gaussian before the minimization. We chose two gaussians with FWHM = 3 and

FWHM = 4 Å to investigate the results around theσPSF= 3.3 Å defined in Eq. 4.5.

The results are shown in Fig. 4.20. For the three cases the star formation

deviates from the flat star formation history at lookback time t ∼ 300 Myr. We note

that the results obtained for the inversion with FWHM= 0 (left panel in Fig. 4.20

and FWHM= 3 (right panel in Fig. 4.20) have aχ2 acceptable because they vary

by ∆χ2 = 0.03, and this variation is below the tolerance level of theχ2. The model

in which the stellar population basis is convolved with a gaussian with a FWHM=

4 Å gives aχ2 = 0.59, that is not acceptable as a good fit. This is expected, since

the smoothing produced is higher than allowed for the spectral resolution of the

observations, producing a worse fit. The FWHM of the spectralbroadening function

recovered for this case is very narrow but it should be a Diracpeak. Nevertheless,

the star formation and metallicities are still reasonable.

The results obtained using the spectra of Bruzual & Charlot (2003) are

independent from the chosen basis. To verify this we performed the same test using

the spectral library of Vazdekis et al. (2007), with a spectral resolution FWHM

= 2.3 Å. The higher spectral resolution of the basis increaseσPSF = 4.1 Å. For

this reason we convolve the SSP-MILES basis with a gaussian of FWHM = 3

Å, below the resolution limit, FWHM= 4 Å, the adequate smoothing level, and

a FWHM = 5 Å, that ’degrades’ the data beyond the spectral resolutionof the

observations (see Fig. 4.21). The results are consistent, both for the star formation

history and the metallicity evolution. Theχ2 values show the same trend observed

for the basis Bruzual & Charlot (2003), with increasing values at higher FWHM.

The better resolution of SSP-MILES allows to recover narrower structure of the

spectral broadening function.
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4.4.5 Effect of penalizations

In Sect. 3.2.1 we studied the effect of different penalizations on the spectral

inversion. In this section we apply the method to one observations of the outer

region of NGC 4388. The main goal here is to confirm that the behavior of the

penalization is similar to what was seen with pseudo-data. We choose the SSP

library of SSP-MILES (Vazdekis et al. 2007), and we fix a flat star formation history

and a constant solar metallicity, as initial guess for the minimization. We proceed

as in Sect. 3.2.1, modifyingµx andµZ for three different values, 10−4, 102, 104.

Spectral analysis

Increasing the penalizationµx we prevent large curvature in the star formation

history (Fig. 4.22). The same trend observed for artificial data in Sect. 3.5 is

reproduced with the observations. The solution with higherµx = 104 does not show

a truncation in star formation history. The fluctuations in the first∼ 10 Myr are due

to the uncertainties in the stellar populations models at these ages and the slope of

the M/L ratio versus lookback time. The flat star formation historyrecovered from

the non parametric method for thisµx value is unphhysical, because from different

observations we know that the galaxy underwent ram pressurestripping in the last

few 100 Myr. The lack of star formation should be detectable in the spectrum, and

the star formation should show a drop. In Sect. 3.5 we saw thatincreasingµx the cut

in the stripping age disappears and the drop in the star formation is underestimatd.

For NGC 4388 we observe the same effect, and despite theχ2 has an acceptable

value we can reject this solution because of the higher penalization.

The solutions forµx < 104 show a drop in the star formation at about 250 Myr

for µx = 10−4 and 130 Myr forµx = 102. Theχ2 values are similar and also the time-

bin averaged metallicity varies by only∆Z = 0.002. Theχ2 analysis allows to reject

all the solutions that are above the tolerance level of theχ2 distribution, but is not

decisive in the choice of the best model. This is due to the minimization procedure

that, for a sufficiently regularized problem, assures always the convergence towards

a minimum. To show this we perform a campaign of inversions spanning both for

µx andµZ the range 10−4, 104. In Fig. 4.23 is shown a map ofχ2 values in theµx -

µZ plane. According to the minimumχ2 = 0.416 and the tolerance level of 0.03 for

our problem, we can accept all theχ2 < 0.446, condition that covers all the map. A

campaign of inversion to exploreµx, µZ parameter can reject some solutions but to

select the best physical model a detailed analysis of the results is necessary.

The spectral analysis is not able, as seen for the artificial data (Sect. 3.5), to
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Figure 4.22: Non parametric inversion of the outer region ofNGC 4388 forµx = 10−4

(left panel),µx = 102 (right panel), andµx = 104 (bottom panel). In each figure the top,
middle and bottom panels represent the star formation history, the metallicity evolution and
the spectral broadening distribution, respectively. In each panel the dashed lines show the
initial condition and the solid lines show the results with associated error bars. The errors
are obtained via Monte Carlo simulations. In top of panels are marked theτ used for the
initial guess in star formation, the spectralχ2, the weight parameterα in Eq. 2.29, the value
of the totalQ(X) function (Eq. 2.29), the constant value of metallicityZinp used for the initial
guess and the time-bin average metallicity recovered with the inversion. In right bottom of
top and middle panel of each figure are marked the value of penalization µx, µZ (see Eq.
2.36).
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Figure 4.23:χ2 map for spectral inversion of the outer region of NGC 4388 in theµx - µZ

plane.

recover a clear truncation in the star formation. We can estimate grossly, from this

analysis, that the stripping for NGC 4388 occurred between 130 and 250 Myr.

Photometric analysis

We performed a photometric inversion of the outer region of NGC 4388. Since

we know from the campaign of pseudo-data that the photometric problem is less

constrained in metallicity, we set two different values forµx = 100, 102 and

µZ = 102, 104.

The results, shown in Fig. 4.24 are very similar to the one obtained using

the semi analytical model of Boissier & Prantzos (2000), in particular Fig. 3.29.

For µx = 102 and µZ = 104 (right top panel of Fig. 3.29) the mock campaign

shows a cut in the star formation that underestimates the input model by one time-

bin, i.e.50 Myr, and a constant metallicity valueZ = 0.011. In the bottom right

panel of Fig. 4.24 we have the equivalent trend for NGC 4388 observations. The

star formation history shows a cut at lookback timet = 200 Myr, and a constant

metallicity valueZ = 0.009. The results are consistent with the spectral inversion,

which recovered a stripping age between 130 and 250 Myr. ForµZ = 102 we

recover an increasing metallicity with time-bin averaged metallicity of 〈Z〉 = 0.023

for µx = 102 and 〈Z〉 = 0.014 forµx = 100, but this last case can be rejected
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Figure 4.24: Photometric inversion of the outer region of NGC 4388 for : µx = 100,
µZ = 102 (top left panel),µx = 100, µZ = 104 (top right panel),µx = 102, µZ = 102

(bottom left panel) andµx = 102, µZ = 104 (bottom right panel). In each figure the top,
middle and bottom panels represent the star formation history, the metallicity evolution and
the spectral broadening distribution, respectively. In each panel the dashed lines show the
initial condition and the solid lines show the results with associated error bars. The error are
obtained via Monte Carlo simulations. In top of panels are marked theτ used for the initial
guess in star formation, the spectralχ2, the weight parameterα in Eq. 2.29, the value of
the totalQ(X) function (Eq. 2.29), the constant value of metallicityZinp used for the initial
guess and the time-bin average metallicity recovered with the inversion. At the bottom right
of the top and middle panels of each figure are marked the valueof penalizationµx, µZ (see
Eq. 2.36).
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because the star formation penalty is too low, as shown by thefluctuation of the star

formation history recovered. Using aµx = µZ = 102 we obtain flat star formation

history at lookback timet > 200 Myr and an increasing metallicity until the drop

in star formation, very similar to the results showed in top left panel of Fig. 3.29

for the mock data. This can be explained in term of information about the stellar

populations at these ages. Since the star formation is low, the metallicity is not

well constrained and also a decreasing evolution, as in thiscase, converge to an

acceptable minimum with aχ2 = 0.40.

The campaign with artificial data showed us that the metallicity is less

constrained by the photometry with respect to the spectral analysis. For this reason

we prefer to impose a constant solution for the metallicity using,µZ = 104. In the

bottom right panel of Fig. 4.24 the stripping is shifted toward younger ages, and the

deviation from a flat star formation history starts when the steep truncation of the

star formation in top right panel of Fig. 4.24 occurs. The bump in star formation

history is not relevant because it happens at lookback timet < 10 Myr, in a range

of ages for which the stellar models are uncertain.

Combined analysis

The combined spectral and photometric inversion is shown inFig. 4.25. The

spectral analysis recovered reliable solution forµx = µZ = 102, and the photometric

analysis showed a minimumχ2 for µx = 102 andµZ = 104. The combined analysis

seems to prefer the photometric constraint in the combined analysis. Settingα = 0.5

we gave the same weight to the spectral and photometric minimization, but as seen

in Sect. 4.4.5, the metallicity is not well constrained in photometric analysis. These

uncertainties affect the combined analysis, for which the model withµx = µZ = 102

shows larger error bars at lookback timet < 1 Gyr. For this reason again we prefer

to keep the metallicity constant and determine the stripping age using the solution

for µx = 102 andµZ = 104. For this set of weight coefficients the star formation

shows a drop at lookback time between 130≤ t ≤ 200.

In conclusion the spectral analysis reproduces more realistic trends for

metallicity than the photometric analysis, but in case of a truncation of the star

formation, the regularization does not allow the method to be precise in the

stripping age determination. The photometry instead reproduces better the cut of

star formation, but does not allow to reproduce reliable metallicity values. Finally

the combined analysis reproduces some trends for the metallicity, but the high

uncertainties of the photometry in the metallicity solution affects the final solution

also in the combined analysis.
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Figure 4.25: Combined inversion of the outer region of NGC 4388 for : µx = 100, µZ = 102

(top left panel),µx = 100, µZ = 104 ( top right panel),µx = 102, µZ = 102 (bottom left
panel) andµx = 104, µZ = 104 (bottom right panel). In each figure the top, middle
and bottom panels represent the star formation history, themetallicity evolution and the
spectral broadening distribution, respectively. In each panel the dashed lines show the
initial condition and the solid lines show the results with associated error bars. The error are
obtained via Monte Carlo simulations. In top of panels are marked theτ used for the initial
guess in star formation, the spectralχ2, the weight parameterα in Eq. 2.29, the value of
the totalQ(X) function (Eq. 2.29), the constant value of metallicityZinp used for the initial
guess and the time-bin average metallicity recovered with the inversion. In right bottom of
top and middle panel of each figure are marked the value of penalization µx, µZ (see Eq.
2.36).
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4.5 Test of the parametric method

The purpose of these tests presented here is to investigate the robustness of the

determination of the stripping age, under the assumption that the quenching of

star formation occurs locally on very short timescales. This assumptiion is based

on independent dynamical models (Abadi et al. 1999, Roediger & Brüggen 2006,

Vollmer et al. 2001).

4.5.1 Stability of the Parametric method via Monte Carlo simulations

We add a random gaussian noise to the photometry and to the observed spectrum of

the outer region of NGC 4388 and we perform 500 Monte Carlo simulations. The

results are shown in Fig. 4.26. Both for the spectroscopy andphotometry the shape

is quite similar for all the realizations. We calculate thentheχ2
tot as in Eq. 2.38 and

we show in the bottom panel of Fig. 4.26 the distribution of stripping ages. The

results show that theχ2 minimum oscillates between 180 and 200 Myr, with a peak

at 180 Myr. Between 180 and 200 Myr we have∼ 85% of the realizations. The

recovered values of minima forχ2 are in both cases comparable,χ2
spec(min) = 0.63

andχ2
phot(min) = 0.60. The dashed lines in Fig. 4.26 show the tolerance levels

of theχ2 function, that is inversely proportional to the square rootof the degrees

of freedom of the problem (standard property ofχ2 distribution). This threshold

defines the acceptable solutions, in which the fluctuations are generated from the

noise in the data, and are not due to potential error in the modelization. In our case

the minimumχ2 for all the realizations are below this threshold.

From our analysis we conclude that the uncertainties in the stripping age are

due to the noise from the Monte Carlo simulation, i.e. addinga gaussian noise to

the spectral and photometric data. The uncertainties of thestripping age is∼ 20

Myr.

4.5.2 Influence ofτ and metallicity evolution

We perform different tests to verify the efficiency of the parametric method in

recovering the stripping age. We use the spectra and the photometry of the

outer region of NGC 4388, as defined in Sect. 4.1.1 and 4.2. We take the star

formation history defined in Eq. 2.37 withτ = {2, 3, 6, 10, 15, 50}Gyr and a constant

metallicity evolutionZ = {0.004, 0.008, 0.02, 0.03} (n.b. Z = 0.02 corresponds

to solar metallicity). For each couple (τ, Z) we build spectra and photometry at

different cut ages and we study the evolution ofχ2
tot as a function of the lookback

time for the outer region. For the rest of the section the weight parameterα in
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Figure 4.26:χ2
spec (top panel) andχ2

phot (middle panel) evolution versus stripping age for

500 Monte Carlo realizations. The dashed line represents the tolerance threshold for theχ2.
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Eq. 2.38 is been fixed at 0.5. The main results of this analysisare:

• The stripping age decreases with increasing metallicity. In Fig. 4.28 are shown

the evolution ofχ2
tot at fixedτ = 50 Gyr with increasing metallicities. The

stripping age spans from 650 to 150 Myr and the value of the minimum

χ2
tot decreases with increasing metallicity. The variation of the stripping age

becomes less dramatic if we decreases the value ofτ, i.e. if we increase

the slope of the star formation history. In Fig. 4.29 are shown the variation

of the χ2
tot at a lowerτ = 15 Gyr and different metallicites. Note that this

star formation history is not compatible with the non-parametric results for

NGC 4388. The stripping ages span a smaller range (475-150 Myr) than

in the previous case. By decreasingτ we ultimately decrease the weight

of the younger populations with respect to the older ones. This means that

the variations of the spectra at different cut ages are small. The evolution of

the spectralχ2, shown as dotted lines in Fig. 4.28 and 4.29, is not affected

dramatically by the variations of the metallicity. The photometricχ2, shown

as dashed lines in Fig. 4.28 and 4.29, instead shows very different profiles,

that modify in a relevant way the totalχ2
tot. The photometry is more sensitive

to the metallicity variation than the spectra in the stripping age determination.

• The stripping age decreases with the decreasingτ. In Fig. 4.27 are shown for a

fixed metalllicityZ = 0.02 the evolution of the stripping age with increasingτ.

The observed trend is due to the ratio young/old stars. For lowerτ the younger

component is negligible with respect to the older stellar populations. In the

case ofτ = 2 Gyr the stripping age is negative and the old stars dominate

the light even before the cut in the star formation. As a consequence the

spectralχ2
spec(dotted line) remains almost flat after the star formation cut. The

photometricχ2
phot (dashed line in Fig. 4.27) is more sensitive to the variations

of τ compared to the spectralχ2
spec(dotted line in Fig. 4.27). Forτ > 2 Gyr, the

χ2
tot has stables minima, 0.70, 0.62, 0.66. The drop inχ2

tot values, fromχ2
tot ∼ 4

to 0.8 immediately after the cut in star formation, means that a star formation

with a cut reproduces better the observed spectrum than a continuous one, if

the underlying star formation history is sufficiently flat.

A realistic metallicity evolution is not necessarily flat. In the examples

illustrated below we show what part of the age-metallicity relation is most relevant

in determining the stripping age. We build three different sets of spectra using the

same underlying star formation history (exponential withτ = 50 Gyr) and three
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Figure 4.27: Evolution ofχ2 as a function of lookback time for different assumedτ. In
each panel the solid lines showχ2

tot, the dashed linesχ2
phot and the dotted linesχ2

spec. On the
top of each panel are marked the characteristic timescale ofthe underlying star formation
history (τ), the constant metallicity value (Z), and the recovered stripping age. Inside each
plot is marked the minimumχ2

tot.

115



different metallicity histories: a constant solar metallicityand the semi-analytical

models of Boissier & Prantzos (2000) SAM1 and SAM2 (see Fig. 3.1).

The evolution ofχ2
tot as a function of lookback time for these three cases is

shown in Fig. 4.30. The metallicity of SAM2 model (solid linein Fig. 3.1) is

always below the solar value. The corresponding stripping age, 200 Myr, is below

the stripping age recovered for a solar metallicity evolution, 175 Myr. This result is

in agreement with the analysis shown in Fig. 4.29, in which decreasing metallicities

leads to higher stripping ages.

The case for the evolution of the metallicity of SAM1 model (dashed line in

Fig. 3.1) is different, that is below a solar value only for the first 5 Gyr. Since we

are investigating variations in the model spectra occurredin the last∼ 500 Myr,

the metallicity variations of the last few Gyr dominates theshape ofχ2
tot. For time

t > 11 Gyr the metallicityZ > 0.03 and the recovered stripping age iststrp = 100

Myr, i.e. shorter than for a constant solar metallicity. This is in agreement with the

results of Fig. 4.28 and 4.29, in which order of magnitude of∼ 100 Myr are reached

only for metallicitiesZ = 0.02.

In conclusion, the determination of the stripping age usingthe parametric

method is influenced both by star formation and metallicity.

The choice ofτ in Eq. 2.37 determines the star formation at lookback time

t < 300 Myr, ages relevant in stripping age determination. Steep star formation

histories produce negligible star formation at present, compared to the old stellar

populations. The light contribution from young ages in the observed spectrum is

low and if you want to reproduce this, you have to cut a lot whenwe use a constant

star formation history, because the young populations dominates the light in this

case. For a decreasing star formation the young ages contributes less light to the

final spectrum. Therefore the stripping age is smaller than that for a constant star

formation history.

Using semi-analytical models of Boissier & Prantzos (2000)we will show in

Sect. 4.5.6 that the metallicity of stellar populations at lookback timet < 5 Gyr

are critical for the stripping age determination. Because of the age-metallicity

degeneracy, the metal rich populations look older. Thus thestripping age becomes

smaller than that for metal poor populations.

4.5.3 Influence of the chosen Spectral Broadening Function

The spectral library chosen to build the model spectra is theBruzual & Charlot

(2003) library, with an average resolutionR ∼ 2000. The VLT observations have a
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Figure 4.28: Evolution ofχ2
tot as a function of lookback time for different assumed

metallicities (solid lines). For a detailed description see Fig. 4.27.
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Figure 4.29: Evolution ofχ2
tot as a function of lookback time for different assumed

metallicities (solid lines). For a detailed description see Fig. 4.27.
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Figure 4.30:χ2
tot as a function of lookback time for a family of spectra built with a fixed

exponential star formation history (τ = 50 Gyr) and different metallicity evolutions : a
constant solar metallicity (top panel), SAM1 metallicity model (middle panel) and SAM2
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resolutionR ∼ 800. To be consistent with the observations we smooth the spectral

library to match the observations. The non parametric method is able to recover a

spectral broadening function that collects the effect of the instrumental point spread

function and the effect due to the line of sight stellar velocity distribution.

We can convolve the model spectra used in the parametric method analysis with

a Gaussian of FWHM= 3.3 Å that ”degrades” the models to the spectral resolution

of the observations, or we can convolve the models with the spectral broadening

function recovered from the non parametric inversion of theouter region.

In Fig. 4.32 and 4.33 are shown the best fit spectrum with the associated

χ2
spec (see Eq. 2.38). The residuals are quite similar, and the non parametric

correction of the continuum has almost the same shape in bothcases. Despite this

similarity the recovered stripping ages are different. For the models convolved with

a gaussiantstrp = 190 Myr and the minimumχ2
tot = 0.84, for the models convolved

with the spectral broadening functiontstrp = 170 Myr and the minimumχ2
tot =

0.62. Convolving the spectra with a broadening function obtained from the non

parametric inversion we better reproduce the observations.

The smoothing plays an important role in the determination of the stripping

age. We investigate this effect by convolving the model spectra with gaussians of

different FWHM. No extra broadening is allowed (i.e. the search for a line of sight

velocity distribution is switched off in the minimization procedure). In Fig. 4.31

are shown some results. The stripping age increases with theFWHM used for the

convolution, but this dependence becomes weaker with increasing FWHM: between

2 and 3 Å the stripping ages varies of 40 Myr and between 5 and 6 Åthe stripping

ages varies of 20 Myr. This is expected. If the models are not smooth enough, their

absorption lines are deep and they look older.

4.5.4 Influence of the extinction law

The parametric method applies to the photometry an extinction law of Calzetti

(2001) that was calibrated on nearby star forming galaxies.Among extinction law

in the literature, this law is one of the flattest, because it results from a spatial

configuration where stars and dust are mixed. We investigatethe effect of a different

choice of extinction. We take the Cardelli et al. (1989) law with RV = 3.1 (see

app. D) and we study the evolution ofχ2
phot. The results (Fig. 4.34) vary by 20 Myr

and theχ2
phot vary by less than 0.01. The ligh extinction in spectral analysis is taken

into account using the same Non Parametric Estimation of theContinuum (NPEC)

used in non parametric method (see App. C). For this reason this source of errors

involved only the photometric analysis.
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Figure 4.32: Top panel: Best fit for a set of spectra that reproduce the spectral energy
distribution of different stellar populations at different ages after the cut in their star
formation history. The underlying conditions are a flat starformation history and a constant
solar metallicity. The set of spectra have been convolved with the spectral broadening
function obtained from non parametric inversion of the outer region of NGC 4388. The
red line shows the best fit, the black line are the observations, the green line shows the used
mask for the bad pixels and the blue line show the non parametric extinction correction.
Bottom panel : Evolution of theχ2

spc (see Eq. 2.38) versus stripping age. The vertical line
shows the minimum.
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4.5.5 Metallicity error from the NP method and stripping age

We use for the estimation of the stripping age in the outer region the metallicity

value recovered from the non parametric inversion. Performing 10 Monte Carlo

simulations we gave also an error bar associated to the non parametric result. To

be consistent with this incertitude in the metallicity value we build 3 set of spectra

with a flat star formation history cut at different ages. We take a constant metallicity

evolution with 3 different values corresponding to the value recovered from the non

parametric inversion, the lower limit and the upper limit, as determined from the

Monte Carlo simulations. The result are shown in Fig. 4.35 the fluctuation of the

recovered stripping age is of the order of 15 Myr.

4.5.6 Metallicity dependence of the stripping age determination

In Sect. 4.5.2 we built a grid of spectra using different metallicity evolutions and

different star formation models and we showed that the strippingage decreases

with increasing metallicity. In this section we investigate which stellar populations

are critical in the stripping age determination. We use fourdifferent metallicity

evolutions. For one model the metallicity isZ = 0.02 since lookback timet =

13.5 Gyr. For the second modelZ = 0.01 except for the last 12 Myr, where it

rises toZ = 0.02. Between these two extremes, we build two models in which the

metallicity increases abruptly fromZ = 0.01 toZ = 0.02 at intermediate ages, at

lookback timestinc = 2.5 Gyr, andtinc = 5 Gyr. We study theχ2 evolution and the

effect on the stripping age for spectral, photometric and jointanalysis.

• Spectral analysis

The case withtinc = 12 Myr corresponds to a constant metallicity evolution ofZ

= 0.01 and the casetinc = 13.5 Gyr is a constant metallicity ofZ = 0.02. These cases

give a stripping age of 240 Myr and 180 Myr, respectively. Thespectralχ2 decreases

with tinc and the stripping age increases when the metallicity decreases, in agreement

with results of Sect. 4.5.2 (left column in Fig. 4.36). The difference in stripping age

betweenZ = 0.01 andZ = 0.02 is then 60 Myr. If we use a constant metallicity of

Z = 0.01 and we increase the value toZ = 0.02 only in the last 2.5 Gyr, we obtain a

stripping age that is 30 Myr above the value that we obtain if the metallicity is solar

for an Hubble time. If we extend this interval to the last 5 Gyrwe obtain a stripping

age that is 20 Myr above the reference value of 180 Myr. Theχ2, on the contrary,

is not very sensitive to the variation of metallicity in the last 5 Gyr. As already said

the tolerance level for theχ2 function in our case is∆χ2 = 0.02. The value of the

minimumχ2 obtained when we increase the metallicity in the last 5 Gyr isχ2 =
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Figure 4.35: Evolution ofχ2
tot as a function of lookback time for different assumed

metallicities (solid lines). For a detailed description see Fig. 4.27.
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Figure 4.36: Evolution of spectralχ2 (left column), photometricχ2 (middle column) and
totalχ2 (right column) as a function of the stripping age. In the right column the dashed and
dot lines represents the photometric and spectralχ2, respectively. Each row corresponds
to a different metallicity evolution, depending on the lookback time tinc since when the
metallicity increases fromZ = 0.01 toZ = 0.02. We show models withtinc = 12 Myr (first
row), 2.5 Gyr (second row), 5 Gyr (third row) and 13.5 Gyr (bottom row). On top of each
panel are marked the minimumχ2, the corresponding stripping age and the star formation
used.

0.57,∆χ2 = 0.03 above the value obtained when the metallicity is constantly Z =

0.01. The uncertainty in the stripping age estimated with the parametric method

is ∼ 30 - 35 Myr. In this sense the stripping age is strictly dependent only on the

metallicity evolution of the last 5 Gyr, and this result is inside the errors determined

summing all the sources of potential errors.

• Photometric analysis

Photometry shows an opposite trend with metallicity with respect to the

spectral analysis (middle column of Fig. 4.5.2). Theχ2 decreases with increasing

metallicity and the minimum value is obtained for a constantmetallicity evolution

of Z = 0.02. The tolerance of theχ2 for the photometric analysis is 0.35. The value
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obtained for a solar metallicity in the last 5 Gyr isχ2 = 0.75. This value is acceptable

and leads to a stripping age of 180 Myr, 10 Myr under the estimation obtained using

a constant solar metallicity. Also for photometric analysis the metallicity of the last

5 Gyr is crucial in stripping age determination. We note thatbetween a constant

solar metallicity over all time and a constant solar metallicity only during the last

2.5 Gyr the stripping age varies by 40 Myr. Once we include these early ages and

we consider a constant metallicity evolution ofZ = 0.01, the stripping age increases

rapidly to 330 Myr. The dependence of the stripping age on themetallicity of

intermediate populations is more pronounced in the photometric analysis, where

the sensitivity to the variation of metallicity in stripping age is largely due to the

metallicity evolution during the last 2.5 Gyr.

• Combined analysis

The joint analysis of photometry and spectrum shows the sametrends observed

for the separate analysis (right panel in Fig. 4.5.2). Theχ2 is minimum for a constant

solar metallicity. The totalχ2 is dominated by the photometricχ2. The best spectral

χ2 is always smaller than the best photometricχ2, except for the solar case, and

using a constant metallicityZ = 0.01, we obtain a stripping age that is completely

dominated by the result of the photometric analysis.

From this analysis we infer that the stripping age estimatedusing our

parametric method is not influenced by the chosen long term metallicity evolution.

The relevant part of the age-metallicity relation that determines the final stripping

age estimation, is that of the intermediate age and young stellar populations. In

particular we note that spectral analysis is able to reproduce the same results that

we would obtain with a constant metallicity, by imposing this value only in the

last 5 Gyr of galaxy’s life. This dependence is more pronounced for photometric

analysis, in which the epoch relevant for stripping age determination is the evolution

over the last 2.5 Gyr.

In this section the variation of the stripping ageststrp has been extensively

investigated. The main results are:

- we check the stability of the results performing 500 Monte Carlo simulations,

recovering a∆tstrp ≃ 20 Myr;

- we fix a constant metallicityZ = 0.02 and varying 2≤ τ ≤ 50 Gyr we built

different families of spectra. We obtained∆tstrp= 175 Myr;

- defining for the star formation 15≤ τ ≤ 50 Gyr and for the metallicity
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0.004 ≤ Z ≤ 0.03 we built different families of spectra. We obtained

315≤ ∆tstrp ≤ 500 Myr;

- for τ = 50 Gyr andZ = 0.02 we built a family of spectra in which we convolve,

before the minimization procedure, the model spectra with gaussians of

different FWHM. For 2≤ FWHM ≤ 5 Å we recovered∆tstrp= 100 Myr;

- we applied to the model spectra an extinction law of Calzetti (2001) and

Cardelli et al. (1989) and applying the non parametric method to the

photometric analysis we recovered a∆tstrp= 20 Myr;

- we built three families of spectra using a flat star formation history and

metallicity values consistent with the error bars recovered in the non

parametric method 0.016≤ Z ≤ 0.02. For the chosen metallicity we recovered

∆tstrp= 40 Myr;

- for a flat star formation history, we built a family of spectra in which the

metallicity increases abruptly fromZ = 0.01 toZ = 0.02 at different timetinc.

For 12≤ tinc ≤ 13503 Myr we recovered∆tstrp= 150 Myr.
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Abstract. IRAM 30m 12CO(1–0) and 12CO(2–1) HERA observations are presented for the ram-pressure stripped
Virgo spiral galaxy NGC 4522. The CO emission is detected in the galactic disk and the extraplanar gas. The
extraplanar CO emission follows the morphology of the atomic gas closely but is less extended. The CO maxima
do not appear to correspond to regions where there is peak massive star formation as probed by Hα emission.
The presence of molecular gas is a necessary but not sufficient condition for star formation. Compared to the
disk gas, the molecular fraction of the extraplanar gas is 30 % lower and the star formation efficiency of the
extraplanar gas is about 3 times lower. The comparison with an existing dynamical model extended by a recipe
for distinguishing between atomic and molecular gas shows that a significant part of the gas is stripped in the
form of overdense arm-like structures. It is argued that the molecular fraction depends on the square root of the
total large-scale density. Based on the combination of the CO/Hα and an analytical model, the total gas density
is estimated to be about 4 times lower than that of the galactic disk. Molecules and stars form within this dense
gas according to the same laws as in the galactic disk, i.e. they mainly depend on the total large-scale gas density.
Star formation proceeds where the local large-scale gas density is highest. Given the complex 3D morphology this
does not correspond to the peaks in the surface density. In the absence of a confining gravitational potential, the
stripped gas arms will most probably disperse; i.e. the density of the gas will decrease and star formation will
cease.

Key words. Galaxies: individual: NGC 4522 – Galaxies: interactions – Galaxies: ISM – Galaxies: kinematics and
dynamics – Stars: formation – Radio lines: ISM

1. Introduction

The best-studied case of active ram-pressure stripping of
a cluster galaxy is NGC 4522 located in the Virgo cluster.
Only in this cluster is the resolution of radio telescopes
sufficient (∼ 20′′ = 1.6 kpc1) for a detailed analysis of the
gas morphology and kinematics. NGC 4522 is a rather
small (D25 = 4′ = 20 kpc) edge-on Sc galaxy with a ro-
tation velocity of ∼ 100 km s−1. It is strongly Hi deficient
(DEF = 0.6; Helou et al. 1984). Its projected distance
to the cluster center (M 87) is large (∼ 1 Mpc), and its
radial velocity with respect to the Virgo cluster mean is
high (1150 km s−1). Hi and Hα observations (Kenney et
al. 2004; Kenney & Koopmann 1999) show a heavily trun-
cated gas disk at a radius of 3 kpc, which is ∼ 40% of the

Send offprint requests to: B. Vollmer, e-mail:
bvollmer@astro.u-strasbg.fr

⋆ Based on IRAM 30m HERA observations
1 We use a distance of 17 Mpc for the Virgo cluster.

optical radius, and a significant amount of extraplanar gas
to the west of the galactic disk. The one-sided extrapla-
nar atomic gas distribution shows high column densities,
comparable to those of the adjacent galactic disk. The
6 cm polarized radio continuum emission shows a maxi-
mum at the eastern edge of the galactic disk, on the oppo-
site side of the extraplanar gas and star formation. Since
the stellar disk is symmetric and undisturbed (Kenney &
Koopmann 1999), a tidal interaction is excluded as the
origin of the peculiar gas distribution of NGC 4522. Thus,
this galaxy undergoes ram-pressure stripping due to the
galaxy’s rapid motion within the hot and tenuous intra-
cluster gas (ICM) of the Virgo cluster.

Vollmer et al. (2006) made a dynamical model that
includes the effects of ram pressure for NGC 4522. The
model successfully reproduces the large-scale gas distribu-
tion and the velocity field. By assuming a Gaussian distri-
bution of relativistic electrons, they obtained the distribu-
tion of polarized radio continuum emission, which repro-
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2 Vollmer et al.: Stripped molecular gas in NGC 4522

duces the VLA observations of polarized radio continuum
emission at 6 cm. The observed maximum of the polar-
ized radio continuum emission is successfully reproduced.
The eastern ridge of polarized radio continuum emission is
therefore due to ram pressure compression of the interstel-
lar medium (ISM) and its magnetic field. The dynamical
model and the analysis of the stellar populations of the
outer gas-free disk using optical spectra and UV photome-
try (Crowl & Kenney 2006) indicate that the ram pressure
maximum occurred only ∼ 50–100 Myr ago. This scenario
has one important caveat: the large projected distance
of NGC 4522 (1 Mpc) to the center of the Virgo clus-
ter (M87). Assuming a static smooth ICM and standard
values for the ICM density and the galaxy velocity, the
ram pressure at that location seems to be too low by an
order of magnitude to produce the observed truncation of
the gas disk. A natural explanation for the enhanced ram
pressure efficiency is that the intracluster medium is not
static but moving due to the infall of the M49 group of
galaxies from behind (Kenney et al. 2004, Vollmer et al.
2004, Vollmer et al. 2006). In this case the galaxy has just
passed the region of highest intracluster medium velocity.

While we know from the Hα observations (Kenney et
al. 2004, Kenney & Koopmann 1999) that stars are form-
ing in the extraplanar gas, we do not know the distri-
bution of molecular gas in these regions. How does the
complex multiphase interstellar medium respond to ram
pressure stripping? Can we model the molecular gas con-
tent during the interaction using simplified recipes? Can
dense molecular gas decouple from the ram pressure wind
as suggested for NGC 4438 (Vollmer et al. 2005)? In this
article we present IRAM 30m 12CO(1–0) and 12CO(2–1)
HERA observations of NGC 4522 to investigate the fate
of the stripped gas.

We present our CO observations in Sec. 2 followed by
the observational results in Sec. 3. The detection of ram
pressure wind decoupled molecular clouds is reported in
Sec. 4. In Sec. 5 we compare our CO observations to exist-
ing Hi and Hα emission distributions (Kenney et al. 2004)
and to the dynamical model of Vollmer et al. (2006). The
molecular fraction and star formation efficiencies are dis-
cussed in Sec. 6 and we give our conclusions in Sec. 7.

2. Observations

The observations of the CO(1–0) and CO(2–1) lines, with
rest frequencies of 115.271204 and 230.53799 GHz respec-
tively, were carried out at the 30 meter millimeter-wave
telescope on Pico Veleta (Spain) run by the Institut de
RadioAstronomie Millimétrique (IRAM). The CO(2–1)
observations used the HERA multi-beam array, with 3 ×

3 dual-polarization receivers, and the WILMA autocorre-
lator backend with 2MHz spectral resolution. The CO(1–
0) observations used the single-pixel ”AB” receivers and
the 1MHz filterbanks as backends. The spectral resolu-
tion is 2.6 km s−1 in both cases. The HERA observations
were made in February and March 2006 and the CO(1–0)
in November 2006. In both cases, a nutating secondary

Fig. 1. IRAM 30m pointings on a DSS B band im-
age. Triangles: 12CO(2-1) HERA observations. Small circles:
12CO(1-0) observations. Large circles: Binned HERA pointings
(see Fig. 7). The large boxes correspond to Fig. 3 to Fig. 6.

(”wobbler”) was used with a throw of 180–200 arcseconds
in order to be clear of any emission from the galaxy. The
positions observed in each line are indicated in Figs. 1 and
2 as triangles for CO(2–1) and circles for CO(1–0).

Data reduction was straightforward, eliminating any
obviously bad channels and excluding the spectra taken
under particularly poor conditions (system temperature
over 1000 K). Spectra were then summed position by posi-
tion. System temperatures of the final spectra ranged from
200 to 500 K on the Ta∗ scale. All spectra are presented
on the main beam temperature scale, assuming telescope
main-beam and forward efficiencies of ηmb = 0.54 and
ηfor = 0.90 for HERA and ηmb = 0.74 and ηfor = 0.95
for the CO(1–0) line. The spectra near map edges with
noise levels greater than 28 mK (Tmb scale) are left out
of Fig. 2. At the assumed distance of NGC 4522, 17 Mpc,
the CO(2–1) and CO (1–0) beams correspond to 0.9 and
1.7 kpc respectively. In order to convert CO integrated
intensities into molecular gas masses, we have assumed
a N(H2)/ICO(2−1) ratio of 2 × 1020 H2 mol cm−2 per K
kms−1. Our conclusions, however, do not depend strongly
on the N(H2)/ICO ratio within reasonable variations.

3. Disk and extraplanar molecular gas

3.1. CO spectra

Fig. 3-6 show the 12CO(2–1) HERA spectra (resolution of
11′′) together with the Hi spectra of Kenney et al. (2004)
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Fig. 2. 12CO(2-1) HERA pointings (see Fig. 1) with low noise
levels on the Hi emission distribution (from Kenney et al.
2004). The large boxes correspond to Fig. 3 to Fig. 6.

(resolution of 20′′) and the model Hi and CO emission con-
volved to the observational resolutions (see Sect. 5). We
observe that the Hi emission is more extended than the
CO emission. Where detected, the velocity of the CO lines
are close to the Hi velocities. In general, CO linewidths
are comparable to the Hi linewidths in the galactic disk
(Fig. 4), but smaller in the extraplanar regions (Fig. 3,
6). A double-line profile is observed in the CO and Hi

line west of the galaxy center at offsets (−23, 0), (−23, 8)
(Fig. 5). This kind of line-profile has also been observed
in NGC 4438 (Vollmer et al. 2005) another Virgo spiral
galaxy which undergoes ram pressure stripping together
with a tidal interaction. In the southwestern part of the
extraplanar gas the Hi profiles show a blueshifted wing
(Fig. 6), corresponding to the most strongly pushed gas.
Whereas the CO peak in this region is aligned with the Hi

peak, the blueshifted wing is absent in CO. This might be
partly due to the smaller S/N ratio of the CO data com-
pared to the Hi data. Even if there is H2 associated with
the blueshifted wing, we can conclude that the molecular
fraction in this extraplanar gas is lower in the blueshifted
wing than in the main line.

Fig. 7 shows 12CO(2–1) HERA spectra of selected re-
gions (large circles in Fig. 1, 2). To obtain a better S/N
ratio, the HERA spectra within each region were averaged.
These selected regions show the following characteristics:

– CO emission is present in the northwestern extraplanar
gas at offset (15′′, 64′′). The line is redshifted by ∼

20 km s−1 with respect to the Hi line (Fig. 7 left panel).

Fig. 3. IRAM 30m HERA 12CO(2-1) spectra of the northeast-
ern box of Fig. 1 (black lines). Hi spectra from Kenney et al.
(2004) (red lines). CO (green lines) and Hi (blue lines) spec-
tra from the dynamical model of Vollmer et al. (2006). The
velocity scale is from 2150 to 2550 km s−1 and the main-beam
temperature scale from -40 mK to 80 mK (Tmb scale).

– The double profile observed in the Hi line at offset
(−27′′, 0) is also present in the CO line. The CO and
Hi peak amplitudes and their separation are the same
(Fig. 7 middle panel).

– In the southwestern extraplanar gas at offset
(−46′′,−21′′) the blueshifted wing of the Hi line pro-
file has no counterpart in the CO data (Fig. 7 right
panel). The CO linewidth is significantly smaller than
the linewidth of the main Hi line. This confirms the low
molecular fraction of the blueshifted diffuse atomic gas.
This blueshifted component corresponds to low surface
density atomic gas discussed in Kenney et al. (2004;
see their Fig. 10). The lower molecular fraction of this
gas confirms the claim of Vollmer et al. (2006) that
this gas has low densities making it more vulnerable
to ram pressure stripping.

The 12CO(1–0) spectra (resolution: 21′′) are shown to-
gether with the convolved 12CO(2–1) HERA spectra in
Fig. 8. For all but offset (20′′, 0), the CO(1–0) line closely
follows the CO(2–1) line with a line ratio of 0.7−0.9. Thus,
the density and temperature of the molecular gas in the
western extraplanar regions is probably not significantly
different from those of the molecular gas in the galac-
tic disk. At the eastern edge we observe a lower CO(2–
1)/CO(1–0) ratio (∼ 0.5). Given the sharpness of the gas
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4 Vollmer et al.: Stripped molecular gas in NGC 4522

Fig. 4. IRAM 30m HERA 12CO(2-1) spectra of the southeast-
ern box of Fig. 1 (black lines). Hi spectra from Kenney et al.
(2004) (red lines). CO (green lines) and Hi (blue lines) spec-
tra from the dynamical model of Vollmer et al. (2006). The
velocity scale is from 2150 to 2550 kms−1 and the main-beam
temperature scale from -40 mK to 80 mK (Tmb scale).

distribution at the eastern edge and the pointing uncer-
tainty of the telescope at 115 GHz, this small line ratio
could be due to an offset of the CO(1–0) pointing to the
west, i.e. closer to the major axis, with respect to the
CO(2–1) pointing.

4. Wind-decoupled molecular gas

In another Virgo spiral galaxy, NGC 4438, Vollmer et
al. (2005) found CO emission not associated with any
Hi emission. NGC 4438 underwent a tidal interaction
∼ 100 Myr ago (Combes et al. 1988) and now under-
goes severe ram pressure stripping (Vollmer et al. 2005).
A narrow CO line was detected in the northern tidal arm
of NGC 4438, with apparently no associated Hi. Since the
velocity of the CO line corresponds to that of the stellar
component (determined using a dynamical model of the
tidal interaction), Vollmer et al. (2005) claimed that these
molecular clouds were too dense to be affected by ram
pressure, i.e. that they decoupled from the ram pressure
wind.

Fig. 5. IRAM 30m HERA 12CO(2-1) spectra of the northwest-
ern box of Fig. 1 (black lines). Hi spectra from Kenney et al.
(2004) (red lines). CO (green lines) and Hi (blue lines) spec-
tra from the dynamical model of Vollmer et al. (2006). The
velocity scale is from 2150 to 2550 km s−1 and the main-beam
temperature scale from -40 mK to 80 mK (Tmb scale).

Fig. 6. IRAM 30m HERA 12CO(2-1) spectra of the southwest-
ern box of Fig. 1 (black lines). Hi spectra from Kenney et al.
(2004) (red lines). CO (green lines) and Hi (blue lines) spec-
tra from the dynamical model of Vollmer et al. (2006). The
velocity scale is from 2150 to 2550 km s−1 and the main-beam
temperature scale from -40 mK to 80 mK (Tmb scale).
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Fig. 7. Binned IRAM 30m HERA 12CO(2-1) spectra (see large
circles on Fig. 1). Hi spectra from Kenney et al. (2004) (red
lines). CO (green lines) and Hi (blue lines) spectra from the
dynamical model of Vollmer et al. (2006).

Fig. 8. Black: 12CO(1–0) spectra (see small circles on Fig. 1).
Red: convolved 12CO(2–1) HERA spectra.

Fig. 9. Average 12CO(2-1) spectra of the northeastern (45, 68)
and the southwestern (−38,−61) ends of the galactic disk,
where the atomic hydrogen has been removed by ram pres-
sure. No Hi emission is detected nor does the model predict
any gas. The spectra are averaged over a region of 20′′.

Based on these findings we searched for CO lines in
regions devoid of any Hi emission (i) in the ram pres-
sure stripped outer galactic disk (Fig. 9) and (ii) between
the northern galactic disk and the extraplanar Hi emission
(Fig. 10). We only detect one CO line in the northern part
of the galactic disk. The most prominent CO line is de-
tected at the position (30, 68); see the little box in Figs. 1
and 2), i.e. between the stellar disk and the stripped ex-
traplanar atomic gas. The radial velocity of the CO lines
is ∼ 2250 km s−1, close to the velocity of the stellar com-
ponent. The Hi line of the stripped extraplanar Hi (Fig. 3)
is blueshifted by ∼ 30 km s−1. We observe a clear absence
of a CO line in the gas-free southwestern part of the disk

Fig. 10. Single 12CO(2-1) HERA spectrum in the northeast
that is located outside the Hi distribution. The position is
marked with an additional box in Fig. 2.

(Fig. 9 right panel), for which an explanation is proposed
in Sect. 6.1.

5. Comparison with the dynamical model

In this section we will compare the molecular gas and
Hα distribution to the dynamical model of Vollmer et al.
(2006).

5.1. Molecular gas

In order to estimate the H2 column density distribu-
tion, via a zero moment (integrated intensity) map of the
CO(2–1) emission, we proceed as below. For the positions
where the S/N of the Hi is higher than 2.5σ, the linewidths
of the Hi spectra of these positions are determined and the
CO spectra integrated over the Hi velocity range. This
leads to the CO emission distribution map of Fig. 11 (top
panel).

To compare the Hi and the CO emission distributions
with the dynamical model of Vollmer et al. (2006), we
assume that the molecular fraction of the gas depends on
the local gas density. In a first simple approach we assume
that the gas is bimodal, i.e. entirely molecular at densities
> 0.03 M⊙pc−3 = 1 cm−3 and entirely atomic at lower
gas densities. The resulting model gas distribution maps
were convolved to the observational resolutions (middle
panel of Fig. 11). In a second approach we assume that the
molecular fraction depends linearly on the square root of
the gas density fmol =

√

ρ/(0.5 M⊙pc−3). Moreover, the
molecular fraction cannot exceed unity. In Sec. 6.2 we will
give a motivation for this dependency. The resulting model
CO emission distribution is shown in the lower panel of
Fig. 11.

The comparison between the observed and the simu-
lated CO emission distribution shows the following simi-
larities:

– The galactic disk is the most prominent feature. There
is more molecular gas of higher surface densities in the
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Fig. 11. Top panel: 12CO(2-1) emission distribution (solid line)
on the Hi emission distribution (dotted line). The plus signs
show the IRAM HERA pointings which were used to con-
struct the CO moment 0 map. Middle panel: model CO dis-
tribution (solid line) on the model Hi emission distribution
(dotted line). The gas is assumed to be entirely molecular for
gas densities ρ > 0.03 M⊙pc−3. Lower panel: model CO dis-
tribution (solid line) on the model Hi emission distribution
(dotted line). The molecular gas fraction is calculated using

fmol =
√

ρ/(0.5 M⊙pc−3). The letters refer to the regions
shown in the deprojection in Fig. 14.

outer part of the gas disk in the southwest than in the
northeast.

– There is CO emission in the extraplanar regions.
– The model using a molecular fraction proportional to

the square root of the gas density better reproduces the
CO morphology of the extraplanar regions: the north-
ern and southwestern CO emission regions are centered
on the peaks of the Hi emission and there is a spatially
separated CO arm between the southwestern and the
disk CO emission.

On the other hand, we observe the following disagreement
between the model and our observations:

– The model CO emission distribution shows a central
hole. This is due to the initial conditions which had an
initial gas hole for computational reasons.

– The northern part of the observed CO disk shows
emission of lower surface brightness. The Hi emission
(Kenney et al. 2004) shows the opposite trend: high
column density gas is found to the north.

– The model CO emission to the west of the galaxy cen-
ter is more extended than it is observed. This is also
the case for the Hi emission (see Sect. 6).

We thus conclude that the model reproduces qualita-
tively our CO observations. The model using a density-
dependent molecular fraction reproduces the observations
better than a bimodal molecular fraction.

The direct comparison between the Hi and CO model
and observed spectra (Fig. 3 to Fig. 7) shows good agree-
ment for high intensities, i.e. high gas densities. However,
the observed CO and Hi double lines and blueshifted wings
of the Hi lines in the western extraplanar regions are not
reproduced by the model. This is due to the constant col-
umn density of the model gas in the regions affected by
ram pressure (see Sect. 6).

5.2. Star formation

In typical spiral galaxies the star formation rate fol-
lows more closely the molecular gas distribution than the
atomic gas distribution (Wong & Blitz 2002). The Hi sur-
face density saturates at a value of ∼ 10 M⊙pc−2 or even
declines for high star formation rates per unit surface.
In an unperturbed galactic disk the ISM is confined in
the gravitational potential of the disk. The ISM is turbu-
lent and this turbulence is most probably maintained by
the energy input from SN explosions (see, e.g. MacLow
& Klessen 2004 or Vollmer & Beckert 2003). Without a
constant energy supply, turbulence is damped within a
few Myr (Stone et al. 1998, MacLow 1999). Since the ex-
traplanar gas of NGC 4522 is no longer confined to the
potential of the galactic disk, it represents an ideal lab-
oratory to test if the gravitational potential plays a role
for the correlation between star formation rate and the
available molecular/atomic gas mass.

To do so, we first present the Hα emission distribu-
tion overlaid onto the CO emission distribution (Fig. 12).
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Fig. 12. Hα emission distribution (Kenney et al. 2004; con-
tours) on the 12CO(2-1) emission distribution (greyscale).

There is no major site of massive star formation with-
out associated CO emission. At the edges and outside the
galactic disk star formation does not coincide with the
maxima of CO emission. A high column density of molec-
ular gas is thus not sufficient to form massive stars. In
other words, on kpc scales the star formation rate does
not directly depend on the molecular gas surface den-
sity. A number of Hii regions are detected at the outer
edges of the CO emission distribution, at offsets (20′′, 45′′),
(−10′′, 20′′), (−45′′, 0), (−45′′,−30′′).

In the model we assume that the star formation rate
is proportional to the number of collisions between the
gas clouds. Numerically, the star formation rate thus de-
pends on the local number density of the clouds, their cross
section, and their local 3D velocity dispersion. Since the
model clouds have a constant surface density (Vollmer et
al. 2006), their cross sections vary with the cloud mass in
the following way: πr2

cl = Mcl/Σ, where rcl is the radius,
Mcl the cloud mass and Σ the gas surface density. The
cloud mass distribution is a power law with an index of
−1.5. For an isolated unperturbed spiral galaxy this pre-
scription leads to a Schmidt law of the form Σ̇∗ ∝ Σ1.7,
where Σ̇∗ is the star formation rate per area. For the con-
struction of a star formation distribution map we store all
cloud–cloud collisions during 20 Myr before the present
state of the galaxy. This is twice the timescale for Hα
emission, chosen to give more collisions and thus better
statistics. The distribution was then convolved to 0.6 times
the resolution of the CO(2–1) map. This model star for-
mation distribution is presented in Fig. 13 together with
the Hα emission distribution. We note the following points
for comparison between the model and observations:

– As in the observations, our model has two prominent
Hii regions at the outer edges of the galactic disk,

Fig. 14. Deprojected model CO distribution (solid line) on the
deprojected Hi distribution (dotted line). The letters corre-
spond to the characteristic regions of Fig. 11. The galaxy is
moving towards the lower left corner and rotates clockwise.

the most prominent being the southwestern Hii region.
These regions are separated by a local minimum from
the rest of the galactic disk.

– We observe extraplanar model star formation regions
close to the disk at the edges and in the middle of the
galactic disk (see Sect. 6).

– There is isolated star formation over the whole extra-
planar Hi emission. In the model the small patches are
due to multiple collisions of a single massive cloud.

We thus conclude that the model star formation distri-
bution qualitatively reproduces the observed Hα emission
distribution.

6. Discussion

6.1. Deprojecting the model

The model gives us the unique opportunity to deproject
the gas distribution. One has to keep in mind that the
extraplanar gas is no longer located within the galactic
disk, but is a fully 3D feature. In Fig. 14, we present a
deprojected face-on view of the model gas distribution of
Fig. 11 (lower panel). The corresponding regions are la-
beled with capital letters. Region A is the tip of a spiral
arm close to the main gas disk. Region B is a large over-
density within the stripped gas. Region C represents the
tip of the most prominent gas (spiral) arm which is mainly
made of stripped material. Region D is a secondary gas
arm and region E is an overdensity in the windward, low-
density side of the prominent gas (spiral) arm. As stated
above, the gas outside the main gas disk (R < 30′′) has
a fully 3D structure. As can be seen in the lower panel of
Fig. 11, the upper edge of the deprojected gas distribution
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Fig. 13. Left panel: Hi emission distribution on Hα emission distribution (Kenney et al. 2004). Right panel: model Hi distribution
(Vollmer et al. 2006; contours) on the model massive star formation distribution (greyscale). Darker regions correspond to less
massive star formation.

becomes the northeastern edge of the model distribution
in the observed projection. The prominent gas (spiral) arm
(D, C) runs in the observed projection vertically from the
southwestern edge of the galactic gas disk to the end of
the gas distribution at (40, 40) (Fig. 14). The southwest-
ern extraplanar Hi emission region is made of relatively
diffuse gas from the low-density side of the prominent gas
(spiral) arm. This low-density side has one overdensity (E)
where star formation can proceed. This is consistent with
the observed Hi and Hα emission distribution, but we do
not claim that this is the necessary configuration. Most
interestingly, we can identify the upbending arm (south
of D, C on the lower panel of Fig. 11) with a chain of
observed Hii regions (between (12h33m38s, 09d10m00s)
and (12h33m37s, 09d10m30s) on the left panel of Fig. 13
and the corresponding molecular arm on Fig. 12. We think
that this is a robust feature. As already stated in Sect. 5.1
the outer part of the upbending arm (DEC offset 0′′ to
40′′ in the lower panel of Fig. 11) is not present in the
observations. In deprojection this part of the arm is lo-
cated between DEC offsets of 20′′ and 80′′ (Fig. 14). Due
to its low total gas surface density Σ with respect to the
inner part (DEC offset −20′′ to 0′′) it is more vulnerable
to ram pressure stripping or evaporation (the acceleration
a due to ram pressure p is a = p/Σ). This is consistent
with the blueshift and large linewidth of the extraplanar
low column density Hi which is stripped more efficiently
than the high column density gas (Fig. 9 of Vollmer et
al. 2006). Moreover, the CO and Hi spectra of the south-
ern extraplanar Hi region (Fig. 6) show that CO is only
associated with high column density Hi at the highest ve-
locities. Our numerical model cannot reproduce the more
efficient stripping of low column density gas, because it

uses a constant column density for the atomic gas phase
(see Vollmer et al. 2001 and Fig. 9 of Vollmer et al. 2006).
We therefore suggest that the outer part of the stripped
gas arm has been stripped more efficienctly and now has
a column density too low to be detected in the Hi obser-
vations. On the other hand, very dense gas can decouple
from the ram pressure wind (see Sect. 4) as it is found
in CO observations of NGC 4438 (Fig. 4 of Vollmer et al.
2005).

We conclude that the formation of molecular clouds
and star formation mainly depend on the large-scale over-
density of the gas more than on dynamical criteria or the
overall pressure (see Sect. 6.3).

Wind-decoupled molecular gas is only found in the
northern part of the galactic disk (Sec. 4). With the help of
the deprojection (Fig. 14), this can be understood. High
density gas is stripped from the left border of the gas
disk. Since the ram pressure wind is rather face-on, the
gas clouds are pushed to larger heights above the galactic
plane. At the same time, rotation makes clouds move to-
wards positions A and B, i.e. the northern part of the disk
where the wind-decoupled molecular clouds are found.
This finding suggests that dense giant molecular clouds
can decouple from the ram pressure wind at early stages
of the stripping of dense gas from the galactic disk, as
seems to be the case for NGC 4438 as well.

6.2. Molecular fraction

As seen in Sec. 5.1 and Fig. 11, a molecular fraction which
is proportional to the square root of the total gas density
reproduces the observed CO emission distribution bet-
ter than a simple bimodal molecular gas fraction assum-
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ing a gas density cutoff. Vollmer & Beckert (2003) ap-
proximated the molecular fraction by the ratio between
the turbulent crossing time scale tturb = rcl/vturb and
the timescale for molecule formation tmol = α/ρcl, where
vturb is the turbulent velocity dispersion within the cloud,
ρcl = ρ/ΦV the cloud density, ρ the total large-scale gas
density, ΦV the volume filling factor, and α the constant
of molecule formation α ∼ 3 × 107 yrM⊙pc−3:

fmol =
tturb

tmol
=

rcl ρ

vturbα ΦV
. (1)

The volume filling factor ΦV is defined by the condition
that the gas clouds are self-gravitating, i.e. the turbulent
cloud crossing time tturb equals the free fall time tff of the
clouds:

rcl

vturb
=

√

3 π ΦV

32 Gρ
, (2)

where G is the gravitation constant. Inserting Eq. 2 into
Eq. 1 leads to

fmol =

√

3 π

32 G
α−1Φ

−
1

2

V ρ
1

2 . (3)

Thus, the molecular fraction depends on the square root
of the cloud density ρcl = Φ−1

V ρ. For the dependence used
in Sec. 5.1 we assume a constant volume filling factor (see
Vollmer & Beckert 2003). A density of 0.5 M⊙pc−3 im-
plies a volume filling factor of ΦV = 0.03. This is higher
than the volume filling factors given in Vollmer & Beckert
(2003). Eq. 1 is a crude approximation which may overes-
timate the molecular fraction by a factor of 5-10, probably
because fmol is substantially overestimated by tturb/tmol.
However, we think that its dependence on the physical pa-
rameters of the gas are valid. Eq. 3 will be used together
with a similar expression for the star formation efficiency
in the next section. The observed molecular gas fraction
decreases from 50% within the galactic disk to 35% in the
extraplanar region (Table 1).

6.3. The efficiency of extraplanar star formation

Does the star formation efficiency (SFE) change once the
gas has left the confining gravitational potential of the
galactic disk? The role of large-scale processes in pro-
voking star formation is subject to debate, with many
”recipes” providing reasonably similar fits to observations
– e.g. the ”Toomre” criterion (Kennicutt 1989), a pressure-
based criterion (Blitz & Rosolowsky 2006), or a basic
Schmidt (1959) law. The problem is not so much predict-
ing the behavior in spiral disks but understanding what
governs large-scale star formation in general in order to be
able to understand other environments, typically those at
intermediate and high redshifts. In classical dwarf galax-
ies, it is difficult to study the SFE because the low metal-
licity makes the measure of the H2 mass uncertain. In
Tidal Dwarf Galaxies, morphologically similar but with
higher metallicities, Braine et al (2001) found that, curi-
ously, the SFE was not identifiably different from spiral

Table 1. Derived masses, molecular fractions, and star forma-
tion rates/timescales.

galactic disk extrapl. total frac.extrapl.

MHI (108 M⊙) 2.5 1.5 4 0.4

MH2
(108 M⊙) 2.2 0.8 3 0.25

MH2
/MHI 0.88 0.53 0.75

SFR (M⊙yr−1) 0.1 0.015 ∼ 0.14

tSFR

H2
(Gyr) 2.2 5.3

tSFR
tot (Gyr) 4.7 15.3

galaxies typically 100 times more massive. In the post-
collision Taffy galaxies or UGC 813/816 system, on the
other hand, the SFE in the bridge gas is much lower than
within spiral disks (Braine et al. 2003, 2004).

The SFE can be defined with respect to the molec-
ular gas mass available or with respect to the total gas
mass available, either SFE−1 = tSFR

H2
= M(H2)/ṀSFR or

SFE−1 = tSFR
tot = M(H2 + HI)/ṀSFR. The observed gas

masses, molecular fractions and star formation rates and
timescales are presented in Table 1. Whereas close to half
of the Hi is found beyond the galactic disk, this ratio de-
creases to 1/4 for the molecular gas and to 1/7 for the
Hα emission. The averaged star formation timescale based
on the molecular or total gas mass increases from 2.2 or
4.7 Gyr within the galactic disk to 5.3 or 15.3 Gyr respec-
tively within the extraplanar region. The star formation
efficiency thus decreases by a factor of ∼ 3 between the
disk and the extraplanar region.

In the framework of the model of Vollmer & Beckert
(2003) the local star formation rate is given by

ρ̇∗ = ΦV
ρ

tclff
, (4)

where ΦV is the probability of finding a self-gravitating
cloud, i.e. the volume filling factor of self-gravitating
clouds. Inserting the expression for the free fall time of
Eq. 2 into Eq. 4 yields the following expression for the
star formation timescale which corresponds to the inverse
of the star formation efficiency:

t∗ =
ρ

ρ̇∗
=

√

3 π

32 G
Φ

−
1

2

V ρ−
1

2 . (5)

Thus, the star formation timescale depends on the inverse
of the square root of the total large-scale density and the
volume filling factor.

From Table 1 we obtain:

fdisk
mol

f ext
mol

= 1.3 , and
text
∗

tdisk
∗

= 3.3 , (6)

leading to

Φdisk
V

Φext
V

= 2.5 , and
ρdisk

ρext
= 4.3 . (7)

We therefore suggest that the observed decrease of the
star formation efficiency by a factor of 3 in the extra-
planar region, together with a lower molecular fraction,
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is due to a higher volume filling factor of self-gravitating
clouds in the galactic disk of NGC 4522. These clouds
are about twice as dense as their counterparts in the ex-
traplanar regions. The overall density in the extraplanar
region is about 4 times lower than that of the galactic
disk, presumably because the extraplanar gas is no longer
confined by the gravitational potential of the disk. This
is supported by the lower CO(2–1)/(1–0) line ratio in the
extraplanar gas (Fig. 8). However, the gas is still confined
by the hot intracluster medium and partially compressed
by ram pressure. The mixture of ram-pressure and rota-
tion create zones where the atomic gas is dense enough
to be gravitationally bound, become molecular, and form
stars.

We conclude that the stripped ISM still forms
molecules and stars in a way not distinguishable from disk
star formation (Eqs. 1 and 4) as long as the overall gas
density is high enough to form bound clouds. The ulti-
mate fate of the stripped gas is probably ionization and
evaporation, without star formation for the low-density
gas, and after a generation of stars, which then disperse
the remaining dense gas, for the initially denser gas.

As the simulations show (Fig. 14) part of the gas is
stripped in relatively dense arms whose mean density is
about 4 times lower than that of the galactic gas disk.
Since these gas arm are only confined by the hot intraclus-
ter medium, they might ultimately disperse giving rise to
a large low surface density tail as observed in NGC 4388
(Oosterloo & van Gorkom 2005).

6.4. Comparison with radio continuum observations

Recently, Murphy et al. (2008a, 2008b) compared Spitzer
24 µm emission with 20 cm radio continuum maps. The
radio-FIR correlation is used to predict the radio emission
from the Spitzer 24 µm emission. They found a radio defi-
cient region at the eastern outer edge of NGC 4522’s disk
where ram pressure is pushing the interstellar medium.
Since the 24 µm dust emission is associated with molecu-
lar gas, we compare in Fig. 15 the 6 cm radio continuum
emission from Vollmer et al. (2004) with the CO emis-
sion distribution. The extraplanar 6 cm radio continuum
emission extends farther to the west than the CO emis-
sion. The radio emission of the northeastern disk extends
in the region where we found CO emission without asso-
ciated Hi emission (Fig. 9). The northern extraplanar CO
and Hi emission does not show associated radio continuum
emission. We convolved the 6 cm radio continuum and CO
maps to a resolution 20′′×20′′ and computed a ratio map
which is shown in the right panel of Fig. 9. As expected,
the 6 cm/CO ratio is highest in the extraplanar region.
The smallest 6 cm/CO ratios are found at the extremities
of the disk. We observe a maximum of the 6 cm/CO at
the eastern edge of the galactic disk where Murphy et al.
(2008a/b) detect a radio deficient region. Since we do not
expect the 24 µm emission to be proportional to the CO
emission, the interpretation of the result is difficult. In ad-

dition, we think that our data are not sensitive enough to
draw a firm conclusion on the 6 cm/CO ratio map.

7. Conclusions

We present IRAM 30m 12CO(2–1) HERA and 12CO(1–
0) observations of the ram pressure stripped Virgo spiral
galaxy NGC 4522. We directly compare the CO spectra
to the Hi data cube of Kenney et al. (2004). In a sec-
ond step a CO emission distribution map is produced in
the regions where Hi is detected. The CO emission distri-
bution is compared to Hα observations of Kenney et al.
(2004) and to the model distribution of molecular gas de-
rived from dynamical simulations of Vollmer et al. (2006).
A map of the distribution of star formation based on the
numerical cloud–cloud collisions is produced which is then
compared to the Hα emission distribution. The 3D model
snapshot allows us to deproject the observed features and
understand their origin. From this work we conclude that

1. CO emission is associated with the extraplanar atomic
gas. The morphology of the molecular gas closely fol-
lows but is less extended than the Hi morphology.

2. In the northern part of the galactic disk we find CO
emission without an Hi counterpart. We interpret this
detection as wind-decoupled molecular clouds as ob-
served in NGC 4438 (Vollmer et al. 2005).

3. In the extraplanar region CO emission is always asso-
ciated with sites of massive star formation as probed
by Hα emission. At the resolution of our observations,
there is no correlation between the CO and Hα peaks.

4. A model using a molecular fraction proportional to the
square root of the gas density qualitatively reproduces
our CO observations.

5. The model star formation distribution, which is nu-
merically based on cloud–cloud collisions, qualitatively
reproduces the observed Hα emission distribution.

6. The deprojection of the model extraplanar gas shows
that a significant part of the gas is stripped in the form
of relatively dense arms.

7. The formation of molecular clouds, and subsequent
star formation, occurs at peaks in the large-scale vol-
ume density of the gas, with no clear difference with
respect to the disk despite the very different condi-
tions (i.e. stellar density dominates in the disk but is
negligible in the extraplanar material).

8. In the disk gas, the molecular and atomic fractions
are about equal whereas in the extraplanar gas, there
is twice as much HI as H2, assuming a standard
N(H2)/ICO conversion ratio.

9. The star formation efficiency of the extraplanar gas is
about 3 times lower than that of the galactic disk.

10. Using the analytical framework of Vollmer & Beckert
(2003) we find that the overall total gas density and
volume filling factor of self-gravitating clouds are fac-
tors of 4 and 2.5 lower respectively compared to the
galactic disk.
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Fig. 15. Left panel: Contours of the 6 cm radio continuum emission from Vollmer et al. (2004) on the CO emission distribution
(greyscale). The contour levels are (2, 4, 6, 8, 10, 20, 30, 40, 50, 60, 80, 100) × 20 µJy/beam. The resolution is 15′′

× 15′′. Right
panel: Ratio between the 6 cm and CO emission. Brighter regions have higher CO/6 cm ratios.

In the early phases of ram pressure stripping (∼ 50 Myr
after peak ram pressure; Vollmer et al. 2006) a significant
part of the stripped gas is in the form of relatively dense
arms. At the same time some very dense molecular clouds,
representing a tiny fraction of the stripped gas, can decou-
ple from the ram pressure wind. Molecules and stars form
within the stripped dense gas according to the same laws
as in the galactic disk, i.e. they mainly depend on the over-
all total gas density. Star formation proceeds where the
local large-scale gas density is highest. Given the complex
3D morphology this does not necessarily correspond to the
peaks of the surface density. In the absence of a confining
gravitational potential these stripped gas arms will most
probably disperse, i.e. their density will decrease and star
formation will cease.
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Chapter 6

Conclusions

In this thesis we investigated the influence of ram pressure stripping on the star

formation history of clusters spiral galaxies.

Different observations of nearby cluster (Giovanelli & Haynes 1983, Binggeli

et al. 1985 and Schindler et al. 1999) showed that a large fraction of cluster galaxies

are HI deficient. The most probable origin for this lack of gasin cluster galaxies

is an hydrodynamical processes that involves the gas of the galaxy and the medium

in which the galaxy moves, i.e. the intracluster medium. A galaxy that is moving

inside the potential well of a cluster undergoes a pressure exerted by the intracluster

medium. If this pressure is larger than the restoring force due to the galactic

potential, the galaxy loses gas from the outer disk.

The stripping of the gas produce in spiral galaxies spectacular plumes of

extraplanar gas extending at distance in the order of 50-100kpc from the disk (e.g.

Oosterloo & van Gorkom (2005)).

The ram pressure stripping has not been completely understood yet, since

observations found HI deficient galaxies at a distance wherethe ram pressure should

not be efficient (Solanes et al., 2001). Applying the Gunn & Gott (1972)criterion

we know that ram pressure stripping becomes efficient when the galaxy passes near

the cluster center, at less that one virial radius, and for a short timescale, i.e. a few

10 Myrs.

Despite this short timescale, ram pressure stripping is able to remove up to 90%

of ISM from the disk of a spiral galaxy (Gavazzi 1989, Gavazzi1987). Once the gas

has left the disk, mostly from the outer region, star formation stops. Appropriate

optical spectra and photometry should recover a signature of this dramatic event,

determining in this way a stripping age, i.e. the time elapsed since the star formation

truncation. This age can be considered as a clock that gives the time at which the

galaxy passed the cluster center.

As a first example we take NGC 4388, an edge-on Seyfert 2 galaxyat projected
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distance of 1.3◦ from the Virgo cluster center. From Hα (Yoshida et al., 2002)

line and 21-cm line observations (Oosterloo & van Gorkom 2005, Vollmer &

Huchtmeier 2003) and Hα (Yoshida et al., 2002) there are clear evidences of

relatively recent ram pressure stripping.

The main goal of the thesis was to investigate, through the optical spectroscopy

and the photometry, the star formation history of NGC 4388. To obtain this

information we performed spectroscopic observations at the European Southern

Observatory (ESO) Very Large Telescope. Using the FOcal Reducer and low

dispersion Spectrograph 2 (FORS2), we pointed the slit at two different regions:

an inner region at 1.5 kpc from the center of the disk, and an outer region at 4.5 kpc,

in a gas-free region of the disk. From archive images we extract also for the same

positions the photometry of 12 bands, from the UV to the InfraRed.

The determination of the star formation history from the data set is an inverse

problem that we address using a non parametric method. The estimation of the

best fit model through the minimization of the usualχ2 function is complex.

Ocvirk et al. (2006a) showed that the inverse problem associated to the spectral

analysis is ill-posed, i.e. small variations in the initialcondition can give huge

variations in the solutions. For this reason we regularize the problem using a proper

penalty function. The unknowns of our problem are the star formation history, the

metallicity evolution and the spectral broadening function. In addition we use a

non parametric extinction correction for the spectra and anextinction law from the

literature for the photometry. In this thesis we extended the method of Ocvirk et al.

(2006a) to deal with photometry.

The total best fit model is estimated by minimizing aQµ(x) function depending

on all the unknowns of the problem. TheQ-function includes the usualχ2 best-

fit estimator and a penalty function. It smoothes the solutions by assuming large

values when the star formation and the metallicity evolution are very irregular

functions of time or the spectral broadening function is toochaotic. An adjustable

parameter controls the weight of the different penalizations in the final estimation.

We calibrated the weight coefficient associated to the non parametric estimation

of the continuum and the spectral broadening function. The critical coefficients

that affect the final solution are the penalty functions of the star formation and the

metallicity,µx andµZ.

We performed a campaign of inversions, to investigate the effects of the

different parameters on the final results. This campaign involved spectral,

photometric, and a combined analysis. The spectral inversion has been calibrated
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to match our VLT observations at intermediate resolutionR ∼ 800. In Ocvirk et al.

(2006a) the method has been tested on high resolution spectra (R ∼ 10000).

We built mock spectra and photometry from two semi-analytical models of

Boissier & Prantzos (2000). We performed a campaign of inversions in theµx − µZ

plane, in ranges between 10−1 − 104.

As for the spectroscopy, the inversion problem associated with the photometric

analysis is ill-posed and needs regularization. We defined anew function that

includes both spectral and photometric functions. We introduced a parameter that

determines the relative weight of the photometric and spectroscopic constraints. We

investigated the possibility to use a unique penalization for the analysis of combined

spectroscopic and photometric data by performing a mock campaign.

We performed Monte Carlo simulations adding a gaussian noise to the

mock spectrum and to the mock photometry. The results are stable, once that

minimization has converged. The uncertainties for the young stellar ages (≤ 10

Myr) can be large due to the uncertainties of stellar models (see Fig. 3.3).

From this campaign we conclude that:

• it is possible to use the same penalization weight for the inversion of the

spectroscopic, photometric and combined data. For the sameµx andµZ the

spectral and photometric inversions give different answers. The photometry

is systematically less constrained. This is particularly evident when we

investigated the weight coefficientµZ, that penalizes the metallicity evolution.

For µZ = 102 the spectral analysis is able to reproduce the basic trend ofthe

metallicity evolution. The photometry is less constrainedand obliges us to

impose a constant metallicity (µZ = 104);

• analyzing the shape of the recovered solution, we can identify for each weight

coefficient three different regimes. For low values of the weight coefficient,

the penalization under-smoothes the solution, allowing large irregularities in

the profile easily and artifacts. For high values of the penalty, the solution

is over-smoothed, imposing a constant solution independently of the other

parameters of the problem. Between this two regimes, there is a narrow

’transition region’, in which there is a mixing between artificial and realistic

features. This problem was more evident when we investigated an input model

with a truncation in the star formation (see Fig. 3.27 as example);

• the star formation history recovered with 10−1 ≤ µx ≤ 104 for the spectral

inversion is always in agreement with the model. The limit caseµx = 10−1
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shows irregularities and error bars larger than the other cases, fixing in this

way the lower limit of our investigation;

• for spectral analysis the smooth metallicity evolution forlookback times

t < 1 Gyr is reproduced only forµZ ≥ 10−1. For µZ ≥ 103 the metallicity

is flat independently of the values ofµx. The basic trend of the metallicity

is reproduced for an appropriate set [µx, µZ] = [102, 102]. For µZ ≥ 104 the

metallicity is flat and can be considered as a time-bin averaged metallicity.

This time-bin averaging produces a underestimation of the average metallicity

at lookback timest < 1 Gyr. Comparing the results for different semi-

analytical models we determine the underestimation to be 0.005 ≤ ∆Z ≤
0.008;

• when using different exponentially decreasing star formation histories as

initial guesses the non parametric method is able to recoverflat and peaked

star formation histories. The initial guess for the star formation history is

less critical than that for the metallicity evolution. The initial guess for the

metallicity evolution should be higher than the expected time-bin averaged

metallicity;

• the star formation history is less constrained by the photometry. Therefore the

photometric analysis needs a higher penalization than the spectral analysis;

• the metallicity evolution is not constrained by the evolution. Therefore we

have to assume a constant metallicity (µZ = 104).

• when combining the spectral and the photometric analysis the results are a

balance between the separate analysis. The star formation history is smooth

for µx = 101, as in the spectral analysis. The metallicity is instead less

constrained and requires high penalizations. ForµZ = 104 and µx = 101

we find acceptable solutions;

• to model a spiral galaxy that undergoes ram pressure stripping we truncated

the star formation of the semi-analytical models at a lookback time oft = 130

Myr. The results show that for high penalization (µx = 102) of the star

formation history the stripping age is underestimated by upto 80 Myr. In

particular:

- for the spectral analysis the star formation history is smooth before the

truncation for all the penalizationµx, µZ. Forµx ≤ 101 the recovered star

formation history presents some residuals at lookback timest ≤ 100 Myr.
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Only for one case [µx, µZ] = [10−1, 104], the stripping age is exactly

reproduced. For all the other cases we can have an underestimation of

one time bin, i.e. 50 Myr forµx = 101, or two time bins, i.e. 80 Myr

for µx = 102. As for the continuous star formation history, the spectral

analysis reproduces the basic trend of the metallicity forµZ = 102;

- the photometric analysis showed that forµx = 10−1 the recovered star

formation is irregular at lookback timest < 300 Myr. Forµx ≥ 101

the solutions are smooth. As for the photometric analysis ofan isolated

disk, the metallicity is less constrained and requires highpenalization

µZ = 104;

- the combined analysis showed that forµx ≤ 10−1 the recovered star

formation histories before the truncation are irregular, and for µx ≥ 101

they are smooth. The metallicity requiresµZ = 102 to reproduce its basic

trend, as in the spectral analysis. The stripping age is underestimated by

at least 50 Myr in all the cases;

A second part of the thesis applied the tested method to our observations

of NGC 4388. We performed a campaign of inversions to explorethe effects of

different penalization weights on the solutions. The main results are:

• both for the inner and the outer region spectra we find gaussian-like spectral

broadening functions. The peak and FWHM of the velocity distribution are

consistent with the Hα velocity field (Veilleux et al. 1999);

• for the inner spectrum the recovered star formation historyis flat;

• the FORS resolution is too low to derive a meaningful metallicity evolution.

We keep the metallicity solution constant and consider it asa time-bin

averaged value, rather than a realistic evolutionary track;

• we performed a non parametric inversion of the outer region of NGC 4388

using the spectral libraries of Bruzual & Charlot (2003) andVazdekis et al.

(2007), that uses the stellar library MILES (Sánchez-Blázquez et al. (2006),

Cenarro et al. (2007)). We recovered a drop in the star fromation history for

both spectral basis at lookback timet ∼ 300 Myr. In this way we showed that

the results of the method are independent of the chosen spectral basis;

• we performed three inversions using a flat star formation, anexponentially

decreasing star formation rate withτ = 5 Gyr and an increasing star

foromation rate withτ = 5 Gyr as intial guesses. We verify that for reasonable
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initial guesses, i.e. a flat star formation history and exponentially decreasing

laws, the recovered star formation shows a drop at a lookbacktime of t ≃
300 Myr;

• for the photometric analysis we use in the minimization procedure extinction

laws of Calzetti (2001) and Cardelli et al. (1989). The different shapes of the

two laws only affect the curvature of the star formation truncation (Fig. 4.18);

• we performed a campaign of inversions exploring the penaltiesµx, µZ. The

main results of this campaign showed that forµx ≥ 104 the star formation

solution is flat. Forµx ≤ 104 the recovered star formation history shows a

drop that can occur at lookback timet = 250 Myr. The metallicity is irregular

and needsµZ ≥ 102.

As a conclusion, the non parametric method:

• indicates a constant star formation history in the inner region and a recent drop

of the star formation history in the outer region;

• recovers a solar metallicity with a small radial gradient;

• provides constraints on the long term underlying stellar population;

• cannot provide precise stripping ages, because of the limited amount of

information the data, obliging us to penalize.

For the last reason we introduce a parametric method that refines the precision

of the determination of the stripping age under the assumption that the ram pressure

stripping timescale is small (t < 50 Myr). Based on the non parametric results we

assume a flat star formation history before the stripping event, a constant metallicity

evolution and a known spectral broadening function. We approximate the effect of

gas stripping by cutting the star formation at different lookback times 0≤ t ≤ 1

Gyr. We verified the stability of the results with 500 Monte Carlo simulations. The

obtained set of spectra is compared to the observed spectrumof the outer disk. From

this comparison we conclude:

• the stripping age does not significantly depend on the choiceof the metallicity

evolution as long as the time-bin averaged metallicity is preserved;

• the chosen extinction law for the photometric analysis doesnot influence the

recovered stripping age. We use two different exinction laws (Calzetti 2001,

Cardelli et al. 1989) and we apply them to the set of spectra created from a flat
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star formation history with solar metallicity. The method recovers the same

stripping age for both extinction laws.

We investigate how the stripping age changes with respect tothe star formation

history and the chosen metallicity. We created mock spectrausing different star

formation histories, before the cut, and different metallicities. The main results

from this campaign are:

• at fixed star formation history a decreasing metallicity leads to an increasing

stripping age,

• at fixed metallicity a flatter star formation history leads toan increasing

stripping age.

The non parametric inversion recovers a flat star formation history with solar

metallicity. The parametric method leads to a stripping agefor NGC 4388 occurred

∼ 190± 30 Myr. Revised dynamical models are in good agreement with our results

(Fig. 6.1).
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Figure 6.1: Upper panel: integrated HI emission line from Oosterloo & van Gorkom (2005)
observations with Westerbork Synthesis Radio Telescope (WSRT). The ellipse indicates the
region where Yoshida et al. (2002) detected ionized gas. Lower panel: revised dynamical
model (Vollmer, in preparation).
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Appendix A

The error spectrum associated with
FORS data

The distribution of errors in the final FORS spectra is dominated by photon noise.

The corresponding electrons collected in the CCD fulfill Poisson distribution:

σe(CCD) =
√

xe, (A.1)

where xe is the number of electrons count. The final spectrum from the

subtraction of a sky spectrum from a galaxy spectrum, therefore:

σ2
e = σ

2
e(S KY) + σ2

e(OBJ), (A.2)

in whichσ2
e(S KY) is the noise in the sky background andσ2

e(OBJ) is the noise

in the observed object. Ifue andve are respectively the number of counts in the sky

background and in the object we have:

σ2
e(S KY) =

√
ue, σ2

e(OBJ) =
√

ve + ue. (A.3)

To have the noise in Physical Unit (PU= erg/cm2/sec/Å) we convertσe in σPU.

We use the gain value of the CCD (g = 1.43e−/ADU) and the sensitivity function

(hereafterC(λ)) of the instrument:

σADU =
σe

g
, σPU = σADU · C(λ), (A.4)

σADU =

√
ve + 2ue

g
, σPU =

C(λ)
g

√

ve + 2ue. (A.5)

Now if:

ve = g · vADU =
g

C(λ)
· vPU , (A.6)
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we can write:

σPU =
C(λ)

g

√

g
C(λ)

(vPU + 2uPU) =

√

C(λ)
g

(ve + 2ue). (A.7)

In this expression, we have not take into account thatC(λ) is derived from the

observations of spectro-photometric standard stars, i.e.it is itself subject to errors.

The reason is that spectrophotometric calibrations
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Appendix B

The calculation of the Q function and
its derivative in practice

The solution of Eq. 2.23 and Eq. 2.19 is found by minimizing the Q-function:

Q(x) = χ2(y | x) + µP(x), (B.1)

in which:

- χ2(y | x) = [y − s(x)]⊤ ·W · [y − s(x)] is the usualχ2 estimator.

- P(x) is the penalty function.

To find the minimum of theQ-function we use theOPTIMPACK package

(Thiebaut, 2002) implemented for Yorick

language (http://www.maumae.net/yorick/doc/index.html). This method uses the

limited memory variable method (VMLM-B) and need an analytical form of the

Q-function and its gradient.

In the next sections we analyze in detail each term both ofQ and ∂Q
∂

.

B.1 χ2 gradient

This term represents the usualχ2 estimator, in whichs(x) is the model spectrum

associated to a definedx. Depending on the equation considered (2.23 or 2.19),

we have different solution. We follow precisely the implementation of Ocvirk et al.

(2006a).

B.1.1 Without LOSVD

s(x) = diag(fext) · B · x. (B.2)

To minimize this function we need to write explicitly the gradients. For the

sake of simplicity, we define a vector of the residuals:
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r = y − diag(fext) · B · x. (B.3)

The gradient ofχ2 is:

∂χ2

∂x
= −2B⊤ · diag(fext) ·W · r , (B.4)

∂χ2

∂Z
= −2x⊤ · ∂B

⊤

∂Z
· diag(fext) ·W · r , (B.5)

∂χ2

∂E
= −2x⊤ · B⊤ · diag

(

∂fext

∂E

)

·W · r . (B.6)

B.1.2 With LOSVD

If we consider the LOSVD the model spectrum is given by:

s= F −1 · diag(F · K ) · F · g, (B.7)

in which K is a spectra obtained from Eq. B.2 andF is the fast Fourier

transform as defined in Press (2002).

We define a vector residual:

r = y − F −1 · diag(F · K ) · F · g. (B.8)

The total gradient is:

∂χ2

∂g
= −2F ∗ · diag(F · diag(fext(E)) · B · x)∗ · F ·W · r , (B.9)

∂χ2

∂x
=

(

∂χ2

∂K

)⊤
· diag(fext) · B, (B.10)

∂χ2

∂Z
=

(

∂χ2

∂K

)⊤
· diag(x) · ∂B

∂Z
· diag(fext), (B.11)

∂χ2

∂E
=

(

∂χ2

∂K

)⊤
· diag

(

∂fext)
∂E

)

· B · x, (B.12)

in which:

∂χ2

∂K
= −2F ∗ · diag(F · g)∗ · F ·W · r . (B.13)
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Appendix C

Non Parametric Estimation of the
Continuum
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Figure C.1: Top panel: NPEC basisf j(λ). Bottom panel : NPEC basis obtained through a
cubic spline interpolation of the vectorf j(λ).

As in Ocvirk et al. (2006a) We define a set ofλn anchor points equally spaced

in the wavelength domain of the spectra. We create a functionE defined in the
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λn points. We build the extinction law by linear interpolationof the En(λn) points

according to the basis (left panel of fig. C.1):

f j(λ) =















































λ−α j−1

α j−α j−1
for α j−1 ≤ λ ≤ α j,

α j+1−λ
α j+1−α j

for α j ≤ λ ≤ α j+1,

0 otherwise.

The extinction law is developed along this basis:

fext(λ) =
n

∑

j=1

E j f j(λ), (C.1)

or in matrix form:

fext(E) = R · E, (C.2)

where matrixR = Rk j = f j(λk) samples each basis elementf j in the wavelength

domain considered. The values inE completely define what we have called the

NPEC correction curve. It may account for extinction, but also for flux calibration

errors.

The basisf j(λ) is a sequence of triangles (see left panel of Fig. C.1). The

linear combination of this basis provide a broken line. For this reason we preferred

to smooth the basis using a cubic interpolation along the wavelength range (right

panel of Fig. C.1). In this way we are been able to reproduce extinction laws with

continuous derivatives.
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Appendix D

Extinction laws

D.1 Cardelli et al. (1989)

The Cardelli et al. (1989) law is :

fext(λ, AV ,RV) = e−τ(λ,AV ,RV ), (D.1)

where:

τ(λ, AV ,RV) = Aavg · AV · ln(10) · 0.4. (D.2)

In Eq. D.2 we have:

• A(λ) = Absolute extinction at any wavelength.

• AV = Absolute extinction at a reference wavelength chosen for V filter (in

Cardelli et al. (1989) isλV = 5494 Å).

• Aavg = 〈A(λ)/AV〉 is the mean extinction law. It can be written as:

Aavg = a(x) + b(x)/RV , (D.3)

in which:

– RV ≡ AV/E(B − V) is a parameter that is 3.1 in the diffuse interstellar

medium and 5 in some dense clouds. Its value can vary with the

abundances of interstellar molecules.

– a(x), b(x) are derived from a least square analysis of observations and

a polynomial fitting in x = 1/λ. The coefficient depends on the

wavelength.
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In photometric minimization we need an analytical expression of the derivative

Eq. D.1:

d
dAV

e−τ(λ,AV ,RV) = −e−τ(λ,AV ,RV ) ·
(

a(x) + b(x)/RV

)

· ln(10) · 0.4. (D.4)

D.2 Calzetti (2001)

The Calzetti law is more complex because of the distinction between gas and stars.

The law is been calibrated for local starburst galaxies. Theintrinsic flux density

fi(λ) is recovered from the observed flux densityfo(λ) using this relation:

fi(λ) = fo(λ) 100.4E(B−V)gaske(λ), (D.5)

in which E(B − V)gas is the color excess of the gas component, i.e. the difference

between light absorption inB minus the light absorption inV band (emitted from

the gas). The factorke(λ) represents the obscuration curve for the stellar continuum

(Calzetti et al., 2000) :

ke(λ = 1.17(−1.857+ 1.040/λ) + 1.78, (D.6)

for for 0.12µm ≤ λ ≤ 2.2µm, or:

ke(λ) = 1.17(−2.156+ 1.509/λ − 0.198/λ2 + 0.011/λ3) + 1.78, (D.7)

for 0.12µm ≤ λ ≤ 0.63µm.

The stellar continuum has a different reddening with respect to the ionized

gas (Calzetti et al. 1994, Fanelli et al. 1988, Mas-Hesse et al. 1989). The relation

between the gas and stars component is:

E(B − V)star= 0.44E(B − V)gas. (D.8)

The extinction law is then:

fext(λ, E(B − V)) = 100.4E(B−V)gaske(λ), (D.9)
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The gradient of Eq. D.9 explicitly written is:

∂ fext

∂E(B − V)
= −0.4 · ke(λ) · fext(λ, E(B − V)) · log(10). (D.10)
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Appendix E

Campaign of non parametric
spectral inversion of the SAM2 model
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