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Chapter 1

Introduction

A galaxy is a physical system gravitationally bound, forrogdtars, gas in dlierent
phases, embedded in a dark matter halo. Following the Hudbksification
(Hubble 1936, Hubble 1927, Hubble 1926a, Hubble 1926b) weleigalaxies in
three diferent 'Hubble types’, according to their morphology.

Elliptical galaxies (early type) have an ellipsoidal shéps can have dlierent
eccentricities. They are formed of old stars with no cursgat formation and a
small amount of gas. Spiral galaxies (late type) are conpo$sa central bulge
with a high concentration of stars, and a rotating flat disktaiming stars, gas and
dust. Finally there are lenticular galaxies, intermedie®veen spiral and elliptical
galaxies, with a central bulge similar to the spiral galaxieut ill-defined spiral
arms. Beyond these 'Hubble types’ there is a broad classlakiga with lack of
regular structure, they form the group of Irregular galaxie

1.1 Spiral galaxies

A proper description of spiral galaxies is more complex tdafined above. The
bulge hosts at its center a supermassive black holes andstheah have dferent
shapes. In approximatively half of the cases the disk ptesancentral bar
composed of stars (Mihalas & Routly, 1968). In the Hubbleusegge of spiral,
galaxies fork in two sub-samples according to the preseno®toof a central bar
(see Fig. 1.1).

In spiral disks gas can be present iffelient phases that depend on density
and temperature (Bakos et al. 2002). We can divide the teteasmedium into 5
phases (Dahlem 1997) : hot ionized medium, warm ionized umedivarm neutral
medium, cold neutral medium and the molecular componene Hdt and warm
component consist of hot ionized gas and neutral HI medilahwie can assume
homogeneously distributed all along the gas disk. The caldl the molecular



Figure 1.1: Hubble sequence (courtesy Ville Koistinen).

component have instead a clumpy structure not uniformlyridiged. The disks
of spirals are riches of gas in which there is a high star féionaate.

Spirals are rotation supported systems that can undefigvett perturbations
due to the environment in which they evolve. In reality tisishHe usual case, since
galaxies are not isolated system. At larger scales the Beve structured in cluster
of galaxies, that can collect thousands of galaxies of arytutype (Stevens et al.
1999).

Studying 55 nearby clusters Dressler (1980) observed thealsed
'morphology-density relation’: the early type galaxieg anore frequently found
in high density environments. This relation spans a rangeafler of magnitude
in density and has been verified in galaxy groups (Postman l&G&984) and in
higher redshift clusters (Capak et al., 2007).

Spiral galaxies are most frequently found in the outskiftslosters, in low
density regions, but during their orbit in the potential Madlthe cluster they can
pass the center of cluster, a much denser environment.

Different observations of nearby clusters (Schindler et al91Bmhggeli et al.
1985, Giovanelli & Haynes 1983) showed that in dense enwmnts spiral galaxies
can evolve in a strongly fferent way with respect to their isolated counterparts.

We can identify three main categories of physickeets that modify the
structure of a spiral galaxy:

- gravitational &ects (e.g. tidal interactions in galaxy-galaxy encounters



- hydrodynamical fects (e.g. ram pressure stripping or thermal evaporation),

- hybrid processes, i.e. those involving both type dfeets, such as
preprocessing and starvation (see Boselli & Gavazzi 20@b raferences
therein).

The property of spiral galaxies are related to the envirartnre which they
formed, because they are strongfieated both from the density of the medium in
which they move, and the interaction with other galaxiesrdutheir lifetime. The
detailed study of the relationship between spiral galaares their environment is
based primarily on nearby Universe observations, becdesestsolving power of
current telescopes provide irfiaient details of more distant objects.

The closest spirals rich cluster of galaxies is Virgoy{16.7 Mpc), that is also
massive M = 1.2 x 10*M,) and still dynamically active. Virgo is in reality an
aggregate of three sub-clumps centered on the galaxies M88&, M49 and has
a total extension ok 2.2 Mpc, with ~ 1800 galaxies. This number could be an
underestimation, because of the unknown fraction of dwalebges (Sabatini et al.,
2003).

One of the most interesting characteristics of Virgo smedbxies is their lack
of gas (Giovanelli & Haynes 1983, Chamaraux et al. 1980). aheunt of atomic
gas in Virgo spirals is less than that of galaxies in the figlgharticular they show
truncated HI disks (Giovanelli & Haynes 1983, Cayatte efl8P0). The galaxies
on radial orbits are on average more HI deficlehiat the ones on circular orbits
(Dressler 1986). In some case Chung et al. (2007) found Idrigild associated to
the spiral disks (VIVA : VLA Imaging of Virgo galaxies in Atoimgas survey, Fig.
1.2).

The physical processes able to remove gas from a spiral deskssentially
tidal interaction and ram pressure stripping. Both proeedsave been studied
theoretically (e.g. Vollmer et al. 2001, Schulz & Struck 20Quilis et al.
2000, Abadi et al. 1999, Roediger & Hensler 2005, Acremanl.e2@03) and
observationally (e.g. Kenney et al. 2004, Solanes et all2Gayatte et al. 1990,
Warmels 1988). Disentangling the twects is still a delicate problem.

1.2 Star Formation in cluster spirals

Using the Hr emission line as a tracer of the star formation rate of a gatand
observing a great number of spirals, has been possible dy star formation as

1The HI deficient parameter is the logarithmidfdrence between the observed HI mass and the expected
value in isolated object of the same Hubble type, and conpmna size and mass (Giovanelli & Haynes, 1983).
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Virgo, A Laboratory for Studying Galaxy Evolution
]
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Figure 1.2: Image of Virgo cluster taken with VLA telescopéh(ng et al. 2007).
Distribution of HI disks of 47 spiral galaxies with overpied in yellow X-ray emission
of the hot ICM, from ROSAT observations. The color of galaxéepends on their radial
velocities (right-bottom corner). The size of galaxieségi increased by a factor of ten.



a function of environment. Gavazzi et al. (2002) studyingagle of galaxies in
Virgo cluster showed that spirals in cluster have, on averagow star formation
activity, and redder colors. SDSS observations of Gomez. €2003) found that
star formation in cluster spirals begins to decrease wiipeet to their isolated
field counterparts, out to 3-4 virial radii. This results aragreement with Solanes
et al. (2001), who studied the HI content of about 1900 spirainearby clusters
and detected in some cases spiral galaxies that are HI eefatieto 2 virial radii.
Dynamical models give us aftierent scenario, in which ram pressure becomes
efficient only when the galaxy is near the cluster center, lems ¢ime virial radius.

The maximum distance from the cluster center at which a gasabxound to the
Virgo cluster is between 1.7 and 4.1 Mpc (Mamon et al., 208#wever Solanes
et al. (2001) observed galaxies that are HI deficient out t8@®pc. Moreover the
galaxy crosses the central regions of the cluster in a Vieoytime-scale, compared
to the orbital time.

Where and when cluster spirals begin to lose their ISM ikastibpen question.
In the core of the cluster, where strong stripping ablatestrabthe spiral gas in
few Myr, or in a more ’soft’ way, with ICM that slowly but coremttly removes gas
since 3-4 virial radii?

In any case once the gas has left the galactic disk, star fmmathat is
ultimately fueled by the neutral hydrogen, stops. The atglopulations evolve
then passively and this evidence should be detectable hatptical spectra and
photometry.

The determination of the underlying star formation histsigce spectral
energy distribution of galaxies and photometry is complexthe next section we
review some methods developed in order to recover the stawatton history of a
spiral galaxy.

1.3 Fitting SEDs

The spectral energy distribution of a galaxy can be consitlas the integrated light
produced by dferent stellar populations, withfierent ages and metallicity. In this
sense the emission of a galaxy collects informations thdudes its whole life,
such as passive evolution, merging, metal recycling andso o

The physical problem is characterized by a star formatistohy, a metallicity
evolution, a global velocity dispersion and a parametet thkes into account
the dust extinction. All these informations must be recedefrom the spectral
energy distribution of the galaxy. For this reason in a moezige way we must



talk of luminosity weighted stellar age distribution andanimosity weighted age-
metallicity relation.

For low and medium resolution spectra a method that is wideéd to detect
these information is the ’'Lick indices’ method (Worthey #98aber 1973).

Using this method we measure the strength of a small regidimeo$pectrum,
in which there is an age or metal sensitive feature. Aftettioonm subtraction,
we associate to the measured feature a spectral index. ¢treered index is then
compared with the model predictions. The Lick indices arg/ vebust but use
only small windows of the spectrum. In addition they are higdensitive to the
continuum estimation.

After Worthey (1994) other methods have been introducedctwface the
problem of a fit that involves the whole spectrum (Cid Fermandt al. 2005,
Mateu et al. 2001, Reichardt et al. 2001). With the improveing more and
more refined methods and, at the same time, with the develupaiea more
rigorous mathematical formalism, (Cid Fernandes et al520@e inverse problem
associated to the spectral fits has been deeply investigitese analysis showed
that the problem of star formation history determinationfityng a spectrum is
strongly ill-posed (Ocvirk et al. 2006a, Morrissey et al0ZOMoultaka et al. 2004).

In the present work the problem of ill-conditioning of theoptem is solved
via maximum a posteriori likelihood method, or equivalgntiaximum penalized
likelihood. This method overcomes the problem of ill-cdratiing introducing in
the minimization of they? associated to the inverse problem a penalty function,
whose goal is to regularize the solution, when it becomesrtegular. The main
advantage of such an approach is that the constraints tolttexs are minimal, and
the ill conditioning of the problem can be managed and qtiadti The maximum
a posteriori likelihood methods are used in a wide varietypadblems, from
seismology to the image reconstruction of medical tomdgyapn astrophysics,
it has been used for light deprojection (Kochanek & Rybicd®8), determination
of star formation histories and extinction parameter (egrgt al. 2002), multiband
photometric inversion (Dye, 2008) and many other domairg (€hiebaut 2002,
Thiébaut 2005, Saha & Williams 1994, Pichon & Thiebaut 1888 Merritt 1997).

1.4 Galaxy evolution in cluster of galaxies

We consider the Virgo spiral NGC 4388. It is an edge on SeWagalaxy (Sab
type) withmg = 12.2 and radial velocity,aq ~ 1400 km s?! with respect to the



Figure 1.3: Extended plume ofdHin NGC 4388 detected by Yoshida et al. (2002) with
SUBARU telescope.

cluster mean. NGC 4388 is located at a projected distamdel.3> (~ 400 kpc)
from the Virgo cluster center (M87) and, using the TullyHés method, Yasuda et
al. (1997) realized a three dimensional de-projectiorgiptaRNGC 4388 very close
to M87. The disk of NGC 4388 has lost 85% of its HI (Cayatte etLl8P0), that
is truncated within the optical diskR(~ 4.5 kpc). Observing the galaxy indd
Veilleux et al. (1999) found a large plume of ionized gas op4 kbove the plane,
that in subsequent SUBARU observations (Yoshida et al. ph@g been detected
up to 35 kpc ¢ the galactic plane in NE direction (Fig. 1.3). In soft X-rayasawa
et al. (2003) found an emission in the same region of the ezhgas.

At radio wavelength Vollmer & Huchtmeier (2003) performi2g-cm line

observations at feelsberg 100-m radio telescope discovered neutral gas out at

least 20 kpc NE of NGC 4388 disk, with a HI mass o&610" M,. Further
observations with the Westerbrok Synthesis Radio Teles¢dfSRT) showed that
this gas extends further than it has been detected beforgte@m & van Gorkom
(2005) discovered an HI plume of 1k®5 kp& in size and a mass of8x 10 M,
(Fig. 1.4).

The origin of the extraplanar gas of NGC 4388 was highly dethaFor the 4

2We assume a distance from Virgo of 16.7 Mpc.
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kpc plume Veilleux et al. (1999) discussed 4feient origins:

1. minor mergers,
2. galactic wind,
3. nuclear outflow,

4. ram pressure stripping.

In the region closer to the center of the galaxy the gas itioizas probably
due to the AGN jet, and Veilleux et al. (1999) suggested bothnt 4. as possible
origin of the 4 kpc plume. But this cannot explain the extehpgkime of 35 kpc.
For this reason Yoshida et al. (2002) preferred a combinati®. and 4. to explain
this elongated structure.

For the 110 kpc HI cloud Oosterloo & van Gorkom (2005) favannaressure
stripping. Vollmer & Huchtmeier (2003), assuming ram ptgssstripping as
principal éfect, showed results from dynamical modeling that are ahiegmduce
the HI deficiency, the truncated HI disk, and the extraplamaission of NGC 4388.
The extended plume of gas of NGC 4388 is then due to ram peessipping.

1.4.1 Ram Pressure Stripping scenario

The interstellar medium (ISM) of a spiral galaxy that is mmayinside the potential
well of a cluster, undergoes a pressure due to the intraclastdium (ICM), that
is hot (Ticw ~ 10" — 108 K) and dense picy ~ 1073 — 10* atoms cm?®). If this
pressure is larger than the restoring force due to the galpotential, the galaxy
loses gas form the outer disk. Quantitatively ram pressuegpressed by the Gunn
& Gott (1972) criterion:

pPicm V§a| = 27TGZstangaSn (1.1)

wherepcu is the density of the ICMVg, is the peculiar velocity of the galaxy
inside the clustei.s,, andZyssare the surface density of stars and gas, respectively.
To create an exhaustive model of ram pressure stripping wa take into
account the pressure force expressed in Eq. 1.1, but alsodwmthamical processes
acting on the gas, such as turbulent stripping or thermadawadion (Nulsen, 1982).
Since a fully analytical solution of the problem is not pbésj the numerical
approach has been extensively used to investigate the rassipe stripping
scenario. The interstellar medium can be modeled usingtncmus approach, i.e.
using Eulerian hydrodynamic codes (e.g. Roediger & HerZd@5, Roediger &
Briiggen 2006, Quilis et al. 2000, Acreman et al. 2003), dridyapproach mixing



continuous and discrete description, such as smoothectlparhydrodynamics
(e.g. Abadi et al. 1999, Schulz & Struck 2001), and a discagigroach, such as
sticky particles codes (e.g. Vollmer et al. 2001). The ging can have two dlierent
origins: a classical momentum transfer, described by Gu@o& (1972), in which
we have a strong stripping in the central region of the ctustth a timescale o
10 - 100 Myr. Another origin is the turbulgrtscous stripping (Nulsen, 1982),
that remove slowly the gas with a timescale~oflL Gyr. To take into account
for turbulengviscous stripping a continuous approach is necessary,Huderian
hydrodynamic codes.

Using a discrete approach \Vollmer et al. (2001) are able tantiy the
importance of this fect in the Virgo cluster. The results showed that ram pressur
is suficient to remove a considerable part of the ISM in clusteradpithat are on
radial orbits in the cluster potential. The timescale otwisgturbulent stripping in
spirals is comparable to their crossing time, i.e. few Gyekl8 et al. 2002). For
the momentum transfer stripping, the time scale B0 - 100 Myr, i.e. the time at
which the galaxies transit in cluster-cores.

In the case of NGC 4388 \ollmer & Huchtmeier (2003) estimateat ram
pressure stripping is able to remove more than 80 % of the Byl {.5), consistent
with the observations of Cayatte et al. (1990). They alsoneded that the galaxy
passed the cluster centerl20 Myr ago.

In this thesis | investigate theffect of ram pressure stripping on the star
formation history of cluster spiral galaxies.

We study as a first case NGC 4388, for which, as shown in Sekthére are
clear observational evidences of undergoing ram pres#tippiag. The goal is to
recover the ’stripping age’, i.e. the time elapsed sincehilé of star formation,
using only observational constraints independent frondiimamical models.

Starting with the purely spectroscopic approach of Ocvirkle(2006a), we
develop a new non parametric inversion tool that allows usn@yze spectra and
photometric fluxes jointly.

As a side project we present the CO(1-0) observations of NGZ2 Athat
represents a further example of spiral with truncated Ht.dis

The thesis is structured as follows: in Chapt. 2 we introdheenew approach
used in this thesis that combines spectral and photometatysis. In Chapt. 3
we perform also an extensive test campaign in order to véniéyrobustness of
the method. In Chapt. 4 we describe the observations and plaiexhow we
extract the photometry used as input data. Moreover, wesiigade, using dierent

10
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configurations, the consistency of the results in comparigo the campaign
performed with artificial data. In Chapt. 5 we present theiltesobtained for the
CO radio observations of NGC 4522. Finally in Chapt. 6 we samrne the main
results of the thesis.
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Chapter 2

Method

The spectral energy distribution (hereafter SED) and tluégrhetry of a galaxy can
be considered as the integrated light produced figidint simple stellar populations
(SSP) with diferent ages and metallicities. The light and mass contabstf each
population depends on the star formation history of the feskregion during the
galaxy’s life. In this chapter we explain the mathematioal$ necessary to recover
the star formation history of a galaxy from a combined analg$ spectrum and
photometry. The formalism is adapted from Ocvirk et al. @&0and Ocvirk et al.
(2006b), who did not discuss broad-band photometry.

2.1 Starting equations
2.1.1 The construction of synthetic spectra and fluxes

Assuming that the physics of stars and their spectra arestodel, we can calculate
the SEDS(1, m, t, Z) of a set of stars having initial mass aget, and metallicityZ.
We assume that a simple population of stars fulfills thesethgsis:

1. The stars are formed at the same time (single age pomilatith a unique
metallicity.

2. The distribution of the mass when= 0 follows a specified Initial Mass
Function IMF.

Under these conditions, by integrating between the massftsubf the adopted
initial mass functiod MF(m), we obtain the spectrum of a simple stellar population
(SSP) of agé, metallicity Z and unit mass:

BO(1,t,2) = f " ME(m) S(L m.t, 2) dm 2.1)

In the hypothesis of an unobscured galaxy, assuming a suadled age-metallicity

13



relationZ(t) and integrating over the Hubble time we can calculate the &&

Freal) = f ™ SERO Bt Z(1) . 2.2)

tmin

in which Fes() is the SED of a galaxy at rest and SER¢$ the star formation rate,
i.e. the mass of stars created per unit time at lookbacktime

Since what we observe in a galaxy is the light and not the mass,
more convenient to convert the mass weighted spectral B3gist, Z(t)) into a
luminosity weighted basi®(4,t,Z(t)). The mass weighted basis gives an SSP
of unit mass, the luminosity weighted basis gives an SSP adémynflux. The
conversion formula is:

B°(1,t,2)

B(1,t,Z(t)) = ,
L f;n”““ BO(A,t, Z) dd

(2.3)

whereAd = Amax—Amin Can be chosen depending on the wavelength range of interest.

Instead of mass contributions we deal with light contribas when usind@
instead ofB° thus we replace the SFR with a Luminosity Weighted Stellae Ag
Distribution (hereafter SAD):

SFRE) [

A= =%

B%(4,t,Z) da, (2.4)

Amin

whereA(t) gives the contribution to the total light from the stars gédt, t + dt].
With this new unit we can define the SED of a galaxy as:

Froc) = f ™A BLL Z(0) 2.5)

tmin

In Eg. 2.5 we must deal in the real case with light extinctiod ave must also
convolve the data with the proper Spectral Broadening rom¢BF). The spectral
broadening function can depends both on the propertieggihiisical sources, e.g.
the line of sight velocity distribution (LOSVD) of the gakxonsidered, and from
instrumental properties, i.e. the PSF of the instrumend uséhe observations.

For the spectroscopic analysis we fit the continuum using & Rarametric
Estimation of the Continuum (NPEC) that takes into accouwrth lthe reddening
due to the dust absorption and potential flux calibrationrer(see App. C). The
NPEC method allows us to use the information present in thetsgd lines without
using the continuum of the spectrum. The continuum in spktitting does not
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play a relevant role, because the information about the awks of the problem
depends on the line strengths and depth, and not on the yimdecbntinuum (see
Ocuvirk et al. (2006a) for further details). Eq. 2.5 becomes:
tmax
Fresl) = fox(E) | AW BULLZWO) . (2:6)
in which E is a vector providing the extinction factors at a finite numbé
wavelengths, the anchor points (see App. C for more details)

The observed SED is the convolution of the intrinsic spewtof the galaxy
and an unknown broadening function that collects both giaysind instrumental
effects. The physicalffects are due to the velocity dispersion of the stars along the
line of sight. If we assume a global line of sight velocitytdisution g(v) for the
galaxy we can write:

o0 = [Py o) @)

1+v/c 1+v/c’

Vmin

Vmax

in which c is the light velocity andf g(v) dv = 1. This formula translates into

Vmin

the usual convolution formula:

3 = c f " Ew-u) §(u) du, 2.8)

Umin

with the reparametrization:

- w = In(2), u=In(1+v/c),

- 'E(W) = Fres(€") = Fres(4), @(W) = ¢(e") = ¢(1),
- Umin = IN(1 + Vpin/C), Umax = IN(1 + Vimax/C).

The instrumental féect is due to the Point Spread Function (PSF) of the
instrument. We can account for thiffect by convolving the spectrugn(1) with
a proper function that smoothes the SSP model spectra toeiwution of the
instrument:
Amax

¢'(A) = #(1) PSFQo — ) da, (2.9)

Amin

in which PSFQ, — 1) is the response of the instrument corrected for the finite
resolution of the SSP model spectra.
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In the same way we can associate with each speda(unt, Z(t)) a photometric
value for a set of band-passes:

[ B(,1, Z(1) To(4) 4 dA

/lmax
(" Tp(2) A da

Bphot(b, t’ Z(t)) =

(2.10)

in which b is the chosen band-pass aifglis the associated transmission curve.
Unobscured photometry of a galakyn(b) is given by:

Fono(b) = f " A Bool At Z(D)at. 2.11)

tmin

When analyzing photometry we consider an extinction lawnftbe literature that
uses the color exce&s= E(B - V) to characterize reddening. Assuming a constant
continuum for the spectrum inside the considered filter2B& becomes:

Fonodb) = fax(E, Aer) ™A Bunodd, £, Z(D) dt, 2.12)

tmin
in which A is the average wavelength:

A To(2) d

A = 20 (2.13)

/lmax
. Tp(2) da

2.1.2 Inversion

Our goal is to reconstruct the SFR @omdthe SAD from an observed SED and a
set of associated photometry. In principle solving thegrakéequations defined in
this section should give us the solution. In reality the 8otuis not well defined
because of noise in the data, errors in the SSPs models, addmental issues as
the age-metallicity degeneracy (the energy distributfamiadstellar populations can
be reproduced approximatively by younger populationsdah@amore metal rich).

If the SSPs are inadequate, no acceptable solution is fddiede frequently,
solutions that are compatible with the data exist, but they r@ot univocally
determined: a set of acceptable solutions is associatédangalaxy SED. Eq. 2.9
and 2.12 are solved using twdidirent approaches:

- A non parametric method that uses Bayesian principles fatadistical
analysis. The goodness of fit is estimated with a priori imfation on some
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principles of the solution. We use the same formalism as KN&P
(Ocuvirk et al. 2006b), a method that performs a maximum agpmst (MAP)
estimation of the solutions. We extend this method to perfarcombined
analysis of spectral and photometric data.

- A parametric method in which we explore sets of possibletgmis described
by one free parameter. We then find the most probable solbyiomnimizing
the corresponding? function.

The non parametric method has the advantage of providingf@taation
history and metallicity evolution of the galaxy with miniln@onstraints on their
shape. On the other hand, theriori of the problem prevents functional forms
with large gradients, as it is expected for a ram pressuigpstg event. For this
reason we introduce a parametric method, that uses a sedlgfiaal star formation
histories with minimal assumptions. The parametric methafthes the results
obtained independently with the non parametric method hénnext sections we
explain extensively the two methods.

2.2 Non parametric method

The non parametric method is described in detail in Ocvidt.g2006a) and Ocvirk
et al. (2006b). Here we extend it to deal with photometry.

2.2.1 Discretizing the basic problem

We proceed to a discretization of the Eq. 2.5 by defining tvie gskgate functions:

-G [/lmin,/lmax] - R i = 1,2, ..m,
- hj : [tmin,tmax] - R J =12 ... n,

that sample the wavelengths and the ages. Thegsatsdh; are two orthonormal
bases. If we define the canonical scalar produttk), g(k)) = [ f(K)g(k)dk). We
can write:

- A = X xhyt),  with  x; = [A() hj(t) dt = (A())ea,;,
- Fresl(/l) ~ 221 S0 (/l), with S = fFrest(/l) Oi (/l) di = <Frest(/l>/leAi,
Eq. 2.5 can be approximated by:
S~ Bi’ij, (214)
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in which:

Bi,j = <B(/l’ t’ Z(t))>/1€A/1i,tEAtj = <B(/l, t, Zj)> with ZJ = <Z(t)>tEAtj, (215)

is some kind of weighted averaging in the interval considere
In matrix form:

Vrest = B(Z) - X, with Vrest = St, S, +...Sm- (2.16)

Note thatB is not a linear function oZ. In addition the star formation history
summarized irx must take positive values only. This is implemented by wgtt

as the square of a vectet, wherex’ has no positivity requirement. The expression
2.16 is a non linear function of .

2.2.2 Discretization of the broadening function

The same methodology is applied when we consider the catmvolof the SED
with the broadening function BF. This is detailed below ia tase of a line of sight
velocity distribution. We discretize the problem by defmemn evenly spaced grid:

1 :
Uj = Unin + (] — E)éu; =12, ..p, (2.17)

spanning {imin, Umay], i-€. the velocity space, with constant step= (Unax— Umin/ P)-
EqQ. 2.7 becomes:

1 i=p Umax u-— uj i=p
p(W) = 50 ,Z:;‘ fumm Fres{W — U) 0 Q(W) du ~ ,Z:;‘ 0;B(w — u)), (2.18)

where to eachiw;; ] = 1,2..m} correspondsp(w) = [¢1,.....4m], @ set of
logarithmic wavelengths spanning the spectral range withnstant step. In matrix
notation we have an extension of Eq. 2.16:

Y = K(Yres) - G (2.19)

where this timegy = (¢}, ¢5......, ;) " is the product of the convolution of the SED
with the spectral broadening functian= (91, 9, ....0p) " is the discretized velocity
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distribution andK = Kj; = Fres{W — U;) is a set of spectral models, defined in the
vectorial space of wavelengshvelocity.

The convolution theorem (Press 2002) yields an equivatent bf the model
spectrums = K - g, which reduces computation times:

s=Ft.diag(F -K) - F - g, (2.20)

in which ¥, is the discrete Fourier operator defined in Press (2002) as:

Fii = exp(inf(i ~1G-1) VG De2 .., (2.21)

7= S (2.22)
m

2.2.3 Application to physical problems

In the observationyg in Eq. 2.19 is contaminated by noise. For this reason we add
to the matrix defined in Eq. 2.19 a term:

y= K(Yrest) ‘g+e (2-23)

In Eq. 2.23 the vectoe = (e, e, .....ey) " takes into account modeling errors and
noise in the data. In order to solve this problem the inversieethods perform
different tests to recover the best fit solution. The estimatioth® best fit is
performed using a likelihood method. This same formalisral$® valid for the
integral equation defined in Eq. 2.12 for the photometry.

Moreover, in Ocvirk et al. (2006a) it is argued that this seequations is ill
posed, i.e. small perturbations of the data, detly(1) andB°(4, t, Z(t)), can cause
large perturbations in the solutions. In the next sectiomwm@ain in which way we
overcome this problem.

2.2.4 Regularization : Maximum a Posteriori method

Bayes’ theorem relates the conditional and marginal priibalmf stochastic
events. We can define a vectdr = [x,Z,E, E(B — V), g] that collects all the
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unknowns that the method determines and deal with it in tse o&the thesis.
Applied toy = ¢, ¢5,......, ¢;, the theorem states:

fposl(x |y) < faady | X) fprior(x)’ (2.24)

where:
- foos{X | y) is the conditional probability oK giveny.

- foror(X) is the prior probability or marginal probability. It doestriake into
account any information about the the datand represents a prior hypothesis
on the solutions-space.

- faay | X) is the probability ofy givenX.

The value oiX that maximized,os(X | y), according to the statement of Bayes’
theorem, represents the most adequate solution assungrfgf{X) hypotheses
for the solutions.

If we assume a Gaussian noise as source of errors in the akises; we have:

faud 1) o €xp[-3 0y | X, (225)
in which:
X 1) =Ty = SOOI - W - [y = ()] (2:26)

whereW = Cov(e)! is the weight matrix, equal to the inverse of the covariance
matrix of the noise. Maximizindyos(X | y) is equivalent to minimizing:

Q(X) = x*(y | X) — 2log[ forior(X)]. (2.27)

If we have no information about the probability distributtiof the parameters, we
can suppose thdt; is uniformly distributed, then in the minimization this ter
can be dropped. However we are then left with the initiapdksed problem. To
overcome this problem we hypothesize, aggniori of the problem, that solutions
are smooth and we introduce @(X) a penalty function:

Q(X) = x*(y | X) + uP(X). (2.28)
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In Eq. 2.28P(X) smoothes the solutions by taking large values when theamiksa
are very irregular functions of time or too chaotic. The athible cofficient u
fixes the weight of the penalization in the total estimatidn.appendix B there
is an extended analysis of tigZX) function with the analytical expressions of its
gradients, that are used for the minimization.

The unknowns of our problem are the star formation histdrg, retallicity
evolution, the spectral broadening function and the pigson for extinction,
i.e. the NPEC vector for the spectral analysis and the raddevalue for the
photometric analysis.

In this way the total-function to be minimized is:

Q(X) = (1~ @) - ¥&pedX) + @  xpnolX) + 1 - P(X). (2.29)

The minimization is obtained using the OPTIMPACK driver {@aut, 2002). In
particular we use th&orick implementation of the algorithm VMLM-B (Variable
Metric method with Limited Memory requirements and Bourydaonstraints on
the parameters).

In the totalQ-function each term represents:

e Spectral analysis

1 2 (Fmdlsper(/l) - Fspec(/l))z, (2.30)

2 _
XSpec(X) = N_/1 L O-Spec
is the y* associated with the spectraFnaspedd) is the model spectrum
built from a definedX and Fsped) is the observed spectrumrZ, is the
error associated with the observations &ds the number of points in the
spectrum. In this cagd, ~ 10° and we can consider this value approximately
equal to the number of degrees of freedom of the problem.

e Photometric analysis

1 i (Fmdlphol(b) - tho!(b))z, (2.31)

2
XphotX) =

P Nb i=1 O-Shot
is they? associated to the photometymapno(b) represents the photometric
model obtained from the defineX|, Fpn.{b) are the photometric data-,ghot

the errors in the measures aNglare the number of band-passes used.
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e Penalty function

uP(X) is the penalty function necessary to regularize the prabM/e define
for P(X) a quadratic function:

P(X)=X"-LT-L-X, (2.32)
with derivative:
oP
— =2L7-L - -X. 2.
X (2.33)

The termL is a matrix (calledkernel) that may correspond to fierent
differential operators:

-L=D; where D, = diag[-1, 1].
L calculates the first derivative and the penalization smetnly the
gradient of the solution. The penalization in this case m&sularge
values when the solution is an irregular function of time.

-L =D, where D, = diag[-1, 2, -1].
The operatoD, computes the Laplacian &f, as defined in Pichon et

al. (2002). The penalization smoothes the second derajgireventing
then large curvature in the solution.

We regularize the solution by penalizing the second deviedbr the star
formation and the first derivative for the metallicity evidun.

To ensure solutions in the range of metallicities availahlehe SSPs we
introduce a binding function(Z):

(Z - Zmin)2 if Z < Zmin s
c(2) = (Z - Zna)? if Z > Zinax, (2.34)
0 otherwise

with gradient:

a—z 2 (Zj - Zmax) for Zj > Zmax, (235)

(ac) 2 (Zj - Zmin) for Zj < Znin
j 0 otherwise

This function assumes high values only outside the boundayy, Zma and
is zero-valued otherwise. We can write explicitly the tehattcollects all the
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penalties terms:

1+ Pioi(X) = uxP(X) + uzP(Z) + ucC(Z) + pugP(9). (2.36)

e In eq. 2.29a determines the weight of the photometric and spectroscopic
constraints.

2.3 Parametric method

In the parametric analysis we fix a star formation history amdcreate a time-
dependent set of associated spectra. We cut the star fonraitia fixed age to
simulate the ram pressure stripping episode and we studyatbsive evolution of
the stellar populations since the truncation.

In practice, we considered exponentially decreasing stardtion rates (SFR):

SFRE) =A-e'", (2.37)

in which A is a constant (the initial SFR) andis a characteristic timescale that
controls the flexure of the curve. We cut the SFR after 13.5 @yd we built a
set of spectra following the passive evolution of the stegdl@pulations afterwards.
Similarly we created a set of photometric values extractethfthe same set of
spectra.

We compare the set of spectra obtained analytically witlotiservations. We
set the initial parameters that create the family of spedinectly from the results
of non parametric inversion method. We define the variable tync— thow, I.€. the
difference between the time at which occurred the truncationttengresent time,
and using &2 function as best fit estimator we study the fit as a functioatofThe
goal of the parametric method is to find thethat minimizes theg? function. This
corresponds to the stripping age.

The totaly? is similar to the one defined in the Eq. 2.29:

thot(x) =(1-a) 'Xgpec(x) ta 'Xghot(x)’ (2.38)

with the diference thaX represents here the star formation rate and the extinction
prescription only. The star formation history, the metatii evolution and the BF

23



are fixed from the non parametric results. For each strippgegn the minimization
of x2, the only unknowns are the NPEC veckbfor the spectroscopic analysis and
the color excesg(B - V) for the photometric analysis.

2.4 Summary
In this chapter:

e we defined an integral equation associated with the speenargy
distribution of a galaxy (EqQ. 2.6);

e we discretized the spectral energy distribution and wesfaamed it into an
equivalent set of equations (Eg. 2.19);

e using Bayesian methods the solution for the star formatimtoty, the
metallicity evolution, the spectral broadening functiamdahe continuum
correction is recovered since the minimization of a functfgq. 2.29) that
contains the usua}? as best fit estimator. We circumvent the problem of
ill conditioning using a penalty function that imposes tiheosthness of the
solutions (Eq. 2.36);

e we developed a parametric method that more specifically esdds the
problem of stripping age determination. The parametric hoet use
assumptions in agreement with the results obtained fronmdineparametric
method;
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Chapter 3

Testing the non parametric method
with artificial data

In Ocvirk et al. (2006a) the non parametric method has bestedefor a set of
artificial spectra, with a resolutidR = 10000 and a signal to noise ratgN = 100
per pixel. As we will see in detail in Chapt. 4, in our case wenin® apply the
method to spectra with an intermediate resolufibr 800. Moreover, we extend
the work of Ocvirk et al. (2006a) to deal with photometricajadnd this new tool
has not been tested yet. For these reasons in this chapteilwgogeed to an
investigation of the non parametric method through appatgpmock models.

The unknowns of our problem are the star formation histdrg, rhetallicity
evolution, the non parametric estimation of the continuutine parameter
characterizing the dust extinction, and the spectral o) function.

In Eq. 2.29 the smoothing functiorf¥(X) regularize the problem, and the
weight in the final estimation of each penalty is set by thdftmentsu (Eq. 2.36).

Setting the weight cdBcients is not a trivial point, since there is no automatic
method to fix them. At the same time an optimal weighting betwie likelihood
and the priors of the methods is crucial in order to obtairabdé® solutions. In the
case of linear problems, a method widely used isGereralized cross validation
(GCV, Wahba 1990). In GCV we define a function G@Ythat involves the
spectral basis and the data, depending on a parametéfhe value ofu that
minimizes the GCV function corresponds to the weightfioent that gives the
best solution.

This method, conceived for the linear problems, providely @m useful
starting point foruy, for our non linear problem that not necessarily gives tha be
solution. This is because non linear problems have a soligpace more complex
than the linear one.

The better way to proceed is to create artificial data and tbgperform a
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campaign of inversions in which the weight ¢éeents vary around a range of
values centered on the GCV results.

According to the value of the weight ceient we can identify dferent
regimes. If the problem is under-smoothed, i.e. the valug & too low, the
solutions will show fluctuations and irregularities that ean easily classified as
artifacts. If the problem is over-smoothed, i.e. we use higthe solutions will be
excessively flat. The range of acceptabls between these two regimes, and needs
extensive campaigns to be fixed empirically (Craig & Brow®38).

Since in Eq. 2.36 the weight cfiientuc confines the metallicity solution in
the range of metallicities allowed by the spectral basisyalue determination does
not need any test. We will fix for it high valugss = 10%, preventing radically any
solution inconsistent with the input spectral basis.

The weight cofficient uy control the flatness of the spectral broadening
function. It does not need high values, because the spdntratiening function
is expected to show a bell-like, with a peak velocity equahi® rotation velocity
of the galaxy at the observed radius. In this case the petialig., - P(g) prevents
possible wavy structures in regions far from the velociggl and does not need
high values to give acceptable solutions. After extensigestwe fixug = 1072,

The weight co#ficients crucial in final results are thepanduz, that regularize
the star formation and the metallicity, respectively.

In this chapter we investigate the results of the non panaenetethod for
different configurations, using artificial data. With these gsedata we want to
explore the space of the solutions in fhe- uz plane.

The chapter is structured as follows: in Section 3.1 we miteee models
used to build the artificial data. In Section 3.2 and 3.3 westigate the influence
of the initial condition and the penalization in spectratlgghotometric inversion,
respectively. In Section 3.4 we will show he results obtdife the joint analysis,
and in Section 3.5 we address the problem of the strippinglatggmination for a
model with truncated star formation.

3.1 Semi analytical models

We choose two dierent semi-analytical models of Boissier & Prantzos (2000)
The selected models reproduce the chemical and spectmopbititc evolution of
a spiral galaxy at dierent radii using simple 'scaling laws’, and are calibraded
the Milky Way. The models study the evolution of spirals slating the disk as
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Analytical Models of Star formation rate
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Figure 3.1: Local star formation history (top panel) andatiigity evolution (bottom panel)
of the two semi-analytical models of Boissier & PrantzosO@0at a radiusR = 4.5 kpc.
The dashed and solid line represents SAM%(0.03, V¢ = 230 knys) and SAM2 {4 =
0.06,Vc = 190 kmmy's), respectively.

independent concentric rings. This approach allows tcodyore the star formation
and the metallicity evolution of the galaxy at a defined radiu

In our case we choose to study the star formation history aathlhicity
evolution at a radiuR = 4.5 kpc from the center of the disk. We chose this radius
to match the observations detailed in Chapt. 4. The moddboisfsier & Prantzos
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(2000) are characterized by two paramete@ndVc. The spin parameter (Mo et

al. 1998) is related to the halo mass and its angular momedtiiigh A correspond

to large disks and smallcorrespond to compact smaller disks. As a reference value
we can take the Milky Way, for which = 0.03. The maximum circular velociyc

is related to the mass of the halo that formed the diskNlex V2. As a reference
value we take the Milky Way galaxy, for whidl = 220 km's (Boissier & Prantzos,
2000).

The first model is built using = 0.03 andVc = 230 kmy's. It represents a
galaxy similar to the Milky Way, in which the local star fortr@n has a huge peak
after 2 Gyr (dashed line in top panel of Fig. 3.1). After thalpthe profile decreases
exponentially with characteristic timescale 6 - 8 Gyr (Eq. 2.37). To this model is
associated a metallicity evolution that increases rapidti time. The metallicity
is sub-solar only in the first 4 Gyr of galaxy’s life (dasheukliin bottom panel of
Fig. 3.1) and reaches values ab@ve 0.03 in the last 5 Gyr. From now on we refer
to this model as SAML1.

The second model hasAa= 0.06 andV: = 190 km's and describes a spiral
galaxy less compact and less massive than the Milky Way. Trefarmation
rate increases slowly for the first 4 Gyr, and then evolveh ait approximatively
constant star formation rate until now (solid line in top ekaf Fig. 3.1). The
associated metallicity increases slowly unté-2.015 and is always sub-solar (solid
line in bottom panel of Fig. 3.1). We refer to this model as SAM

The 2 semi-analytical models chosen represefieint spiral galaxies (see
Fig. 3.1). This choice is made to test the pertinence of thinoakfor a variety of
spiral galaxies.

Using the star formation rate and metallicity evolutiontué tnodels, we build,
using Eq. 2.6, two spectra at a wavelength raage: [3330 - 6360] A. We chose
the spectral library of Bruzual & Charlot (2003), with an eage resolutiorR ~
2000 at optical wavelengths. To deal with light extinctior apply the Calzetti
(2001) law (see App. D). We reddened the artificial spectth #({B — V)gas= 0.5
and we added a gaussian noise that g&#¢ = 50. The optical wavelength and the
signal to noise ratio are chosen to match the observatieesGhapt. 4).

We use for the inversion a flux-normalized basis (Eqg. 2.3)wimch each
spectrum has a unitary flux. To be consistent with this foisnal we normalize
the input spectrum and the spectral broadening functiorrdieroto have unitary
mean and we impose to the non parametric estimation of thencmm an unitary
average value. In the same way in photometric inversion wdered the model
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Semi analytical mod. in log. time—binning
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Figure 3.2: Local star formation history (top panel), luosity weighted stellar age
distribution (middle panel) and metallicity evolution ftmm panel) of the two semi-
analytical models of Boissier & Prantzos (2000) shown in. Bid. at a radiuR = 4.5
kpc and using a logarithmical time-binning. The dashed atid ne represents SAML(
= 0.03,Vc = 230 knys) and SAM2 { = 0.06,Vc = 190 knys), respectively.

spectrum using an extinction law normalized to have a unitagan.

The stellar populations in which we are interested are thumger populations
at lookback timeg < 1 Gyr. Ram pressure stripping occurs in fact when the
galaxies transit the central regions of the cluster, forva K&r. For this reason
we chose a logarithmical time binning with higher resolntio time at young ages.
Before starting the inversion we proceed to the new agettgrintegrating over the
selected age-intervals and we convert the star formati@n(raass per unit time)
in star formation history (mass per time-bin). Then we contree star formation
history in luminosity weighted stellar age distributioar(iinosity fraction per time-
bin) dividing the star formation history for a time-binnedss to light ratio. The
results of this conversion are shown in Fig. 3.2.

The shape of the star formation history and the luminositigited stellar
age distribution are quite similar, except at lookback time 10° Myr. This is
due to the uncertainties of the SSP models at these ages. |dokeat the ML
ratio versus lookback time (Fig. 3.3) we can see that fiedent metallicities the
M/L ratio increases at lookback timés< 10 Myr. Dividing the star formation
history for the ML ratio we have then a decreases in luminosity weightedastell
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Figure 3.3: ML ratio versus lookback time for Bruzual & Charlot (2003) SB#sis at
Z = 0.05 (solid line),Z = 0.08 (dashed line) and = 0.004 (dotted line).

age distribution. We will see that this uncertainti¢ieet the solutions, showing
systematically disagreement with the model at these lodkbmes.

The stability of the results is tested with Monte Carlo siatigns. Iteratively
we add to the input spectrum a gaussian noise and we performversions. The
error bars are given by the root mean square of the obtaisedtse

3.2 Testing the spectral inversion with artificial data
3.2.1 Weight of penalization

In this section we investigate how the variationsugf uz affect the results of the
spectral inversion, i.ex = 0 in Eq. 2.29.

The functionsP(x) and P(Z) in Eq. 2.36 regularize the solutions, i.e. they
assume large values when the star formation history andlliroigyaevolution are
irregular functions of time, and negligible values whengbtitions are dficiently
smooth. The penalization values are ultimately multipli@th the codficientsuy
anduz, that fix their weight in the final result.

In the totalQ-function (Eq. 2.29) the componemt P(X) must be smaller than
they? component, otherwise the penalization dominates theisaluProper values
for the component, - P(x) anduy - P(Z) are of the order of 16-1073, at least ten
times lower than thg? component (that for normalized distributigh ~ 1).

As an example, in Fig. 3.4 are shown two spectral inversieatized with
uz = 10?2 anduy, = 10, ux = 102 For the left panel of Fig. 3.4 (inversion
with 1, = 107 andyz = 107), the xy* minimum is x5, = 1.01, and the results

30



SAM2 outer SAM2 outer
T =Flat X%p=101 a=0.0 T =Flat X%p=0.99 a=0.0
Q(X) =1.01  <Za=0.013 % =0.020 Q(X) =0.99  <Za=0.011 #p =0.020
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Figure 3.4: Results for non parametric inversion of a syithepectrum corresponding to
the galaxy model SAM2 fanz = 107, anduy = 107 (left panel) andiy = 1072 (right panel).
In each figure the top, middle and bottom panels represenstttreformation history in
solar masses per time-bin, the metallicity evolution ardltiminosity weighted stellar age
distribution as a function of lookback time, respectivétyeach panel the dotted line shows
the input model and the dashed lines the initial guess. Tl lstes shows the results of
the inversion with associated error bars, estimated ciogl the root mean square of 10
Monte Carlo simulations. Above the panels are markedrtheed (see Eq. 2.37) as initial
guess for the star formation history, té and the weight parameter in Eq. 2.29, the
time-bin averaged metallicityZ )0, and the constant value of metallicif, used for the
initial guess. In right bottom of top and middle panels oftefigure are marked the value
of penalizationuy, 1z (see Eq. 2.36).

are in agreement with the input model. This confirms the prapevergence of
the procedure towards the absolute minimum. The value op#malty function
associated to the star formation history, before the lastiiion isP(x) = 5.7 - 10°°
anduy - P(x) ~ 0.006.

The inversion withu, = 102 andu; = 107 gives diferent results (right panel
of Fig. 3.4). The penalization under-smoothes the soludiod the resulting star
formation is irregular. For this cag®x) = 0.42 anduy - P(x) ~ 0.0042. The high
value of the penaltyP(x) is consistent with the irregularities of the solution, and
the y?> = 0.99 confirms the proper convergence of the minimization tdwahe
absolute minimum. This is an example giavalue that is not acceptable, because
the solution is in disagreement with the input model, andweght codficient
does not smooth siiciently the solution. We stress here that the valug oP(X)
in Eq. 2.28 is negligible compared {3 once the minimization has converged to a
solution.

Since an empirical fine tuning of the weight ¢id&ents is necessary, the better

31



way to proceed is to investigate the influenceugf uz, through a campaign of
inversions. In the next sections we will show some of theltegi this campaign
together with an investigation of the influence of the chosdtnal guess on the
results. In App. E we show the complete set of penalties eggdlo A first set
of values presented here igy[uz] = [107%,107], [107%, 107, and [10%, 107]
(Fig. 3.5). The second set of values jg,[uz] = [10% 107Y], [10%, 107, and
[10%, 10%] (Fig. 3.6). A third set of values isul, uz] = [10%,107Y], [10?, 1(7],
[10?, 10%], and [1G, 10%] (Fig. 3.7).

We performed this campaign of inversion for model SAM2 usanfiat star
formation history and a constant metallicity evoluti@= 0.02) as initial condition
of the problem.
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T =Flat X%p=101 a=0.0 T =Flat X%p=101 a=0.0
Q(X) =1.01  <Za=0.014 % =0.020 Q(X) =1.01  <Za=0.013 #p =0.020
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Figure 3.5: Results for non parametric inversion of a syithepectrum corresponding to
the galaxy model SAM2 fonly, uz] = [1071, 1071] (left panel), iy, uz] = [1071, 107] (right
panel) and /iy, uz] = [107%, 10%] (bottom panel). For a detailed description see Fig. 3.4.
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Figure 3.6: Results for non parametric inversion of a syithepectrum corresponding to
the galaxy model SAM2 fordy, uz] = [10%, 107 (left panel), ux, uz] = [10%, 107] (right
panel) andy, uz] = [10%, 104] (bottom panel). For a detailed description see Fig. 3.4.

Star formation penalty (uy)

In Eq. 2.36 the factat,-P(x) smoothes the star formation preventing large curvature
in the solution. Lowepy gives larger fluctuations, and this is confirmed in Fig. 3.5.
The solutions with lower star formation penalty, = 10! anduz > 1071, show
fluctuations at lookback times bk 10 Myr, in disagreement with the input model.
The acceptable fluctuations around the minimgim= 1, due to the noise in
the data, are inversely proportional to the square root®htmber of degrees of
freedom of the problem (standard property of?adistribution). In our case the
tolerance level is- 0.02. Acceptable solutions are found fag[uz] = [107%, 107,
[10°%, 107, [107%, 107, [10%,107Y], [10%,104], [10% 107, and [1G,10Y. We
conclude that for a constant metallicity the solutions tbp@are acceptable. From
Fig. 3.5 and 3.6 we determine twofldirent regimes of solutions: for, = 10!
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the recovered star formation shows irregularities and the @ars are larger than
those of the solutions fqr, > 10'. This means that fqu, = 107! the penalization
under-smoothes the solutions and we can excliyde 1071,

For uy > 10 the star formation is in agreement with the input model, shgw
only differences at lookback timés< 10 Myr. As already seen in Sect. 3.1, this
is due to the particular shape of the mass to light ratio ofSB& basis at these
lookback times (see Fig. 3.3). The small increase of the nadight ratio at
lookback timeg < 10 Myr affects the solutions when we convert the luminosity
fraction per time-bin, into solar masses per time-bin. R teason, the recovered
small diterences at these lookback times can be considered astartfabe SSP
models. The associated values are acceptable.

From this analysis we conclude that a campaign of inversappsied to mock
spectra is necessary to give a criterion that determineagpepriate value for the
penalization coféicients, and also to fix a range of allowedalues consistent with
they? statistical properties.

The campaign of inversion performed for model SAM2 deteadithe values
of uy giving reliable solutions. The range of acceptable valags > 10

Metallicity penalty (uz)

The codficient uz determines the weight of the metallicity penalty functiefz)
in the final solution. (see Eq. 2.36). From Fig. 3.5, 3.6, arfdv@: recover a trend
similar to theu, analysis. Fop; < 107! the solutions show irregularities and large
error bars, that is a sign of an under-smoothing of the swiutFor increasing;
the metallicity solutions become smoother. According t® mhodels of Boissier
& Prantzos (2000) the metallicity of a spiral galaxies, atieyg radius, evolve
weakly at lookback times < 1 Gyr. This trend is consistent with ttaepriori of
the method, i.e. the smoothness of the solutions. At lodkliagcest > 1 Gyr
the metallicity profile decreases steeply by a faet@-4, and to reproduce such a
curve, the minimization requires low penalty valueser

Only solutions foru; > 1071 can reproduce the smooth metallicity evolution
for lookback timest < 1 Gyr. Foruz > 10° the metallicity evolution is flat
everywhere. In summary, a high value @f, preventing large curvature in the
solutions, is preferable to reproduce the smooth metglliat lookback times
t < 1 Gyr. A lowerpuz is instead required to reproduce the trend of the profile
at lookback times > 1 Gyr.

We investigate the possibility of a compromise able to rdpoe the steep
gradient of the SAM2 metallicity model at lookback times 1 Gyr and the flat
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profile at lookback times< 1 Gyr, performing four dierent inversions. We set the
penalty of star formatiop, = 10, that reproduces the input star formation history
for a wide range ofiz (see Fig. 3.5 and 3.6). The valueggfare 16, 1¢?, 10°, and
10*. They span the range of transition between a low-value regivith fluctuations

in the solution allowed, and a high-value regime, that ingsof$at solutions. The
results show that for an appropriate settinguef= 10° andu; = 10? (Fig. 3.7),
we can reproduce an increasing metallicity evolution ferspectral analysis of the
model SAM2.
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T =Flat X%p=1.04 a=0.0 T =Flat X%p=1.01 a=0.0
Q(X) =1.04  <Zau=0.019 % =0.020 Q(X) =1.01  <Zau=0.013 %> =0.020

Lookback time — Log(yr) Lookback time — Log(yr)
8 9 8 9

Log(Mso/hin)
Log(Mso/hin)

Log(2)
Log(2)

Log(Ls/ Ltoy)
Log(Ls/ Ltoy)

6 7 8 9 10 6 7 8 9 10
SAM2 outer SAM2 outer
T =Flat X%p=1.03 a=0.0 T =Flat X%p=1.02 a=0.0
Q(X) =1.04  <Zauw=0.011 % =0.020 Q(X) =1.02  <Zau=0.010 % =0.020

Lookback time — Log(yr) Lookback time — Log(yr)
8 9 8 9

Log(Mso/hin)
Log(Mso/hin)

Log(2)
Log(2)

Log(Lt/ Ltoy)
Log(Lt/ Ltoy)

Figure 3.7: Results for non parametric inversion of a sytittepectrum corresponding to
the galaxy model SAM2 fory, uz] = [102,1071] (top left panel), Jix, uz] = [10?, 107]
(top right panel), fix, 1z] = [10?, 10°] (bottom left panel) anddy, 2] = [10?, 10*] (bottom
right panel). For a detailed description see Fig. 3.4.

Foruz > 10% as shown in left and bottom panels of Fig. 3.6, the penatizat
imposes a flat solution, and the average value recovered eaorsidered as a
time-bin averaged metallicity. We verify that this averdgalue is systematically
below the input model at lookback times: 1 Gyr. By imposing the flatness of the
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solution we underestimate the metallicity at lookback 8inel Gyr, at epochs that
are relevant for the stripping age determination.

Moreover, when using observations, the choiceupfis still more dificult
and not trivial, because of varying noise and emission licteanging the depth
of absorption lines. We can overcome this problem by imgpaihigh penalization
for the metallicity, e.g.uz = 10%. With this value we recover a flat metallicity
evolution that corresponds to a time-bin averaged meitgliisee bottom panel of
Fig. 3.5 and 3.6). Since metallicity increases with timeha first 5 Gyr and then
keeps an approximatively constant value, fgr= 10* we verify that the imposed
flat metallicity evolution systematically underestimaties metallicity evolution at
lookback timet < 5 Gyr. Comparing dferent models with dierent star formation
and metallicity evolution we can quantify the amount of tinglerestimation.

For the SAM2 model, the time-bin averaged metallicity4s = 0.015, and
the value recovered from the inversion when= 10* is (Z) = 0.01, both for low
(ux = 1071 and high i, = 10%) star formation penalties. Theffrence with
respect to the input model 1&Z = 0.005. The gradient of metallicity evolution for
SAM2 shows a steep slope (see Fig. 3.2) at lookback timeS Gyr, that reduces
the time-bin averaged value of the metallicity.

We verify that the underestimation of the metallicity isateld both to the
steepness of the metallicity profile and to the slope of thesiciered star formation
history. To show better this relation, we realized two isv@ns for the SAM1 and
SAM2 model, considering a flat star formation, and a consteetallicity evolution
Z = 0.02 as initial conditions. We fix the value pf = 10? anduz; = 10* (top
panels in Fig. 3.8). The time-bin averaged metallicity ofd@loSAM2 is(Z) =
0.015 and the inversion recovers a time averaged metglb¢itZ) = 0.01, with
an underestimation ofZ = 0.005 of the metallicity at lookback time< 5 Gyr
(left panel of Fig. 3.8). For the model SAML1 the time-bin aged metallicity is
(Z) = 0.035 and the recovered solution has a time-bin averagealliogy of (Z) =
0.026, with an underestimation aZ = 0.008, larger than the model SAM2. The
larger underestimation is due to the steeper curvatureeofrtétallicity evolution
(see Fig. 3.1) for the model SAM1, that decreases the timexéraged value.

As last test we realized the same inversion of the model SAM@/a in the left
panel of Fig. 3.8, but as input metallicity we impose thatief SAM1 model. As
shown in the bottom panel of Fig. 3.8 the time-bin averagethigty of the SAM1
model is(Z) = 0.035, and the recovered averaged metallicitfZis= 0.033, with
a differenceAZ = 0.002, a lower value with respect to the SAM2 model inversion
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Figure 3.8: Results for non parametric inversion of a syithepectrum corresponding to
the galaxy model SAM2 (left panel) and SAML1 (right panel) anddel SAM2 using the
metallicity of model SAM1 (bottom panel). For a detailed cfg#tion see Fig. 3.4.

with the proper metallicity evolution. As already seen thetallicity evolution of
the SAM1 model (dashed lines in Fig. 3.1) is steeper thandhtéie SAM2 model
(solid lines in Fig. 3.1). At the same time the luminosity glgied metallicity of
these stellar populations, using the star formation of SAM&tlel, is lower with
the respect to the model SAM1 and in the final averaging theskbblck times
have a lower weight in the solution. In summary the underesion produced
by a time-bin averaging of the metallicity evolution depgrah the metallicity
gradient at lookback timds> 1 Gyr, and on the light contribution of the the stellar
populations at lookback timés> 1 Gyr. Mixing SAM2 star formation and SAM1
metallicity evolution is intrinsically inconsistent. Thiast test has been conceived
only to determine the influence of the star formation histarthe underestimation
produced by a time-bin averaging of the metallicity, withany physical purpose.
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In conclusion the basic trend of the metallicity evolutiohtbe analyzed
models is well recovered whery = 1(%. In the observations the solutions can
show irregular shape also for larger valueggfmaking it dificult to select reliable
solutions. In this case it is preferable to use high valugsenfalization that give
flat metallicity evolution corresponding to a time-bin aaged metallicity. Since the
metallicity increases with time, the time-bin averagingguces an underestimation
of the metallicity at lookback time < 5 Gyr, that depends on the steepness of the
metallicity profile and the star formation slope. Using Bioes & Prantzos (2000)
models we estimate this underestimation to be 00@% < 0.008.

3.2.2 Initial guess

The choice of the initial guess in non parametric method®tdnivial. As shown
in Ocvirk et al. (2006a) the problem of the minimization oet®-function for
spectral inversion is ill-posed. This means that tiny \aoies in the initial condition
can give huge variations in the results. The solution spdcthe non linear
problem is complex and a bad choice of the initial conditicosld make the
algorithm converge to a local minimum. We chose as a reasemaitial guess
for star formation history a decreasing exponential andrestamt metallicity. The
exponential law is characterized by a timescatbat determines the slope of the
curve (Eq. 2.37). In our case, it is necessary to investigate the initial star
formation history and the initial metallicityfiect the results.

We analyze the spectrum of model SAM1 and SAM2. In order toimnmize
the dfects due to the metallicity penalization we set a constatelfiaty evolution
Z = 0.02 for SAM2 model, and = 0.03 for SAM1 model. We fix the penalization
uz = uy = 102. This value has been fixed according to the results showed in
Sect. 3.2.1 for model SAM2.

For the star formation initial guess we use two extremeffedent cases. The
first case is an exponentially decreasing law witk 1 Gyr (see Eq. 2.37) that
represents an early type galaxy with a huge peak in the ltmaismation history at
lookback times > 10 Gyr. The spectral energy distribution in this case is aatad
by old populations and the current star formation is neglegi The second case
corresponds to a flat star formation history, in which thdateomponent due to
the young and intermediate stellar populations in totddtlig not negligible. Since
a peaked star formation is more similar to the SAM1 shapedtorel in Fig. 3.1),
we expect that the model with= 1 Gyr gives better results than a constant star
formation. As shown in the top row of Fig. 3.9 this is not thesea The chosen
initial conditions leads to results that are in good agregmath the input for both
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Figure 3.9: Results for the non parametric inversion of alstic spectrum corresponding
to the galaxy model SAM1 (figures in top row) and SAM2 (figurasbottom row) for
different star formation history as initial guess : a flat stamition history (figures in
right column) and an exponentially decreasing law with Soader = 1 Gyr (figures in left
column). For a detailed description see Fig. 3.4.
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models, and obtain the sang§,.. = 0.99. The results are stable, as the error bars
show, and the evolution of the metallicity is traced relalgpwvell. In the case of the
model SAM1, the time-bin averaged metallicity(i8) = 0.035 and the recovered
metallicity is for both initial guesgZ) = 0.033.

For model SAM2 the time-bin averaged metallicity(is) = 0.015 and the
recovered averaged metallicity §g€) = 0.017 for the model with an exponential
with 7 = 1 Gyr and(Z) = 0.013 for a flat star formation history as initial guess.

The diference between the model and the solution for the star favmat
history of both models increases at lookback timesl0 Myr. At these small time
scales, the chosen models contribute little to the totditland the uncertainties
become relevant. Also, we require that the luminosity weEdhstellar age
distribution is flat, which leads to a bump in the star formathistory (see Fig. 3.3).

We also note that for model SAML1 there is a systematic untierason of
stars produced at lookback times 8.6 Gyr, i.e. the first time-bin. This is another
effect due to the penalization. For the model SAM1 the galaxyphheduced most
of its stars in the first 8 Gyr (Fig. 3.1). Binning the time-axegarithmically, the
mass of stars produced in the first time-bin (lookback timés8t < 14 Gyr)
corresponds to the 64% of the mass of stars produced duergglaxy’s life. This
produces a decrease in the star formation history by a f&dsetween the first and
the second time-bin that the penalization, whens suficiently high, smoothes.
Obviously the penalization can be reduced by redugin@llowing more irregular
solutions. We investigate thisfect later on.

For model SAM2 the parameter of the initial guess does notffact the
recovered solution. Again we have higher uncertaintiebényounger component,
as for model SAM1, but in this case the inversion reproduaete gvell the star
formation history at lookback time> 9 Gyr. This is due to the éfierent shapes of
the two models. The star formation history of model SAM2 igtdélathan SAM1
(Fig. 3.1). This means that the curvature between the firgt-bhin and the others
is less pronounced with respect to SAM1 and the penalizato@s not prevent the
overall curvature at these ages. The metallicity is welt@dpced until lookback
times of ~ 2 Gyr. For lookback time$ > 5 Gyr, the penalization regularizes
the gradient by replacing the steep curvature of the inpudehwith a smoothly
decreasing profile.

As a further test we investigated th&ext of starting with unphysical initial
guesses. We chose for the metallicity a flat evolution withgaAme value shown in
Fig. 3.9, i.e.Z = 0.03 for model SAM1 and = 0.02 for model SAM2. For the star
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Figure 3.10: Results for non parametric inversion of a sstithspectrum corresponding to
the galaxy model SAM1 (top) and SAM2 (bottom) for an incragsstar formation history
as initial guess (dashed line). For a detailed descriptenFg. 3.4.

41



formation history we chose instead of a decreasing exp@leah exponentially
increasing star formation history, with a short timescale=-(1 Gyr). As shown
in Fig. 3.10, also in this case, the inversion is able to répce the reference star
formation histories for both models.

An interesting éect of the choice of such unphysical initial guess, is that th
recovered metallicity is less precise and its evolutionaswell reproduced. For
model SAM1 the time-bin averaged metallicity of the inputdabis(Z) = 0.035,
and we find an average metallicity@f) = 0.022. For model SAM2 we have a time-
bin averaged metallicityZ) = 0.015 and we recoveZ) = 0.007. The metallicities
are quite diferent from the input models and they show also an unphysioal&on
with lookback time. In the case of model SAM1 the profile irages at lookback
timest < 1 Gyr to merge with the model at recent epochs. The metallatiold
ages is relatively high since the first time-bin. The spéetmargy distribution of the
first guess is then dominated by the very young componentrangrto the models
that we want to reproduce. The choggnand theu; values reproduce the input
models when the initial guess is a flat star formation historgin exponential with
timescale ofr = 1 Gyr (Fig. 3.9). With this unphysical initial guess instehding
the minimization procedure, we lose the informations alteeitrend of metallicity
and we obtain unphysical profiles (Fig. 3.10).

We can preserve the information about the overall metajlitly increasing
the penalization ofi;. We then obtain a constant solution that can be considered
as a representative metallicity. For this latter choice efglization the inversion
shows a systematic underestimation in recovering the to#alof the models.
This underestimation spans a rangé = 0.05 - 0.008, as seen in Sect. 3.2.1.

The test shown in Fig. 3.10 is an extreme case that is notstiealnd
that we reject in the rest of the analysis. For reasonabtalirguesses for the
star formation history the spectral inversion reproducath lat and peaked star
formation histories and the solutions are not strongly ddpat on the slope of the
chosen initial guess.

We saw that for particular choices of the initial guessegsHerstar formation
history, we obtain consistent star formation historiesretallicity evolutions in
disagreement with the input model. Now we investigate tlleémce of diferent
initial guesses for the metallicity evolution. We startngsthe same configuration
as in the right bottom panel of Fig. 3.9. In that case we useihiaal guess a
flat metallicity evolutionZ = 0.02, that is a slight overestimation of the time-bin
averaged metallicity of the mode€l) = 0.015.
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Figure 3.11: Results for non parametric inversion of a sytittspectrum corresponding to
the galaxy model SAM2 for a constant metallicity initial ggethat starts from an higher
(top panel) and lower (bottom panel) value respect to theainsolution. For a detailed
description see Fig. 3.4.

We perform the same inversion using as initial guess a constatallicity,
with Z =0.025 and = 0.005. In this way we explore théfect of an overestimation
and an underestimation of the input metallicities. As shawirig. 3.11, if the
minimization starts from an initial value that is an overasttion of the input model,
the solution reproduces the basic trend of the metallioitylwgtion, leading to an
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average metallicitfZ) = 0.018, consistent with the model. For the inversion that
uses an initial condition that underestimates the reatieol(top panel in Fig. 3.11),
the recovered time-bin averaged metallicity is too g} = 0.007.

Metallicity is less constrained by the method, anffedtences of the order
0.005 < AZ < 0.01 in the initial guess lead to fiierent solutions. For observed
spectra, in which we do not know how to fix this value, we canrcome the
problem in diterent ways. We can recover the metallicity from independent
methods, e.g. studying the emission lines of the spectrupnesent, or analyzing
the features that are metal-dependent. Then we explore Haxhwonfiguration
the inversion gives consistent solutions. Another way istweaseuz to a value
that imposes a flat metallicity evolution. In this case thdatfieity has the same
value at all the ages, that we can consider as a time-bin gagraalue of the
metallicity evolution along the galaxy’s life. This meahsit we lose informations
about profile-curvature at lookback times 9 Gyr. Fort < 9 Gyr metallicity stays
almost constant and the minimization does not need highligatians.

For the stripping age determination we are interested itlastpopulations
spanning lookback times & t < 1 Gyr. The flat metallicity solution obtained
for high value ofuz is a time-bin averaged metallicity that underestimatevéhae
of the metallicity in the last Gyr, giving a lower limit to thmetallicity of stellar
populations at these ages.

In conclusion, the metallicity evolution is less consteminthan the star
formation history in the spectral analysis, and the probtam be solved using
independent methods or assuming penalization valuesitfea gime-bin averaged
metallicity, leading to an underestimation of the metélibetweenAZ = 0.005
and 0.01 (see Sect. 3.2.1). The initial guess assumed fonehalicity leads to an
underestimation of the metallicity at lookback time 1 Gyr

3.3 Testing the photometric inversion with artificial data

In this section we investigate the results of the non parametethod for the
photometric analysis = 1 in Eq. 2.29). We used, as input data, the model SAM2 of
Boissier & Prantzos (2000) (see Fig.3.1). The photometigsghands considered
are FUV, NUV,U,qg,i’,r’,Z,J H, andK. We applied to the model spectrum a
Calzetti (2001) extinction law witk(B — V) = 0.5 normalized to have a unit mean.

The non parametric inversion method acts in both kind ofyaisiin the same
way, performing the minimization under the same hypothésisat is changed are
the input data. In spectral analysis we have a small waviielagge 11 = 3300 -
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6300 A, a high resolutiorRR ~780, and the problem has a high number of degrees
of freedom,N ~ 2600. For the photometry we have a large wavelength coverage
from 1530 A of FUV to 22000 A oK-band, but each filter produces a point value,
that collects all the informations inside the associatedalemngth domain. We have
less degrees of freedom (~ 7). In addition, the GALEX spatial resolution is low
and the UV emission of the outer region is very faint (numkifezaunts inside the
chosen regions: 5-6 DN). Despite these problems, the aalyastof such a large
wavelength domain, from UV (GALEX) to Infra Red (2MASS), It we have a
direct information about stellar populations of ages akhaxrk timeg < 1 Gyr and
t > 10 Gyr, an important constraint not available in the spectru

The problem associated to the photometric analysis isogled and needs
regularization. We investigate here in detail the weigldfittientsu, anduz by
performing a campaign of inversion spanning the same raegpkred in the
spectral analysis:uf, uz] = [107%, 107, [107, 1(7], and [10%, 104 (Fig. 3.13).
The second set of values ig,fuz] = [10%,107], [10% 107, and [1G, 10
(Fig. 3.14). A third set of values isif, uz] = [10%,107Y], [10%, 107], [102, 107,
[10%, 104 (Fig. 3.15), and a fourth set of values,[u,] = [10%,1071], [103, 107,
[103, 10%] (Fig. 3.16).

3.3.1 Numerical Stability without regularization

Ocuvirk et al. (2006a) showed that the problem associatedg®pectral inversion
is ill-posed. We realized an inversion in which the initialegses are equal to the
model used to generate the input data. No noise is addedyTeentribution to
Q(X) is minimal, but the functions and their derivatives are fdterefore the first
iteration of the minimization steps away from the desiredtsan.

First, we consider low penalization valueg, = uz = uc = 107, We use a
mass normalized and a flux normalized spectral basis (Eqrizi2.1).

As shown in Fig. 3.12 in both cases the star formation hisiemecovered
properly. On the contrary the metallicity evolution is isa@greement with the input
data. We cannot expect any variation in the metallicity etroh on short timescale
to be reliable. This is expected, because there is not enmiigihmation in the
photometry. Therefore, we need to penalize at least thellio#yato smooth the
solution.
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Figure 3.12: Results for non parametric inversion of phatim values corresponding to
the SAM2 model (Boissier & Prantzos, 2000). In all the patieésred histogram represents
the input data, that are also the initial conditions, andilaek histogram represents the
recovered solution from inversion. The ages are measutedkback time ([logo(yr)] with
the convention thathoy = 0. Top figure : star formation history (top panel) and metayli
evolution (bottom panel) for a mass weighted spectral &sis2.1). Bottom panel : star
formation history (top panel), metallicity evolution (noii¢ panel) and luminosity weighted
stellar age distribution (bottom panel) for a luminosityigteéed spectral basis (Eq. 2.3).

3.3.2 Weight of penalization

Star formation penalty(uy)

In the spectral analysis the recovered star formation tyisgin agreement with
the model foru, > 10°1. As shown in Fig. 3.13 and 3.14 the photometric analysis
needs higher regularization than the spectral analysis/éostable solutions. If we
consider the recovered star formation wigi= 10, we can note that we have large

fluctuations at lookback time~ 800 Myr andt ~ 10 Myr. For the same value in the
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spectral analysis we obtain results in agreement with ghetimodel (see Fig. 3.6).
For the photometric analysis the number of degrees of frmeafdhe problem
leads to a tolerance threshold for th&of 0.4, because we have few data-points
and thus the noise in the data can produce large fluctuatiop$\@lues. The/?
values vary between.®+ 0.4, and all inversions are acceptable. The photometric

inversion requires higher penalization for the star foiorahistory i, > 10°).
Moreover, the metallicity is not well constrained by the fahroetry and also needs
a high penalizationy; > 10?).
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Figure 3.13: Results for non parametric inversion of phawino values corresponding to
the galaxy model SAM2 fony, uz] = [1071, 1071] (left panel), fux, uz] = [1071, 107] (right
panel) andjy, uz] = [107%, 10%] (bottom panel). For a detailed description see Fig. 3.4.

Penalization of metallicity evolution

We proceed to a test in which varying we investigate the convergence of the
minimization. The solution is not improved for 79 < u, < 1078, and we explore
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Figure 3.14: Results for non parametric inversion of phatim values corresponding to
the galaxy model SAM2 fordy, uz] = [10%, 1071] (left panel), fuy, uz] = [10%, 107 (right
panel) andy, uz] = [10%, 104] (bottom panel). For a detailed description see Fig. 3.4.

the range 1¢ < uz; < 10° while keepinguy = uc = 10%° (see Eq. 2.36). In
Fig. 3.17 are shown the results and in Fig. 3.18 are shownifferehces between
the recovered solution and the injected histories.

As long as we keep; low, we find large fluctuations in the resulting metallicity
evolution (bottom panel of Fig. 3.18). For the highgst > 10? the metallicity
residuals stay almost flat. This is the better solution feg faumily of penalization.
An opposite behavior is shown by the star formation histoly.uz is low the
star formation history prefers solutions similar to thetiali condition. As we
increaseuz the star formation history increases its fluctuations agidhe input star
formation history. For the highegt,, i.e. the best metallicity model, we find the
worst star formation history, but we must consider that gémegtization is negligible
(uyx = 10729 and the problem remains ill-posed.

48



SAM2 outer SAM2 outer
t=Flat  X%n=072 a=10 T=Flat  X%n=067 a=10
Q(x) =073  <Za=0.010 @b =0.020 Q(X) =071  <Zaw=0.022 #p =0.020

Lookback time — Log(yr) Lookback time — Log(yr)
8 9 8 9

Log(Mso/bin)
Log(Mso/bin)

Log(2)
Log(2)

Log(L#/ Ltor)
Log(L#/ Ltor)

Calzetti ext. Calzetti ext.

SAM2 outer SAM2 outer
T =Flat X%ph=0.74 a=1.0 T =Flat X%h=0.68 a=1.0
Q(X) =0.76  <Zau=0.010 @b =0.020 Q(X) =071  <Zau=0.024 %> =0.020

Lookback time — Log(yr) Lookback time — Log(yr)
8 9 8 9

Log(Mso/hin)
Log(Mso/hin)

Log(2)
Log(2)

Log(Lt/ Ltot)
Log(Le/ Ltot)

Calzetti ext. Calzetti ext.

Figure 3.15: Results for non parametric inversion of phatim values corresponding to
the galaxy model SAM2 forgy, uz] = [10%,1071] (top left panel), fix, uz] = [10%, 107
(top right panel), fix, uz] = [10?, 10°] (bottom right panel), gy, uz] = [10%, 10*] (bottom
left panel). For a detailed description see Fig. 3.4.

The results of the photometric inversion, shown in Fig. 33.34, and 3.15,
are quite diferent with respect to the spectral results of Fig. 3.5, 3@ &7.
Both the star formation history and metallicity evolutioe éess constrained by the
photometry with respect to the spectral analysis. This méaet the regularization
of the problem needs higher values of the penalization. Tdrefermation history
for ux > 10° is in agreement with the input model, if we exclude the yowsnge
populations at lookback times< 10 Myr. This dfect has also been observed in the
spectral analysis, and it is due to the uncertainties in tisléas population models
at these ages. These uncertaintisa then both kinds of analysis, spectral amd
photometric.

If we increaseu; we obtain flat solutions with acceptal}é values, and we
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Figure 3.16: Results for non parametric inversion of phatnvalues corresponding to
the galaxy model SAM2 fordy, uz] = [103, 107 (left panel), ux, uz] = [103, 107] (right
panel) and iy, uz] = [103, 10*] (bottom panel). For a detailed description see Fig. 3.4.

obtain time-bin averaged metallicity evolutions that proel an underestimation of
the metallicity at lookback times< 1 Gyr. The time-bin averaged metallicity of
the model SAM2 i(Z) = 0.015 and the flat metallicity obtained fpy = 10
produces an underestimation AZ = 0.009. The underestimation produced in
photometric inversion is higher than the spectral analygsQ005> AZ > 0.008.
This is expected, since the determination of the metalleiblution in photometric
analysis is less constrained.

The photometric inversion produces large fluctuations faiswalues ofu, and
uz for which the spectral analysis gave consistent resultthidstage, we conclude
that metallicity is not well constrained and the most rdkaprocedure is to fix
a high value of metallicity penalization to recover systaoadly flat metallicity
solutions.
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Figure 3.17: Top panel: star formation history vs. lookb#oke [logio(yr)] for different
102 < uz < 107 (increasing number of realizations in right column repnéséncreasing
uz). Bottom panel: metallicity evolution vs. lookback timedio(yr)]. In each plot the
black the red and the magenta histograms shows the/Bestiution, the solution that has
the lowest diferences with the input solution and the initial conditiagspectively.

3.3.3 Initial Condition

We use a light weighted basis (Eg. 2.3) and we investigateettmvered metallicity
evolution for the photometric analysis without penaliaatiWe set dterent initial
conditions: the SAM2 model of Boissier & Prantzos (2000)e($8g. 3.2), an
exponentially decreasing star formation law with chanastie timescale = 10 Gyr
and a constant luminosity weighted stellar age distrilutkeor all initial conditions
used, we recover star formation histories in agreement tivéhinput solution, but
again the metallicity evolutions show large fluctuationig) (B.19).

The photometric inversion is not very sensitive to the aitiondition, the only
effect is in terms of uncertainties of the results. To demotestiras we proceed to
an inversion using, = 10* anduz = 10% In one case we use as initial guess for
the star formation, an exponential with characteristiceBoaler = 1 Gyr instead
of a flat star formation. In another case we use as initial gfmsthe metallicity
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Figure 3.18: Left panelASFH= (recovered SFH - input SFH) vs. lookback time [eyr)]

for 102 < uz < 107 (increasing numbers of realizations represents incrgasip Right
panel: AAMR = (recovered metallicity - input metallicity) vs. lookbadkne [logio(yr)].

In each plot the black, the red and the magenta histogramgsstn@ besj? solution, the
solution that has the lowestftiirences with the input solution and the initial condition,
respectively.

a constant evolution witd = 0.005 instead oZ = 0.02. The results are shown
in Fig. 3.20 for the three cases. Thé of all inversions are acceptable. The star
formation histories are well reproduced for lookback tirhes10 Myr for all initial
guesses. The initial conditions which are closest to thetitgad to the smallest
uncertainties of the metallicity evolution.

3.4 Combined Analysis

In this section we investigate théfect of diferent penalization on the solution
for a joint spectral and photometric analysis. We dix= 0.5 in Sect. 2.29 and
we proceed to a campaign of inversions spanning the samesaxgplored in the
spectral and photometric analysigt, Juz] = [107%,107Y], [107%, 107], [107%, 107]
shown in Fig. 3.21,4x, uz] = [10%,107Y], [10%, 107], [10%, 10%] shown in Fig. 3.22,
and fux, uz] = [10%,1071], [10%, 107], [102, 10%], [10?, 10, shown in Fig. 3.23.

We saw in Sect. 3.2 and 3.3 that the photometric and the ghettersion have
a different answer to the penalties. As a general trend we sawhtagihiotometry
needs higher penalization both for the star formation ardntetallicity. The
metallicity is not well constrained by the photometry and ttois reason we use
a high penalization imposing a constant evolution. In sunym@ar the spectral
analysis a value ofi, > 107! gives results in agreement with the input models,
but for the photometry this value is notfBaient. Performing a campaign we
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Figure 3.19: Results for non parametric inversion of phawino values corresponding to
the SAM2 model (Boissier & Prantzos, 2000). In all the patiedsred histograms represent
the input data, the green histograms are the initial camliti and the black histograms
represents the recovered solution from inversion. The ageseasured in lookback time
([log1o(yn)]) with the convention that,o, = 0. In each figure is plotted the star formation
history (top panel), the metallicity evolution (middle g#nand the luminosity weighted
stellar age distribution (bottom panel). The results ataiakd for diferent initial guesses
for the star formation history: the model SAM2 (Boissier &aBRtzos, 2000) (left figure),
an exponential (Eq. 2.37) with= 10 Gyr (right figure) and a constant luminosity weighted
stellar age distribution (bottom figure).
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Figure 3.20: Results for non parametric inversion of phatim values corresponding to
the galaxy model SAM2 faz = uy = 10%. As initial guesses for the star formation and the
metallicity evolution we have : an exponential with chaesistic timescale = 1 Gyr and

a constant metallicitg = 0.02 (left panel), a flat star formation and a constant nieital

Z = 0.005 (right panel) and a flat star formation with a constantflieity Z = 0.02 (bottom
panel). In each figure the top, middle and bottom panels septehe star formation history,
the metallicity evolution and the luminosity weighted Eelge distribution, respectively.
In each panel the dotted and dashed lines show the input randé¢he solid lines the results
with associated error bars. The errors are obtained via dGarlo simulations. In top of
panels are marked theused in star formation initial guess, the specjal the weight
parameterr in Eq. 2.29, the value of the tot@l-function (Eq. 2.29), the time-bin averaged
metallicity recovered from the inversion and the constahie of metallicityZ,, used for
the initial guess. In right bottom of top and middle paneladkefigure are marked the value
of penalizationuy, uz (see Eq. 2.36).

realized that star formation histories in agreement with itinodels are obtained
whengu, > 10°.

For the metallicity the trends were similar: foy > 10 in the spectral analysis
we reproduce the trend of the input metallicity evolutionor fhe photometry
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Figure 3.21: Results for non parametric inversion of coradirnalysis (spectral and
photometric) corresponding to the galaxy model SAM2 foy, fiz] = [107%,1071] (left
panel), fix, uz] = [1071, 107] (right panel) and iy, uz] = [1071, 10*] (bottom panel). For a
detailed description see Fig. 3.4.

the metallicity is highly unstable at; = 10? and if we increase the penalization,
the recovered solution becomes flat. The problem is not veglsitained and we
use values ofi; = 10* to impose a constant evolution. The joint analysis shows
that combining the two sets of data the solution is a balaeteden the separate
analysis. In Fig. 3.21, 3.22, and 3.23 we show the resultsliféerent sets ofiy
anduz. For small star formation penalties,(= 1071), the star formation history is
strongly irregular. Fop, = 10* the recovered star formation histories are smooth
for lookback timed > 10 Myr. Foru, = 10 the recovered star formation history
shows a drop at a lookback time o 300 Myr foru, = uy, = 10°1. For largernu;

the star formation history is smooth. It is not possible toxrer the metallicity. A
large metallicity penalization imposing a constant meti&yl is thus necessary. In
this caseu, > 10 leads to an acceptable solution.
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Figure 3.22: Results for non parametric inversion of coradiranalysis (spectral and
photometric) corresponding to the galaxy model SAM2 fag, iz] = [10%, 1071 (left
panel), i, uz] = [10, 107] (right panel) and fy, uz] = [10%, 10*] (bottom panel). For
a detailed description see Fig. 3.4.

3.5 Stripping age determination

We are interested to study thfect of ram pressure stripping in the optical spectrum
and photometry. Until now we studied semi analytical modbkst reproduce
isolated spiral galaxies with current star formation. Raaspure removes a fraction
of the gas disk and quenches the star formation.

In this section we investigate the performance of the noarpatric inversion
in recovering a cut in the star formation history. We takeSi#é12 model (Boissier
& Prantzos 2000) and we cut the star formation history at &baok time oft
= 130 Myr. We then perform a spectral, a photometric, and at jmiversion
of the mock data and we analyze the results. We investigate ihedetail the
weight codficients u, and uz by performing a campaign of inversion spanning
the same ranges explored in the spectral and photometrlgsaa [uy, uz] =
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Figure 3.23: Results for non parametric inversion of coradiranalysis (spectral and
photometric) corresponding to the galaxy model SAM2 fgr, liz] = [10%, 1071] (top left
panel), [ix, uz] = [10%, 10?] (top right panel), fix, uz] = [10%, 10°] (bottom left panel), and
[10%, 10%] (bottom right panel). For a detailed description see Fig. 3

[1071,107Y], [107%,107], and [10%, 104 (Fig. 3.27). The second set of values is
[y, puz] = [10%, 107Y], [10%, 1(7], and [1¢, 104 (Fig. 3.25). A third set of values is
[ p1z] = [102, 1071, [102, 107], [102, 10°], and [1G, 10] (Fig. 3.26).

3.5.1 Spectral analysis

As initial conditions we use a flat star formation and a camistaetallicity Z =
0.02. Based on thg? all solutions are acceptable, and show a rapid decreasarin st
formation between 100 and 130 Myr. The star formation hysb@fore truncation is
smooth for all penalizations, anduz. Due to the small penalization fa, < 1071
star formation residuals can appear at lookback times100 Myr, e.g. for [i,

uz] = [1071,107Y], [1071,1072], [107%, 104, and [1G,10%. Only for [ux, pz] =
[1071, 10% the stripping age is exactly reproduced. kgr= 10" the stripping age
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Figure 3.24: Results for non parametric inversion of a sstithspectrum corresponding to
the galaxy model SAM2 with truncated star formation histajookback time = 130 Myr
for: [ux, uz] = [1071, 107 (left panel), ux, uz] = [1071, 107] (right panel) andjix, uz] =
[10%, 10%] (bottom panel). For a detailed description see Fig. 3.4.

is underestimated by one, fag = 10? by two time bins, i.e~ 80 Myr. As for the
isolated disk models, the trend of the metallicity evolat@an be reproduced for
Mz = 102

3.5.2 Photometric analysis

We use the same configuration of Sect. 3.5.1 and we perforntoptedric
inversions. Based on the® all solutions are acceptable. Fay = 107! the star
formation history for lookback times > 130 Myr is irregular, foru, > 10 it is
smooth. There is residual star formation for lookback tirhes 300 Myr, e.g.
for [ux, uz] = [1071,107], [10%, 107Y], [10%, 107, [10%,107Y], and [1&, 10%]. These
residuals occur at lookback timés< 10 Myr, and they are mainly due to the
uncertain ML ratio of these young stellar populations (see Fig. 3.3) [kQ uz]
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Figure 3.25: Results for non parametric inversion of a sstithspectrum corresponding to
the galaxy model SAM2 with truncated star formation histajookback time = 130 Myr
for: [ux, uz] = [10%,1071] (left panel), ux, uz] = [10%, 107] (right panel) and jix, uz] =
[10%, 10%] (bottom panel). For a detailed description see Fig. 3.4.

= [10%, 10%] and [1&, 10%] the stripping age is underestimated by one time bin, i.e.
50 Myr. As for the isolated disk the metallicity cannot beraghuced and we have
to impose a constant metallicity{ = 10%).

3.5.3 Combined Analysis

The analysis of spectral and photometric inversion showeghraitely slightly
different behavior. Photometry requires high penalization it@ gonsistent
solutions and the metallicity is not well constrained. Thestbfit is obtained
imposing a constant metallicity witl, = 10* that leads to an underestimation of
the time-bin averaged metallicity at lookback tintes5 Gyr.

The spectral analysis needs lower penalizations than tloptetry and
with adequate metallicity penalization it is able to reproel the basic trends of
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Figure 3.26: Results for non parametric inversion of a sstithspectrum corresponding to
the galaxy model SAM2 with truncated star formation histajookback time = 130 Myr
for: [ux.puz] = [10%,107Y] (top left panel), Ji, uz] = [10%, 104 (top right panel),
[1x. z] = [10%,10%] (bottom right panel) anduy, uz] = [10%, 10%] (bottom left panel).
For a detailed description see Fig. 3.4.

metallicity at lookback time$ < 5 Gyr. The combined analysis of the spectral
and photometric data is a compromise between the resubiebitfor the separate
cases.

According to the results of Sect. 3.4, we investigate her@eitail the weight
codficientsuy, anduz by performing a campaign of inversion spanning the same
ranges explored in the spectral and photometric analygjsuf] = [107%, 107},
[107%,107], and [10%,10%] (Fig. 3.30). The second set of values jg,[uz] =
[10%, 107, [10%, 107], and [1C, 10%] (Fig. 3.31). A third set of values ig, uz] =
[107,107Y], [10%, 1(7], [102, 10%], and [1G, 104] (Fig. 3.32).

For smallu, < 107! the solutions are irregular for alp and all lookback times.

Foru, = 10! the star formation history is smooth for lookback tintes 300 Myr
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Figure 3.27: Results for non parametric inversion of phatim values corresponding to
the galaxy model SAM2 with truncated star formation histajookback time = 130 Myr
for: [ux, uz] = [1071, 107 (left panel), ux, uz] = [1071, 107] (right panel) andjix, uz] =
[10%, 10%] (bottom panel). For a detailed description see Fig. 3.4.

and the cut is well reproduced. On the other hand, the stardon history is
smooth for these lookback times fag = 107 and alluz. The stripping time is
underestimated by one time bin, i.e. 50 Myr, exceptfor= 10% in which the
stripping time is underestimated by two time-bins, i.e. 89rMThe results for
1y = 1 reproduce well the model, but have an highérbecause of the residuals
star formation at younger ages, in disagreement with theanod

Thus, the combined analysis is more robust than the sepamatgsis in the
sense that it gives consistent results figr= 10°?. However, the stripping age is
underestimated by at least 50 Myr. We recall that the contbarealysis of the
isolated disk models also give consistent resultgfor 107,
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Figure 3.28: Results for non parametric inversion of phatim values corresponding to
the galaxy model SAM2 with truncated star formation histajookback time = 130 Myr
for: [ux, uz] = [10%,1071] (left panel), ux, uz] = [10%, 107] (right panel) and jix, uz] =
[10%, 10%] (bottom panel). For a detailed description see Fig. 3.4.

3.6 Summary
In this chapter:

¢ we performed a campaign of inversion using semi analyticaehof Boissier
& Prantzos (2000) to explore the answer of the methodffedint mock data.
The campaign investigated the spectral inversion, thegohetric inversion,
and the combined analysis. We tested thiect of the initial condition, both
for metallicity and the star formation. We investigated th#uence in the
results of diferent weight coicients.

The choice of the initial conditions has nfiext on the recovered solution as
long as itis reasonable. The trend of the metallicity evolutan be recovered
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Figure 3.29: Results for non parametric inversion of phatim values corresponding to
the galaxy model SAM2 with truncated star formation histajookback time = 130 Myr
for: [uxpuz] = [10%,107Y] (top left panel), Ji, uz] = [10%, 104 (top right panel),
[1x. z] = [10%,10%] (bottom right panel) anduy, uz] = [10%, 10%] (bottom left panel).
For a detailed description see Fig. 3.4.

for u; = 107 in the spectral analysis. For all other cases we have to inpos
constant metallicity evolutions = 10%). The star formation history is well
reproduced fop, > 10°1. For the photometric analysis a higher star formation
penalization is needed, > 10° and the combined analysis works best with
iy = 10%.

e we analyzed specifically the solution for spectral, photimm@nd combined
inversion for a ram pressure stripping scenario. We stuttiedecovered star
formation solutions for a model in which the star formatigntiuncated at
130 Myr.

For ux = 10! the cut is well reproduced, but a residual star formation at
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Figure 3.30: Results for non parametric inversion of coradiranalysis (spectral and
photometric) corresponding to the galaxy model SAM2 withntrated star formation
history at lookback timeé = 130 Myr for: [ux, uz] = [107,1071] (left panel), fiy, uz] =
[1071,107] (right panel) and iy, uz] = [107%,10% (bottom panel). For a detailed
description see Fig. 3.4.

looback timed < 10 Myr increases thg? to higher values. The uncertainties
at these lookback times are due to the uncertainties in tierS&lels, and
are not physical. In any case tjgé increase to unacceptable values and for
this reason we prefer to use the results obtaineg for 10?, in which they?
assumes lower values. The stripping age, in this case, srastimated by at
least 50 Myr.
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Figure 3.31: Results for non parametric inversion of coratiranalysis (spectral and
photometric) corresponding to the galaxy model SAM2 withntrated star formation
history at lookback time& = 130 Myr for: [uy, uz] = [10%,1071] (left panel), fux, uz] =
[10%, 107] (right panel) and iy, uz] = [10%, 10%] (bottom panel). For a detailed description
see Fig. 3.4.
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Figure 3.32: Results for non parametric inversion of coratiranalysis (spectral and
photometric) corresponding to the galaxy model SAM2 withntrated star formation
history at lookback timet = 130 Myr for: [ux,uz] = [10%,1071] (top left panel),
[ix. uz] = [10%, 10 (top right panel), fix, uz] = [10?, 10°] (bottom right panel) and
[1x, 7] = [10%, 10%] (bottom left panel). For a detailed description see Fig. 3.
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Chapter 4

NGC 4388

4.1 Observations

The spectroscopic observations of NGC 4388 were performexdao nights (May
2-3, 2006) at the European Southern Observatory (ESO) Varge.Telescope
(VLT) facility Cerro Paranal, Chile as part of the program T3.B-0039(A) (P.I.
B. Wollmer). The instrument used was the FOcal Reducer amnddispersion
Spectrograph 2 (FORS2, Appenzeller et al. 1998) in LongSpléctroscopy (LSS)
observing mode. The detector system consisted of two 402648 CCD with
a pixel size of 15um. The slit dimesion was 418x 1” and we chose a & 2
binning of the pixels with high gain readout and standardltg®n. The resulting
image scale is 0.252/ binned pixel. The selected grism was the GRIS-600B with
a wavelength range of 3350 - 6330 A, a central wavelength 604% The pixel
scale is 1.48 fpixel, which, with the selected slit, yields a spectral tegon of
A/AA ~ 780.

4.1.1 Data set

We adopt for NGC 4388 a distance of 16.7 Mpc (Yasuda et al. 198&lding a
scale of 81 p@rcsecond. For the acquisition the slit was pointed at tvi@eint
regions of NGC 4388 (Fig. 4.1). We chose an inner region atitb® kpc towards
East direction from the galaxy center. We did not take eyatik center of the
galaxy to avoid bulge contamination. The selected outéorges just outside the
HI disc, at about 4.5 kpc from the center. Individual expesimes were 600 sec
for the inner region and 1350 sec for the outer. The totabnatiion time for each
region was 3600 and 9450 s, respectively (Tab. 4.1). Beocafuse bad weather
conditions we used only the data obtained at the first nighighvreduces the total
integration to 1800 s for the inner region.

We used LTT4816, a white dwarf withn, = 1396 (Bakos et al., 2002) and
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Figure 4.1: B-band POSSII image of NGC 4388 with superim@olé density (red
contours). The vertical red lines represents the slit joosit

LTT7987, a white dwarf withm, = 12.23 (Perryman et al., 1997) as flux calibrators.

In addition to the spectroscopic observations we obtain@ihg daytime
calibration measurements (flat-field and bias), and wagéhecalibration exposures
(Hg-Cd-He lamps).

4.1.2 Data reduction

We performed Data Reduction procedures using the Imageddedwand Analysis
Facilities (IRAF)} (Tody, 1993). We realized an average of the five bias frames
using the IRAFmMcombinetask onimages.immatchpackage.

In order to remove the cosmic rays and the bad pixels we apptiethe
combined images therreject criterion of IRAF. Within this task we define a
parametehsigma and we reject only the positive pixels that are abbsigma time
the average value of the input frame. In our case we definedraj8ction criterion.

Although the aspect and the histograms of the five biasessimikar, it turned
out that two of them were corrupt. The consequence were sV peeriodic patterns
in the residuals of the spectral fits. These suspiciousnpatt@ade us go back to
the very first steps of the reduction, after we had checkeatladir potential sources
(sky subtraction, flatfield, fringes). We summed in each biase all the selected

1IRAF is distributed by the National Optical Astronomy Obsxipry, which is operated by the Association
of Universities for Research in Astronomy, Inc., under capive agreement with the National Science
Foundation.
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Table 4.1: Journal of Observations (ESO program ID 77.B908B. Seeing, airmass and
UT (Universal Time) refer to the beginning of each obseorati

Observation Frame Exp. Time (sec) Seeing Airmass Date uT
LTT4816 Ph.St. 1 35 091 1.484 2006 May, 2 23:.06
NGC4388 Inner 1 600 09 1.688 2006 May, 2 23:45
NGC4388 Inner 2 600 1171 1.616 2006 May, 2 23:56
NGC4388 Inner 3 600 1.0 1554 2006 May, 3 00:07
NGC4388 Outer 1 1350 0.89 1.330 2006 May,3 01:11
NGC4388 Outer 2 1350 0.83 1.289 2006 May,3 01:34
NGC4388 Outer 3 1350 0.96 1.264 2006 May,3 01:58
NGC4388 Outer 4 1350 0.67 1.256 2006 May, 3 02:21
NGC4388 Outer 5 1350 0.61 1.423 2006 May, 3 04:10
NGC4388 Outer 6 1350 0.85 1.519 2006 May, 3 04:33
NGC4388 Outer 7 1350 0.85 1.651 2006 May, 3 04:57
LTT7987 Ph.St. 1 40 1.34 1.010 2006 May,3 10:35
NGC4388 Inner 1 600 -1.00 1.690 2006 May, 4 04:59
NGC4388 Inner 2 600 -1.00 1.861 2006 May, 4 05:09
NGC4388 Inner 3 600 -1.00 1.868 2006 May, 4 05:20

rows and we subtracted subsequent frames from each othen@. subtracted®l
minus the 2, the 29 minus the & and so on).

In Fig. 4.2 the second plot from the top shows th@ettence between thé3
and the ¥ bias frame. This new average value stays also in thérame, that
shows no significant tierence from the @& (plot on the top). In other words the
bias frames underwent a significant change betwé&tarl 4" exposure.

We iteratively reduced the data and analyzed the resultseddpectral fit until
there were no obvious periodic residuals in the fit. Aftes fhriocess we used only
the first 3 frames to estimate the underlying level of the olad@®ns and we rejected
the last two.

The response of the detector is not uniform mainly for tweoee:

- Each single pixel has aftierent answer to the same signals. To solve this
problem we used quartz lamp flatfield exposures. We combimedatfield
frames using the median with no rejection criterion. We thebtracted the
bias. The obtained frame removes the small sckces due to the single
pixel variations.

- Theflatfield itself is not uniform on large scales, and irtjgatar it has its own
wavelength dependence. We account for tifiea using the taskesponse
The CCD used for the extraction has a dimension of 402%48 piX¥. We
associate to each pixel a coordinate in #hey plane. We define thg-axis
along the CCD-highest dimension (4096 pix) andytteis in the direction of
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Figure 4.2: Diference between the bias frames in chronological order w@ieng daytime
calibration of ESO program ID 77.B-0039(A). The results @ffset for clarity.

lower dimension. The slit is aligned with y-axes. The tesponseaverages
along the CCDy-axis and extracts a one dimensional spectrumdirection.
We search then a function along this axis to fit the obtainedilpr We use a
cubic spline interpolation of #5order and we then divide the flatfield by this
function along the y-axes.

The final result of these processes is a normalized flat-figklsubtracted the
average bias from the raw data and we divided the result hydirealized flat-field.
After carefully checking the average levels of the variaasifes, we combined all
the data using thencombine task to take the median of all the images.

We proceeded to the wavelength calibration, by extractimgspectra of an
appropriate Hg-Cd-He lamp with known lines. We identifiedsth same known
emission lines in our calibration frame using the taslesitify andreidentify from
noao.twodspegackage. In this way we determined the function that transfo
the x-axis coordinate of the CCD in wavelengths. The spectrakliof the lamp are
almost, but not perfectly, aligned with tlyeaxis. We took into account thidfect
when using the taskeidentify.

We applied the wavelength calibration to the data and weaetdd a one-
dimensional spectrum using the IRAF tagball from theapextract package. We
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Figure 4.3: Ratio between the inner spectra of NGC 4388 bdiiising LTT 4816 an LTT
7987 as flux calibrators. Large values below 3700 A are duletdotv signal level at these
wavelengths. This is a consequence of the poor quantlioieacy of FORS2 CCD.

used an aperture of 32.7@or both the inner and the outer region (lines [53-183]
and [58-188] of the images, respectively) and two sky winslavove and below
the aperture (Fig. 4.11).

We finally proceeded with the flux calibration, i.e. the defom of a function
that converts the number of ADU (Analogical Digital Unit)tdeted in physical
units of flux per unit wavelengtl (1), through the "photometric standard” stars
observed at the VLT. We used the spectrum of LTT 4816 andtitsgic spectrum
(Hamuy et al., 1992) to calibrate the flux of the spectra.

The absolute flux calibration has an accuracy &0 % above 3700 A at best.
As a test we extracted two spectra for the inner region ussgectively LTT 4816
and LTT 7987 as flux calibrators. In Fig. 4.3 is shown the ragbveen the spectra
obtained, that is in average 1.2. Note that LTT 7987 was observed far in time
from the galaxy observations, withffBrent seeing and airmass.

The wavelength-scale for the oscillations in Fig. 4.3 isragpnatively 200
A. This trend is taken into account for the continuum colicetbf the spectrum
explained in App. C. Despite uncertainties in the flux calilam, our spectral
analysis method is in fact able to correct this kind of err@isd an accuracy of
20% is stiicient for our purpose. The final reduced spectra are showigirdb.

To convert the spectra from Analogical Digital Unit (ADUhgt are the output
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Figure 4.4: Top panel: Number of ADU versus number of coluomtlie inner region CCD
frame. The solid line shows the chosen window for the specixtraction and the dashed
line show the window chosen for the sky determination. Buotfmanel: same as the top
panel for the CCD frame of the outer region.
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NOAO/IRAF V2.12.1-EXPORT ciro@nenya.u-strasbg.fr Fri 10:22:39 23-Nov-2
[newc4816n1inB[*,1,1]]: NGC4388-inner-disk 600. ap:1 beam:1
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Figure 4.5: Integrated flux energy in geg¥/sec/A for the inner (top panel) and outer
(bottom panel) regions of NGC 4388 in B-Band.
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Figure 4.6: Normalized global sensitivity function in FOR®bservations. It is the
sensitivity of the grism+ optics+ filter and detector.

unit of a CCD, to flux, we divide the spectra by the sensitifitpction of the
detector (Fig. 4.6). If the curve takes values close to zslight variations of
the spectra become great oscillations in the final spectn@. SEnsitivity function
decreases steeply far< 3700 A (Fig. 4.6) and thisfeects the spectra, in which the
noise increases dramatically at these wavelenghts.

For these reasons we did not use the shortest wavelengtlme ianalysis,
multiplying the final spectra with a gate function, that is@at the wavelengths
that we do not want to consider, and one otherwise. The gattifun is also useful
to mask bad pixels and emission lines.

The final spectra for the inner and the outer regions are showvig. 4.7
and Fig. 4.8. The average SNR per pixel for the inner and owgion are
approximatively 60 and 26, respectively.

4.2 Photometry

In this section we show how we extracted the photometry of NI388 using the
same apertures as for the spectroscopic observations. Wé&deoed 10 broad
passbands and for this purpose we retrieved NGC 4388 imagses drchives
(Fig. 4.9):

- GALEX (Gil de Paz et al. 2007) provided images at Ultraviolavelengths
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Figure 4.7: Integrated energy flux (in approximate unitses§/gn?/se¢A]) for the inner

region of NGC 4388 in B-band. The cyan line shows the gatetfomeised to mask the bad

pixels and the emission lines.
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Figure 4.8: Integrated energy flux (in approximate unitses§/gn?/se¢A]) for the outer
region of NGC 4388 in B-band. The cyan line shows the gatetfomeised to mask the bad

pixels and the emission line.
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Figure 4.9: Images with ffierent filters used for the photometric analysis. From thietdef
the right and from the top to the bottom are showitdV, NUV, v, ¢, r’,i’,Z,J H,K. The
last image in the right of bottom row shows the acquisiti@nfe image from VLT telescope
without slit in the B-Band.

in FUV and NUV (courtesy of S. Boissier).

- SDSS-R6 (Adelman-McCarthy et al. 2008) providedg’,r’,i’” and Z
images.

- Near-Infrared], H andK were taken from 2MASS (Skrutskie et al. 2006).

Allimages were resampled onto the coordinate grid used REDacquisition
observations using ALADIN (Bonnarel et al. 2000).

In Fig. 4.10 is shown, as an example, the FORS2 spectrosC@iicimage for
the outer region of NGC 4388. This image has been correctatiédias, divided
by the flatfield and summed to the other frames of the sameadig®r block. From
the spectroscopic images, collapsing along the wavelespgt) we recovered the
light profile of the inner and the outer region (Fig. 4.11).

The exact locations of the two spectroscopic apertures enbtbad-band
images were determined by comparing the wavelength avérpgefile along
the FORS2 slits with cuts through the SD§Simage (the filter that matches
the transmission curve of GRISM-600B grism in FORS2 best).bdth cases a
clean peak in the cross correlation function allowed us émiily the slit position
(Fig. 4.12) to within+ 1 pixel.
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Figure 4.10: CCD image of the outer region of NGC 4388 coeedor the bias and the
flatfield.

The pointing error for each magnitude was estimated byisgifthe slit by
one column to the left and one column to the right. We subdth¢he new
magnitudes from the reference value and took the high&srreince as a measure
of the uncertainty.

The photometric zero points of the optical and near-IR irsagere derived
using starJ12254986 + 1240479 (see Fig. 4.13), for which SDSS and 2MASS
magnitudes are available (see Tab. 4.2).

For the GALEX images, we used the recipe of Morrissey et @072 to
convert count per secon@PS) into AB magnitudes (Oke, 1990):

Meuv(AB) = —2.5l0g;o(CPS) + 18.82. (4.1)
n}\juv(AB) = —25'0910(CPS) + 20.08 (42)

The zero point defined in Eq. 4.2 are accurate witall®% (Morrissey et al.
2007). GALEX images have a resolution df.4Therefore our aperture fluxes are
contaminated by light outside th¢ %lit width. However this is a negligiblefiect
with respect to the other sources of errors in the UV fluxes.

From the header file of the inner and the outer spectrum amd fn@ cross-
correlation test we recovered :

- The pixel scale : 252’ /binned pixel.
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Figure 4.11: Light profile of the observations (number ofrsws. column number) for
the inner (top panel) and the outer (bottom panel) regiolNfaC 4388. In the outer profile,
as background galaxy column 280 is particularly useful fmsifioning.
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Figure 4.12: Best cross-correlation between the profilg shage and the inner (top panel)
and the outer (bottom panel) regions of NGC 4388 with theiveaolumn number (top of
each panel).
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Figure 4.13: SDS§'  filter image with reference stdl2254986+ 1240479 (green circle).

- The slit width :~ 1” ~ 4 pixels.

- The rows chosen for the extraction of the spectrum: [53 :] #&3the Inner
and [58 : 188] for the Outer.

- The best cross correlation column : 927 and 814 for the iandrthe outer
respectively.

We defined then the extraction windows for the photometry,

- Inner: Column [926 : 929] Row [53: 183]

- Outer : Column [813 : 816] Row [58 : 188],

and we applied:

Fobi(DN) m,
Fstar(DN) tan
whereF .y, Fsiar are respectively the number of counts of the observed object

and the number of counts of the reference star with magnitugethrough the

Mband = —2.510010 (4.3)

considered filter.

The measurement &%, (DN) requires a careful sky-subtraction. As reference
image we take the SDS$ filter and we estimate the sky-background considering
a circle centered on the star. We find a value of 1069 DN, ctedisvith the sky
value defined in the header file of the SDSS imagé&@70 DN). If we overestimate
the sky-level a fraction of the measured DN that are consdisky, belong to in
reality to the star. As we increase the integrated area thestiracted to the
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Figure 4.14: Inner region Magnitude versus integrated af&ze reference star for a family
of sky values. The correct sky value provides stable madeiat large integrated areas.

real emission increases, and the magnitude decreasesnerdgasing integrated
area. The correct sky values gives increasing magnitudiéostar until golateau,
and the corresponding asymptotic value corresponds thedsésation of the
magnitude.

In Fig. 4.14 we show a family of curves obtained by varying shkg value.
We estimate the average sky as the value that keeps the n@guoinstant at large
integrated areas, and this asymptote correspond to theitndgvalue. Applying
this method to all the filters for the inner and outer regionob&ained the values
in Tab. 4.2. We estimated the uncertainties on the final ntades for the galaxy

apertures from a combination of the uncertainties of the fii@asurements of the
reference star (zero point) and those of the positioning@#tit:

2 _ 2 2
0101 = Osut T Os1AR (4.4)
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Filter | FUV | NUV u g r’ i’ z J H K

Mas - - 16.78| 15.06| 14.35| 14.69| 14.07 | 13.08| 12.65| 12.52
O star - - 0.025| 0.034| 0.017| 0.002| 0.016| 0.021| 0.03 | 0.024
Inner | 20.40| 19.95| 18.45| 17.10| 16.37| 16.03| 15.76| 14.38| 13.60| 13.32
osIn 0.17 | 0.04 | 0.01 | 0.02 | 0.04 | 0.04 | 0.04 | 0.04 | 0.02 | 0.05
Outer | 22.21| 21.30| 19.49| 18.07| 17.47| 17.18| 17.03| 16.08 | 15.06 | 14.75
os-Out | 0.31 | 0.07 | 0.08 | 0.06 | 0.07 | 0.07 | 0.03 | 0.33 | 0.04 | 0.12
Otot-In 0.2 0.1 | 0.03| 0.04 | 0.04 | 0.04 | 0.04 | 0.05 | 0.04 | 0.06
ot-Out | 0.33 | 0.12 | 0.07 | 0.07 | 0.07 | 0.07 | 0.03 | 0.33 | 0.05 | 0.12

Table 4.2: NGC 4388 Photometry Determinatioff—2" row : Magnitude and error for the
reference star 2MAS312254986 + 1240479. For the UV filters (GALEX) we converted
count per second (CPS) into AB magnitude using Morrissey. 2807). 39 — 4™ row:
magnitude and error for the inner regiod? 5 6" row : magnitude and error for the outer

regions. ' — 8 row : total uncertainty for inner and outer region.

4.3 Pinning down the ram pressure induced halt of star
formation in the Virgo cluster spiral galaxy NGC 4388

In this section we attached the paper showing the main sesfilthe method.

The paper has been accepted for publication with minori@vis Astronomy &
Astrophysics.
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ABSTRACT

Context. In a galaxy cluster, the evolution of spiral galaxies depeod their cluster environment. Ram pressure due to the rapid
motion of a spiral galaxy within the hot intracluster meditemoves the galaxy’s interstellar medium from the outek.dBnce the
gas has left the disk, star formation stops. The passiveigenlof the stellar populations should be detectable ifcapspectroscopy
and multi-wavelength photometry.

Aims. The goal of our study is to recover the stripping age of thg&spiral galaxy NGC 4388, i.e. the time elapsed since the hal
of star formation in the outer galactic disk using a combiardlysis of optical spectra and photometry.

Methods. We performed VLT FORS2 long slit spectroscopy of the innar-ftrming and outer gas-free disk of NGC 4388. We
developed a non-parametric inversion tool that allows ugtonstruct the star formation history of a galaxy from smescopy and
photometry. The tool is tested on a series of mock data usimgt®iCarlo simulations. The results from the non-paramétviersion

are refined by applying a parametric inversion method.

Results. The star formation history of the unperturbed galactic diskat. The non-parametric method yields a rapid declingaf s
formation~ 300 Myr ago in the outer disk. Due to the necessary reguléizaf the inversion, the derived star formation truncatio
is not sharp. The parametric method gives a final strippirgadd. 90+ 30 Myr.

Conclusions. We are able to give a precise stripping age which is condistih revised dynamical models.

Key words. Galaxies: evolution — Galaxies: clusters: individual:gdrcluster — Galaxies: individual: NGC 4388 — Galaxies:latel
content

1. Introduction cal type. Virgo spirals show truncated HI disks (Giovan&lli

D di h . i which th irabaal Haynes 1983, Cayatte et al. 1990) with respect to their aptic
epending on the environmentin which they move, spiralgalayigi s The galaxies on radial orbits are on average more fil de

ies undergo dferent processes that can modify their StfUGsieny than the ones on circular orbits (Dressler 1986). @atn
ture significantly (see Boselli & Gavazzi 2006 and refersnc%L (2009) found long Hi tails associated with spiral gataxio-

therein): cated at distances from 0.5 to 1 Mpc from the cluster center. F
- gravitational &ects (e.g. tidal interactions in galaxy-galaxy1€S€ Cases, ram pressure stripping is the most probalse.cau
encounters) he interstellar medium (ISM) of a spiral galaxy that is mmayi
' inside the potential well of a cluster, undergoes a preshuedo

- hydrod ical Blects (e.g. trippi therNSIC \ .
myalrgvgggrr;ltli%an) ects (e.g. ram pressure stripping or ethe intracluster medium (ICM), that is hdfem ~ 10”7 — 108 K)

- hybrid processes, i.e. those involving both types feéats, aNd €NUOUS ficw ~ 10°° - 10* atoms cm®). If this pressure
such as preprocessing and starvation. is larger than the restoring force due to the galactic patent
the galaxy loses gas from the outer disk. Quantitatively thi
The closest cluster of galaxies in the northern hemisplsatreei expressed by the Gunn & Gott (1972) criterion:
Virgo cluster ¢ ~ 16.7 Mpc, Yasuda et al. 1997), with a mass
of M = 1.2 x 10"M,, and a radius of about 2.2 Mpc (Fouqu (CMVgar = 21CTstagas @)
etal. 2001). Virgo is an evolving cluster that is still dyriaedlly wherep,cwm is the density of the ICMyga is the peculiar veloc-
active. The cluster-core is centered on M87, the most massity of the galaxy inside the clusteXsr andZgasare the surface
elliptical galaxy. Other sub-clumps are falling into thetgratial density of stars and gas, respectively. Ram pressure istgipp
well of the cluster. has been studied theoretically (e.g. Vollmer et al. 200hugxc
One important characteristic of Virgo spiral galaxies isith & Struck 2001, Quilis et al. 2000, Abadi et al. 1999, Roediger
lack of gas (Giovanelli & Haynes 1983, Chamaraux et al. 198@& Briiggen 2008) and observationally (e.g. Kenney et al.£200
The amount of atomic gas in Virgo spirals is up to 80% lesSolanes et al. 2001, Cayatte et al. 1990, Warmels 1988, Chung
than that of field galaxies of the same size and morphologit al. 2009).
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2 Pappalardo et al.: The stripping age of NGC 4388

NGC 4388 is a highly inclined Seyfert 2 spiral galaxy (o Fesstpss2iia
type Sab) withmg = 12.2 mag and radial velocity 0f;,q ~ 1400
km s* with respect to the cluster mean. It is located at a pr
jected distance of 1°3(~ 400 kpc at 16.7 Mpc distance) from
the Virgo cluster center (M87). NGC 4388 has lost 85% of i
HI gas mass (Cayatte et al. 1990). The HI distribution isreghp .
truncated within the optical disk. By observing the galaxyi
Veilleux et al. (1999b) found a large plume of ionized gas e
tending 4 kpc above the plane. In subsequent SUBARU obs
vations Yoshida et al. (2002) revealed a more extended wail
to 35 kpc to the North-East. Vollmer & Huchtmeier (2003) pe
formed 21-cm line observations with thé&@&sberg 100-m radio
telescope. They discovered neutral gas associated witHdhe
plume out to at least 20 kpc NE of NGC 4388's disk, with an H
mass of 6< 10" M. With interferometic observations Oosterlog
& van Gorkom (2005) showed that this HlI tail is even more e
tended, with a size of 11925 kpc and a mass of8x 10° M,,.

In the case of NGC 4388 \Vollmer & Huchtmeier (2003) es
timated that ram pressure stripping is able to remove mane th
80% of the galaxy’s ISM, consistently with the observatiohs /
Cayatte et al. (1990). They also estimated that the galasygua : it
the cluster center 120 Myr ago. However this estimation is| o
based on the observations of Vollmer & Huchtmeier (2003 Th e bt '

more extended HI tail found by Oosterloo & van Gorkom (ZOOEﬁlg 1. B-band POSSII image of NGC4388 with HI contours. The slit

implies that this time-scale increases. positions for the inner and the outer regions are overlaid.
Once the gas has left the galactic disk, star formation,ishat

ultimately fueled by the neutral hydrogen, stops. Strigpgbe-

lieved to progress inwards from the outermost disk on tirakesc

of order 1@ years. But at any given radius stripping happerigmetry thatwe use as input data. In Sect. 4 we introduceeive n
within a shorter timescale. The stellar populations themivey approach used in this paper that combines spectral and-photo
passively and this is detectable both in optical spectraratiie  Metric analysis. In Sect. 5 and 6 we detail the results ofrtais
photometry. The detailed analysis of the stellar light jeg Method in the case of NGC 4388 and we discuss them. Finally,
essential information on the stripping age, i.e. the tinepséd in Sect. 7 we give our conclusions and compare our results to
since the halt of star formation. These constraints arepiede Previous work.

dent of dynamical models, and can be compared to those de-

rived from the gas morphology and kinematics. Crowl & Kenney

(2008) analyzed the stellar populations of the gas-freeralisk 2. Observations

of NGC 4388, 5.5 kpc fi the center (with our adopted distance

of 16.7 Mpc). They used SparsePak spectroscopy and GALEX. Data Set

photometry. Their age diagnostics are based on Li.Ck indinds We performed observations of NGC4388 on May 2, 2006 at the
ot e European Southern Obsevatory Very Large Teescope (VL)
acility on Cerro Paranal, Chile. The instrument used was t
past star formation rate in the galaxy_has been constantavgr FOca)I/ Reducer and low dispersion Spectrograph 2 (FORS?2
timescales, they conclude the stripping of the gas from thero %:)penzeller et al. 1998) in Long Slit Spectroscopy obsavin '

disk occured 225 100 Myr ago. Our renewed analysis is base ode. The detector svstem consisted of two 489948 CCD.
g/\r/]o\:)l_o-;ilt:ic?nz'sz long slit spectroscopy of NGC 4388 taken e chose 2x 2 binn>i/ng of the pixels (image-scale 0.2%2
' binned pixel) and high gain readout. We selected grism GRIS-
— The first slit was pointed at 1.5 kpc from the center, in 600B with a wavelength range of 33506330 A and a resolu-
gas-normal star-forming region of the disk. We did not takgon of 1.48 A/ binned pixel. The data were acquired through a

exactly the center to avoid bulge contamination. 1 slit, yielding a resolving power of/AA ~ 780 at the central
— The second slit was pointed at 4.5 kpc from the center, jughvelength.
outside the star-forming gas disk. The two slit positions used for the acquisition are shown in

The spectra are combined with multi-wavelength photomettg/g 1 together with HI contours. Individual exposure timese
The long term star formation history of the galaxy is obtaine 005 for the inner region and 1350s for the outer. The total in
using an extension of the non parametric inversion method {ggration time for each region were of 1800s and 94505 respec
Ocvirk et al. (2006). It combines the information providecthe t'VeW (Table 1). We used LTT 4816 and LTT 7987, two white

spectroscopic and photometric data, and determines thiosta dWarfs respectively witim, = 1396 andmy = 1223 (Bakos et
mation history using minimal constraints on the solutiohise &- 2002, Perryman et al. 1997) as spectrophotometric atesd
results are then refined using a parametric method that &ssum
the halt of star formation at the observed outer positiorha t ; > pata Reduction
disk occurs quasi-instantaneously.

The paper is structured as follows: in Sect.s 2 and 3 we deata reduction procedures were performed usingitheges
scribe the observations and we explain how we extract the plamd noao . twodspec packages of the Image Reduction and
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Pappalardo et al.: The stripping age of NGC 4388 3

Table 1. Journal of Observations (ESO program ID 77.B-0039(A)).i®geairmass and UT (Universal Time) refer to the beginnifgach
acquisition.

Observation Frame Exp.Time(sec) Seeing Airmass Date uT
LTT4816 Ph.St. 1 35 0.91 1.484 2006 May,2 23:06
NGC4388 Inner 1 600 (04°] 1.688 2006 May, 2  23:45
NGC4388 Inner 2 600 11 1.616 2006 May, 2  23:56
NGC4388 Inner 3 600 1.0 1554 2006 May,3 00:07
NGC4388 Outer 1 1350 0.89 1.330 2006 May, 3 01:11
NGC4388 Outer 2 1350 0.83 1.289 2006 May, 3 01:34
NGC4388 Outer 3 1350 0.96 1.264 2006 May, 3  01:58
NGC4388 Outer 4 1350 0.67 1.256 2006 May, 3  02:21
NGC4388 Outer 5 1350 0.61 1.423 2006 May, 3  04:10
NGC4388 Outer 6 1350 0.85 1.519 2006 May, 3  04:33
NGC4388 Outer 7 1350 0.85 1.651 2006 May, 3  04:57
LTT7987 Ph.St. 1 40 1.34 1.010 2006 May, 3  10:35

Analysis Facility (IRAF} (Tody, 1993). We created average biameasured within a1 aperture is contaminated by neighbour-

and flat-field images using daytime calibration and we rerdoving areas, but thisfiect is smaller than the uncertainties already

cosmic ray hits using ad3-clipping rejection. accounted for, which are large, because of low signal levels
After bias and flat-field correction, we combined the individ  We estimate the uncertainties on the final magnitudes for the

ual galaxy exposures and applied the wavelength calibrétio galaxy apertures from a combination of the uncertaintiethen

the spectral axis of the images. The aperture used for thaaxt flux measurements of the reference star (zero point) ane thfos

tion of 1D spectra covers a length of.38” along the slit for the positioning of the slit (see Table 2):

both the inner and the outer regions of NGC 4388. The sky sub-

traction was based on a linear fit to the sky windows on eithef . = 03, 1 + 05ar. (2)

side of the aperture. Finally, we used the spectrum of LTT6481

and its intrinsic fluxes (Hamuy et al., 1992) to calibrate fthe

of the spectra. The flux calibration4s20% accurate, based on4. Method

the comparison of the energy distributions obtained usitige
LTT481gor LTT7987 as a sgtgndard. The spectral energy distribution (SED) of a galaxy can be con

The final reduced spectra for the inner and outer regions Sigered as the integrated light produced hyedent stellar pop-
shown in section 5. The average signal-to-noise ratio pesl pi ulatlo_ns W'th diterent ages anql metaliicities. The lightand mass
for the inner and outer region are 60 and~ 26 respectively contributions of each population depend on the star foonati

inside the wavelength ranges used in the analysis. history of the observed region during the galaxy’s life.
If we define an Initial Mass Function and a set of stellar li-

braries, we can obtain, integrating over the stellar masisesn-

3. Photometry trinsic spectrunB?(4, t, Z) of the single stellar population of age
t, metallicity Z and unit mass. Assuming that the metallicities
For the photometry we use the following archive data: of the stars can be described by a single valued Age-Métgllic
RelationZ(t), we can derive the unobscured SED of a galaxy at
— GALEX (Gil de Paz etal. 2007): FUV and NUV. rest:
— SDSS (Rel. 6, Adelman-McCarthy et al. 2008).g',r’,1’, .
andz. max
— 2MASS (Skrutskie et al. 2006)%, H, andK. Fres(d) = SFR(t) B°(4.t,Z(1)) dt, ®)

tmin

The archive images were resampled onto the coordinate gfdvhich SFR(t) represents the mass of new stars born per unit
used in FORS2 observations using ALADIN (Bonnarel et afime, with the convention that,, = 0 is today, andpay is the
2000). The photometric zero points were derived using the sHybble time.
2MASS J12254986 + 1240479 (Table 2). _ Since we observe the light and not the mass in a galaxy,

For the GALEX images, we used the formulae of Morrissey is more convenient to convert the mass weighted spectral
et al. (2007) to convert counts per seco@P§) into AB mag- hasisB°(1,t,Z) into a luminosity weighted basis. Thefidr-
nitudes. The zero points defined are accurate to witii@% ence is thaB%(4, t, Z) defines the spectrum of a Single Stellar
(Morrissey et al. 2007). Population (SSP) of unit mass, aB(i, t, Z) defines a SSP spec-

The exact locations of the two spectroscopic apertures®n thum of unit flux. Instead of mass contributions we deal with
images were determined by comparing the wavelength-agdragght contributions, thus converting the SFR into the Luasiity

profile along the FORS2 slits with cuts through the SESBN-  Weighted Stellar Age Distribution (hereafter SAD):
age. In both cases a clean peak in the cross correlationdanct

allowed us to identify the slit position to within 1 pixel siz SFR({t) (m=
The GALEX images have a spatial resolution of abdutidght  A(t) = Al

B%(4,t,Z) da, (4)

Amin

1 IRAF is distributed by the National Optical Astronomy . . .
Observatory, which is operated by the Association of Umitiss ~WhereAd = Amax— Amin is the available wavelength domain, and
for Research in Astronomy, Inc., under cooperative agreemith the  A(t) gives the contribution to the total light from the stars géa
National Science Foundation. [t, t + dt].
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Filter FUV | NUV u g r’ i’ z J H K
Mag - - 16.78 | 15.06 | 14.35| 14.69 | 14.07 | 13.08 | 12.65| 12.52
O star 0.025 | 0.034 | 0.017| 0.002 | 0.016 | 0.021| 0.03 | 0.024

Inner 20.40 | 19.95| 1845| 17.10| 16.37 | 16.03 | 15.76 | 14.38 | 13.60 | 13.32
osyt-lnner | 0.17 | 0.04 | 0.01 | 0.02 | 0.04 | 0.04 | 0.04 | 0.04 | 0.02 | 0.05
Outer 22.21| 21.30| 19.49 | 18.07 | 17.47 | 17.18 | 17.03 | 16.08 | 15.06 | 14.75
osy7-Outer | 0.31 | 0.07 | 0.08 | 0.06 | 0.07 | 0.07 | 0.03 | 0.33 | 0.04 | 0.12

oror-Inner | 0.2 0.1 0.03 | 0.04 | 004 | 0.04 | 0.04 | 0.05 | 0.04 | 0.06
oror-Outer | 0.33 | 0.12 | 0.07 | 0.07 | 0.07 | 0.07 | 0.03 | 0.33 | 0.05 | 0.12

Table 2. NGC 4388 photometry.s1— 2™ row : magnitude and error for the reference star 2MABS254986 + 1240479. For the UV filters
(GALEX) we converted counts per second (CPS) into AB magieitusing Morrissey et al. (2007)93- 4" row: magnitude and error for the inner
region. 3" — 6" row : magnitude and error for the outer region8.-78" row : total uncertainty for inner and outer region.

With also requires to smooth the models to the spectral resolofio
0 the observations. For brevity, and because kinematicsatha
B(L,t,Z) = B°(4,1.2) (5) Purpose of this article, we will often refer to botffects as the

spectral broadening function (BF) below.

L (Bt Z)dd : BF) b _ _
min Recovering the star formation history ultimately means-find

. ing a A(t) that fulfills Egs. 6 and 8 while accounting for the
Eq. 3 becomes: corrections just described. To do this we use twidedént ap-
tmax proaches:
Fest) = [ AQBALZO) ot (6)
tmin — a non parametric method in which we recover the star for-

. . mation history by resolving the associated inverse problem
In the same way we can associate with each spectrum

, X with regularized methods (see Ocuvirk et al. 2006);
i?\(:ll':atﬁlze(g)' a photometric value for the set of bandpasses defined a parametric method in which we define a set of possill

depending on one free parameter, the time elapsed since the
Amax ) stripping event. We then find the most probable solution by
Bonoy,t, Z(1)) = 2o B(1.1.Z(1) - Ty(4) 4 d1 ) minimizing the classica}? function.

[ Ty(1) 2da _ N
mn The non parametric method has the advantage of providing

in whichy = [FUV,NUV,u,¢,i",r",Z, J H,K] and Ty is the the star formation history and trends in the age-metaflicta-
transmission curve associated with egcbinobscured photom- tion of the galaxy with minimal constraints on their shape. O

etry Fonod) is given by: the other hand, the regularization of the problem does not al
low us to recover functional forms with large gradients,tsas
_ (tmax 0 those expected for a ram pressure stripping event. This ys wh
Fonol(y) = |, in SFR() Byoly: & 2(0) dt (8) we combine the results from the non-parametric analysis sit
= JAC) Bonodys £ Z(1)) dt. parametric analysis.

We chose as SSP library the models of Bruzual & Charlot
%03), that cover a time intervalt = [0 — 19.5] Gyr, a wave-
ngth rangeld = [100 — 24850]A with a spectral resolution
o n . (FWHM) R = 2000. These SSP spectra are constructed with stel-
» Extinction : when fitting spectroscopic data we use a fleXjar spectra from Le Borgne et al. (2003). The underlyingatel
ble continuum correction that can account both for the retide  evolution tracks are those of Alongi et al. (1993), Bressizai.e

due to dust and for flux calibration errors. The method alloe's (1993), Fagotto et al. (1994a), Fagotto et al. (1994b) amerGii
to use the information present in the spectral lines withisitg et al. (1996).

the continuum of the spectrum, which is preferable when the fl
calibration is not perfect. In practice, we define a set ofadigju )
spaced anchor points across the wavelength range of treabptf-1. Non Parametric Method

spectra. Their ordinates are then optimized in a way thatthe 1pg non parametric method is described in detail in Ocvirk et

bic spline interpolation through the points cancels out&8Bp ., (2006). Here we extend it to deal with spectroscopy ard ph
difference between models and data. We refer to this adjust%ﬁﬁetry j()).intly. P Py P

correctio_n as NPEC hereafter (for "Non Parametric Estinoéte Assuming gaussian noise in the data we estimate the most
the Continuum’). N likely solution by minimizing the followingQ,(X) function for

For the photometry however extinction must be account@gh, siar formation history and age-metallicity relation:
for explicitly. We adopt the attenuation law of Calzetti (A0,
that uses the color exceB¢B — V) as a single parameter (seqyﬂ(x) =(1-a) '/\/gpe((x) +a 'Xghot(x) + - P(X), (9)
however Sect. 6).

o Radial velocities of the stars : we assume that the velscitie jn which:
of stars of all ages along the line of sight have the same itgloc
distribution. The galaxy spectruffspecresults from the convo- — Xis a vector that includes the SAD, the metallicity evolution
lution of the spectrum at re$tes; with a line of sight velocity the color excesk(B - V) for the photometry, the NPEC cor-
distribution. Note that the comparison between models @tal d  rection vector for spectral analysis and a spectral braaden

Eq. 6 is not complete, because it does not take into acco
other dfects that can modify the final shape of the SED of
galaxy:
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function (BF). The latter includes thetects due to the line (Craig & Brown, 1986) to define the values gfbelow which
of sight velocity distribution and the broadening introddc the results present artifacts, and above which the smosstofe
by the instrumentation. the solution is completely due to the penalty.

N, (F () -F 0(/1))2 We chose a penalization that favours smooth first derivative
— x2(X) = 1 Z mdispe spe , (10) of the AMR and smooth second derivatives of the SAD and BF.
P Ny & o-épec We explored the fect of the weight coficientsu through a

is the y2 associated with the spectrufimaispedd) is the Cam_paign of inversjons of artificial spectra. For t_he NPEE co
model with a defined and Fsped) is the observed spec-éction, we found it was not necessary to require smoothness
trum, o2, is the associated error in the observations arfkPlicitely, and the penalization simply acts to normaliae

N, ~ 1700 is the number of points in the spectrum, that wePntinuum correction (thus avoiding the degeneracy betifee

can consider approximately equal to the number of degré&solute values of this .co_rrection and the star formati_mesya
of freedom of the problem. The method recovers similar well-behaved BF for a wide range

5 of uge. The campaign showed that it is not possible to recover
1 i (Fmd|phm(y) - thot(y)) more than a tentative linear trend in the AMR with the datdlava
Ny i=1 Uyz)hot

able to us, and we chose to simplify the problem with constant

) : _ ~ metallicity (i.e. largguz). A realistic metallicity evolution shows

is thex associated with the photometry, wh&gaipho(y) IS a rapid increase at large lookback times and little increase

the model photometry obtained from Eq. 8 with a cho¥en the last 5 Gyr (Boissier & Prantzos 2000). From our method we

Fpnof(y) are the photometric data amd, , are the errors in derive a metallicity average over a Hubble ti@®. For typical

the measuresyy represents the number of bandpasses usetodels of Boissier & Prantzos (2000) this mean metallicity i
— 4P(X) = 1xP(SAD) + 11z P(AMR) (12) éétg GOS(/)rOS_OOl lower than the metallicity averaged over the

. *+HNPEC P(E) + er P(BF) . For the stellar age distribution, we adopt the the smaflgst
is a penalty function necessary to regularize the problesn. fhat provides robust solutions, i.e. small sensitivitylte hoise
shown in Ocvirk et al. (2006) the inverse problem associatg¢lthe data. This choice was based on successive inversfons o
with Egs. 6 and 8 is ill-posed. The functi®(X) is chosento pseudo-data after addition of artificial noise (we refertese
yield large values when the SAD and AMR are very irreguests as Monte Carlo simulations later on). Above this thizs
lar function of time, or when the BF or the NPEC correctiof ;, | the sensitivity of the star formation history to the actual
are too chaotic. The set of = (#x,uz,uNp_Ec,uBF) are a_ld- value ofuy is low.
justable parameters that control the weight of eBEK) in In the campaign of tests, we also verified that within rea-

the final estimation. . __sonable limits, the shape of the initial guess does flietathe

— @ determines the relative weights of the photometric ar}é)covered solution. We ended up taking a semi-analyticalaho
Spectroscopic constraints. of Boissier & Prantzos (2000) as an initial guess for the fetar

mation rate and the age-metallicity relation, and a constan

the BF and the NPEC correction.

In this case we assume an exponential star formation hibery ing Tﬁ; e\‘?fTh g?)%gtr;:vnf ;elgggSiﬁg;ﬂg;ﬁgﬁgﬁgﬁg gﬁéﬁgi
fore the stripping event, a metallicity and a BF, all coresist trunyphotometry at the same’time
with the non parametric results. We reproduce the stripping P y '
cutting the star formation at filerent look-back times @t < 1
Gyr. For each of these times, we calculate the NPEC correcti® 1 1. |nner Region
andE(B - V) that produce the lowegf. The minimum ofy?(t)
is taken to provide the most likely stripping age. The smectr — VLT spectrum & = 0). o _
Ec?pm and photometric contributions to theare weighted as ;geasnpdegrgtf:r S}z?r\]lqut% ;lt rgitsot%rg/a(r:gy%:r:% .I %)f Vgtig?)e%):that
efore: . .
is approximately flat. The metallicity is nearly solér) =
Xe (X, )= (1-a) .Xgpe4x, ) +a .Xghm(x, 1), 0.018+ 0.003. For comparison we took three emission lines
([Ol)13727, HB4861, [OIII]5007) to recover the metallicity
using the strong line method (Pilyugin 2000). We obtained
(Z) ~ 0.021 consistent with the results of the inversion. The
broadening function is centered on -100/&nThe shift and
the width of the broadening function are consistent with ex-
pectation based on galactic rotation and non-circularonati
in a barred potential (Veilleux et al. 1999b).
— Photometry ¢ = 1)

~ XpnolX) = : (11)

4.2. Parametric Method

(13)

wherea, xZpedX, t),/\gghot(x, t) have the same meaning as in Sect.
4.1.

5. Results

5.1. Non Parametric Inversion

First we point out that the weightingsfor the penalty are a cen-
tral issue of the non parametric method and that their determ
nation is not a trivial problem. There ardi@rent ways of fixing
these values (Titterington, 1985). Following Ocvirk et(@2006)

The fit reproduces well the observations withya= 0.36
(middle panel of Fig. 2). The star formation history (bottom
panel of Fig. 3) is quite similar to the star formation his-
tory recovered in the case = 0, except in the last 10 Myr.

we used a generalized cross validation method (GCV) just as a The metallicity is consistent with the spectroscopic rissul

starting point. GCV is designed for linear problems, ancegiv
a starting value foy, for the restricted problem with no metal-
licity evolution, spectral broadening and extinction. lhe tcase

of non linear problems one has to proceed via empirical nin—
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with larger error bars. From the photometric inversion we
recovered the average reddening of the stars in the region,
E(B-V)=0.18.

VLT spectrum+ Photometry & = 0.5)
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NGC 4388 Inner Spectrum
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Fig. 2. NGC 4388 inner region fits. Top panel: spectra (black line) laest fit (red line) obtained from inversion with= 0. In the bottom of the
panel are shown the residuals (magenta line) and-ttggeen line). The cyan vertical lines shows the mask useerfagsion and sky lines. Middle
panel: photometry (black crosses) and best fit (Red croebéained from inversion with = 1 overplotted to the corresponding flux (green dotted
line). In the bottom of the panel are shown the residuals éntgcrosses). Bottom panel: same as the middle panel,ibgtaus: 0.5. We do not
show the fit of the spectrum for the case- 0.5, because is indistinguishable by eye from the top panel.
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Lookback time - Log(yr)
9

Log(Msorbin)

Log(Lw/bin)

0.03-
0.02F
0.01F
0,00k b et

.l

50

P Y S B

km/s

NGC 4388 Inner Region

Log(Msovbin)

Log(Lw/bin)

Lookback time — Log(yr)

Fig. 3.NGC 4388 inner region results. Top figure: star formationdnis
(SFH), stellar age distribution (SAD) vs. lookback time d&mndadening

function (BF) for thex = 0 case. Bottom figure: SFH and SAD vs. look-

back time for photometric analysig (= 1). In each figure are plotted
the error bars obtained from 30 Monte Carlo simulations. dashed
line represents a flat SFH.

The fit of the spectrum is essentially identical to the case
a = 0 and we do not show it. The photometry is shown in the

bottom panel of Fig. 2. The totak, = 1.4 is intermediate

Lookback time - Log(yr)
9

Log(Msorbin)

Log(Lw/bin)

km/s

Fig. 4. Combined analysis of the inner regian £ 0.5): top and middle
panel: star formation history iNl,/bin and luminosity weighted stellar
age distribution vs. look-back time in ladyr), with error bars derived
from Monte Carlo simulations. The dashed line in both pasktws a
flat SFH. Bottom panel: line of sight velocity distributidimkmy/s with
errors from Monte Carlo simulations.

bin averages metallicity i&Z) = 0.01+ 0.006, about half of
that of the inner region. The broadening function is cemtere
on= 200 knys, consistent with galactic rotation (Veilleux et
al. 1999b). Its width is dominated by the spectral broadgnin
of the instrument.

Photometry ¢ = 1)

The star formation history shows a shape similar taxithe0
case, with a departure from a constant value at a lookback
time of ~ 300 Myr (bottom panel of Fig. 6). The extinction
isE(B-V) =0.07 and the(Shot = 1.1 (middle panel of Fig.

5).

— VLT spectrum+ Photometry ¢ = 0.5)

The total fit (bottom panel of Fig. 5) hasyd, = 0.51. The
spectral fit is very similar to the case = 0 and is not
shown. The total star formation history is flat until 300
Myr ago, then it decreases steeply (Fig. 7). The gas strippin
of NGC 4388 truncated the star formation history between
100 and 500 Myr ago.

In Fig. 4 and 6 compare the recovered star formation history
for the inner and the outer regions to a flat star formation.

between the two former cases. The star formation history and While the inner region shows a good agreement, the outer

the luminosity weighted stellar age distribution are shawn
Fig. 4.

5.1.2. Outer Region
— VLT spectrum & = 0)

region, at around 300 Myr, significantly deviates from a flat
star formation history. The truncation is not sharp, beeaus
of the chosen penalization, that smoothes the solution.

As expected the non parametric method:

1. provides constraints on the long term star formatiorohyst

of the galaxy,

We obtain a fit (top panel of Fig. 5) withg,..= 0.43. The 2.
recovered star formation history (top panel of Fig.6) is flat

until a look-back time of 300 Myr, then it shows a drop, as 3.
expected from the ram pressure stripping scenario. The time

89

confirms a recent radical change in the star formatioohjist
of the outer disk,
cannot provide a precise stripping age.
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NGC 4388 Outer Spectra
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Fig. 5. NGC 4388 outer region fits: top panel: spectra (black) and fiteged) obtained from inversion withr = 0. In the bottom of the panel
are shown the residuals (magenta) and the observatiomaségreen). The cyan vertical lines show the mask used fasstom and sky lines.
Middle panel: photometry of NGC 4388 (black crosses andrdrans) and best fit (red crosses) obtained from inversioh wit 1. The best
model spectrum is overplotted. The photometric residuasatso shown (magenta crosses). Bottom panel: same asddéemanel, but using
a = 0.5. We do not shown the fit of the spectrum for the case0.5, because it is indistinguishable from the top panel by eye.
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Fig. 7. Combined analysis of the outer regian#£ 0.5): star formation
history in My/bin and luminosity weighted stellar age distribution vs.
look-back time in logo(yr) for the outer region of NGC 4388, with error
bars derived from Monte Carlo simulations. The dashed bhesv a flat
SFH. Bottom panel: spectral broadening function iry&mith errors
from Monte Carlo simulations.

age of the parametric method is only sensitive to the meiisili
averaged over the last 5 Gyr. Since the mean metallicity trmm
non-parametric method, which is averaged over a Hubble, time
is lower byAZ ~ 0.005-Q01 (cf. Sect. 5.1), we take a constant
metallicity of Z = 0.018 for the parametric method. We study the
2 as a function of the time elapsed since the truncation of the
star formation. As done for the non parametric method, we ap-

ply the parametric method to the VLT spectrum, the photoynetr

Fig. 6. NGC 4388 outer region results. Top figure: SFH, SAD vs. Iookqlone’ and then spectrum and photometry together.

back time and BF for the = 0 case. Bottom figure: SFH and SAD
vs. lookback time for photometric analysis € 1). In each figure are
plotted the error bars obtained from 30 Monte Carlo simateti The
dashed line in all the figures represents a flat SFH.

— VLT spectrum & = 0)
The top panel of Fig. 8 shows the valueydfas a function
of the stripping age, yielding a most likely stripping age of
190 Myr.
— Photometry ¢ = 1)
We obtain a/\(ghot = 0.54 (middle panel of Fig. 8) and
a stripping age of 190 Myr consistent with the result ob-
tained for the VLT spectrum analysis. We recovered also an
E(B - V) = 0.1 in good agreement with the reddening ob-
tained in the equivalent non parametric problem.
— VLT spectrum+ Photometry ¢ = 0.5)
The minimumy2, is 0.57 and the stripping age is again of
190 Myr (bottom panel of Fig. 8).

5.2. Parametric Inversion

We applied the parametric method to the spectrum of the outer
region of NGC 4388 to quantify the time elapsed since the star
formation truncation. For the pre-stripping star formatnistory
and metallicity, we use the results of Sect. 5.1. This isrdsse
because, as explained below, the derived stripping agendepe
on the luminosity weighted and on the ratio of young-to-old
stars at the time of stripping. The first point to clarify i im-
portance of the choice of metallicity evolution in the giipg
age determination. With the non parametric method we fixed an upper limit for

To test the influence of fferent AMRs on the determina-the stripping age ot~ 300 Myr. The parametric method im-
tion of the stripping age, we used a grid of constant metsllic proved the precision giving a stripping age of 190 Myr. It is
models as well as two AMRs from the galaxy evolution modemarkable that the photometric and spectroscopic datadeo
els of Boissier & Prantzos (2000). We find that the strippigg a good agreement on the stripping age. Uncertainties on #higv
decreases when the average metallicity increases. Tppisgi are discussed in the next section.
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Fig. 8. Parametric inversion of the outer regiar. as a function of the
time elapsed since the truncation of star formation. Thetyithg SFR
is flat. Top panel: spectral analysis with= 0. Middle panel: photo-
metric analysis witlw = 1. Bottom panel: spectfohotometric analysis
with « = 0.5. In this figure the dotted line represents the spegfahe
dashed line the photometrj¢, and the black line shows the totgd.
The vertical line in each panel shows the stripping age.
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6. Discussion

6.1. Uncertainties in the parametric method

In the determination of the stripping age a crucial pointas t
determine the uncertainty of the result. In order to clatifis
point we discuss here the influence of the potential sourtes o
errors in the method:
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Monte Carlo simulations

We add a gaussian noise to the spectral and photometric data,
and perform 500 Monte Carlo simulations that way. As ex-
pected from statistics, the absolute values of the minimum
x? vary and the dispersion is of the order ¢f¥IN, whereN

is the number of degrees of freedom {700 for the spec-
troscopic analysis, 7 for the photometric analysis). Havev
the location of the minimum in the? curves varies very lit-

tle. The error on the stripping age associated with the noise
is ~ 20 Myr.

Extinction law

The extinction law of Calzetti (2001) was designed to
provide a reasonable correction for starburst galaxies.
Compared to other laws in the literature, such as the stdndar
Milky Way extinction laws, it is relatively flat. The choicé o
the extinction law &ects the UV-optical colours particularly
strongly. However, in the external regions of NGC 4388 from
which gas has been mostly removed by ram pressure strip-
ping, the &ect of the choice of the extinction law can only
be small. As a test, we apply to the model spectra tiedi

ent extinction laws (Calzetti 2001, Cardelli et al. 19893 an
we compare the recovered stripping ages. The resufer di

by ~ 10 Myr.

Long term star formation history

At fixed metallicity, we build families of model spectra with
different star formation histories. We consider exponentially
decreasing star formation rates (S&R™/') with timescales

7 =6, 10 and 50 Gyr, as well as a flat SFR. The stripping age
increases from 100 Myr for = 6 Gyr to 190 Myr for a flat
SFR, because the ratio of young-to-old stars before the ram
pressure stripping event is larger with flatter star fororati
rates. Shorter timescales are excluded, because the corre-
sponding spectra are too heavily dominated by old stars even
before any cut in the SFR is considered. In our study the long
term star formation history is constrained strongly by the n
parametric inversion of Sect. 5.1. For a wide range of penal-
ization weights, constant star formation rates are fawbure
The uncertainty on the stripping age obtained when consid-
ering only regular star formation histories consistenhlite

non parametric results is reduced to about 10 Myr.
Metallicity

At fixed star formation, we build sets of model spectra using
different metallicity values. The stripping age increases with
increasing metallicity. With our study the average metiili

over the last 5 Gyr is established through the non-parametri
analysis. The error on the metallicity4+s20%. The resulting
error on the stripping age is 10 Myr. It is worth noting that

the agreement between the stripping ages determined from
the photometry only and from the spectroscopy only is best
with the flat star formation history and the quasi-solar faeta
licity found by the non-parametric analysis. With other as-
sumptions, this agreement is lost.
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6.2. Gas dynamics and star formation The parametric method leads to a stripping age for NGC
4388 of ~ 190+ 30 Myr. This result is in agreement with the

With the non-parametric method we find an upper limit for thgyg 15 of a previous work of Crowl & Kenney (2008) and with
stripping age of 300 Myr with a smooth decline of star formati .o icaq dynamical models.

during 100-200 Myr. Numerical simulations (Abadi et al. 999
Vollmer et al. 2091, Ro_dlger & Briggen 2006) ShOW that. th@oknowledgements. This publication makes use of data products from the
ISM located at a given distance from the galaxy center ipp#@ Two Micron All Sky Survey, which is a joint project of the Umitsity of
rapidly within a few 10 Myr. Therefore, the smooth decline oflassachusetts and the Infrared Processing and Analysisef@alifornia
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4.4 Test of the non parametric method
4.4.1 Comparison with diferent spectral libraries

In the non parametric inversion we use the single stellaufadion (SSP) library of
Bruzual & Charlot (2003) (BC03), that covers a time inter&ék= [0 - 19.5] Gyr,
a wavelength rangel = [100 - 24850] A, a metallicityZ = [0.001,0.05] with an
average spectral resolution (FWHM)= 2000 at optical wavelengths.

The Bruzual & Charlot (2003) basis uses Padova 1994 (Alohgi.el993,
Bressan et al. 1993, Fagotto et al. 1994a, Fagotto et al.bl @4ardi et al. 1996)
evolutionary tracks and the models are built using the IStddrary (Le Borgne et
al., 2003), with a resolution of 3 A at optical wavelength. isThibrary has been
widely used by the scientific community and tested ifiedtent research domains.
Different analysis investigated the potential sources ofgrrevealing for example
a systematic wavelength calibration error (Koleva et ab7)®r a small correction
in the spectral resolution (MacArthur et al. 2009).

In order to study the influence of the chosen spectral basithanresults,
we consider another spectral library of Vazdekis et al. @0@om now on SSP-
MILES. It uses the spectral library MILES (Sanchez-Blaeg et al. 2006, Cenarro
et al. 2007), uses the Padova 2000 isochrones and coversedewgth range of
A1 = [3525 - 7500] A with a resolution oR = 4300 (2.3 A). SSP-MILES
reproduces spectra with ages spanmihg- [100 - 17780] Myr and metallicity of
AZ =[0.0004,0.03].

This basis has the advantage of the high resolution, buttumfately it covers
only a limited wavelength range and for this reason it cabeatsed for photometric
analysis. We consider two spectral inversions obtainewusie Bruzual & Charlot
(2003) (BCO3) and the Vazdekis et al. (2007) SSP-MILES fiesa

The results are consistent (see Fig. 4.15), showing thagdhgion recovered
with the minimization is independent from the used librafis is confirmed by
they? value, that varies of 0.02 between the two basis. The toterahthey? is the
threshold above the minimum, at which we can still considawlation acceptable.
The fluctuation of the minimum value ofy& function under the tolerance-level are
completely due to the noise. For eaghthe tolerance depends on the degrees of
freedom of the problem, i.e. the number of the independemnpeters in the data
minus the number of parameters to estimate. In our case,utimder of points in
the spectrd\, > 2000, largely above the number of parameters that we want to
estimate. In this case we can approximate the degree ofineed the problem as
the number of independent points in the spectra. For BCO3awe & tolerance of
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Figure 4.15: Results for non parametric inversion of NGC818&uter region) for SSP-
MILES (Vazdekis et al. 2007, top panel) and Bruzual & ChafR@03) (bottom panel).
In each figure the top, middle and bottom panels represerdtéreormation history, the
metallicity evolution and the spectral broadening funtticespectively. In each panel the
dashed lines show the initial condition and the solid lineswsthe results with associated
error bars. The error are obtained via Monte Carlo simulatioln top of panels are
marked ther used in star formation, the spectgl, the weight parameterin Eq. 2.29, the
penalization for boundary conditiopd in Eq. 2.36), and the constant value of metallicity
Zinp used for the initial guess. In right bottom of top and middémel of each figure are
marked the value of penalizatign, uz (see Eq. 2.36). In top left of middle panel is marked
the time-bin average metallicity of the profile.
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0.03, that define a range of83 > y? > 0.60. The shape of the spectral broadening
function in case of SSP-MILES is narrower, because of theebetsolution, and
the drop in the star formation occurs approximatively attéume lookback time for
the two spectral libraries.

In conclusion the solution of the non parametric method dependent from
the chosen spectral libraries, under the condition thatitimemization procedure
converges to the absolute minimum. This is strictly relatedhe weight of
penalizationuy, uz, confirming the necessity of an adequate regularizatiomdero
to obtain reliable solutions.

4.4.2 Comparison with dfferent initial conditions

In Sect. 3.2.2 we investigated the influence dfatent initial guess for the star
formation history on the inversion of mock spectra. In tlastoon we perform the
same kind of investigation for the outer region of NGC 4388e Mge the same
penalizationu, = 10? anduz = 10? and a constant metallicity evolutidh= 0.025.
We fix as initial guess a flat star formation history, an expiadly decreasing law
with 7 = 5 Gyr and an increasing exponential witk: 5 Gyr.

As shown in Fig. 4.16 the models with flat and decreasing standtion law
are consistent, leading to a common solution, and the moitkelan increasing star
formation law shows somefiierence both in star formation history and metallicity
evolution. In this last case the minimization does not cogw¢o the right minimum
and this is confirmed by? = 0.74, higher than the value of the first two models, with
x? = 0.66. The tolerance gf? function, considering the degrees of freedom of the
problem, is for spectral analysis0.03. The obtained fit shows also a larger spectral
broadening function and an unphysical metallicity evalnti The fit obtained with
an increasing star formation as initial guess is not acbtéptas expected from the
analysis of mock data. We note that notwithstanding the bad fihe spectrum, the
last model shows a drop in the star formation at lookback tirn@00 Myr, but this
drop is not as evident as in the first two models.

The metallicity found for the inner region is solar, consigtwith the results
of the strong line method (Pilyugin 2000). The metalliciégzovered from the outer
region inversion is systematically above the solar valugeRplained in Sect. 4.16
also in real observations the metallicity evolution is naliwconstrained by the
method. For this reason in Sect. 4.3 we chose to fix an higrevaypenalization
for the metallicityu; = 10%, recovering in this way a time-bin averaged metallicity.
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Figure 4.16: Inversion of the outer region of NGC 4388, fdfadient initial guesses for the
star formation: a flat star formation history (left panel), exponentially decreasing star
formation law with characteristic timescate= 5 Gyr (right panel) and an exponentially
increasing star formation law with characteristic timésea= 5 Gyr (bottom panel). In
each figure the top, middle and bottom panels represent #nef@mation history, the
metallicity evolution and the spectral broadening funtticespectively. In each panel the
dashed lines show the initial guess and the solid lines thdtsewith associated error bars.
The errors are obtained via Monte Carlo simulations. In tbpamels are marked the
used in star formation initial guess, the speciral the weight parameter in Eq. 2.29,
the penalizations used for boundary conditipa (n Eq. 2.36), and the constant value of
metallicity Zinp used for the initial guess. In right bottom of top and middém@l of each
figure are marked the value of penalizatignuz (see Eq. 2.36). In top left of middle panel
is marked the time-bin averaged metallicity of the profile.
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Figure 4.17: Interstellar extinctiore"W) for Calzetti (2001), solid line, and filerent

Cardelli et al. (1989) as a function of wavelength. In Cdrdalal. (1989) law we use
Ry = 1 (dashed line)Ry = 2.7 (dot-dashed line) andy, = 3.1 (dotted line) (see App. D for
details).

4.4.3 Comparison with dfferent extinction laws

The non parametric inversion of the photometry applies éoghotometric basis
the extinction law of Calzetti (2001). This law depends onee fparameter, the
color exces€(B — V). This parameter characterizes the light extinction dudeo
interstellar dust. The shape of the law is calibrated bymestar forming galaxies.
For the inner spectrum we observe in optical spectroscaptytsical emission lines
of star forming galaxies and a Calzetti (2001) extinctiow la reasonable. The
spectrum of the outer region does not show emission linedamithis reason we
investigate the influence on the results of etent extinction law. We chose an
extinction law of Cardelli et al. (1989) (see app. D) that banused both in dense
and dffuse interstellar medium. The law dependsE{B — V) parameter an&k,,
that is the ratio of the absolute extinction at referencealength inV and the color
excess. In our case we fix&} = 3.1. The shape of the law is quite similar to that
of Calzetti (2001) except in the blue region of the spectreee(Fig. 4.17).

In Fig. 4.18 and 4.19 are shown the recovered star formatistorly and
the photometric fit for a combined inversion of the outer oegof NGC 4388,
respectively. The drop in the star formation in both casestis 300 Myr and
the recovered profiles are in good agreement. THerginces in shape between the
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Figure 4.18: Non parametric inversion of the outer regiotNGfC 4388 for spectral and

photometric analysiso(= 0.5). The top panels show the star formation history verseas t
lookback time. The middle panels show the luminosity weighstellar age distribution

versus lookback time and in the bottom panels is shown thetrsphdoroadening function.

In all panels the dashed line represents an exponentiathedsing star formation law with

7 = 10 Gyr. The error bars are estimated via Monte Carlo sinanati The photometric

inversion is obtained using a Calzetti (2001) law in the tapgd and a Cardelli et al. (1989)
law in the bottom panel.
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Figure 4.19: Photometric fir of the combined non parameneilision of the outer region

of NGC 4388. In both panels are shown ; the input photomeata @ith associated error
(black crosses), the best-fit model (red crosses), the wibespectrum (cyan line), the
photometric noise (blue line) and the residuals (magen&.liTo guide the eye, an arbitrary
unobscured spectrum of the basis is also shown (green kirglly the black line show the

extinction law applied to the models, a Calzetti (2001) ftapel) and Cardelli et al. (1989)
(bottom panel) extinction law, respectively.
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chosen extinction laws are significant at wavelength belo®00 A. For filters
in the wavelength range below the SDB3lter the Calzetti (2001) law decreases
faster than the Cardelli et al. (1989) law, as shown in Figj94and the extinction
has in Cardelli et al. (1989) a bump at 2200 A, which falls witthe NUV GALEX
filter. The bump in the FUV filter of the Cardelli et al. (1988@W produces bad fit
of this point, that is about 40% higher the the model value.

The outer region gas of the galaxy has been stripped, and ywecexor
this region a low extinction. The minimization proceduredsor the inversion
confirmed the lack of gas, leading for the outer region t&éB — V) = 0.07 using
a Calzetti (2001) law an&(B — V) = 0.05 using a Cardelli et al. (1989) law. This
means that lower extinction reproduces better the input. dit conclusion using
a Cardelli et al. (1989) extinction law the non parametnension recovers a drop
in star formation history at lookback timie<~ 300 Myr consistent with the results
obtained using a Calzetti (2001) law. Thdfdrent shape of the two lawsfacts
only the curvature of the star formation history and the gairteend of the solution
is preserved.

4.4.4 Hfect of Spectral Broadening function

The best fit model recovered with the non parametric methothesresult of
the convolution of the spectral energy distribution of ttedagy at rest and the
spectral broadening function, that takes in account theceof the instrumental
point spread function and the line of sight velocity digttibn. In our work we
estimated this lastfiect to be negligible with respect to the broadening induced
by the instrumentation. But as we show in this section, thefstrmation history
and the metallicity are robust with respect to changes iménethe two sources of
broadening are treated.

Taking the lamp spectra used for the wavelength calibrasiod fitting a
gaussian to dierent lines we recovered for our observations a FWHM.71 A.
The spectral basis of Bruzual & Charlot (2003) has at opti@lelength a FWHM
=3.375 A (MacArthur et al., 2009). The broadening introdubgdhe instrumental

PSFis:
OPSF= ~ ,O'(Z)bs— O-ECOS =33 A (45)

We can express the spectral resolution both in terms of wagéhs or in terms of

physical quantities, using :
A ¢
Al AV
in which A represents the smallest wavelength distinguishable inliservations.

(4.6)
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Figure 4.20: Results for non parametric inversion of theeoumtgion of NGC 4388. We
use the stellar population basis of Bruzual & Charlot (2008jt panel) and before the
minimization we convolve the basis with a gaussian of FWHN A (right panel) and
FWHM = 4 A (bottom panel). In each figure the top, middle and bottomefsarepresent
the star formation history, the metallicity evolution are tspectral broadening function,
respectively. In each panel the dashed lines show theligitiess and the solid lines show
the results with associated error bars. The errors are @&stihvia Monte Carlo simulations.
In top of panels are marked theused in star formation initial guess, the spectral the
weight parametewr in Eq. 2.29, theQ-function value (Eq. 2.29), the recovered time-bin
averaged metallicity evolutiofZo,y and the constant value of metalliciB, used for the
initial guess. In right bottom of top and middle panel of efighre are marked the value of
penalizationuy, uz (see Eq. 2.36). In top left of bottom panel is marked the FWHIthe
gaussian convolved with the spectral basis before the ngation.
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Figure 4.21: Results for non parametric inversion of theeomtgion of NGC 4388. We
convolve the basis of Vazdekis et al. (2007) with a gaussideHM = 3 A (left panel),
FWHM = 4 A (right panel) and FWHM= 5 A (bottom panel). In each figure the top,
middle and bottom panels represent the star formationrigjstoe metallicity evolution and
the spectral broadening function, respectively. In eaahepthe dashed lines show the
initial guess and the solid lines show the results with dased error bars. The errors
are estimated via Monte Carlo simulations. In top of panetsraarked ther used in
star formation initial guess, the spectydl, the weight parameter in Eq. 2.29, theQ-
function value (Eqg. 2.29), the recovered time-bin averagethllicity evolution(Z,,) and
the constant value of metallicit¥in, used for the initial guess. In right bottom of top and
middle panel of each figure are marked the value of penaizaty, uz (see Eqg. 2.36). In
top left of bottom panel is marked the FWHM of the gaussiarvobred with the spectral
basis before the minimization.
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In our case the FORS2 instrument has a constamverall the optical spectrum.
Av represents the minimal variation of velocity that we caninggiish though the
Doppler dfect, andc is the speed of light.

If we assume a stellar velocity dispersion of 40/Rrftypical of a spiral galaxy)
from EQ. 4.6 we can determinel, that is a function of wavelength, assuming larger
value for increasingl. The wavelength range used for our observations spans
=[3300 - 6360]. This means that for the highea velocity dispersion of 40 kra
introduce a broadening in the observations\df= 0.84 A, small with respect to
theAl = 3.3 A introduced by the observations.

We performed inversions using the same formalism develapedhapt. 2
except that we convolved the spectral SSP basis of Bruzuah&l6t (2003) with
a gaussian before the minimization. We chose two gaussigh$wWHM = 3 and
FWHM = 4 A to investigate the results around these = 3.3 A defined in Eq. 4.5.

The results are shown in Fig. 4.20. For the three cases thdostaation
deviates from the flat star formation history at lookbackettra 300 Myr. We note
that the results obtained for the inversion with FWHEM (left panel in Fig. 4.20
and FWHM = 3 (right panel in Fig. 4.20) have @ acceptable because they vary
by Ay? = 0.03, and this variation is below the tolerance level oftheThe model
in which the stellar population basis is convolved with aggan with a FWHM=
4 A gives ay? = 0.59, that is not acceptable as a good fit. This is expectede si
the smoothing produced is higher than allowed for the spkeo#solution of the
observations, producing a worse fit. The FWHM of the spebn@hdening function
recovered for this case is very narrow but it should be a Dyeak. Nevertheless,
the star formation and metallicities are still reasonable.

The results obtained using the spectra of Bruzual & Chark®08) are
independent from the chosen basis. To verify this we perforthe same test using
the spectral library of Vazdekis et al. (2007), with a spactesolution FWHM
= 2.3 A. The higher spectral resolution of the basis increasg = 4.1 A. For
this reason we convolve the SSP-MILES basis with a gausdiddivMHM = 3
A, below the resolution limit, FWHM= 4 A, the adequate smoothing level, and
a FWHM = 5 A, that 'degrades’ the data beyond the spectral resolutfothe
observations (see Fig. 4.21). The results are consistettt,for the star formation
history and the metallicity evolution. The values show the same trend observed
for the basis Bruzual & Charlot (2003), with increasing \esdwat higher FWHM.
The better resolution of SSP-MILES allows to recover nagostructure of the
spectral broadening function.
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4.4.5 Hfect of penalizations

In Sect. 3.2.1 we studied thefect of diferent penalizations on the spectral
inversion. In this section we apply the method to one obsemns of the outer
region of NGC 4388. The main goal here is to confirm that theabeh of the
penalization is similar to what was seen with pseudo-data cAbose the SSP
library of SSP-MILES (Vazdekis et al. 2007), and we fix a flar $brmation history
and a constant solar metallicity, as initial guess for theimization. We proceed
as in Sect. 3.2.1, modifying, andu; for three diferent values, 10, 1¢?, 10*.

Spectral analysis

Increasing the penalizatiom, we prevent large curvature in the star formation
history (Fig. 4.22). The same trend observed for artificialadin Sect. 3.5 is
reproduced with the observations. The solution with highet 10* does not show
a truncation in star formation history. The fluctuationshia first~ 10 Myr are due
to the uncertainties in the stellar populations models edelages and the slope of
the M/L ratio versus lookback time. The flat star formation histagovered from
the non parametric method for thig value is unphhysical, because fronffdrent
observations we know that the galaxy underwent ram pressupping in the last
few 100 Myr. The lack of star formation should be detectablthe spectrum, and
the star formation should show a drop. In Sect. 3.5 we sawrthegasinguy the cut

in the stripping age disappears and the drop in the star toome underestimatd.
For NGC 4388 we observe the sanféeet, and despite thg? has an acceptable
value we can reject this solution because of the higher petigin.

The solutions fop, < 10* show a drop in the star formation at about 250 Myr
for = 1074 and 130 Myr fomu, = 10?. They? values are similar and also the time-
bin averaged metallicity varies by onrAZ = 0.002. The? analysis allows to reject
all the solutions that are above the tolerance level ofithdistribution, but is not
decisive in the choice of the best model. This is due to themrmiation procedure
that, for a stficiently regularized problem, assures always the converywards
a minimum. To show this we perform a campaign of inversiorasmpg both for
1y andyz the range 1%, 10%. In Fig. 4.23 is shown a map gf values in theuy -
1z plane. According to the minimuw? = 0.416 and the tolerance level of 0.03 for
our problem, we can accept all tlyé < 0.446, condition that covers all the map. A
campaign of inversion to exployg, uz parameter can reject some solutions but to
select the best physical model a detailed analysis of thatsds necessary.

The spectral analysis is not able, as seen for the artifiatd (Sect. 3.5), to
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Figure 4.22: Non parametric inversion of the outer regiolNGC 4388 foru, = 1074
(left panel),ux = 107 (right panel), ands, = 10* (bottom panel). In each figure the top,
middle and bottom panels represent the star formationrigjdtte metallicity evolution and
the spectral broadening distribution, respectively. lohegganel the dashed lines show the
initial condition and the solid lines show the results wiisaciated error bars. The errors
are obtained via Monte Carlo simulations. In top of paneésraarked ther used for the
initial guess in star formation, the spectd| the weight parameter in Eq. 2.29, the value
of the totalQ(X) function (Eq. 2.29), the constant value of metallicty, used for the initial
guess and the time-bin average metallicity recovered wihnversion. In right bottom of
top and middle panel of each figure are marked the value oflipatian uy, uz (see Eq.

2.36).
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x2 map for spectral inversion
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Figure 4.23:y2 map for spectral inversion of the outer region of NGC 438¢hit, - 1z
plane.

recover a clear truncation in the star formation. We camege grossly, from this
analysis, that the stripping for NGC 4388 occurred betwehand 250 Myr.

Photometric analysis

We performed a photometric inversion of the outer region GQN4388. Since
we know from the campaign of pseudo-data that the photomptablem is less
constrained in metallicity, we set two fiérent values fop, = 1P, 10* and
uz = 107,10,

The results, shown in Fig. 4.24 are very similar to the oneiiokd using
the semi analytical model of Boissier & Prantzos (2000), antipular Fig. 3.29.
For uy = 10?2 anduz = 10* (right top panel of Fig. 3.29) the mock campaign
shows a cut in the star formation that underestimates thea mpdel by one time-
bin, i.e.50 Myr, and a constant metallicity valde= 0.011. In the bottom right
panel of Fig. 4.24 we have the equivalent trend for NGC 438&nplations. The
star formation history shows a cut at lookback titrre 200 Myr, and a constant
metallicity valueZ = 0.009. The results are consistent with the spectral inversion
which recovered a stripping age between 130 and 250 Myr. uzot 10° we
recover an increasing metallicity with time-bin averagestafiicity of (Z) = 0.023
for u, = 107 and(Z) = 0.014 foru, = 10° but this last case can be rejected
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Figure 4.24: Photometric inversion of the outer region of (N@388 for : uy = 10°,

uz = 107 (top left panel),uyx = 10°, uz = 10* (top right panel)ux = 1%, uz = 107
(bottom left panel) angi, = 10?, uz = 10* (bottom right panel). In each figure the top,
middle and bottom panels represent the star formationrigjstoee metallicity evolution and
the spectral broadening distribution, respectively. lohegganel the dashed lines show the
initial condition and the solid lines show the results witlsaciated error bars. The error are
obtained via Monte Carlo simulations. In top of panels arekedther used for the initial
guess in star formation, the spectg&l the weight parameter in Eq. 2.29, the value of
the totalQ(X) function (Eq. 2.29), the constant value of metallicsty, used for the initial
guess and the time-bin average metallicity recovered Wwihrtversion. At the bottom right
of the top and middle panels of each figure are marked the @dlpenalizationuy, uz (see
Eq. 2.36).
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because the star formation penalty is too low, as shown bfftbieiation of the star
formation history recovered. Usingia = uz = 107 we obtain flat star formation
history at lookback timé > 200 Myr and an increasing metallicity until the drop
in star formation, very similar to the results showed in teft panel of Fig. 3.29
for the mock data. This can be explained in term of informrraabout the stellar
populations at these ages. Since the star formation is lmvntetallicity is not
well constrained and also a decreasing evolution, as incdsg, converge to an
acceptable minimum with g2 = 0.40.

The campaign with artificial data showed us that the meisllis less
constrained by the photometry with respect to the speatialyais. For this reason
we prefer to impose a constant solution for the metalliciing, uz = 10%. In the
bottom right panel of Fig. 4.24 the stripping is shifted tosdvgounger ages, and the
deviation from a flat star formation history starts when tteep truncation of the
star formation in top right panel of Fig. 4.24 occurs. The pumstar formation
history is not relevant because it happens at lookback tirnd0 Myr, in a range
of ages for which the stellar models are uncertain.

Combined analysis

The combined spectral and photometric inversion is showfign 4.25. The
spectral analysis recovered reliable solutionfpe iz = 107, and the photometric
analysis showed a minimugt for u, = 10? anduz = 10*. The combined analysis
seems to prefer the photometric constraint in the combinatyais. Settingr = 0.5
we gave the same weight to the spectral and photometric naatmon, but as seen
in Sect. 4.4.5, the metallicity is not well constrained if@metric analysis. These
uncertainties fiect the combined analysis, for which the model with= pz = 10
shows larger error bars at lookback titne 1 Gyr. For this reason again we prefer
to keep the metallicity constant and determine the strippige using the solution
for uy = 10 anduz = 10%. For this set of weight cdcients the star formation
shows a drop at lookback time between X30< 200.

In conclusion the spectral analysis reproduces more tealisends for
metallicity than the photometric analysis, but in case ofumdation of the star
formation, the regularization does not allow the method #odvecise in the
stripping age determination. The photometry instead idjres better the cut of
star formation, but does not allow to reproduce reliableatheity values. Finally
the combined analysis reproduces some trends for the miyalbut the high
uncertainties of the photometry in the metallicity solatatects the final solution
also in the combined analysis.
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Figure 4.25: Combined inversion of the outer region of NGB8 : uy = 10, uz = 107
(top left panel),uy = 1P, uz = 10* ( top right panel)uy = 1%, uz = 10? (bottom left
panel) anduy = 10%, uz = 10* (bottom right panel). In each figure the top, middle
and bottom panels represent the star formation historyntellicity evolution and the
spectral broadening distribution, respectively. In eaahgb the dashed lines show the
initial condition and the solid lines show the results witlsaciated error bars. The error are
obtained via Monte Carlo simulations. In top of panels arekedther used for the initial
guess in star formation, the spectidl the weight parameter in Eq. 2.29, the value of
the totalQ(X) function (Eq. 2.29), the constant value of metallicsty, used for the initial
guess and the time-bin average metallicity recovered Wihiriversion. In right bottom of

top and middle panel of each figure are marked the value ofligatian uy, uz (see Eg.
2.36).
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4.5 Test of the parametric method

The purpose of these tests presented here is to investigat®bustness of the
determination of the stripping age, under the assumptian ttie quenching of
star formation occurs locally on very short timescales.sTdssumptiion is based
on independent dynamical models (Abadi et al. 1999, Roedigeriiggen 2006,
Volimer et al. 2001).

4.5.1 Stability of the Parametric method via Monte Carlo sirulations

We add a random gaussian noise to the photometry and to tkeveblsspectrum of
the outer region of NGC 4388 and we perform 500 Monte Carlaukations. The
results are shown in Fig. 4.26. Both for the spectroscopypdnatiometry the shape
is quite similar for all the realizations. We calculate tlikey?2, as in Eq. 2.38 and
we show in the bottom panel of Fig. 4.26 the distribution ofpgting ages. The
results show that thg? minimum oscillates between 180 and 200 Myr, with a peak
at 180 Myr. Between 180 and 200 Myr we have85% of the realizations. The
recovered values of minima fg# are in both cases comparal:;{épec(min) = 0.63
and)(shot(min) = 0.60. The dashed lines in Fig. 4.26 show the tolerance levels
of the y? function, that is inversely proportional to the square robthe degrees

of freedom of the problem (standard propertyydfdistribution). This threshold
defines the acceptable solutions, in which the fluctuatioegganerated from the
noise in the data, and are not due to potential error in theatigzdion. In our case
the minimumy? for all the realizations are below this threshold.

From our analysis we conclude that the uncertainties in tifygogng age are
due to the noise from the Monte Carlo simulation, i.e. addrgaussian noise to
the spectral and photometric data. The uncertainties otifyg@ping age is~ 20
Myr.

4.5.2 Influence ofr and metallicity evolution

We perform diferent tests to verify thefigciency of the parametric method in
recovering the stripping age. We use the spectra and theomietty of the
outer region of NGC 4388, as defined in Sect. 4.1.1 and 4.2. akie the star
formation history defined in Eq. 2.37 with= {2, 3, 6, 10, 15, 50} Gyr and a constant
metallicity evolutionZ = {0.004, 0.008 0.02, 0.03} (n.b. Z = 0.02 corresponds
to solar metallicity). For each couple, Z) we build spectra and photometry at
different cut ages and we study the evolutiorygf as a function of the lookback
time for the outer region. For the rest of the section the Wegarameter in
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Eq. 2.38 is been fixed at 0.5. The main results of this anatysis

e The stripping age decreases with increasing metalliaitzid). 4.28 are shown
the evolution ofy2, at fixedr = 50 Gyr with increasing metallicities. The
stripping age spans from 650 to 150 Myr and the value of thermim
x2, decreases with increasing metallicity. The variation & $tripping age
becomes less dramatic if we decreases the valuge ok. if we increase
the slope of the star formation history. In Fig. 4.29 are shole variation
of the y2, at a lowerr = 15 Gyr and diferent metallicites. Note that this
star formation history is not compatible with the non-pagéme results for
NGC 4388. The stripping ages span a smaller range (475-150 tgn
in the previous case. By decreasingve ultimately decrease the weight
of the younger populations with respect to the older oness Tifeans that
the variations of the spectra afflgirent cut ages are small. The evolution of
the spectrak?, shown as dotted lines in Fig. 4.28 and 4.29, is rt¢cied
dramatically by the variations of the metallicity. The phiwietricy?, shown
as dashed lines in Fig. 4.28 and 4.29, instead shows végreit profiles,
that modify in a relevant way the totgf,. The photometry is more sensitive
to the metallicity variation than the spectra in the strgpage determination.

e The stripping age decreases with the decreasimgFig. 4.27 are shown for a
fixed metalllicityZ = 0.02 the evolution of the stripping age with increasing
The observed trend is due to the ratio yolatgstars. For lower the younger
component is negligible with respect to the older stellgsyations. In the
case ofr = 2 Gyr the stripping age is negative and the old stars dominate
the light even before the cut in the star formation. As a cqueace the
spectrajygpec(dotted line) remains almost flat after the star formation The
photometrig\glﬁhot (dashed line in Fig. 4.27) is more sensitive to the variaion
of r compared to the spectr;@.ipec(dotted line in Fig. 4.27). Far > 2 Gyr, the
X2, has stables minima, 0.70, 0.62, 0.66. The drogfjvalues, fromy2, ~ 4
to 0.8 immediately after the cut in star formation, means @hstar formation
with a cut reproduces better the observed spectrum thantagous one, if
the underlying star formation history isfigiently flat.

A realistic metallicity evolution is not necessarily flat.n the examples
illustrated below we show what part of the age-metallicghation is most relevant
in determining the stripping age. We build thre#elient sets of spectra using the
same underlying star formation history (exponential wite- 50 Gyr) and three
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different metallicity histories: a constant solar metalli@tyd the semi-analytical
models of Boissier & Prantzos (2000) SAM1 and SAM2 (see Fif).3

The evolution ofy2, as a function of lookback time for these three cases is
shown in Fig. 4.30. The metallicity of SAM2 model (solid lime Fig. 3.1) is
always below the solar value. The corresponding strippgeg 200 Myr, is below
the stripping age recovered for a solar metallicity evolutil 75 Myr. This resultis
in agreement with the analysis shown in Fig. 4.29, in whiatréasing metallicities
leads to higher stripping ages.

The case for the evolution of the metallicity of SAM1 modeagtied line in
Fig. 3.1) is diterent, that is below a solar value only for the first 5 Gyr. 8Sime
are investigating variations in the model spectra occuimetthe last~ 500 Myr,
the metallicity variations of the last few Gyr dominates tieape ofy2,. For time
t > 11 Gyr the metallicityZ > 0.03 and the recovered stripping agésds, = 100
Myr, i.e. shorter than for a constant solar metallicity. s in agreement with the
results of Fig. 4.28 and 4.29, in which order of magnitude 400 Myr are reached
only for metallicitiesZ = 0.02.

In conclusion, the determination of the stripping age udimg parametric
method is influenced both by star formation and metallicity.

The choice ofr in Eqg. 2.37 determines the star formation at lookback time
t < 300 Myr, ages relevant in stripping age determination. [sttar formation
histories produce negligible star formation at presentygared to the old stellar
populations. The light contribution from young ages in thserved spectrum is
low and if you want to reproduce this, you have to cut a lot wiveruse a constant
star formation history, because the young populations dates the light in this
case. For a decreasing star formation the young ages ametsibess light to the
final spectrum. Therefore the stripping age is smaller thanm for a constant star
formation history.

Using semi-analytical models of Boissier & Prantzos (2008)will show in
Sect. 4.5.6 that the metallicity of stellar populationsaikback timet < 5 Gyr
are critical for the stripping age determination. Becauk¢he age-metallicity
degeneracy, the metal rich populations look older. Thusthipping age becomes
smaller than that for metal poor populations.

4.5.3 Influence of the chosen Spectral Broadening Function

The spectral library chosen to build the model spectra isBtheual & Charlot
(2003) library, with an average resoluti®r~ 2000. The VLT observations have a

116



T="50 Gyr Z=0.004  Strip. Age = 650 Myr

C T T T 1T 1T [ T 1T T T [ Ifr 1T 1T 1 T 1T T T 1 1]
ar X2=1.1460 ]
3L i
o |- 4
< L i
2k .
1 1
0 : S T Y T N Y Y O O | \:
-500 0 500 1000 1500
lookback time (Myr)
T="50 Gyr Z=0.008 Strip. Age = 350 Myr
T T T [ 1T T T 1T [ T T 1t [ T T T 1T 1 T 1T 1]
ar ; X2=0.8671
3F “ ]
o |- 4
> [ ! ]
2k .
1 1
0 : I N T Y T T T A \:
-500 0 500 1000
lookback time (Myr)
T="50 Gyr Z=0.020  Strip. Age = 175 Myr
ET T T T T T T T T T T T T T T T T T T T ]
ar 3 X2=0.6619
3F ]
o |- 4
> L | i
2k .
1 .
0 : T T Y S Y Y T B N :
-1000 -500 0 500 1000
lookback time (Myr)
T =50 Gyr Z=0.030 Strip. Age = 150 Myr
CT T — T T T T T T T
ar | X2=05780
3f ; ]
o |- .
< ]
2 .
e ]
ok [ Ll [ [ | \:
-1000 -500 0 500 1000

lookback time (Myr)

Figure 4.28: Evolution ofyZ, as a function of lookback time for fierent assumed
metallicities (solid lines). For a detailed descriptioe $&g. 4.27.
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the totaly$,, the spectrakZ,e.and the photometrigghot, respectively. To build the model
spectra we useda= 50 Gyr (Eq. 2.37). On top of each panel are marked the valuleeof t
7, the metallicity used and the stripping age recovered. érritfht corner of each panel is
marked the minimuny2, of the plotted distribution.
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Figure 4.31:)55pec evolution versus stripping age for a set of spectra repreddom a
cut star formation convolved with a gaussian. On the top chgaanel are shown the
characteristic timescale of the underlying star formatam (7), the minimum)(gpeo the
FWHM of the convolved gaussian, and the recovered strippgey The vertical bar marks
the minimum position.
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resolutionR ~ 800. To be consistent with the observations we smooth thetrgpe
library to match the observations. The non parametric nekib@ble to recover a
spectral broadening function that collects tlfieet of the instrumental point spread
function and the fect due to the line of sight stellar velocity distribution.

We can convolve the model spectra used in the parametricoghatialysis with
a Gaussian of FWHM: 3.3 A that "degrades” the models to the spectral resolution
of the observations, or we can convolve the models with tleetspl broadening
function recovered from the non parametric inversion ofdbeer region.

In Fig. 4.32 and 4.33 are shown the best fit spectrum with tlseaated
Xgpec (see Eqg. 2.38). The residuals are quite similar, and the rasanpetric
correction of the continuum has almost the same shape indasis. Despite this
similarity the recovered stripping ages aré@lient. For the models convolved with
a gaussiafsy, = 190 Myr and the minimunyz, = 0.84, for the models convolved
with the spectral broadening functidg,, = 170 Myr and the minimum, =
0.62. Convolving the spectra with a broadening functioramigd from the non
parametric inversion we better reproduce the observations

The smoothing plays an important role in the determinatibthe stripping
age. We investigate thidtect by convolving the model spectra with gaussians of
different FWHM. No extra broadening is allowed (i.e. the seaoclafline of sight
velocity distribution is switched b in the minimization procedure). In Fig. 4.31
are shown some results. The stripping age increases withwhdM used for the
convolution, but this dependence becomes weaker withasarg FWHM: between
2 and 3 A the stripping ages varies of 40 Myr and between 5 andreAtripping
ages varies of 20 Myr. This is expected. If the models are moiosh enough, their
absorption lines are deep and they look older.

45.4 Influence of the extinction law

The parametric method applies to the photometry an extindtw of Calzetti
(2001) that was calibrated on nearby star forming galaxesong extinction law
in the literature, this law is one of the flattest, becauseesults from a spatial
configuration where stars and dust are mixed. We investibatetect of a diferent
choice of extinction. We take the Cardelli et al. (1989) lawitmR, = 3.1 (see
app. D) and we study the evolutionpghot. The results (Fig. 4.34) vary by 20 Myr
and the/yf)hOt vary by less than 0.01. The ligh extinction in spectral asiglis taken
into account using the same Non Parametric Estimation o€tminuum (NPEC)
used in non parametric method (see App. C). For this reassmstlirce of errors
involved only the photometric analysis.
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Figure 4.32: Top panel: Best fit for a set of spectra that myce the spectral energy
distribution of diferent stellar populations at fikrent ages after the cut in their star
formation history. The underlying conditions are a flat &amation history and a constant
solar metallicity. The set of spectra have been convolvetth tie spectral broadening
function obtained from non parametric inversion of the ouégion of NGC 4388. The
red line shows the best fit, the black line are the observatithe green line shows the used
mask for the bad pixels and the blue line show the non par&resttinction correction.
Bottom panel : Evolution of thggpc (see EqQ. 2.38) versus stripping age. The vertical line
shows the minimum.
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Best Fit (SSP convolved with a Gaussian)
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Figure 4.33: Top panel: Best fit for a set of spectra that myce the spectral energy
distribution of diferent stellar populations at fiirent ages after the cut in their star
formation history. The underlying conditions are a flat &amation history and a constant
solar metallicity. The set of spectra have been convolved aviGaussian distribution with
a FWHM = 3.3 A. The red line shows the best fit, the black line are thewagions, the
green line shows the used mask for the bad pixels and theibusHow the non parametric
extinction correction. Bottom panel : Evolution of t)aépec(see Eq. 2.38) versus stripping
age. The vertical line shows the minimum.
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Figure 4.34:)(|[2)hOt evolution versus stripping age for a set of spectra from actited star
formation. In the top and bottom panels are plotted the te@itained using a Calzetti
(2001) and Cardelli et al. (1989) extinction law, respedtiv On the top of each panel are
shown the characteristic timescalased for the star formation before the cut, the minimum
)(Shot and the recovered stripping age.

124



4.5.5 Metallicity error from the NP method and stripping age

We use for the estimation of the stripping age in the outeiorethe metallicity
value recovered from the non parametric inversion. Peifogrd0 Monte Carlo
simulations we gave also an error bar associated to the namp#ic result. To
be consistent with this incertitude in the metallicity valve build 3 set of spectra
with a flat star formation history cut atftierent ages. We take a constant metallicity
evolution with 3 diferent values corresponding to the value recovered fromdhe n
parametric inversion, the lower limit and the upper limg, determined from the
Monte Carlo simulations. The result are shown in Fig. 4.35fthctuation of the
recovered stripping age is of the order of 15 Myr.

4.5.6 Metallicity dependence of the stripping age determiation

In Sect. 4.5.2 we built a grid of spectra usingfeient metallicity evolutions and
different star formation models and we showed that the strippgeydecreases
with increasing metallicity. In this section we investigathich stellar populations
are critical in the stripping age determination. We use fdifierent metallicity
evolutions. For one model the metallicity &= 0.02 since lookback timée =
13.5 Gyr. For the second modgl= 0.01 except for the last 12 Myr, where it
rises toZ = 0.02. Between these two extremes, we build two models in e
metallicity increases abruptly frod = 0.01 toZ = 0.02 at intermediate ages, at
lookback timed;,c = 2.5 Gyr, andj,c = 5 Gyr. We study the? evolution and the
effect on the stripping age for spectral, photometric and janatysis.

e Spectral analysis

The case with,. = 12 Myr corresponds to a constant metallicity evolutio of
=0.01 and the cadg. = 13.5 Gyr is a constant metallicity &= 0.02. These cases
give a stripping age of 240 Myr and 180 Myr, respectively. $pectral? decreases
with ti,c and the stripping age increases when the metallicity deess@n agreement
with results of Sect. 4.5.2 (left column in Fig. 4.36). Thé&elence in stripping age
betweerZ = 0.01 andZ = 0.02 is then 60 Myr. If we use a constant metallicity of
Z = 0.01 and we increase the valuede- 0.02 only in the last 2.5 Gyr, we obtain a
stripping age that is 30 Myr above the value that we obtaingfrhetallicity is solar
for an Hubble time. If we extend this interval to the last 5 @ obtain a stripping
age that is 20 Myr above the reference value of 180 Myr. fhen the contrary,
IS not very sensitive to the variation of metallicity in trest 5 Gyr. As already said
the tolerance level for the? function in our case i&y? = 0.02. The value of the
minimum y? obtained when we increase the metallicity in the last 5 Gw?is-
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Figure 4.35: Evolution ofy2, as a function of lookback time for fierent assumed
metallicities (solid lines). For a detailed descriptioe $&g. 4.27.
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Figure 4.36: Evolution of spectraf (left column), photometrig? (middle column) and
total y2 (right column) as a function of the stripping age. In the tighlumn the dashed and
dot lines represents the photometric and spegttarespectively. Each row corresponds
to a diferent metallicity evolution, depending on the lookbacketitp. since when the
metallicity increases frord = 0.01 toZ = 0.02. We show models witt},c = 12 Myr (first
row), 2.5 Gyr (second row), 5 Gyr (third row) and 13.5 Gyr (bat row). On top of each
panel are marked the minimug?, the corresponding stripping age and the star formation
used.

0.57,Ax? = 0.03 above the value obtained when the metallicity is conistZ =
0.01. The uncertainty in the stripping age estimated withghrametric method
is ~ 30 - 35 Myr. In this sense the stripping age is strictly degeiebnly on the
metallicity evolution of the last 5 Gyr, and this result isite the errors determined
summing all the sources of potential errors.

e Photometric analysis

Photometry shows an opposite trend with metallicity witlspect to the
spectral analysis (middle column of Fig. 4.5.2). Tyfedecreases with increasing
metallicity and the minimum value is obtained for a constaetallicity evolution
of Z = 0.02. The tolerance of the’ for the photometric analysis is 0.35. The value
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obtained for a solar metallicity in the last 5 Gyyis= 0.75. This value is acceptable
and leads to a stripping age of 180 Myr, 10 Myr under the eston@btained using
a constant solar metallicity. Also for photometric anadytkie metallicity of the last
5 Gyr is crucial in stripping age determination. We note theitveen a constant
solar metallicity over all time and a constant solar metallionly during the last
2.5 Gyr the stripping age varies by 40 Myr. Once we includsehearly ages and
we consider a constant metallicity evolutiond# 0.01, the stripping age increases
rapidly to 330 Myr. The dependence of the stripping age onntiegallicity of
intermediate populations is more pronounced in the phatiacn@nalysis, where
the sensitivity to the variation of metallicity in stripgjrage is largely due to the
metallicity evolution during the last 2.5 Gyr.

e Combined analysis

The joint analysis of photometry and spectrum shows the $amnds observed
for the separate analysis (right panel in Fig. 4.5.2). #his minimum for a constant
solar metallicity. The totg}? is dominated by the photometré. The best spectral
x? is always smaller than the best photomejfc except for the solar case, and
using a constant metallicity = 0.01, we obtain a stripping age that is completely
dominated by the result of the photometric analysis.

From this analysis we infer that the stripping age estimaisthg our
parametric method is not influenced by the chosen long tertallicgy evolution.
The relevant part of the age-metallicity relation that deiees the final stripping
age estimation, is that of the intermediate age and yourigrspopulations. In
particular we note that spectral analysis is able to repredhe same results that
we would obtain with a constant metallicity, by imposingstivalue only in the
last 5 Gyr of galaxy’s life. This dependence is more pronegnior photometric
analysis, in which the epoch relevant for stripping ager@teation is the evolution
over the last 2.5 Gyr.

In this section the variation of the stripping aggs, has been extensively
investigated. The main results are:

- we check the stability of the results performing 500 Mongl€ simulations,
recovering a\tgy, ~ 20 Myr;

- we fix a constant metallicity = 0.02 and varying X< r < 50 Gyr we built
different families of spectra. We obtainat,, = 175 Myr,

- defining for the star formation 1% 7 < 50 Gyr and for the metallicity
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0.004 < Z < 0.03 we built diferent families of spectra. We obtained

- for =50 GyrandZ = 0.02 we built a family of spectra in which we convolve,
before the minimization procedure, the model spectra wahsgians of
different FWHM. For < FWHM < 5 A we recoveredtsy,, = 100 Myr;

- we applied to the model spectra an extinction law of Cal4@t01) and
Cardelli et al. (1989) and applying the non parametric metho the
photometric analysis we recoveredg;, = 20 Myr;

- we built three families of spectra using a flat star formatlustory and
metallicity values consistent with the error bars recodgeme the non
parametric method.016 < Z < 0.02. For the chosen metallicity we recovered
Atgyp = 40 My,

- for a flat star formation history, we built a family of spextin which the
metallicity increases abruptly froih = 0.01 toZ = 0.02 at diferent timetj.
For 12< tjnc < 13503 Myr we recoveredts,, = 150 Myr.
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Abstract. TRAM 30m *>CO(1-0) and '*CO(2-1) HERA observations are presented for the ram-pressure stripped
Virgo spiral galaxy NGC 4522. The CO emission is detected in the galactic disk and the extraplanar gas. The
extraplanar CO emission follows the morphology of the atomic gas closely but is less extended. The CO maxima
do not appear to correspond to regions where there is peak massive star formation as probed by Ha emission.
The presence of molecular gas is a necessary but not sufficient condition for star formation. Compared to the
disk gas, the molecular fraction of the extraplanar gas is 30 % lower and the star formation efficiency of the
extraplanar gas is about 3 times lower. The comparison with an existing dynamical model extended by a recipe
for distinguishing between atomic and molecular gas shows that a significant part of the gas is stripped in the
form of overdense arm-like structures. It is argued that the molecular fraction depends on the square root of the
total large-scale density. Based on the combination of the CO/Ha and an analytical model, the total gas density
is estimated to be about 4 times lower than that of the galactic disk. Molecules and stars form within this dense
gas according to the same laws as in the galactic disk, i.e. they mainly depend on the total large-scale gas density.
Star formation proceeds where the local large-scale gas density is highest. Given the complex 3D morphology this
does not correspond to the peaks in the surface density. In the absence of a confining gravitational potential, the
stripped gas arms will most probably disperse; i.e. the density of the gas will decrease and star formation will
cease.

Key words. Galaxies: individual: NGC 4522 — Galaxies: interactions — Galaxies: ISM — Galaxies: kinematics and

dynamics — Stars: formation — Radio lines: ISM

1. Introduction

The best-studied case of active ram-pressure stripping of
a cluster galaxy is NGC 4522 located in the Virgo cluster.
Only in this cluster is the resolution of radio telescopes
sufficient (~ 20" = 1.6 kpc!) for a detailed analysis of the
gas morphology and kinematics. NGC 4522 is a rather
small (D95 = 4’ = 20 kpc) edge-on Sc galaxy with a ro-
tation velocity of ~ 100 kms~1. It is strongly HI deficient
(DEF = 0.6; Helou et al. 1984). Its projected distance
to the cluster center (M 87) is large (~ 1 Mpc), and its
radial velocity with respect to the Virgo cluster mean is
high (1150 kms~1). Hr and Ha observations (Kenney et
al. 2004; Kenney & Koopmann 1999) show a heavily trun-
cated gas disk at a radius of 3 kpc, which is ~ 40% of the

Send  offprint  requests  to: B.  Vollmer, e-mail:
bvollmer@astro.u-strasbg.fr
* Based on IRAM 30m HERA observations

! We use a distance of 17 Mpc for the Virgo cluster.

optical radius, and a significant amount of extraplanar gas
to the west of the galactic disk. The one-sided extrapla-
nar atomic gas distribution shows high column densities,
comparable to those of the adjacent galactic disk. The
6 cm polarized radio continuum emission shows a maxi-
mum at the eastern edge of the galactic disk, on the oppo-
site side of the extraplanar gas and star formation. Since
the stellar disk is symmetric and undisturbed (Kenney &
Koopmann 1999), a tidal interaction is excluded as the
origin of the peculiar gas distribution of NGC 4522. Thus,
this galaxy undergoes ram-pressure stripping due to the
galaxy’s rapid motion within the hot and tenuous intra-
cluster gas (ICM) of the Virgo cluster.

Vollmer et al. (2006) made a dynamical model that
includes the effects of ram pressure for NGC 4522. The
model successfully reproduces the large-scale gas distribu-
tion and the velocity field. By assuming a Gaussian distri-
bution of relativistic electrons, they obtained the distribu-
tion of polarized radio continuum emission, which repro-
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2 Vollmer et al.: Stripped molecular gas in NGC 4522

duces the VLA observations of polarized radio continuum
emission at 6 cm. The observed maximum of the polar-
ized radio continuum emission is successfully reproduced.
The eastern ridge of polarized radio continuum emission is
therefore due to ram pressure compression of the interstel-
lar medium (ISM) and its magnetic field. The dynamical
model and the analysis of the stellar populations of the
outer gas-free disk using optical spectra and UV photome-
try (Crowl & Kenney 2006) indicate that the ram pressure
maximum occurred only ~ 50-100 Myr ago. This scenario
has one important caveat: the large projected distance
of NGC 4522 (1 Mpc) to the center of the Virgo clus-
ter (M87). Assuming a static smooth ICM and standard
values for the ICM density and the galaxy velocity, the
ram pressure at that location seems to be too low by an
order of magnitude to produce the observed truncation of
the gas disk. A natural explanation for the enhanced ram
pressure efficiency is that the intracluster medium is not
static but moving due to the infall of the M49 group of
galaxies from behind (Kenney et al. 2004, Vollmer et al.
2004, Vollmer et al. 2006). In this case the galaxy has just
passed the region of highest intracluster medium velocity.

While we know from the Ha observations (Kenney et
al. 2004, Kenney & Koopmann 1999) that stars are form-
ing in the extraplanar gas, we do not know the distri-
bution of molecular gas in these regions. How does the
complex multiphase interstellar medium respond to ram
pressure stripping? Can we model the molecular gas con-
tent during the interaction using simplified recipes? Can
dense molecular gas decouple from the ram pressure wind
as suggested for NGC 4438 (Vollmer et al. 2005)7 In this
article we present IRAM 30m 2CO(1-0) and 2CO(2-1)
HERA observations of NGC 4522 to investigate the fate
of the stripped gas.

We present our CO observations in Sec. 2 followed by
the observational results in Sec. 3. The detection of ram
pressure wind decoupled molecular clouds is reported in
Sec. 4. In Sec. 5 we compare our CO observations to exist-
ing H1 and Ha emission distributions (Kenney et al. 2004)
and to the dynamical model of Vollmer et al. (2006). The
molecular fraction and star formation efficiencies are dis-
cussed in Sec. 6 and we give our conclusions in Sec. 7.

2. Observations

The observations of the CO(1-0) and CO(2-1) lines, with
rest frequencies of 115.271204 and 230.53799 GHz respec-
tively, were carried out at the 30 meter millimeter-wave
telescope on Pico Veleta (Spain) run by the Institut de
RadioAstronomie Millimétrique (IRAM). The CO(2-1)
observations used the HERA multi-beam array, with 3 x
3 dual-polarization receivers, and the WILMA autocorre-
lator backend with 2MHz spectral resolution. The CO(1-
0) observations used the single-pixel " AB” receivers and
the 1MHz filterbanks as backends. The spectral resolu-
tion is 2.6 kms™! in both cases. The HERA observations
were made in February and March 2006 and the CO(1-0)
in November 2006. In both cases, a nutating secondary
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Fig.1. TRAM 30m pointings on a DSS B band im-
age. Triangles: >CO(2-1) HERA observations. Small circles:
12C0(1-0) observations. Large circles: Binned HERA pointings
(see Fig. 7). The large boxes correspond to Fig. 3 to Fig. 6.

("wobbler”) was used with a throw of 180-200 arcseconds
in order to be clear of any emission from the galaxy. The
positions observed in each line are indicated in Figs. 1 and
2 as triangles for CO(2-1) and circles for CO(1-0).

Data reduction was straightforward, eliminating any
obviously bad channels and excluding the spectra taken
under particularly poor conditions (system temperature
over 1000 K). Spectra were then summed position by posi-
tion. System temperatures of the final spectra ranged from
200 to 500 K on the Ta* scale. All spectra are presented
on the main beam temperature scale, assuming telescope
main-beam and forward efficiencies of ny,, = 0.54 and
Nior = 0.90 for HERA and 7y, = 0.74 and ng, = 0.95
for the CO(1-0) line. The spectra near map edges with
noise levels greater than 28 mK (T, scale) are left out
of Fig. 2. At the assumed distance of NGC 4522, 17 Mpc,
the CO(2-1) and CO (1-0) beams correspond to 0.9 and
1.7 kpc respectively. In order to convert CO integrated
intensities into molecular gas masses, we have assumed
a N(Hsz)/Ico2—1) ratio of 2 x 10?° Hy mol em™2 per K
kms~!. Our conclusions, however, do not depend strongly
on the N(Hs)/Ico ratio within reasonable variations.

3. Disk and extraplanar molecular gas
3.1. CO spectra

Fig. 3-6 show the 2CO(2-1) HERA spectra (resolution of
11" together with the HI spectra of Kenney et al. (2004)
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Fig. 2. 12CO(2-1) HERA pointings (see Fig. 1) with low noise
levels on the HI emission distribution (from Kenney et al.
2004). The large boxes correspond to Fig. 3 to Fig. 6.

(resolution of 20”) and the model Hr and CO emission con-
volved to the observational resolutions (see Sect. 5). We
observe that the HI emission is more extended than the
CO emission. Where detected, the velocity of the CO lines
are close to the HI velocities. In general, CO linewidths
are comparable to the HI linewidths in the galactic disk
(Fig. 4), but smaller in the extraplanar regions (Fig. 3,
6). A double-line profile is observed in the CO and HI
line west of the galaxy center at offsets (—23,0), (—23,8)
(Fig. 5). This kind of line-profile has also been observed
in NGC 4438 (Vollmer et al. 2005) another Virgo spiral
galaxy which undergoes ram pressure stripping together
with a tidal interaction. In the southwestern part of the
extraplanar gas the HI profiles show a blueshifted wing
(Fig. 6), corresponding to the most strongly pushed gas.
Whereas the CO peak in this region is aligned with the H1
peak, the blueshifted wing is absent in CO. This might be
partly due to the smaller S/N ratio of the CO data com-
pared to the Hi data. Even if there is Hs associated with
the blueshifted wing, we can conclude that the molecular
fraction in this extraplanar gas is lower in the blueshifted
wing than in the main line.

Fig. 7 shows 12CO(2-1) HERA spectra of selected re-
gions (large circles in Fig. 1, 2). To obtain a better S/N
ratio, the HERA spectra within each region were averaged.
These selected regions show the following characteristics:

— CO emission is present in the northwestern extraplanar
gas at offset (15”,64”). The line is redshifted by ~
20 km s~! with respect to the Hi line (Fig. 7 left panel).

Stripped molecular gas in NGC 4522 3
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Fig. 3. IRAM 30m HERA '2CO(2-1) spectra of the northeast-
ern box of Fig. 1 (black lines). HI spectra from Kenney et al.
(2004) (red lines). CO (green lines) and HI (blue lines) spec-
tra from the dynamical model of Vollmer et al. (2006). The
velocity scale is from 2150 to 2550 kms~! and the main-beam
temperature scale from -40 mK to 80 mK (T, scale).

— The double profile observed in the HI line at offset
(—27",0) is also present in the CO line. The CO and
H1 peak amplitudes and their separation are the same
(Fig. 7 middle panel).

— In the southwestern extraplanar gas at offset
(—46",—21") the blueshifted wing of the Hr line pro-
file has no counterpart in the CO data (Fig. 7 right
panel). The CO linewidth is significantly smaller than
the linewidth of the main HI1 line. This confirms the low
molecular fraction of the blueshifted diffuse atomic gas.
This blueshifted component corresponds to low surface
density atomic gas discussed in Kenney et al. (2004;
see their Fig. 10). The lower molecular fraction of this
gas confirms the claim of Vollmer et al. (2006) that
this gas has low densities making it more vulnerable
to ram pressure stripping.

The 2CO(1-0) spectra (resolution: 21”) are shown to-
gether with the convolved 2CO(2-1) HERA spectra in
Fig. 8. For all but offset (20”,0), the CO(1-0) line closely
follows the CO(2-1) line with a line ratio of 0.7—0.9. Thus,
the density and temperature of the molecular gas in the
western extraplanar regions is probably not significantly
different from those of the molecular gas in the galac-
tic disk. At the eastern edge we observe a lower CO(2-
1)/CO(1-0) ratio (~ 0.5). Given the sharpness of the gas
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Fig. 4. IRAM 30m HERA '2CO(2-1) spectra of the southeast-
ern box of Fig. 1 (black lines). HI spectra from Kenney et al.
(2004) (red lines). CO (green lines) and HI (blue lines) spec-
tra from the dynamical model of Vollmer et al. (2006). The
velocity scale is from 2150 to 2550 kms™! and the main-beam
temperature scale from -40 mK to 80 mK (T, scale).

distribution at the eastern edge and the pointing uncer-
tainty of the telescope at 115 GHz, this small line ratio
could be due to an offset of the CO(1-0) pointing to the
west, i.e. closer to the major axis, with respect to the
CO(2-1) pointing.

4. Wind-decoupled molecular gas

In another Virgo spiral galaxy, NGC 4438, Vollmer et
al. (2005) found CO emission not associated with any
Hri emission. NGC 4438 underwent a tidal interaction
~ 100 Myr ago (Combes et al. 1988) and now under-
goes severe ram pressure stripping (Vollmer et al. 2005).
A narrow CO line was detected in the northern tidal arm
of NGC 4438, with apparently no associated Hi. Since the
velocity of the CO line corresponds to that of the stellar
component (determined using a dynamical model of the
tidal interaction), Vollmer et al. (2005) claimed that these
molecular clouds were too dense to be affected by ram
pressure, i.e. that they decoupled from the ram pressure
wind.

%

IS PR
Fig. 5. TRAM 30m HERA '2CO(2-1) spectra of the northwest-
ern box of Fig. 1 (black lines). HI spectra from Kenney et al.
(2004) (red lines). CO (green lines) and HI (blue lines) spec-
tra from the dynamical model of Vollmer et al. (2006). The
velocity scale is from 2150 to 2550 kms™! and the main-beam
temperature scale from -40 mK to 80 mK (T, scale).
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Fig. 6. TRAM 30m HERA '2CO(2-1) spectra of the southwest-
ern box of Fig. 1 (black lines). HI spectra from Kenney et al.
(2004) (red lines). CO (green lines) and HI (blue lines) spec-
tra from the dynamical model of Vollmer et al. (2006). The
velocity scale is from 2150 to 2550 kms™' and the main-beam
temperature scale from -40 mK to 80 mK (T, scale).
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Fig. 7. Binned IRAM 30m HERA '2CO(2-1) spectra (see large
circles on Fig. 1). HI spectra from Kenney et al. (2004) (red
lines). CO (green lines) and HI (blue lines) spectra from the
dynamical model of Vollmer et al. (2006).
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Fig. 9. Average *>2CO(2-1) spectra of the northeastern (45, 68)
and the southwestern (—38,—61) ends of the galactic disk,
where the atomic hydrogen has been removed by ram pres-
sure. No HI emission is detected nor does the model predict
any gas. The spectra are averaged over a region of 20”.

Based on these findings we searched for CO lines in
regions devoid of any HI emission (i) in the ram pres-
sure stripped outer galactic disk (Fig. 9) and (ii) between
the northern galactic disk and the extraplanar HI emission
(Fig. 10). We only detect one CO line in the northern part
of the galactic disk. The most prominent CO line is de-
tected at the position (30, 68); see the little box in Figs. 1
and 2), i.e. between the stellar disk and the stripped ex-
traplanar atomic gas. The radial velocity of the CO lines
is ~ 2250 kms~1, close to the velocity of the stellar com-
ponent. The Hi line of the stripped extraplanar Hi (Fig. 3)
is blueshifted by ~ 30 kms~!. We observe a clear absence
of a CO line in the gas-free southwestern part of the disk

100

50 =

main beam antenna temperature (mK)

_50 P B
2100 2200

‘ 23‘00 ‘ ‘ 24‘00 ‘ ‘ 2500
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Fig. 10. Single *CO(2-1) HERA spectrum in the northeast

that is located outside the Hi distribution. The position is

marked with an additional box in Fig. 2.

(Fig. 9 right panel), for which an explanation is proposed
in Sect. 6.1.

5. Comparison with the dynamical model

In this section we will compare the molecular gas and
Ha distribution to the dynamical model of Vollmer et al.
(2006).

5.1. Molecular gas

In order to estimate the Hy column density distribu-
tion, via a zero moment (integrated intensity) map of the
CO(2-1) emission, we proceed as below. For the positions
where the S/N of the HI is higher than 2.50, the linewidths
of the HI spectra of these positions are determined and the
CO spectra integrated over the HI velocity range. This
leads to the CO emission distribution map of Fig. 11 (top
panel).

To compare the HI and the CO emission distributions
with the dynamical model of Vollmer et al. (2006), we
assume that the molecular fraction of the gas depends on
the local gas density. In a first simple approach we assume
that the gas is bimodal, i.e. entirely molecular at densities
> 0.03 Mepce™® = 1 cm™? and entirely atomic at lower
gas densities. The resulting model gas distribution maps
were convolved to the observational resolutions (middle
panel of Fig. 11). In a second approach we assume that the
molecular fraction depends linearly on the square root of
the gas density fmol = 1/p/(0.5 Mgpc—2). Moreover, the
molecular fraction cannot exceed unity. In Sec. 6.2 we will
give a motivation for this dependency. The resulting model
CO emission distribution is shown in the lower panel of
Fig. 11.

The comparison between the observed and the simu-
lated CO emission distribution shows the following simi-
larities:

— The galactic disk is the most prominent feature. There
is more molecular gas of higher surface densities in the
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show the TRAM HERA pointings which were used to con-
struct the CO moment 0 map. Middle panel: model CO dis-
tribution (solid line) on the model HI emission distribution
(dotted line). The gas is assumed to be entirely molecular for
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shown in the deprOJectlon in Fig. 14.

Stripped molecular gas in NGC 4522

outer part of the gas disk in the southwest than in the
northeast.

— There is CO emission in the extraplanar regions.

— The model using a molecular fraction proportional to
the square root of the gas density better reproduces the
CO morphology of the extraplanar regions: the north-
ern and southwestern CO emission regions are centered
on the peaks of the HI emission and there is a spatially
separated CO arm between the southwestern and the
disk CO emission.

On the other hand, we observe the following disagreement
between the model and our observations:

— The model CO emission distribution shows a central
hole. This is due to the initial conditions which had an
initial gas hole for computational reasons.

— The northern part of the observed CO disk shows
emission of lower surface brightness. The HI emission
(Kenney et al. 2004) shows the opposite trend: high
column density gas is found to the north.

— The model CO emission to the west of the galaxy cen-
ter is more extended than it is observed. This is also
the case for the HI emission (see Sect. 6).

We thus conclude that the model reproduces qualita-
tively our CO observations. The model using a density-
dependent molecular fraction reproduces the observations
better than a bimodal molecular fraction.

The direct comparison between the Hi and CO model
and observed spectra (Fig. 3 to Fig. 7) shows good agree-
ment for high intensities, i.e. high gas densities. However,
the observed CO and Hi1 double lines and blueshifted wings
of the HI lines in the western extraplanar regions are not
reproduced by the model. This is due to the constant col-
umn density of the model gas in the regions affected by
ram pressure (see Sect. 6).

5.2. Star formation

In typical spiral galaxies the star formation rate fol-
lows more closely the molecular gas distribution than the
atomic gas distribution (Wong & Blitz 2002). The HI sur-
face density saturates at a value of ~ 10 Mgpc~2 or even
declines for high star formation rates per unit surface.
In an unperturbed galactic disk the ISM is confined in
the gravitational potential of the disk. The ISM is turbu-
lent and this turbulence is most probably maintained by
the energy input from SN explosions (see, e.g. MacLow
& Klessen 2004 or Vollmer & Beckert 2003). Without a
constant energy supply, turbulence is damped within a
few Myr (Stone et al. 1998, MacLow 1999). Since the ex-
traplanar gas of NGC 4522 is no longer confined to the
potential of the galactic disk, it represents an ideal lab-
oratory to test if the gravitational potential plays a role
for the correlation between star formation rate and the
available molecular/atomic gas mass.

To do so, we first present the Ha emission distribu-
tion overlaid onto the CO emission distribution (Fig. 12).
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Fig.12. Ha emission distribution (Kenney et al. 2004; con-
tours) on the *>CO(2-1) emission distribution (greyscale).

There is no major site of massive star formation with-
out associated CO emission. At the edges and outside the
galactic disk star formation does not coincide with the
maxima of CO emission. A high column density of molec-
ular gas is thus not sufficient to form massive stars. In
other words, on kpc scales the star formation rate does
not directly depend on the molecular gas surface den-
sity. A number of HII regions are detected at the outer
edges of the CO emission distribution, at offsets (20”,45"),
(—107,20"), (—45",0), (—45",-30").

In the model we assume that the star formation rate
is proportional to the number of collisions between the
gas clouds. Numerically, the star formation rate thus de-
pends on the local number density of the clouds, their cross
section, and their local 3D velocity dispersion. Since the
model clouds have a constant surface density (Vollmer et
al. 2006), their cross sections vary with the cloud mass in
the following way: 7r% = M /%, where rq is the radius,
M, the cloud mass and ¥ the gas surface density. The
cloud mass distribution is a power law with an index of
—1.5. For an isolated unperturbed spiral galaxy this pre-
scription leads to a Schmidt law of the form 2* x X7,
where 2* is the star formation rate per area. For the con-
struction of a star formation distribution map we store all
cloud—cloud collisions during 20 Myr before the present
state of the galaxy. This is twice the timescale for Ha
emission, chosen to give more collisions and thus better
statistics. The distribution was then convolved to 0.6 times
the resolution of the CO(2-1) map. This model star for-
mation distribution is presented in Fig. 13 together with
the Ha emission distribution. We note the following points
for comparison between the model and observations:

— As in the observations, our model has two prominent
Hir regions at the outer edges of the galactic disk,

150
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Fig. 14. Deprojected model CO distribution (solid line) on the
deprojected HI distribution (dotted line). The letters corre-
spond to the characteristic regions of Fig. 11. The galaxy is
moving towards the lower left corner and rotates clockwise.

the most prominent being the southwestern Hir region.
These regions are separated by a local minimum from
the rest of the galactic disk.

— We observe extraplanar model star formation regions
close to the disk at the edges and in the middle of the
galactic disk (see Sect. 6).

— There is isolated star formation over the whole extra-
planar HI emission. In the model the small patches are
due to multiple collisions of a single massive cloud.

We thus conclude that the model star formation distri-
bution qualitatively reproduces the observed Ha emission
distribution.

6. Discussion
6.1. Deprojecting the model

The model gives us the unique opportunity to deproject
the gas distribution. One has to keep in mind that the
extraplanar gas is no longer located within the galactic
disk, but is a fully 3D feature. In Fig. 14, we present a
deprojected face-on view of the model gas distribution of
Fig. 11 (lower panel). The corresponding regions are la-
beled with capital letters. Region A is the tip of a spiral
arm close to the main gas disk. Region B is a large over-
density within the stripped gas. Region C represents the
tip of the most prominent gas (spiral) arm which is mainly
made of stripped material. Region D is a secondary gas
arm and region E is an overdensity in the windward, low-
density side of the prominent gas (spiral) arm. As stated
above, the gas outside the main gas disk (R < 30”) has
a fully 3D structure. As can be seen in the lower panel of
Fig. 11, the upper edge of the deprojected gas distribution
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Fig. 13. Left panel: HI emission distribution on Ha emission distribution (Kenney et al. 2004). Right panel: model Hi distribution
(Vollmer et al. 2006; contours) on the model massive star formation distribution (greyscale). Darker regions correspond to less

massive star formation.

becomes the northeastern edge of the model distribution
in the observed projection. The prominent gas (spiral) arm
(D, C) runs in the observed projection vertically from the
southwestern edge of the galactic gas disk to the end of
the gas distribution at (40,40) (Fig. 14). The southwest-
ern extraplanar HI emission region is made of relatively
diffuse gas from the low-density side of the prominent gas
(spiral) arm. This low-density side has one overdensity (E)
where star formation can proceed. This is consistent with
the observed HI and Ha emission distribution, but we do
not claim that this is the necessary configuration. Most
interestingly, we can identify the upbending arm (south
of D, C on the lower panel of Fig. 11) with a chain of
observed HII regions (between (12h33m38s, 09d10m00s)
and (12h33m37s, 09d10m30s) on the left panel of Fig. 13
and the corresponding molecular arm on Fig. 12. We think
that this is a robust feature. As already stated in Sect. 5.1
the outer part of the upbending arm (DEC offset 07 to
40” in the lower panel of Fig. 11) is not present in the
observations. In deprojection this part of the arm is lo-
cated between DEC offsets of 20" and 80" (Fig. 14). Due
to its low total gas surface density ¥ with respect to the
inner part (DEC offset —20” to 0”) it is more vulnerable
to ram pressure stripping or evaporation (the acceleration
a due to ram pressure p is @ = p/%). This is consistent
with the blueshift and large linewidth of the extraplanar
low column density Hi which is stripped more efficiently
than the high column density gas (Fig. 9 of Vollmer et
al. 2006). Moreover, the CO and HI spectra of the south-
ern extraplanar HI region (Fig. 6) show that CO is only
associated with high column density HI at the highest ve-
locities. Our numerical model cannot reproduce the more
efficient stripping of low column density gas, because it

uses a constant column density for the atomic gas phase
(see Vollmer et al. 2001 and Fig. 9 of Vollmer et al. 2006).
We therefore suggest that the outer part of the stripped
gas arm has been stripped more efficienctly and now has
a column density too low to be detected in the HI obser-
vations. On the other hand, very dense gas can decouple
from the ram pressure wind (see Sect. 4) as it is found
in CO observations of NGC 4438 (Fig. 4 of Vollmer et al.
2005).

We conclude that the formation of molecular clouds
and star formation mainly depend on the large-scale over-
density of the gas more than on dynamical criteria or the
overall pressure (see Sect. 6.3).

Wind-decoupled molecular gas is only found in the
northern part of the galactic disk (Sec. 4). With the help of
the deprojection (Fig. 14), this can be understood. High
density gas is stripped from the left border of the gas
disk. Since the ram pressure wind is rather face-on, the
gas clouds are pushed to larger heights above the galactic
plane. At the same time, rotation makes clouds move to-
wards positions A and B, i.e. the northern part of the disk
where the wind-decoupled molecular clouds are found.
This finding suggests that dense giant molecular clouds
can decouple from the ram pressure wind at early stages
of the stripping of dense gas from the galactic disk, as
seems to be the case for NGC 4438 as well.

6.2. Molecular fraction

As seen in Sec. 5.1 and Fig. 11, a molecular fraction which
is proportional to the square root of the total gas density
reproduces the observed CO emission distribution bet-
ter than a simple bimodal molecular gas fraction assum-
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ing a gas density cutoff. Vollmer & Beckert (2003) ap-
proximated the molecular fraction by the ratio between
the turbulent crossing time scale tiuyb, = Tel/Vturb and
the timescale for molecule formation ty0 = a/pc1, where
Vturb 18 the turbulent velocity dispersion within the cloud,
pel = p/Py the cloud density, p the total large-scale gas
density, ®y the volume filling factor, and a the constant

of molecule formation o ~ 3 x 107 yr Mgpe™3:

f _ Leurb _
mol — -
tmol

Tcl P
Vturb& q)V . (1)
The volume filling factor ®v is defined by the condition
that the gas clouds are self-gravitating, i.e. the turbulent
cloud crossing time tiy,;1, equals the free fall time tg of the
clouds:

Tel _ 37 CDV (2)
Vturb 32 G P ’

where G is the gravitation constant. Inserting Eq. 2 into
Eq. 1 leads to

37 _1

ma_l@\ﬂpf . (3)
Thus, the molecular fraction depends on the square root
of the cloud density p. = <I)§1 p- For the dependence used
in Sec. 5.1 we assume a constant volume filling factor (see
Vollmer & Beckert 2003). A density of 0.5 Mgpc™2 im-
plies a volume filling factor of ®y = 0.03. This is higher
than the volume filling factors given in Vollmer & Beckert
(2003). Eq. 1 is a crude approximation which may overes-
timate the molecular fraction by a factor of 5-10, probably
because fi,0 is substantially overestimated by turb/tmot-
However, we think that its dependence on the physical pa-
rameters of the gas are valid. Eq. 3 will be used together
with a similar expression for the star formation efficiency
in the next section. The observed molecular gas fraction
decreases from 50 % within the galactic disk to 35 % in the
extraplanar region (Table 1).

fmol =

6.3. The efficiency of extraplanar star formation

Does the star formation efficiency (SFE) change once the
gas has left the confining gravitational potential of the
galactic disk? The role of large-scale processes in pro-
voking star formation is subject to debate, with many
”recipes” providing reasonably similar fits to observations
—e.g. the ”Toomre” criterion (Kennicutt 1989), a pressure-
based criterion (Blitz & Rosolowsky 2006), or a basic
Schmidt (1959) law. The problem is not so much predict-
ing the behavior in spiral disks but understanding what
governs large-scale star formation in general in order to be
able to understand other environments, typically those at
intermediate and high redshifts. In classical dwarf galax-
ies, it is difficult to study the SFE because the low metal-
licity makes the measure of the Hy mass uncertain. In
Tidal Dwarf Galaxies, morphologically similar but with
higher metallicities, Braine et al (2001) found that, curi-
ously, the SFE was not identifiably different from spiral

Table 1. Derived masses, molecular fractions, and star forma-
tion rates/timescales.

| |galactic disk | extrapl. |t0tal | frac.extrapl. |

M (10° Mg) 2.5 1.5 4 0.4
My, (10° Mg) 2.2 0.8 3 0.25
M1, /M 0.88 0.53 [0.75

SFR (Meyr™ 1) 0.1 0.015 ~0.14
ti, (Gyr) 2.2 5.3

tot(Gyr) 4.7 15.3

galaxies typically 100 times more massive. In the post-
collision Taffy galaxies or UGC 813/816 system, on the
other hand, the SFE in the bridge gas is much lower than
within spiral disks (Braine et al. 2003, 2004).

The SFE can be defined with respect to the molec-
ular gas mass available or with respect to the total gas
mass available, either SFE™! = t%b;R = M(Hg)/MSFR or
SFE~! = 3ER — M(H, + HI)/Mgpr. The observed gas
masses, molecular fractions and star formation rates and
timescales are presented in Table 1. Whereas close to half
of the Hi1 is found beyond the galactic disk, this ratio de-
creases to 1/4 for the molecular gas and to 1/7 for the
Ha emission. The averaged star formation timescale based
on the molecular or total gas mass increases from 2.2 or
4.7 Gyr within the galactic disk to 5.3 or 15.3 Gyr respec-
tively within the extraplanar region. The star formation
efficiency thus decreases by a factor of ~ 3 between the
disk and the extraplanar region.

In the framework of the model of Vollmer & Beckert
(2003) the local star formation rate is given by
po=dv Ly (4)

id
where ®v is the probability of finding a self-gravitating
cloud, i.e. the volume filling factor of self-gravitating
clouds. Inserting the expression for the free fall time of
Eq. 2 into Eq. 4 yields the following expression for the
star formation timescale which corresponds to the inverse
of the star formation efficiency:

P [ 3w __1 _

Thus, the star formation timescale depends on the inverse
of the square root of the total large-scale density and the
volume filling factor.

From Table 1 we obtain:

=

dislk ext

rgf()tl =1.3, and t;Sk =33, (6)
leading to
Ppdisk N

V_ _ 95 and 24k 43 (7)
(I’v Pext

We therefore suggest that the observed decrease of the
star formation efficiency by a factor of 3 in the extra-
planar region, together with a lower molecular fraction,
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is due to a higher volume filling factor of self-gravitating
clouds in the galactic disk of NGC 4522. These clouds
are about twice as dense as their counterparts in the ex-
traplanar regions. The overall density in the extraplanar
region is about 4 times lower than that of the galactic
disk, presumably because the extraplanar gas is no longer
confined by the gravitational potential of the disk. This
is supported by the lower CO(2-1)/(1-0) line ratio in the
extraplanar gas (Fig. 8). However, the gas is still confined
by the hot intracluster medium and partially compressed
by ram pressure. The mixture of ram-pressure and rota-
tion create zones where the atomic gas is dense enough
to be gravitationally bound, become molecular, and form
stars.

We conclude that the stripped ISM still forms
molecules and stars in a way not distinguishable from disk
star formation (Egs. 1 and 4) as long as the overall gas
density is high enough to form bound clouds. The ulti-
mate fate of the stripped gas is probably ionization and
evaporation, without star formation for the low-density
gas, and after a generation of stars, which then disperse
the remaining dense gas, for the initially denser gas.

As the simulations show (Fig. 14) part of the gas is
stripped in relatively dense arms whose mean density is
about 4 times lower than that of the galactic gas disk.
Since these gas arm are only confined by the hot intraclus-
ter medium, they might ultimately disperse giving rise to
a large low surface density tail as observed in NGC 4388
(Oosterloo & van Gorkom 2005).

6.4. Comparison with radio continuum observations

Recently, Murphy et al. (2008a, 2008b) compared Spitzer
24 pm emission with 20 cm radio continuum maps. The
radio-FIR correlation is used to predict the radio emission
from the Spitzer 24 pm emission. They found a radio defi-
cient region at the eastern outer edge of NGC 4522’s disk
where ram pressure is pushing the interstellar medium.
Since the 24 pm dust emission is associated with molecu-
lar gas, we compare in Fig. 15 the 6 cm radio continuum
emission from Vollmer et al. (2004) with the CO emis-
sion distribution. The extraplanar 6 cm radio continuum
emission extends farther to the west than the CO emis-
sion. The radio emission of the northeastern disk extends
in the region where we found CO emission without asso-
ciated HI emission (Fig. 9). The northern extraplanar CO
and HI emission does not show associated radio continuum
emission. We convolved the 6 cm radio continuum and CO
maps to a resolution 20” x 20" and computed a ratio map
which is shown in the right panel of Fig. 9. As expected,
the 6 ¢cm/CO ratio is highest in the extraplanar region.
The smallest 6 cm/CO ratios are found at the extremities
of the disk. We observe a maximum of the 6 cm/CO at
the eastern edge of the galactic disk where Murphy et al.
(2008a/b) detect a radio deficient region. Since we do not
expect the 24 pm emission to be proportional to the CO
emission, the interpretation of the result is difficult. In ad-

dition, we think that our data are not sensitive enough to
draw a firm conclusion on the 6 ¢cm/CO ratio map.

7. Conclusions

We present IRAM 30m '2CO(2-1) HERA and '2CO(1-
0) observations of the ram pressure stripped Virgo spiral
galaxy NGC 4522. We directly compare the CO spectra
to the HI data cube of Kenney et al. (2004). In a sec-
ond step a CO emission distribution map is produced in
the regions where HI is detected. The CO emission distri-
bution is compared to Ha observations of Kenney et al.
(2004) and to the model distribution of molecular gas de-
rived from dynamical simulations of Vollmer et al. (2006).
A map of the distribution of star formation based on the
numerical cloud—cloud collisions is produced which is then
compared to the Ha emission distribution. The 3D model
snapshot allows us to deproject the observed features and
understand their origin. From this work we conclude that

1. CO emission is associated with the extraplanar atomic
gas. The morphology of the molecular gas closely fol-
lows but is less extended than the H1 morphology.

2. In the northern part of the galactic disk we find CO
emission without an HI counterpart. We interpret this
detection as wind-decoupled molecular clouds as ob-
served in NGC 4438 (Vollmer et al. 2005).

3. In the extraplanar region CO emission is always asso-
ciated with sites of massive star formation as probed
by Ha emission. At the resolution of our observations,
there is no correlation between the CO and Ha peaks.

4. A model using a molecular fraction proportional to the
square root of the gas density qualitatively reproduces
our CO observations.

5. The model star formation distribution, which is nu-
merically based on cloud—cloud collisions, qualitatively
reproduces the observed Hoa emission distribution.

6. The deprojection of the model extraplanar gas shows
that a significant part of the gas is stripped in the form
of relatively dense arms.

7. The formation of molecular clouds, and subsequent
star formation, occurs at peaks in the large-scale vol-
ume density of the gas, with no clear difference with
respect to the disk despite the very different condi-
tions (i.e. stellar density dominates in the disk but is
negligible in the extraplanar material).

8. In the disk gas, the molecular and atomic fractions
are about equal whereas in the extraplanar gas, there
is twice as much HI as Hs, assuming a standard
N(Hz)/Ico conversion ratio.

9. The star formation efficiency of the extraplanar gas is
about 3 times lower than that of the galactic disk.

10. Using the analytical framework of Vollmer & Beckert
(2003) we find that the overall total gas density and
volume filling factor of self-gravitating clouds are fac-
tors of 4 and 2.5 lower respectively compared to the
galactic disk.
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Fig. 15. Left panel: Contours of the 6 cm radio continuum emission from Vollmer et al. (2004) on the CO emission distribution
(greyscale). The contour levels are (2,4, 6,8, 10,20, 30, 40, 50, 60, 80, 100) x 20 uJy/beam. The resolution is 15" x 15”. Right
panel: Ratio between the 6 cm and CO emission. Brighter regions have higher CO/6 cm ratios.

In the early phases of ram pressure stripping (~ 50 Myr
after peak ram pressure; Vollmer et al. 2006) a significant
part of the stripped gas is in the form of relatively dense
arms. At the same time some very dense molecular clouds,
representing a tiny fraction of the stripped gas, can decou-
ple from the ram pressure wind. Molecules and stars form
within the stripped dense gas according to the same laws
as in the galactic disk, i.e. they mainly depend on the over-
all total gas density. Star formation proceeds where the
local large-scale gas density is highest. Given the complex
3D morphology this does not necessarily correspond to the
peaks of the surface density. In the absence of a confining
gravitational potential these stripped gas arms will most
probably disperse, i.e. their density will decrease and star
formation will cease.
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Chapter 6

Conclusions

In this thesis we investigated the influence of ram pressuijgpsg on the star
formation history of clusters spiral galaxies.

Different observations of nearby cluster (Giovanelli & Hayn@83] Binggeli
et al. 1985 and Schindler et al. 1999) showed that a larg&dracf cluster galaxies
are HI deficient. The most probable origin for this lack of gasluster galaxies
is an hydrodynamical processes that involves the gas ofdlagand the medium
in which the galaxy moves, i.e. the intracluster medium. Aagpthat is moving
inside the potential well of a cluster undergoes a pressuaeed by the intracluster
medium. If this pressure is larger than the restoring forae tb the galactic
potential, the galaxy loses gas from the outer disk.

The stripping of the gas produce in spiral galaxies spetdaquumes of
extraplanar gas extending at distance in the order of 50kp6@rom the disk (e.g.
Oosterloo & van Gorkom (2005)).

The ram pressure stripping has not been completely unaderstet, since
observations found HI deficient galaxies at a distance wiheream pressure should
not be dficient (Solanes et al., 2001). Applying the Gunn & Gott (19GZerion
we know that ram pressure stripping becomf@sient when the galaxy passes near
the cluster center, at less that one virial radius, and fdroatsimescale, i.e. a few
10 Myrs.

Despite this short timescale, ram pressure stripping estaldlemove up to 90%
of ISM from the disk of a spiral galaxy (Gavazzi 1989, Gavd£@87). Once the gas
has left the disk, mostly from the outer region, star formatstops. Appropriate
optical spectra and photometry should recover a signatutieiodramatic event,
determining in this way a stripping age, i.e. the time eldmsece the star formation
truncation. This age can be considered as a clock that gneesme at which the
galaxy passed the cluster center.

As a first example we take NGC 4388, an edge-on Seyfert 2 galgxypjected
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distance of 1.3 from the Virgo cluster center. FromdH(Yoshida et al., 2002)
line and 21-cm line observations (Oosterloo & van Gorkom30@llmer &
Huchtmeier 2003) and &l (Yoshida et al., 2002) there are clear evidences of
relatively recent ram pressure stripping.

The main goal of the thesis was to investigate, through thieaspectroscopy
and the photometry, the star formation history of NGC 4388& obtain this
information we performed spectroscopic observations atBbropean Southern
Observatory (ESO) Very Large Telescope. Using the FOcaluBadand low
dispersion Spectrograph 2 (FORS2), we pointed the slit atdifferent regions:
an inner region at 1.5 kpc from the center of the disk, and éraegion at 4.5 kpc,
in a gas-free region of the disk. From archive images we eix#iso for the same
positions the photometry of 12 bands, from the UV to the |iKeal.

The determination of the star formation history from theadsst is an inverse
problem that we address using a non parametric method. Timeagien of the
best fit model through the minimization of the usy&l function is complex.
Ocvirk et al. (2006a) showed that the inverse problem aasetito the spectral
analysis is ill-posed, i.e. small variations in the init@ndition can give huge
variations in the solutions. For this reason we regulahegaroblem using a proper
penalty function. The unknowns of our problem are the stan&tion history, the
metallicity evolution and the spectral broadening functidn addition we use a
non parametric extinction correction for the spectra aneximction law from the
literature for the photometry. In this thesis we extendedrttethod of Ocvirk et al.
(2006a) to deal with photometry.

The total best fit model is estimated by minimizin@a(x) function depending
on all the unknowns of the problem. Ti@function includes the usua#? best-
fit estimator and a penalty function. It smoothes the sohgstiby assuming large
values when the star formation and the metallicity evoluteme very irregular
functions of time or the spectral broadening function is¢baotic. An adjustable
parameter controls the weight of thefdrent penalizations in the final estimation.
We calibrated the weight céiicient associated to the non parametric estimation
of the continuum and the spectral broadening function. Tiitecal codficients
that dfect the final solution are the penalty functions of the stamftion and the
metallicity, uy, andu;.

We performed a campaign of inversions, to investigate tfieces of the
different parameters on the final results. This campaign indolgectral,
photometric, and a combined analysis. The spectral irmersas been calibrated
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to match our VLT observations at intermediate resoluRon 800. In Ocvirk et al.
(2006a) the method has been tested on high resolution agBctr 10000).

We built mock spectra and photometry from two semi-anadytroodels of
Boissier & Prantzos (2000). We performed a campaign of Biges in theuy — uz
plane, in ranges between10- 10°.

As for the spectroscopy, the inversion problem associattittiae photometric
analysis is ill-posed and needs regularization. We definegéva function that
includes both spectral and photometric functions. We thiced a parameter that
determines the relative weight of the photometric and specbpic constraints. We
investigated the possibility to use a unique penalizatoittfe analysis of combined
spectroscopic and photometric data by performing a moclkpaagn.

We performed Monte Carlo simulations adding a gaussianentis the
mock spectrum and to the mock photometry. The results aldestance that
minimization has converged. The uncertainties for the gostellar ages<{ 10
Myr) can be large due to the uncertainties of stellar modeds Fig. 3.3).

From this campaign we conclude that:

e it is possible to use the same penalization weight for thergien of the
spectroscopic, photometric and combined data. For the sgraadu; the
spectral and photometric inversions givéfelient answers. The photometry
is systematically less constrained. This is particulakydent when we
investigated the weight ciicientuy, that penalizes the metallicity evolution.
Foruz = 107 the spectral analysis is able to reproduce the basic tretiteof
metallicity evolution. The photometry is less constrairzed obliges us to
impose a constant metallicityf = 10%);

¢ analyzing the shape of the recovered solution, we can igdatieach weight
codticient three dferent regimes. For low values of the weight fiméent,
the penalization under-smoothes the solution, allowingdarregularities in
the profile easily and artifacts. For high values of the pgnéhe solution
is over-smoothed, imposing a constant solution indepehdeh the other
parameters of the problem. Between this two regimes, trseig narrow
‘transition region’, in which there is a mixing between fcial and realistic
features. This problem was more evident when we investiigatenput model
with a truncation in the star formation (see Fig. 3.27 as etajn

e the star formation history recovered with10< u, < 10* for the spectral
inversion is always in agreement with the model. The limiega, = 10!
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shows irregularities and error bars larger than the othgesafixing in this
way the lower limit of our investigation;

for spectral analysis the smooth metallicity evolution fookback times
t < 1 Gyr is reproduced only fou; > 101, Foruz; > 10° the metallicity
is flat independently of the values pf. The basic trend of the metallicity
is reproduced for an appropriate sgf,fuz] = [10%, 10?]. For uz > 10* the
metallicity is flat and can be considered as a time-bin awstagetallicity.
This time-bin averaging produces a underestimation oftkesge metallicity
at lookback timeg < 1 Gyr. Comparing the results for féirent semi-
analytical models we determine the underestimation to .0830< AZ <

0.008;

when using dierent exponentially decreasing star formation histories a
initial guesses the non parametric method is able to redtateand peaked
star formation histories. The initial guess for the stamfation history is
less critical than that for the metallicity evolution. Thetial guess for the
metallicity evolution should be higher than the expectedetbin averaged
metallicity;

the star formation history is less constrained by the phetoynTherefore the
photometric analysis needs a higher penalization thanpéetsal analysis;

the metallicity evolution is not constrained by the evalati Therefore we
have to assume a constant metallicity & 10%).

when combining the spectral and the photometric analygigebkults are a
balance between the separate analysis. The star formasitmmyhis smooth
for ux = 10, as in the spectral analysis. The metallicity is instead les
constrained and requires high penalizations. for= 10* andu, = 10
we find acceptable solutions;

to model a spiral galaxy that undergoes ram pressure stgpge truncated
the star formation of the semi-analytical models at a locklane oft = 130

Myr. The results show that for high penalizatiom (= 10%) of the star
formation history the stripping age is underestimated byai0 Myr. In

particular:

- for the spectral analysis the star formation history is sthdoefore the
truncation for all the penalizatiqm,, 7. Foru, < 10! the recovered star

formation history presents some residuals at lookbackstrael 00 Myr.
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Only for one casey, uz] = [1071,10%, the stripping age is exactly
reproduced. For all the other cases we can have an undeaéistinof
one time bin, i.e. 50 Myr fop, = 10%, or two time bins, i.e. 80 Myr
for u, = 10%. As for the continuous star formation history, the spectral
analysis reproduces the basic trend of the metallicityfor 107,

- the photometric analysis showed that fgr = 10! the recovered star
formation is irregular at lookback timgs< 300 Myr. Foru, > 10
the solutions are smooth. As for the photometric analysenokolated
disk, the metallicity is less constrained and requires lpghalization
uz = 104

- the combined analysis showed that for < 107! the recovered star
formation histories before the truncation are irregulad or y, > 10
they are smooth. The metallicity requirgs= 10? to reproduce its basic
trend, as in the spectral analysis. The stripping age isrestimated by
at least 50 Myr in all the cases;

A second part of the thesis applied the tested method to osereétions
of NGC 4388. We performed a campaign of inversions to explloeedfects of
different penalization weights on the solutions. The main tesué:

¢ both for the inner and the outer region spectra we find gaodiia spectral
broadening functions. The peak and FWHM of the velocityrdigtion are
consistent with the kl velocity field (Veilleux et al. 1999);

o for the inner spectrum the recovered star formation hissfiat;

e the FORS resolution is too low to derive a meaningful metijlievolution.
We keep the metallicity solution constant and consider itaasme-bin
averaged value, rather than a realistic evolutionary frack

e we performed a non parametric inversion of the outer regioN@C 4388
using the spectral libraries of Bruzual & Charlot (2003) afaadekis et al.
(2007), that uses the stellar library MILES (SanchezzBl#&ez et al. (2006),
Cenarro et al. (2007)). We recovered a drop in the star fromdistory for
both spectral basis at lookback timme 300 Myr. In this way we showed that
the results of the method are independent of the choserrapeasis;

e we performed three inversions using a flat star formationexgonentially
decreasing star formation rate with = 5 Gyr and an increasing star
foromation rate withr = 5 Gyr as intial guesses. We verify that for reasonable
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initial guesses, i.e. a flat star formation history and exgpially decreasing
laws, the recovered star formation shows a drop at a lookbawk of t ~
300 Myr;

o for the photometric analysis we use in the minimization prhae extinction
laws of Calzetti (2001) and Cardelli et al. (1989). Th&atent shapes of the
two laws only dfect the curvature of the star formation truncation (Fig84.1

e we performed a campaign of inversions exploring the pesslij, uz. The
main results of this campaign showed that fQr> 10* the star formation
solution is flat. Fom, < 10* the recovered star formation history shows a
drop that can occur at lookback time: 250 Myr. The metallicity is irregular
and needgz > 10%.

As a conclusion, the non parametric method:

¢ indicates a constant star formation history in the inneioregnd a recent drop
of the star formation history in the outer region;

e recovers a solar metallicity with a small radial gradient;
e provides constraints on the long term underlying stellgypation;

e cannot provide precise stripping ages, because of theelhgmount of
information the data, obliging us to penalize.

For the last reason we introduce a parametric method thaesstine precision
of the determination of the stripping age under the assumtiat the ram pressure
stripping timescale is smalt & 50 Myr). Based on the non parametric results we
assume a flat star formation history before the strippinggeeconstant metallicity
evolution and a known spectral broadening function. We @xiprate the &ect of
gas stripping by cutting the star formation affeient lookback times @ t < 1
Gyr. We verified the stability of the results with 500 MonterlBasimulations. The
obtained set of spectra is compared to the observed speciihmouter disk. From
this comparison we conclude:

e the stripping age does not significantly depend on the clajfitee metallicity
evolution as long as the time-bin averaged metallicity esprved;

e the chosen extinction law for the photometric analysis da#snfluence the
recovered stripping age. We use twdféient exinction laws (Calzetti 2001,
Cardelli et al. 1989) and we apply them to the set of spectated from a flat
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star formation history with solar metallicity. The methagtovers the same
stripping age for both extinction laws.

We investigate how the stripping age changes with respebetstar formation
history and the chosen metallicity. We created mock spaddiag diferent star
formation histories, before the cut, andfdrent metallicities. The main results
from this campaign are:

¢ at fixed star formation history a decreasing metallicitydeeo an increasing
stripping age,

e at fixed metallicity a flatter star formation history leadsao increasing
stripping age.

The non parametric inversion recovers a flat star formatistoty with solar
metallicity. The parametric method leads to a strippingfag&lGC 4388 occurred
~ 190+ 30 Myr. Revised dynamical models are in good agreement withesults
(Fig. 6.1).
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Figure 6.1: Upper panel: integrated HI emission line fronstedoo & van Gorkom (2005)
observations with Westerbork Synthesis Radio Telescof@RW. The ellipse indicates the
region where Yoshida et al. (2002) detected ionized gas.ek@anel: revised dynamical
model (Vollmer, in preparation).
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Appendix A

The error spectrum associated with
FORS data

The distribution of errors in the final FORS spectra is don@ddy photon noise.
The corresponding electrons collected in the CCD fulfilld8on distribution:

oo(CCD) = VX, (A.1)

where X, is the number of electrons count. The final spectrum from the
subtraction of a sky spectrum from a galaxy spectrum, tbesef

o2 = 0(SKY) + o3(0OBJ), (A.2)

in which 03(SKY) is the noise in the sky background ang(OBJ) is the noise
in the observed object. U andv, are respectively the number of counts in the sky
background and in the object we have:

o2(SKY) = e, 02(0OBJ) = VWe + Ue. (A.3)

To have the noise in Physical Unit (Rtergcn?/se¢h) we converioe in opy.
We use the gain value of the CCD € 1.43e/ADU) and the sensitivity function
(hereafterC(1)) of the instrument:

o
0ADU = Ee’ Opu = 0ADU ‘C(/l), (A-4)
VVe + 2U C(a
OADU = f, opy = % VVe + 2Ue. (A.5)
Now if:
Ve =0 Vapu = 9 - Vpy (A.6)
co v
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we can write:

v = % \/%(VPU + 2py) = J%w 200, A7)

In this expression, we have not take into account @(@) is derived from the

observations of spectro-photometric standard starsiti®itself subject to errors.
The reason is that spectrophotometric calibrations
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Appendix B

The calculation of the Q function and
Its derivative in practice

The solution of Eq. 2.23 and Eq. 2.19 is found by minimizing @function:

Q(X) = x*(y | X) + uP(x), (B.1)
in which:
- XY X)) =[y=s(X)]" - W - [y — s(X)] is the usual? estimator.
- P(x) is the penalty function.

To find the minimum of theQ-function we use th€®OPTIMPACK package
(Thiebaut, 2002) implemented for Yorick
language (httg/www.maumae.ngyorick/dogindex.html). This method uses the
limited memory variable method (VMLM-B) and need an analgtiform of the

Q-function and its gradient.
In the next sections we analyze in detail each term bot aﬁd%.

B.1 x?gradient

This term represents the usygdl estimator, in whichs(x) is the model spectrum
associated to a defined Depending on the equation considered (2.23 or 2.19),
we have diferent solution. We follow precisely the implementation @k et al.
(2006a).

B.1.1 Without LOSVD

S(x) = diag(fex) - B - x. (B.2)
To minimize this function we need to write explicitly the drants. For the
sake of simplicity, we define a vector of the residuals:
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r =y —diag(fex) - B - X. (B.3)
The gradient of? is:

Ox?

= —2BT - diag(fex) - W - 1, (B.4)
2 T

aaiz = -2x" . 8:2 -diag(fex) - W -1, (B.5)
2

gLE — —2XT . BT . d|ag(6af§t) W -r. (B6)

B.1.2 With LOSVD

If we consider the LOSVD the model spectrum is given by:

s=Ft.diag(F -K) - F - g, (B.7)

in which K is a spectra obtained from Eq. B.2 affdis the fast Fourier
transform as defined in Press (2002).
We define a vector residual:

r=y-F"1.diag(¥ -K)-F - g. (B.8)
The total gradient is:

o?

55 = —27* - diag(F - diag(feq(E)) - B-X)* - F - W -, (B.9)
o> _ (9 2T
o _(%)T.dia %) - 2B diag(fed) (8.11)
5z ~\aK I gz - A1oed: '
W? (0PN . (Ofex)
oE ‘(a ) d'ag( aE) B-X, (B-12)
in which:
8)(2 * 1 *
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Appendix C

Non Parametric Estimation of the
Continuum

Linear Interpolation of NPEC basis
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Figure C.1: Top panel: NPEC badig.1). Bottom panel : NPEC basis obtained through a
cubic spline interpolation of the vectdy(1).

As in Ocvirk et al. (2006a) We define a setfanchor points equally spaced
in the wavelength domain of the spectra. We create a fun&iaefined in the
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An points. We build the extinction law by linear interpolatiofthe E,(1,) points
according to the basis (left panel of fig. C.1):

A—aj_
# for a’j_]_S/lSCUj,
aj—aj-1
() =1 cind . .
f] (/l) @ji1-aj fOf (IJ S /l S CUJ+1,
0 otherwise.

The extinction law is developed along this basis:

fe() = ) E;f(), (C.1)

=1

or in matrix form:

fex(E) = R - E, (C.2)

where matrixR = Ryj = fj(1x) samples each basis elemépin the wavelength
domain considered. The valuesEhcompletely define what we have called the
NPEC correction curve. It may account for extinction, bgodior flux calibration
errors.

The basisf;(1) is a sequence of triangles (see left panel of Fig. C.1). The
linear combination of this basis provide a broken line. Fas teason we preferred
to smooth the basis using a cubic interpolation along theeleagth range (right
panel of Fig. C.1). In this way we are been able to reprodutieaion laws with
continuous derivatives.
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Appendix D

Extinction laws

D.1 Cardelli et al. (1989)

The Cardelli et al. (1989) law is :

fext(/l, AV, RV) = e_T(A’AV’RV), (D.l)

where:
T(/l, Ay, Rv) = Aavg <Ay - |n(10) -0.4. (DZ)

In Eq. D.2 we have:
e A(1) = Absolute extinction at any wavelength.

e Ay = Absolute extinction at a reference wavelength chosen fort¥rf(in
Cardelli et al. (1989) isly = 5494 A).

o Aag = (A(1)/Av) is the mean extinction law. It can be written as:
Aavg = a(x) + b(x)/RV, (D-3)

in which:

— Ry = Ay/E(B - V) is a parameter that is 3.1 in theffdise interstellar
medium and 5 in some dense clouds. Its value can vary with the
abundances of interstellar molecules.

— a(x), b(x) are derived from a least square analysis of observatiods an
a polynomial fitting inx = 1/4. The codicient depends on the
wavelength.
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In photometric minimization we need an analytical expr@ssif the derivative
Eqg. D.1:

%e-w\vﬂv) = —e AR (a(x) + b(X)/Ry) - In(10)- 0.4. (D.4)
Vv

D.2 Calzetti (2001)

The Calzetti law is more complex because of the distinctietavben gas and stars.
The law is been calibrated for local starburst galaxies. ihkinsic flux density
fi(1) is recovered from the observed flux dendig{1) using this relation:

fi(2) = fo(1) LOPAEEVoad(), (D.5)

in which E(B — V)4asis the color excess of the gas component, i.e. tiferince
between light absorption iB minus the light absorption i band (emitted from
the gas). The factd®(1) represents the obscuration curve for the stellar contmuu
(Calzetti et al., 2000) :

ke(1 = 1.17(~1.857+ 1.040/) + 1.78, (D.6)

for for 0.12um < 21 <2.2um, or:

k¥(1) = 1.17(-2.156+ 1.509/1 — 0.198/2% + 0.011/2%) + 1.78, (D.7)

for 0.12um < 2 < 0.63um.

The stellar continuum has aftérent reddening with respect to the ionized
gas (Calzetti et al. 1994, Fanelli et al. 1988, Mas-Hessé& 4089). The relation
between the gas and stars component is:

E(B — V)star = 0.44E(B - V)gas (D.8)

The extinction law is then:

foxi(4, E(B = V)) = 10P4EEV)gad() (D.9)
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The gradient of Eqg. D.9 explicitly written is:

Ofet .
SE(B-V) —0.4- K1) - fex(1, E(B-V)) - log(10). (D.10)
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Appendix E

Campaign of non parametric

spectral inversion of the SAM2 model

SAM2 outer
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T=Flat
Q(x) =0.99

Lookback time - Log(yr)
8 9
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SAM2 outer
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