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THÈSE DE DOCTORAT DE
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Abstract

This thesis is motivated by the modelling and the simulation of fluid-structure
interaction phenomena in the vicinity of heart valves. On the one hand, the
interaction of the vessel wall is dealt with an Arbitrary Lagrangian Eule-
rian (ALE) formulation. On the other hand the interaction of the valves is
treated with the help of Lagrange multipliers in a Fictitious Domains-like
(FD) formulation. After a synthetic presentation of the several methods
available for the fluid-structure interaction in blood flows, we describe a
method that permits capture the dynamics of a valve immersed in an in-
compressible fluid. The coupling algorithm is partitioned which allows the
fluid and structure solvers to remain independent. In order to follow the ves-
sel walls, the fluid mesh is mobile, but it remains none the less independent
of the valve mesh. In this way we allow large displacements without the need
to perform remeshing. We propose a strategy to manage contact between
several immersed structures. The algorithm is completely independent of
the structure solver and is well adapted to the partitioned fluid-structure
coupling. Lastly we propose a semi-implicit coupling scheme allowing to
mix, effectively, the ALE and FD formulations. The methods considered
are followed with several numerical tests in 2D and 3D.

Keywords

Valves, fluid structure interaction, Arbitrary Lagrangian Eulerian, Fictitious
Domain, Lagrange multipliers, partitioned coupling algorithm, multi-body
contact, semi-implicit coupling.
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Resume

Cette thèse est motivée par la modélisation et la simulation numérique
des phénomènes d’interaction fluide-structure autour de valves cardiaques.
L’interaction avec la paroi des vaisseaux est traitée avec une formulation
Arbitraire Lagrange Euler (ALE), tandis que l’interaction avec les valves
est traitée à l’aide de multiplicateurs de Lagrange, dans une formulation
de type Domaines Fictifs (FD). Après une présentation de synthèse des di-
verses méthodes utilisées en interaction fluide-structure dans les écoulements
sanguins, nous décrivons une méthode permettant de simuler la dynamique
d’une valve immergée dans un écoulement visqueux incompressible. L’algori-
thme de couplage est partionné, ce qui permet de conserver des solveurs
fluides et structures indépendants. Le maillage du fluide est mobile pour
suivre la paroi des vaisseaux, mais indépendant du maillage des valves.
Ceci autorise des très grands déplacements sans nécessiter de remaillage.
Nous proposons une stratégie pour gérer le contact entre plusieurs valves.
L’algorithme est totalement indépendant des solveurs de structures et est
bien adapté au couplage fluide-structure partionné. Enfin, nous proposons
un schéma de couplage semi-implicite permettant de méler efficacement
les formulations ALE et FD. Toutes les méthodes considérées sont accom-
pagnées de nombreux tests numériques en 2D et 3D.

Mots Clefs

Valves, interaction fluide structure, Arbitraire Lagrange Euler, Domaines
Fictifs, multiplicateurs de Lagrange, algorithme de couplage partitionné,
contact multi-structure, couplage semi-implicite.
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Merci à tous les membres du bâtiment 16, pour leur amitié, pour leur bon
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Chapter 1

Introduction

The human body and the human anatomy have been subjects of interest
since man became aware of himself. As science evolved, people have been
able to study organs, tissues, cells and their constituent. Nowadays scien-
tists are creating experiments and computer simulations to brings forth the
full understanding and, as a consequence, the full potential of our bodies. In
these experiments we can include the study of the electromechanical activity
of the heart, the air flows in the lungs, the magneto-electrical activity of the
brain, just to name a few.

Blood flows have been widely explored due to its vital functions through
the regulation of vessel lumen caliber and of wall structures (endothelial
mechanotransduction), stress-dependent focal wall pathologies (biochemical
and biomechanical stimuli are permanently applied to the endothelium).
The tonic accent here needs to be given to the fact that the blood flow
depends not only on the quality of the cardiac pump and on the vascular
anatomy but also on its structure. There is also to take into consideration
that the cardiac output interacts with blood circulation and vice-versa. This
can lead to particularly sensible systems and thus the modelisation process
cannot be done naively.

1.1 Introduction to biomedical simulations

The artery network is constituted of prestressed and viscoelastic vessels and
respective branches. Within, the intermittent cardiac output provides a
more or less uninterrupted flow. The arterial wall has nervous controlled
muscular layers which command the local blood inputs and thus the stresses
inputted on the wetted wall of the vessel from the blood flow aids in regulat-
ing the local vessel bore (known as mechanotransduction). The pressure and
flow variations along the arterial tree are associated with the propagation of
their corresponding waves, with some phase lags.

1



2 CHAPTER 1. INTRODUCTION

Figure 1.1: Wall section showing all layers of an artery wall (from [111]).

From the composition of the artery network alone it is plain to see that
modelling and numerical simulations of the cardiovascular apparatus func-
tioning may require a wide range of expertises, from the molecular level
(nanoscopic scale), to the cell organelles associated with the biochemical
machinery (microscopic scale), to the whole cell-cell interaction and extracel-
lular medium (mesoscopic scale) and then to the whole organ (macroscopic
scale). This work, however, will solely focus on the later.

Though available computational techniques can only cope with with lim-
ited problems and in general are unable to accurately treat the coupling
between the various involved scales and the whole set of biochemical and
biophysical phenomena, many projects have started to deal with multiscale
modeling in order to take into account the mechanisms involved in the func-
tioning of blood circulation. Modeling does remain sufficiently simple not
only for computational efficiency but also for experimental set-up elabora-
tion1 avoiding a large number of parameters that cannot be handled.

1.2 Valves in the cardiovascular system

1.2.1 Fluid-structure interaction

In haemodynamics, fluid-structure interaction is something which is always
present, be it in blood flow interacting with elastic (e.g. [68]) and/or per-
meable arterial walls (e.g. [109]), in particulate flows (e.g. [71, 73, 102]) of
erythrocytes (red blood cells), in blood flows in the heart (e.g. [103] and

1experimental set-up elaboration - measurements allowing model validation when in

vivo data cannot be acquired without great disturbances or tissue damage.



1.2. VALVES IN THE CARDIOVASCULAR SYSTEM 3

references therein), in valves, just to name a few. Situations like stenosis2,
cannot be seen as just a malfunction of the blood flow nor as just the mis-
behavior of the blood vessel alone, but as an interaction of the two. Either
to improve the localization and placement of a stent3 or an artificial heart
valve4 (for example the aortic valve), or to study the after effects of surgery
in patient specific simulations, the applications are vast and helpful. The
study of fluid-structure interaction in haemodynamics is thus one subject
impossible to circumvent.

Both applied mathematics and biomechanics communities have devel-
oped more and more efficient tools to tackle these problems. We can cite
for example the recent works of Baaijens’ and van de Vosse groups on aortic
valve simulation (see [6, 33, 121]), or the joint collaboration between École
Polytechnique Fédérale de Lausanne (CMCS) in Switzerland, Politecnico di
Milano (MOX) in Italy and INRIA (REO) in France to develop the open-
source finite element library LiFE-V (see [2]) used in particular to simulate
fluid-structure interaction in large vessels.

Figure 1.2: On the left the semi-lunar valves from a laid open aorta. On the
right are the base of the ventricles after removal of the atria. Both images
from Gray’s Anatomy of the human body [76].

2Arterial stenosis is a narrowing or blockage of an artery and can be fatal if it hits a
major artery such as the carotid. It can be caused by the deposition of dead cells forming
an occlusion or simply due to Diabetes, high blood pressure, tobacco, ... which causes the
artery to physically reduce its diameter.

3A stent is either an expandable wire form or perforated tube (conventionally perforated
by means of laser cutting) that is inserted into a natural conduit of the body to prevent
or counteract a disease-induced localized flow constriction.

4An artificial heart valve is a device which is implanted in the heart of patients who
suffer from valvular diseases in their heart. When one or two of the four heart valves
seen in Fig. 1.2.1 (mitral, tricuspid, pulmonic, aortic) of the heart have a malfunction, the
choice is normally to replace the natural valve by an artificial valve.
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1.2.2 Cardiovascular valves

The main topic of this thesis in the modelling and the simulation of the
interaction of blood and valves. Structure and fluid modelling, as well as
the numerical methods will be addressed in the next chapters. We present
in this section a few medical problems related to the cardiac valves.

The cardiovascular system is mainly composed of the cardiac pump and
a circulatory network. The heart is made of two synchronized pumps in
parallel, composed of two chambers. The left heart valve (see Fig. 1.3)
pumps blood through the systemic circulation and the right heart valve
pumps through the pulmonary circulation.

The aortic valve is charged to let oxygenated blood flow from the heart
left ventricle into the aorta (see Fig. 1.3) and blocking the passage in the
other sense. The aortic valve is composed of three cusps or leaflets of half

Figure 1.3: Half-plane Anatomical sketch of the aortic valve and the heart
(from Nucleous Communications Inc).

moon shaped connective tissue (see Fig. 1.2) that, in response to the pressure
gradients imposed by the blood, passively move apart or mate together.

Subvalvular Stenosis Stenosis can be defined as an abnormal narrow-
ing of the blood vessels. It can however also be applied to a rigidification
phenomena in the valve which creates an artificial narrowing of the blood
vessel. This can be due to a series of conditions such as rheumatic fever5,
calcification6 (see Fig. 1.5 and Fig. 1.4) or even congenital malformation

5Rheumatic fever is an inflammatory disease. It can affect many of the body’s con-
nective tissues, especially those of the heart, joints, brain or skin. Anyone can get acute
rheumatic fever, but it usually occurs in children five to 15 years old. The rheumatic heart
disease that results can last for life.

6Aortic valve calcification (sclerosis) is a condition in which calcium deposits form on
the leaflets of the aortic valve in the heart.
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Figure 1.4: Sketch of a stenotic aortic valve due to calcification, which can
be seen on the inner sides of the visible leaflets (from wikipedia).

such as Bicuspid aortic valve7. These factors prevent the valve from open-
ing properly, and thus normally functioning. Once the condition develops,
high overpressure builds up in the left ventricle and can seriously injure the
heart. Aortic stenosis affects approximately 5 out of every 10,000 people in
the Western countries (see e.g. [1]).

There are several techniques available for the detection of such a con-
dition such as Doppler echocardiography8 and catheterization9 that give
quantitative measures which can be later evaluated to determine the seri-
ousness of the situation. In Section 1.2.3 we will discuss, following the works
of Garcia et al in [66], the correspondence of a certain index, the energy loss
with respect to the actual phenomenon.

Valvular regurgitation Valvular regurgitation, or valvular incompetence
or insufficiency, is a condition, in which due to the malfunction of one or
several valves provokes an improper closure thus allowing the blood to leak

7In bicuspid aortic valve, there are only two leaflets instead of three and the valve
leaflets are often thickened. It occurs when the aortic valve does not develop normally
while the baby is in the womb. It is one of the most common congenital heart defect
affecting about 20 per 1000 babies born.

8Doppler echocardiography is a procedure which uses ultrasound technology and was
originally developed to examine the heart. It creates an image of it and measures the
speed and direction of blood flow. This procedure is frequently used to examine children’s
hearts for heart disease because there is no age or size requirement.

9A small puncture is made in a vessel in the groin, the inner bend of the elbow, or
neck area (the femoral vessels or the carotid/jugular vessels), then a guide-wire is inserted
into the incision and threaded through the vessel into the area of the heart that requires
treatment, visualized by fluoroscopy or echocardiogram, and a catheter is then threaded
over the guide-wire.
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Figure 1.5: Four types of calcified aortic stenosis from [44]. In each, the
unopened aortic valve is viewed form above. A. Acquired bicuspid aortic
valve with secondary calcification. At the center of the conjoined cusp (lower
center) are elements of two preexisting cusps, now fused. B. Congenital
bicuspid valve. The characteristic raphe of the congenital bicuspid aortic
valve appears at the lower portion of the figure. C. Senile type. None of
the commissures is fused, but there is a major intrinsic calcification of the
three cusps. D. Unicuspid, unicommissural congenital aortic stenosis with
secondary calcification.
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in the wrong direction (see Fig. 1.6). This condition can occur in any of the
four heart valves, the aortic, the mitral, the tricuspid or the pulmonic. And
can be at the origin a subvalvular stenosis. In a normal slash healthy heart

Figure 1.6: Valvular regurgitation is characterized by inappropriate retro-
grade flow during the cardiac cycle. The left panel demonstrates mitral
regurgitation in systole, the right panel demonstrates inappropriate aortic
insufficiency in diastole (from [3]).

these previous valves allow blood to flow only in one direction and only at
the right time during a heartbeat. Notice that due to intense pressures (see
Fig. 1.7) the Mitral valve has attachment fibers called chordae tendineae, or
heart strings, to prevent the flaps from everting into the left atrium (and the
tricuspid from everting to the right atrium). On this subject, the method
developed in Chapter 5 to deal with contact can be easily adapted to take
into account these attachments in fluid-structure interaction simulations (see
Remark 5.1).

Mild Valvular regurgitation may not show any symptoms, but it could
lead to more serious problems, such as heart failure, as the leak worsens.
As acknowledged, the main effect of valvular regurgitation is the change in
the flow direction. There is a second non neglectable effect, turbulence due
to regurgitant jets originating from small irregular openings. These jets are
made of many different velocity vectors and complex flow patterns. The
third factor associated with the described condition is an abnormal pressure
difference that may be, in time, heart damaging. For instance being able to
couple the presence of valves in the heart with its electromechanical part as
well as heart, aorta, coronaries, pulmonary blood flow and perfusion would
bring about a quite complete model which could in its stead help to reach
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Figure 1.7: During systole, left ventricular pressure is greater than left atrial
pressure (left panel). In the presence of mitral regurgitation, the flow com-
munication between these chambers allows a high gradient to exist (from
[3]).

a better understanding of the flow patterns and possibly pave the way to
better patient specific valve shape design.

Artificial valves Artificial heart valves are prosthetics constructed to em-
ulate the function of normal heart valves. As a result of a number of diseases
(two of which were described previously), they acquire defects which im-
pedes them from functioning normally. These conditions burden the heart
and since it may lead to heart failure, there is an interest in its replacement.
There are presently two types of valves used in the replacement of the aortic
valve, mechanical and tissue. None of which is now in place to be considered
a definite replacement. While mechanical valves can last indefinitely (tests
refer to approximately 50000 years), they require a lifelong treatment with
blood thinners, or anti-coagulants. On the other hand, tissue heart valves
(usually from pig cells) do not require the use of anticoagulant drugs, but
have a rather limited lifespan of approximately 15 years. Between the use of
blood thinners that leave people vulnerable to bruises and the fact that the
survival rate drops dramatically with each new open heart surgery, present
procedures leave space for improvement.

In view of the simplicity of the mechanical valves, we chose to start the
present work with a simple rigid mono-dimensional valve in a bi-dimensional
domain. Nevertheless, for realistic valves as well as for tissue prosthetics
valves, more complex structural models are needed and will be also presented
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Figure 1.8: Example of two mechanical valves (top) and a tissue valve (bot-
tom) used in heart valve surgery (from University of Birmingham and CVT
Surgical Center, respectively).

in this thesis.

1.2.3 Clinical assessment of stenosis

In this section we try to explain how numerical simulations of valves can
help to improve clinical decision in a very specific case presented before: the
aortic subvalvular stenosis.

In general, when dealing with the establishment of guidelines for the
diagnosis and treatment of a certain pathology, the relevant steps are:

(i) identify the physical causes of certain symptoms: in the case of the
aortic stenosis, the narrowing of the valve leading to reduced blood
flow and pressure buildup inside the heart that can produce chest
pain, fainting, loss of consciousness, rapid or irregular heartbeats;
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(ii) identify appropriate synthetic indexes evaluable with diagnostic tools
(in case of suspect aortic stenosis, Doppler and catheterization are gen-
erally used) that provide a quantitative measure of the above physical
phenomena and can drive the clinical diagnosis and the treatment of
the patient;

(iii) evaluate the validity of these indexes with respect to their adherence
to the actual outcome of the pathology.

It seems out of reach for the moment to purely use numerical simulations
to move from (i) to (ii) and statistical studies seem to be the tool the most
adapted to point (iii). Nevertheless, numerical simulations might play an
important role in evaluating the foundation of a specific clinical index that
is supposed to measure a relevant physical quantity (step (ii)). Indeed,
in general very strong assumptions and several simplifications are done to
derive practical indicators. Numerical simulations may thus help to assess
the correspondence of a certain index with respect to the actual complex
physical phenomenon.

In the case of the aortic valve stenosis, it is generally accepted that a
relevant synthetic index is the so-called Effective Orifice Area (eoa), which
is the minimal cross-sectional area of the flow jet, attained downstream the
valve. The eoa can be measured either by Doppler or by catheterization.
It has been recently advocated in [66] that the energy loss through the
valve could be a better indicator of the effect of the stenosis on the overall
hemodynamic field. The authors propose an energy loss index that can
be derived from non-invasive measurements. Validation of this index has
been carried out in [66] by performing statistical studies that show how the
energy loss index has a more significant correlation with the mortality and
morbidity of several patients with respect to other indexes as for example
the eoa.

Concentrating on the energy loss, numerical simulations can be used
in the sense advocated above, that is to assess whether this indicator re-
flects the “true” energy loss computed by the mathematical model. It must
be however underlined that the mathematical modelling and the numerical
simulation of fluid-structure interaction problems involving valves is a very
hard task (large displacements of the structure, contact modelling, . . . ), and
lots of progress has still to be done before being able to address the physi-
cal problem in all its complexity. This thesis can be viewed as a first step
towards this goal.

In appendix 8.1 we give more details on the effective computations of
the various indexes briefly presented here. We also refer to [79] where the
issue of the clinical assessment of prosthetic valve in presence of subaortic
stenosis is addressed.
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1.3 Numerical methods for immersed structures

In this section we will present a small resume of the methods and techniques
that were available when the work presented on this thesis was being done.
Hereafter we will present the separate methodologies that can possibly be
applied to our problem. Thus we will begin with the immersed boundary
methods and then go to the Fictitious domain methods. We will present the
reasons that led us to the use of the Fictitious Domain/Lagrange multiplier
approach to tackle the immersed valve movement.

Various approaches have been investigated to model fluid-structure in-
teraction problems involving valves (as in heart valves). The Arbitrary La-
grangian Eulerian (ALE) formulation consists in using moving meshes which
follow the valve movements. It has been used for example by Jianhai et al.
[86] to study the 2D behavior of an artificial valve (rigid body), and by Le
Tallec and Mouro [90] to study valves in hydraulic shock absorbers used
in cars. In presence of very large displacements, ALE algorithms need fre-
quent remeshing, which may introduce diffusion in the numerical solution.
Moreover, by construction, ALE is not adapted to topological changes which
occur for example when the valves close.

Other methods are based on a priori fixed meshes. This is the case of the
immersed boundary method by Peskin (see for example [103] among many
references on the subject). In this approach, fluid and structure are solved
simultaneously: the interaction with the structure is taken into account
using an external force acting on the fluid. Another possibility is to consider
independent meshes for the fluid and the structure. The coupling is then
obtained by enforcing the kinematic condition with Lagrange multipliers.
This is the basic idea of the so-called Fictitious Domain (FD) method which
has been much investigated by Glowinski and co-workers (see for example
[74, 71, 73]). In fluid-structure interaction problems, the FD method was
originally used for rigid particles. But it has also been applied for flexible
structures, either using Lagrange multiplier located on the structure surface
(see the works by Baaijens and co-workers [6, 34, 121]) or Lagrange multiplier
located on the structure volume [124].

If FD has been originally designed for fixed meshes, it appears that it
may also be interesting to use it on moving meshes, mixing ALE and FD
formulations (see [33]). Indeed, if FD is a powerful method for valves, ALE
formulation is more accurate and robust as far as the wall is concerned. In
blood flow applications, it is useful to take into account both wall and valve
movements: for example, it is shown in [117] that the compliance of the
aortic root contributes to the leaflet opening and to the ability of the aortic
valve to increase its effective orifice area when necessary.
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1.3.1 Immersed Boundary methods

One of the first people to try to deal with biological flows in fluid-structure
interaction realm was Peskin, in 1972, in order to simulate cardiac mechan-
ics and blood flow (see [103]). The Immersed Boundary method as it was
later called is still widely used nowadays in fluid dynamics. It consists in
using Lagrangian and Eulerian coordinates linked together using interaction
equations that involve smoothed approximations of the Dirac delta function.
The major advance proposed by this method was the use of a fixed carte-
sian mesh for the fluid and an independent structure entity immersed in the
fluid. The way by which the structure acts on the fluid is done by means of a
force carried along the interface. On the boundary, Lagrangian markers are
placed and these markers are tied together by a stiff spring to its position in
space. Every deviation of these markers generates the force. The equations
were the incompressible Navier-Stokes in their standard Eulerian formula-
tion with the added Lagrangian terms to take into account the elastic force
density coming from the immersed solid.

Here are the equations derived by Peskin:

ρ

(
∂u

∂t
+ u · ∇u

)
+ ∇p = µ∆u+ F

∇ · u = 0

ρ(x, t) =

∫
M(q, r, s)δ(x −X(q, r, s, t))dq dr ds

F (x, t) =

∫
f(q, r, s, t)δ(x −X(q, r, s, t))dq dr ds

∂X

∂t
(q, r, s, t) = u(X(q, r, s, t), t)

f = − ℘E

℘X
,

(1.1)

where E(X(q, r, s, t)) is the elastic energy stored in the material at time t, f
represents its Fréchet derivative and ℘ is the perturbation operator, M is the
mass density such that

∫
QM(q, r, s)dq dr ds is the mass of the piece of the

material defined by (q, r, s) ∈ Q, f is the elastic force density. The quantity
E(X(q, r, s, t), in physical terms is minus the force density generated by the
elasticity of the material.

The proposed algorithm for this method is:

- knowing all the information of the time step n, first find the positions
of the Lagrangian markers at time n+1/2 bearing in mind the Eulerian
local grid gh

Xn+1/2(q, r, s) = Xn(q, r, s) +
∆t

2

∑

gh

un(x)δh(x−Xn(q, r, s))h3
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- from the Lagrangian markers calculate the elastic force

fn+1/2(q, r, s)∆q∆r∆s = −∂Eh

∂X
(Xn+1/2)

- propagate the Lagrangian force and mass densities on the Eulerian
grid

F n+1/2(x) =
∑

(q,r,s)∈Gh
fn+1/2(q, r, s)δh(x−Xn+1/2(q, r, s))∆q∆r∆s

ρn+1/2(x) =
∑

(q,r,s)∈Gh
M(q, r, s)δh(x−Xn+1/2(q, r, s))∆q∆r∆s

- solve the Navier-Stokes equations on the Eulerian grid gh obtaining
un+1/2 and p̃n+1/2 by the finite difference method

- update the Lagrangian configuration from Xn to Xn+1 interpolating
the velocity un+1/2 to Xn+1/2

Xn+1(q, r, s) = Xn(q, r, s)+∆t
∑

x∈gh

un+1/2(x)δh(x−Xn+1/2(q, r, s))h3

- re-evaluate the Navier-Stokes equations using the same ρn+1/2 and
fn+1/2 and determine un+1 and pn+1/2

In particular, at each time step there is just the fluid system to solve with
an added force term which also reflects a significant reduction of the com-
putational cost. This method, however, produces a problem difficult to
circumvent, which is to find a consistent approximation of the Dirac delta
measure carried over the immersed boundary.

Xi−1

Xi

Xi+1

Figure 1.9: Example of a typical immersed boundary where springs are used
to enforce the structure forces

The Dirac delta intervenes in two different stages in the IB algorithm,
in the expression of the structure forces acting on the fluid and in the dis-
placement of the structure (from the found fluid velocity). The first stage
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defines action-reaction effect, imposing the conservation of forces at the in-
terface. The second translates as the kinematic condition which states that
the structure must move itself at the same velocity as the fluid that sur-
rounds it.
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Figure 1.10: Discretized delta functions according to different techniques.
From the traditional 1

4

(
1 + cos(πr

2 )
)

function to the more recent reproducing
kernel particle method.

In this methodology, Peskin proposes the construction of a discrete Dirac
delta, δh (Fig. 1.10) that must: be continuous to prevent the jump of the
velocity across the immersed structure or on the applied forces; have a com-
pact support to save computational time; be exact for linear interpolation,
to make sure the moment of the forces across the interface is conserved; have
the smallest possible support.

Since its inception, this technique has been applied to a variety of prob-
lems such as, prosthetic cardiac valves, platelet aggregation during blood
clotting, swimming motion of eels, sperm and bacteria, dynamics of wood
pulp fibers, and others. From the “Immersed Boundary method” many
other methods were born, such as the extended immersed boundary method,
the immersed finite element method and the Fictitious domain method, just
to name a few.

The extended immersed boundary method (EIBM) developed by Wang X.
and Liu W.K. (see [123]) and the Immersed finite element method (IFEM)
developed by Zhang et al (see [126]) were developed as modifications on the
IB, where instead of immersing a volume-less structure in the fluid mesh,
it was chosen to submerge an elastic solid occupying a finite volume. Fur-
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thermore the discretization of the Dirac delta measure was done with kernel
functions (see [92]), using the meshless RKPM (Reproducing kernel particle
method). This allowed the Dirac delta function continuity to pass from C1

to Cn and thus enabling this method to be more computational efficient for
large displacements. The kinematic matching of the fluid-structure interface
was also changed applying an equivalent ensemble of nodal forces presented
in variational form. Using a cluster of Lagrangian points the force density is
computed, by discretizing the stress-strain equations of the elastic solid on
a grid (first developed in [118]). This allowed a deeper connection between
the traditional elasticity model and the IB method. The connection was
enhanced even further by employing the internal nodal forces in the context
of the finite element method.

Another modification to the IB was brought about by Boffi and Gastaldi
and was based on a finite element approximation (see [14, 15, 16]). In
this approach, the load term which comes from the fact that there is a
boundary/structure in the fluid is treated in a variational form. So the
following

F (x, t) =

∫ L

0
f(s, t)δ(x−X(s, t)) ds, in Ω×]0, T [

will be represented, when the structure is a closed line, as

〈F (x, t), v〉 =

∫ L

0
f(s, t)v(X(s, t)) ds

=

∫ L

0
κ
∂2X(s, t)

∂s2
v(X(s, t)) ds,

= −κ
∫ L

0

∂X(s, t)

∂s

∂v(X(s, t))

∂s
ds, ∀v ∈ H1

0 (Ω)

where κ represents the elasticity coefficient. They take into account an F
such that the movement of the boundary, here depicted as X, is driven by
its elastic energy. All these modifications allowed the method to pass from
a finite difference scheme to a finite element scheme.

1.3.2 Fictitious domain methods

An alternative way to solve problems of solids immersed in fluids is to use the
fictitious domain (FD) method. The general idea is to find the solution to
a given problem by extending the given data to a larger and simpler shaped
domain, which contains the original domain. As far as can be traced, Saul’ev
[115], in the 1960’s, was the first author to refer to the term fictitious do-
main applied to such an approach, then followed by Rukhovets [112] in 1967
and by Kopčenov [89] in 1974. The method has also been known as domain
imbedding (embedding) method [18, 19] or fictitious component method
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[5]. The fictitious domain was typically a rectangle or a circle and was
discretized on uniform meshes independent of obstacle boundaries, which
avoided the construction of boundary fitted meshes. Nowadays several dif-
ferent approaches to the FD have been studied. These will be described in
the following subsections.

Fat boundary method

This approach known as FBM was first developed by B. Maury [95] to solve
a Poisson problem in a domain with holes. The basic idea was to replace the
initial problem with an equivalent one defined in a simpler domain. This
simpler domain is such that a cartesian mesh is allowed which in its stead
permits the use of fast solvers and efficient pre-conditioners. The original
problem now poses itself as two sub-problems, one global and one local.
The global problem is defined on a domain that encapsulates the perforated
domain. The local problem is defined in a neighborhood of the holes and a
finer mesh can be considered in order to better approximate the solution.
Later, in M. Ismail PhD thesis [84], this method was applied to the case

Ω

γ

γ′

Figure 1.11: 2D example of the global and local meshes for the FBM

where the domains’ holes are allowed to move (for example the presence
of air pockets inside a fluid). It employs an approximated interface whose
support is larger than the physical domain. For example by using source
terms such as the discrete Dirac delta measure over a larger interface (see
section 1.3.1 where Peskin’s approach was described or Rukhovets [112]).
Here a cartesian mesh is used and a second “fat”mesh is constructed around
each hole’s border.
The resolution is mainly divided into two phases, an interpolation of the
global velocity field onto the artificial interface γ′ (based in the domain
decomposition approach with full overlapping proposed in Le Tallec-Tidridi
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[91]) followed by a regulation of the jump of the normal derivative of the
velocity across γ (as it is done in the IB method prescribing an appropriate
discrete Dirac delta measure). This methodology allows the global problem
over the cartesian mesh to be solved using fast solvers such as the FFT
(Fast Fourier Transform) while the solution for the local problem can be
accurately approximated in a neighborhood of the actual hole.

Lagrange multiplier

This Lagrange multiplier approach, employs an approximation of the in-
terface without any enlargement on the exterior normal direction. In this
approach Glowinski et al were the pioneers developing the method called
FD/LM (Fictitious Domain/Lagrange multiplier) which his team then ap-
plied to particle flows and to rigid volumic bodies immersed in fluids. Some
of the related bibliography can be found in [70, 71, 73, 74, 87, 102] and in
the references therein. The FD/LM consists in imposing the boundary con-
dition in the variational formulation with the help of Lagrange multipliers
and bringing about a saddle point formulation. Glowinski’s group stated
two different kinds of approach to the Lagrange multiplier method. One, a
surface approach and another, a distributed approach.

• Boundary Lagrange multiplier

In this approach the Lagrange multipliers are only present in the sur-
face of the immersed surface and thus are defined in a space therein.
This means that there is only the need to mesh the surface (see
Fig. 1.12). Examples of this type of approach can be found in [70].

Figure 1.12: Example of the surface Lagrange multiplier approach where
the Lagrange multiplier are only applied on the boundary of the immersed
surface, letting the fluid flowing within.

This is basically the approach we have followed in our work [23, 43].
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• Distributed Lagrange multiplier

Another approach based on the Lagrange multiplier is to consider the
multipliers distributed on the whole immersed domain (see Fig. 1.13).
This means that the space in which they are defined is no longer just

Figure 1.13: Example of the distributed Lagrange multiplier approach where
the Lagrange multiplier are applied on the whole immersed surface.

the bounding surface, but the whole volume delimited by it, thus the
interior of the structure needs to be meshed. Examples of this type of
approach can be found in [71] and in [102].

For the case we will be studying it is in fact irrelevant whether we use one or
the other. The immersed structure we aim at simulating is a surface in 3D
or an open line in 2D and this means there is only the border to discretize
(which also defines the whole solid).

1.3.3 Penalty method

This approach takes into account the classical Dirichlet, Neumann or Fourier
boundary conditions on the immersed structure averaging them with a pe-
nalization method. In the weak formulation of the Navier-Stokes equations
it consists in adding a term such as

1

ε

∫

Im
u · v.

This method was recently applied by DelPino and Pironneau to create
FreeFem3D, a general 3d PDE solver (see [36, 38]), as a way to concili-
ate the implementation of boundary conditions over complex boundaries
with simple mesh generation. Bruneau, Angot and coworkers (see [4, 88])
developed similar methodologies for the resolution of the Navier-Stokes equa-
tions around (possibly porous) solids. Janela, Lefebvre and Maury in [85]
developed a simple method to simulate the movement of a thick valve by
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penalizing a rigidity constraint in the fluid.

1.3.4 Algebraic FD

Fictitious domain methods have also been used to construct a preconditioner
for iterative methods such as Krylov subspace methods. One such approach
is called an algebraic fictitious domain method (see e.g. [19, 94]). In the
algebraic variant of the FD, the discretized linear system matrix is enlarged
(thus the name algebraic) and will act as a preconditioner on the resolution.
Typically these methods are solved in locally fitted meshes as in Fig. 1.14

Figure 1.14: Example of a locally fitted mesh.

where the mesh is modified on a local level to take into account the shape
of the immersed structure. This method was recently used by Del Pino,
Heikkola, Pironneau and Toivanen in [37] to solve the three dimensional
Helmholtz equation. For more references to this method we refer to, for
example, [13], [81] and [80]. The main advantage of this approach is that
there are more possibilities to build efficient preconditioners for the enlarged
system than for the original one.

1.3.5 ALE and adapted meshes

The ALE (Arbitrary Lagrangian Eulerian) represents a strong and reliable
approach, but also an expensive one, since the mesh follows the movement
of the solid, adapting its shape to the whims of the structure. By reliable
approach we refer to the fact that the loads on the structure as well as jumps
of pressure can be, a priori, more accurately recovered. In particular even if
the pressure finite element functions are continuous, it is easy to “duplicate”
the points on the thin structure in order to capture a pressure discontinuity
in the fluid10.
The ALE method is one of the most widely used methods to solve fluid

10Duplicating the points means that over each structure point two independent nodes
are considered.
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Figure 1.15: Example of a globally adapted mesh using the ALE for a valve
of 0.45cm on a 1cm high tube.

structure interaction problems (see section 3.2 for a brief explanation of this
method). This method has however two major drawbacks. For one, if the
movements are too large, the elements will become deformed. The other is
that this method cannot handle changes in the topology, such as contact.
Even if the first drawback can be tackled with using remeshing algorithms,
the second cannot be dealt with in a straightforward manner.

In the sequel of this work we will use two methods: the fictitious domain
(FD) method with Lagrange Multipliers and the ALE method. The purpose
is twofold:

• First, ALE will be used for the purpose of benchmarking. We will see
in particular in section 4.5.3 that FD and ALE are in good agreement
as soon as the fluid mesh is sufficiently refined.

• Second, we will couple ALE and FD. The former being the more accu-
rate to deal with wall movement, the latter being well-suited to deal
with very large displacements and contacts.

1.4 Structure contact issues

The function of valves is to close and to prevent backflow. The question of
contact between valves is therefore non avoidable.
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We can cite a few works where this question has been treated. For ex-
ample the work of Mouro during his PhD thesis [98] on hydraulic shock ab-
sorbers. More recently there have been some groups working on the contact
between solids immersed in a fluid. For instance Glowinski et al. treated
the case of contact between rigid particles immersed in fluid in [71, 72].
Van Loon et al. treated simple contacts between an immersed structure and
a rigid wall, in a monolithic fashion (see [122]).

The question of contacts in fluid-structure interaction problem is ex-
tremely complex, in particular because of the presence of lubrication forces.
We will not consider this specific point in this work.

Another difficulty is the treatment of multi-body contact, which occurs
for example when the three leaflets of the aortic valves close. We will address
this problem in Chapter 5 where we present a new algorithm well-suited to
the partitioned fluid-structure schemes.

1.5 Thesis overview

This thesis organized in 6 chapters. Our main contributions are presented
in Chapters 4, 5 and 6.

In Chapter 2, we present the models for the fluid and for the structures.
Three models will be used for the structure: for the 2D simulations we will
consider rigid and elastic 1D structures; for the 3D simulations a nonlinear
thin shell model will be used.

In Chapter 3, we draw an overview of the algorithms and the known
issues of fluid-structure interaction (FSI) problem in haemodynamics. In
particular we present the Arbitrary Lagrangian Eulerian (ALE) formulation
and we discuss the problem of weak and strong coupling and we present
an semi-implicit algorithm developed for the fluid-wall interaction. This
method will be extended in Chapter 6 to treat the cases involving immersed
structure.

In Chapter 4, we present fluid-structure interaction problems based on
Lagrange multipliers in order to simulate immersed thin structures. Accord-
ing to the usage in the literature, we call this method the Fictitious Domain
(FD) method. Various numerical simulations are presented, both in 2D and
3D, to assess the precision and the robustness of the proposed approach.

In Chapter 5, we present our strategy to manage contact in a fluid-
structure framework. We first study the valve-rigid wall contact. We next
extend the algorithm to the case of multi-body problems which are impor-
tant for the practical applications (the aortic valve being made of 3 leaflets).
Numerical simulations are presented in 2D.

In Chapter 6, we propose to couple the ALE and the FD formulations
in order to treat with the most convenient methods both the wall and the
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valves movements. We present a semi-implicit algorithm to efficiently treat
this kind of coupling. Preliminary numerical results are presented. We also
present 3D simulations in a realistic aorta geometry.



Chapter 2

Fluid and structure
modelling

In this chapter, we present the models that will be used in the sequel for
the fluid and the structure. In each case, we briefly describe the physical
assumptions and we give a few indications on the discretization methods.

2.1 Fluid model

Modelling

Blood is not strictly speaking a fluid but rather a suspension of particles.
The red blood cells, which constitute almost half of the volume of the total
blood, are the main responsible for a complex mechanical behavior. For
example, the blood viscosity increases when the deformation rate decreases
(shear-thinning effect) because the red blood cells tend to aggregate. In the
small vessels, the blood viscosity decreases when the vessel radius decreases
because red blood cells move to the central part of the vessel (Fahraeus-
Lindquist effect). The elasticity of the red blood cells is also responsible for
viscoelastic effects in the blood. Shortly speaking, one can say that these
effects are important in small vessels or at low deformation rates. In this
work, we only consider large vessels. The fluid will be therefore assumed to
be Newtonian.

It is generally admitted that turbulence is not present in the cardiovas-
cular system in physiological situations. Nevertheless, it is likely that the
flow is transitional at the exit of aortic valves. In this work, for simplicity,
we will suppose that the flows are laminar.

In conclusion, the fluid will be governed by the classical incompressible

23
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Navier-Stokes equations:





ρ

(
∂u

∂t
+ u · ∇u

)
− div (σ) = 0 for x ∈ ΩF (t),

divu = 0 for x ∈ ΩF (t).
(2.1)

where u is the fluid velocity, p the pressure and ρ the fluid density. The
Cauchy stress tensor is denoted by

σ = −p I + 2ηD(u),

where I is the identity tensor, D(u) is the strain rate (∇u + ∇uT )/2 and
η the dynamic viscosity. The fluid domain ΩF is a priori time dependent
because of the movement of the vessel walls and the valves.

Discretization

Problem (2.1) is discretized in time by a semi-implicit Euler scheme:





ρ
un+1 − un

δt
+ ρun · ∇un+1 + ∇pn+1 − div (2ηD(un+1)) = 0,

divun+1 = 0.

(2.2)
The space discretization is done with finite elements. Most of the numerical
computations done in this work are based on stabilized finite element with
a P1 velocity and P1 pressure or a Q1 velocity and Q1 pressure (see e.g.
[64, 107]). Nevertheless, for benchmarking, we have occasionally used stable
pairs like Q2/Q1, Q2/P1. The pair Q1/P0 (in general unstable) has also been
used in a few cases.

Except for the Q2/P1 or Q1/P0, all the finite element spaces we used have
a continuous pressure. A pressure jump being expected through the valve,
the use of a discontinuous pressure space may be preferable, as mentioned in
[6]. Nevertheless, the valve mesh being independent from the fluid mesh, the
pressure jump can a priori occur within an element and this discontinuity
cannot be catched, even with a discontinuous pressure finite element (whose
discontinuity occurs only at the fluid element boundary). An enrichment of
the pressure functions (in the spirit of the so-called Xfem method) depending
on the valve position would be probably more accurate. We do not inves-
tigate this issue here. With a sufficiently fine grid, the results we obtained
computing the stress jump in a variational way, as explained in Section 4.3,
were satisfactory. But we believe that there is room for improvement in the
pressure discretization.

More specific issues, like the management of the moving domain and the
fluid-structure coupling will be addressed in the next two chapters.
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2.2 Structure models

The mechanical characterisation of the artery wall or of the aortic valves
is beyond the scope of the present work. We refer the reader to [33] and
[83] for insights into these topics. In the sequel, we present three structure
models which have been used in our simulations.

2.2.1 Rigid structure

Modelling

Due to the complexity of the problem we decided to begin this study with
a simpler one: the valve was supposed to be monodimensional, rigid and
immersed in a 2D fluid.

Note that the interest of using rigid structures for cardiac valve is not
just academical: they can indeed model the artificial mechanical valves com-
monly used to replace the aortic valves. So even if the model is simple and
easy to implement its scope is larger than one could originally consider.

Ventricle Valve Aorta

Central
axis

C
e

e

ey

z

x

Figure 2.1: Bi-dimensional scheme around the area of interest.

The valve has only one degree of freedom, which is its rotation angle
θ about a fixed axis (see Fig. 2.1). The equation governing the angle is a
single ordinary differential equation, which expresses the conservation of the
angular momentum

J
d2θ

dt2
= MΣ, (2.3)

J being the leaflet’s inertia momentum and MΣ the external momentum
applied to the leaflet. Note that this external stress comes uniquely from
the hydrodynamics stress.
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We denote by Σ(t) the domain occupied by the structure and by X the
reference coordinates of its points. The current positions of the valved points
x(t) ∈ Σ(t) at time t ∈ (0, T ) are given by:

Cx(t) = MθCX with Mθ =

(
cos θ − sin θ
sin θ cos θ

)
.

where Mθ is the rotation matrix of angle θ. Thus the structure’s domain is
given by:

Σ(t) =
{
x(t) = C +Mθ(t)CX

}
.

Also the issues related to fluid-structure coupling will be addressed in
details in the next two chapters, we give here some useful remarks on this
topic. The fluid-structure coupling takes place on the fluid-structure inter-
face. Since the structure is immersed and has one dimension less than the
fluid, we will assume that the interface actually coincides with the structure’s
domain Σ(t) (neglecting the thickness of the structure). The continuity of
the velocities – the so-called kinematic conditions – on the interface reads:

u(x(t), t) = ω ez × Cx(t), (2.4)

for x(t) ∈ Σ(t), t ∈ (0, T ) and with ez as indicated on Fig. 4.4 and where
we have defined the angular velocity

ω =
dθ

dt
.

The momentum on the structure is given by:

MΣ(t) =

∫

Σ(t)
Cx× FΣ dl(x) t ∈ (0, T ),

where FΣ is hydrodynamics force that will be precisely defined in next
chapters (see equation (4.13)).

Discretization

The rigid structure is so simple that it could have been implemented directly
in the fluid solver. Nevertheless, we developed a separated solver. By doing
so, we were unrestricted to, later on, implement more complex structures
without changing neither the fluid solver nor the coupling algorithm.

The time discretization is performed with a mid-point scheme:





J
ωn+1 − ωn

δt
= Mn+1

Σ ,

ωn+1 + ωn

2
=

θn+1 − θn

δt
,

(2.5)
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2.2.2 Elastic 1D structure

On the previous section, we treated a particular case were the immersed
structure was rigid. We now present a model of a flexible valve.

Modelling

The structure is assumed to be mono-dimensional and inextensible. Its
deformation energy is defined by

W (x) =
1

2

∫ L

0
EI

∣∣∣∣
∂2x

∂s2

∣∣∣∣
2

ds, (2.6)

where E denotes Young’s modulus, I the inertia, s is the curvilinear co-
ordinate that goes from the structure’s fixation point to its apex, x(s) is
the position vector of a point on the structure’s axis. The quantity EI
represents the flexural stiffness. The solution is searched in

K =
{

x ∈ (C1(0, L))2;
∂x

∂s
∈ (L2(0, L))2;

∣∣∣∣
∂x

∂s

∣∣∣∣
2

= 1;

x(0) = 0 and
∂x

∂s
(0) = 0

} (2.7)

which is the set of the allowed structure configurations that satisfy the
boundary conditions as well as the inextensibility constraint.

Thus, the configurations of the immersed structure are governed by the
following problem:





Find x(s, t) ∈ K such that for all t∫ L

0
m
∂2x

∂t2
· ξds+

∫ L

0
EI

∂2x

∂s2
· ∂

2ξ

∂s2
ds =

∫ L

0
F · ξds, ∀ξ ∈ K, (2.8)

where m denotes the linear mass of the structure and F the external forces.
In the sequel, F will typically be the hydrodynamic force FΣ (precisely
defined in (4.13)). Nevertheless, in Chapter 5, F will also take into account
contact forces F c.

As in the rigid case, the fluid-structure interface is assumed to coincides
with the structure domain Σ(t). The fluid-structure coupling is enforced
through the following relations:

∂x

∂t
(s, t) = u(x(s, t), t), (2.9)

F (s, t) = FΣ(x(s, t), t), (2.10)

It will be convenient to denote the structure velocity in x = x(s, t) ∈ Σ(t)
by

uΣ(x, t)
def
=

∂x

∂t
(s, t).
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Discretization and solution strategy

The structure is discretized in time with the second order Houbolt scheme
[93]. The solution xn+1 of (2.8) is found by solving the following problem:





Find xn+1 ∈ K such that∫ L

0
m

2xn+1 − 5xn + 4xn−1 − xn−2

δt2
· ξds +

∫ L

0
EI

∂2xn+1

∂s2
· ∂

2ξ

∂s2
ds =

∫ L

0
F n+1 · ξds

(2.11)
for all ξ ∈ K. The first two steps are initialized with a Crank-Nicolson
scheme since at that time iteration there is still not enough data to directly
use the Houbolt scheme.

The numerical solution of (2.11) is equivalent to finding the local mini-
mum, on K, of the following functional

J(x) =
1

δt2

∫ L

0
m |x|2 ds +

1

2

∫ L

0
EI

∣∣∣∣
∂2x

∂s2

∣∣∣∣
2

ds−
∫ L

0
F n+1 · xds

+
1

δt2

∫ L

0
m(−5xn + 4xn−1 − xn−2) · xds.

(2.12)

To account for the inextensibility constraint |∂sx| = 1, an augmented
Lagrangian method is used. Following [20], we introduce the additional
variable

q =
∂x

∂s
, q ∈ (L2(0, L))2, |q|2 = 1.

We are then brought to the resolution of an equivalent problem, the search
of a saddle-point {xn+1,qn+1, λn+1} of the augmented Lagrangian

L (x,q, λ) = J(x) +

∫ L

0
λ

(
∂x

∂s
− q
)
ds+

r

2

∫ L

0

∣∣∣∣
∂x

∂s
− q

∣∣∣∣
2

ds. (2.13)

The resolution is done with an Uzawa algorithm:

Let λn+1
1 = λn and xn+1

0 = xn, compute



qn+1
p which minimizes L (xn+1

p−1 ,q, λ
n+1
p ), with |q| = 1,

xn+1
p which minimizes L (x,qn+1

p , λn+1
p ),

λn+1
p+1 = λn+1

p + r

(
∂xn+1

p

∂s
− qn+1

p

)
,

(2.14)

where r is a fixed parameter (see section 8.2.3 for details).

This algorithm converges when p→ ∞ to the saddle-point (xn+1,qn+1, λn+1),
which means that (xn+1,qn+1) minimizes L (x,q, λn+1) and λn+1 maxi-
mizes L (xn+1,qn+1, λ).
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In order to find the solution for problem (2.14)1, we solve

∂L

∂q
(xn+1

p−1 ,q, λ
n+1
p ) = 0,

noticing that, J(x) being independent of q, this solution is obtained by
minimizing at each point s,

−(r
∂xn+1

p−1

∂s
+ λn+1

p ) · q

over the circle |q| = 1. This gives

qn+1 =
r

∂xn+1
p−1

∂s + λn+1
p

|r ∂xn+1
p−1

∂s + λn+1
p |

.

Problem (2.14)2 solution is obtained solving

∫ L

0
EI

∂2xn+1
p

∂s2
· ∂

2ξ

∂s2
ds+ r

∫ L

0

∂xn+1
p

∂s
· ∂ξ
∂s
ds+

2

δt2

∫ L

0
mxn+1

p · ξ ds =

∫ L

0
F n+1 · ξ ds +

1

δt2

∫ L

0
m(5xn − 4xn−1 + xn−2) · ξds

+

∫ L

0
(rqn+1

p − λn+1
p ) · ∂ξ

∂s
ds ∀ξ ∈ K.

(2.15)
The discretization of (2.15) is done using a third order Hermite finite

element method in order to obtain an internal approximation of H2(0, L).
We mesh the segment [0, L] with NΣ−1 elements [si, si+1], such that s1 = 0
and sNΣ

= L. We denote by hi the length of the interval [si, si+1].
The set of allowed displacements

Kh = {xh ∈ (Zh)2 :
∂xh

∂s
= qh , |qh|2 = 1 , xh(0) = 0,

∂xh

∂s
(0) = 0},

where the finite element space is given by:

Zh = {vh ∈ C1([0, L]) : vh|[si,si+1] ∈ P3 , 1 ≤ i ≤ NΣ − 1}.

2.2.3 Thin elastic shells

The two previous structure models were mainly used to test the various
algorithms – fluid-structure coupling and contact – developed during this
thesis. Nevertheless, realistic cardiac valves definitely need 3D simulations.
To this purpose, we use a nonlinear thin shell model. Of course, this model
is much more involved than those seen above. We therefore present it with
more details than in the two previous sections.
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Following I. Paris [101] and D. Chapelle & Bathe [27] we define a shell
as a solid medium geometrically defined by a mid-surface S immersed in the
physical space E . A parameter t is introduced, representing the thickness of
the medium around this surface. The mid-surface is normally described by
a collection of charts from domains in R2 into E (see Fig. 2.2). Note that
even in complex configurations the analysis can be decomposed according to
a certain chart and respective reference domain. Thus we will focus on shells
represented using a single chart. From now on we will consider a shell with a
mid-surface S defined by a 2D chart denoted by ~φ, i.e. an injective mapping
from the closure of a bounded open subset ω ∈ R2 into E (S = ~φ(ω̄)).

~x1
~x2

~x3

S

~a1
~a2

~a3 t

ξ1

ξ2

ω

~φ

Figure 2.2: Geometric description of a shell

Modelling

In general, mathematical shell models assume that any material line orthog-
onal to the mid-surface in the undeformed configuration remains straight
and unstretched during deformation. This hypothesis is also known as
the Reissner-Mindlin kinematical assumption. The displacements obtained
when this assumption is considered can be expressed by

~U(ξ1, ξ2, ξ3) = ~u(ξ1, ξ2) + ξ3θλ(ξ1, ξ2)~aλ(ξ1, ξ2).

In this equation it is considered a material line in the direction of ~a3 at
the coordinates (ξ1, ξ2). The displacement of ~u(ξ1, ξ2) represents a global
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infinitesimal displacement of the line with all particles on the line displacing
by the same amount. The displacement of ξ3θλ(ξ1, ξ2)~aλ(ξ1, ξ2) is due to
the rotation of the line measured by θ1 and θ2 (see Fig. 2.3). The rotation of

ξ1-curve

ξ2-curve

ξ3-curve

S

~a1

~a2

~a3

θ1θ2

~u

Figure 2.3: Kinematic assumptions for the material line orthogonal to the
mid-surface S (Infinitesimal rotations assumed).

an infinitely thin straight material line is solely defined by a rotation vector
normal to that line (component ~a3 is disregarded).

Thus given a general displacement ~U(ξ1, ξ2, ξ3), the covariant-covariant
components of the linearized 3D Green-Lagrange strain tensor are defined
as

eij(~U) =
1

2
(~gi · ~U,j + ~gj · ~U,i), i, j = 1, 2, 3

This linearized strain tensor (constructed taking into consideration the
Reissner-Mindlin kinematical assumption) can be expressed as a function
of the mid-surface displacement ~u and the surface rotation field θ = θλ~a

λ.
Using a covariant differentiation for surface tensors, we can evaluate (2.2.3)
to obtain

eαβ = γαβ(~u) + ξ3χαβ(~u, θ) − (ξ3)2κα,β(θ)

eα3 = ζα(~u, θ) (2.16)

e33 = 0
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with

γαβ(~u) = 1
2(uα|β + uβ|α) − bαβu3

χαβ(~u, θ) = 1
2(θα|β + θβ|α − bλβuλ|α − bλαuλ|β) + cαβu3

καβ(θ) = 1
2(bλβθλ|α + bλαθλ|β)

ζα(~u, θ) = 1
2(θα + u3,α + bλαuλ).

(2.17)

The tensors γ, χ and ζ are called respectively membrane, bending and shear

strain tensors.

Considering an isotropic linear elastic material, Hooke’s law, in a general
curvilinear coordinate system, defines the contravariant-contravariant stress
tensor component as

σij = H ijklekl

with

H ijkl = L1g
ijgkl + L2(gikgjl + gilgjk)

where L1 and L2 represent the Lamé constants

L1 = E
ν

(1 + ν)(1 − 2ν)
, L2 =

E

2(1 + ν)

and E the Young’s modulus and ν the Poisson’s ratio for the material in
consideration.

The model is based on the assumption that the state of the stresses
in the shell corresponds to plane stresses approximately tangent to shell’s
mid-surface, that is,

σ33 = 0.

Considering the presence of zero normal stresses an equivalent system of
constitutive equations can be found,

σαβ = Cαβλµeλµ

σα3 = 1
2D

αλeλ3,

with
Cαβλµ = E

2(1+ν)(gαλgβµ + gαµgβλ + 2ν
1−ν g

αβgλµ)

Dαλ = 2E
1+ν g

αλ.

Then the variational formulation reads

∫

Ω

(
Cαβλµeαβ(~U )eλµ(~V ) +Dαλeα3(~U)eλ3(~V )

)
dV =

∫

Ω

~F · ~V dV (2.18)
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where ~U is the displacement unknown that satisfies the Reissner-Mindlin
kinematical assumption as well as the boundary conditions. ~V is an arbitrary
test function

~V (ξ1, ξ2, ξ3) = ~v(ξ1, ξ2) + ξ3νλ(ξ1, ξ2)~aλ(ξ1, ξ2) (2.19)

that satisfies the same assumption and considers zero displacement bound-
ary condition. The quantity ~F is the exterior applied load. A basic shell
model satisfies 2.18. There are other models that are constructed from this
one, such as the s-m-b (shear membrane bending) and the m-b (membrane
bending), considering additional assumptions. These will not be used in the
present framework and thus we will refrain from developing the theory for
such models.

Discretization: MITC shell elements

The MITC terminology stands for “Mixed Interpolation of Tensorial Com-
ponents” and are general shell elements that are obtained using a 3D varia-
tional formulation. They are formulated in order to avoid numerical locking
by using a specific interpolation strategy for each component of the strain
tensor within each element, instead of deriving them directly from the dis-
placements. The interpolation points for strains at the each element are
called tying points (see e.g. [7]). The difficulties associated to the usage
of shell elements are mostly due to numerical locking in bending-dominated
shell problems and loss of consistency in membrane-dominated problems. To
tackle both these difficulties the MITC approach was developed for quadri-
lateral shell (and also plate) finite elements (e.g. [8]).

General shell elements constitute a category of finite elements widely
used in engineering practice. They are mostly based on a degenerated three
dimensional general formulation from continuum mechanics. This form gives
a modified variational problem where we have: a plane stress assumption;
a special mesh; displacement functions that satisfy the Reissner-Mindlin
kinematical assumption on the nodes. The domain is meshed by nodes
located in the mid-surface S and the curvilinear variables (ξ2, ξ2, ξ3) are
related to the local coordinates

(r, s, z) ∈ K̂ = T̂ × [−1, 1]

using the following relation inside each element:




(
ξ1

ξ2

)
=

k∑

i=1

λi(r, s)

(
ξ1(i)

ξ2(i)

)

ξ3 = z t
2

(2.20)

where (ξ1(i), ξ
2
(i)) are the nodal coordinates in ω, {λi}k

i=1 is the 2D shape

functions set of a standard k-node iso-procedure. The domain T̂ is to be
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s

r

1−1

−1

1 s

r

A

C

D

B

θ and ~u interpolation eh
rz = a1 + b1s tying points A and C

eh
sz = a2 + b2r tying points B and D

Figure 2.4: MITC4 shell element with its 4 interpolation points (left) and
its 4 tying points (right).

specified according to the type of element. For instance, in our case, for
quadrangular elements

T̂ = [−1, 1]2

and thus (r, s, z) ∈ [−1, 1]3 (see Fig. 2.4). A general shell element has a
position vector defined as

~x(r, s, z) =

k∑

i=1

λi(r, s)

(
~x(i) + z

t(i)

2
~a

(i)
3

)
(2.21)

where ~x(i), t(i) and ~a
(i)
3 denote the position vector in the global cartesian

coordinate system, thickness and unit normal vector respectively, at a node
i. The previous standard iso-parametric approach 2.21 is in relation with
the the following approximate chart

~Φh(ξ2, ξ2, ξ3) = I(~φ)(ξ1, ξ2) + ξ3
I(t~a3)(ξ1, ξ2)

t
(2.22)

where I is the interpolation operator defined for a smooth function ψ as

I(ψ)(ξ1, ξ2) =
k∑

i=1

λi(r, s)ψ(ξ1(i), ξ
2
(i))

The subspace of discretized displacements is denoted by Vh and it mainly
consists of displacements ~V obtained by varying the nodal positions and
normal vectors,

~V (r, s, z) =
k∑

i=1

λi(r, s)~v
(i) + z

k∑

i=1

λi(r, s)
t(i)

2

(
α

(i)
1
~V

(i)
1 + α

(i)
2
~V

(i)
2

)
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where ~v(i) is the nodal displacement; ~V
(i)
1 and ~V

(i)
2 are orthonormal vectors

in respect to ~a
(i)
3 and to one another ({~V (i),~V

(i)
2

1 ,~a
(i)
3 } is an orthonormal base

for each i); α
(i)
1 and α

(i)
2 are the rotations of a

(i)
3 with respect to ~V

(i)
1 and

~V
(i)
2 respectively. However, ~V

(i)
1 and ~V

(i)
2 are often defined as follows:

~V1 =
~a3 ∧ ~e
‖~a3 ∧ ~e‖

, ~V2 = ~a3 ∧ ~V1 ~e is a Cartesian base vector.

Remark 2.1. The Reissner-Mindlin kinematical assumption is satisfied at
all mesh nodes since

~η(i) · ~a(i)
3 = 0 ∀i

if

~η(i) = α
(i)
1
~V

(i)
1 + α

(i)
2
~V

(i)
2

is the rotation at node i.

If an isotropic elastic material is considered, substituting the exact chart
~Φ by (2.22) in the left hand side of equation (2.18), the discretized version
of the internal work is given by:

A(~Uh, ~V ) =

∫

Ω

[
C̄αβλµēαβ(~Uh)ēλµ(~V ) + D̄αλēα3(~Uh)ēλ3(~V )

]√
ḡdξ1dξ2dξ3

(2.23)
where the bar-symbol refers to the fact that the quantity is affected by the
geometric approximation, i.e.

ēij(~V ) =
1

2

(
∂~V

∂ξi
· ~̄gj +

∂~V

∂ξj
· ~̄gi

)
(2.24)

with

~̄gi =
∂~Φh

∂ξi
and

√
ḡ = |~̄g1 · (~̄g2 ∧ ~̄g3)|. (2.25)

From now on the local (r, s, z) coordinate system inside each finite element
will be used instead of the global coordinate system (ξ1, ξ2, ξ3). From (2.20)
an equivalent expression for the discretized internal work (2.23) can be given

A(~Uh, ~V )=
∑

K

∫

K̂

[
C̄αβλµēαβ(~Uh)ēλµ(~V ) +

4

t2
D̄αλēαz(~Uh)ēλz(~V )

]√
ḡdrdsdz

(2.26)
where the Greek indexes are associated with the local coordinates (r, s) and√
ḡ is the Jacobian corresponding to (r, s, z). In addition, each covariant-

covariant strain component

ēij(~V ) =
1

2

(
∂~V

∂rj
· ∂~x
∂ri

+
∂~V

∂ri
· ∂~x
∂rj

)
(2.27)
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for r1 = r, r2 = s and r3 = z can be expressed in terms of an element
nodal displacement/rotation vector V. This vector is associated with the
displacement ~V as follows

ēij(r, s, z) = [Bij(r, s, z)] V. (2.28)

Furthermore, the discretized membrane, bending and shear strain tensors
can be separately calculated,

ēαβ(~V ) = γ̄αβ(~v) + z t
2 χ̄αβ(~v, ~η) + z2 t2

4 κ̄αβ(~η)

ēαz(~V ) = t
2

[
ζ̄α(~v, ~η) + z t

2 ōα(~η)
] (2.29)

with

γ̄αβ(~v) =
1

2

(
~v,α · ~̄aβ + ~v,β · ~̄aα

)

χ̄αβ(~v, ~η) =
1

2

(
~η,α · ~̄aβ + ~η,β · ~̄aα + ~v,α · ~̄a3,β + ~v,β · ~̄a3,α

)

κ̄αβ(~η) =
1

2

(
~η,α · ~̄a3,β + ~η,β · ~̄a3,α

)

ζ̄α(~v, ~η) =
1

2

(
~v,α · ~̄a3 + ~η · ~̄aα

)

The vectors ~v, ~η, ~̄aα and ~̄a3 are defined as follows

~v =

k∑

i=1

λi(r, s)~v
(i), ~η =

k∑

i=1

λi(r, s)~η
(i)

~̄aα =
k∑

i=1

λi,α(r, s)~x(i), ~̄a3 =
k∑

i=1

λi(r, s)~a
(i)
3

where ·,α denotes the ordinary derivative ∂·
∂rα

.
From (2.28), (2.29) can be rewritten in a matrix form as:

ēαβ(r, s, z) =
[
Bαβ(r, s) + zBz

αβ(r, s) + z2Bzz
αβ(r, s)

]
V

ēαz(r, s, z) = [Bαz(r, s)] V

(2.30)

where Bαβ, Bz
αβ and Bαz respectively represent the element matrices asso-

ciated with the discretized membrane, bending and shear strains.

There are MITC elements developed for plates and shells and while both
assume that the thickness of the shell/plate is small relative to the other two
dimensions and that its behaviour can be modeled by its mid-surface, there
are some slight differences in its numerical framework. With plate elements
there are only three allowed displacements, one perpendicular plate-wise
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translation and two rotations (one to each perpendicular axe in the plate
plain). Their main disadvantage is that they do not account for the forces
in the plate plane, resulting in ignoring the stiffness of the elements in this
plane. On the other hand, with shell elements there are six allowed degrees of
freedom at each node, three translations and three rotations. Traditionally
the rotation about the shell’s surface perpendicular axis at each node is
neglected, leaving only five degrees of freedom per node. This allows to
include stiffness along the element’s plane.

MITC shell finite elements use a formulation derived from continuum
mechanics based shell finite elements described in the previous section (see
e.g. [7]). The essence of the MITC approach is to use a mixed formulation
to separately interpolate strains (referred as assumed strains) and displace-
ments, and connect both interpolations at specific tying points.

For each covariant strain component eij a set of tying points on the shell
mid-surface of coordinates (rl

ij , s
l
ij), l = 1, · · · , nij is defined as well as a set

{λl
ij}

nij

l=1 of polynomial functions which satisfy

λl
ij(r

m
ij , s

m
ij ) = δm

l , m = 1, ..., nij . (2.31)

The assumed covariant strain components ehij are then defined as

ehij(r, s, z) =

nij∑

l=1

λl
ij(r, s)ēij(rl

ij , s
l
ij, z) (2.32)

and from (2.28) we have that

ehij(r, s, z) =

[ nij∑

l=1

λl
ij(r, s)Bij(rl

ij , s
l
ij, z)

]
V =

[
Bh

ij(r, s, z)
]
V (2.33)

Recalling (2.29) it follows that

ehαβ(~V ) = γh
αβ(~v) + z t

2χ
h
αβ(~v, ~η) + z2 t2

4 κ
h
αβ(~η)

ēhαz(~V ) = t
2

[
ζh
α(~v, ~η) + z t

2o
h
α(~η)

] (2.34)

where γh, χh and ζh respectively denote the assumed membrane, bending

and shear strain tensors. Furthermore, from (2.30) we obtain

ehαβ(r, s, z) =

nαβ∑

l=1

λl
αβ(r, s)

{
Bαβ(rl

αβ , s
l
αβ) + zBz

αβ(rl
αβ , s

l
αβ)+

z2Bzz
αβ(rl

αβ , s
l
αβ)
}

V (2.35)

=
[
Bh

αβ(r, s) + zBz,h
αβ (r, s) + z2Bzz,h

αβ (r, s)
]
V
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and

ehαz(r, s, z) =
nαz∑

l=1

λl
αz(r, s)Bαz(rl

αz, s
l
αz)V

=
[
Bh

αz(r, s)
]
V.

(2.36)

The elements Bh
αβ, Bz,h

αβ and Bh
αz respectively refer to the elementary matri-

ces for membrane, bending and shear strains.
Since this tying procedure is developed at the element level and for each

individual element, the element stiffness matrix is constructed in the same
manner as for the standard iso-parametric shell elements, but the proper
matrix Bh

ij must be used. Namely, the discretized internal work to be con-
sidered when using the MITC approach reads:

Ah(~Uh, ~V )=
∑

K

∫

K̂

[
C̄αβλµehαβ(~Uh)ehλµ(~V ) +

4

t2
D̄αλehαz(~Uh)ehλz(~V )

]√
ḡdrdsdz

(2.37)

The MITC4 element has been used as reference for bending dominated
shell problems. It is a 4-node shell element whose geometry and discretized
space of displacements are respectively given by:

~x(r, s, z) =
∑4

i=1 λi(r, s)
(
~x(i) + z t(i)

2 ~a
(i)
3

)

~U(r, s, z) =
∑4

i=1 λi(r, s)
(
~u(i) + z t(i)

2

(
α

(i)
1
~V

(i)
1 + α

(i)
2
~V

(i)
2

)) (2.38)

where λi denote the associated 2d Lagrange shape functions, i.e. we have

Vh = Uh × Bh (2.39)

with

Uh =
{
~v ∈

[
H1(Ω)

]3
, ~v|K ∈ [Q1(K)]3 ∀K ∈ Mh

}

Bh =
{
η ∈

[
H1(Ω)

]2
, η|K ∈ [Q1(K)]2 ∀K ∈ Mh

} (2.40)

where Mh denotes the collection of elements that constitute the mesh. Only
the transverse shear strains are treated by the MITC procedure, as Fig. 2.4
shows. This is the element chosen for the three dimensional simulations
presented in section 4.6.



Chapter 3

Fluid-structure coupling
algorithm

Most of the studies dedicated to fluid-structure coupling algorithms in blood
flows deal with the interaction with the artery wall (surrounding solid).
The main goal of this thesis was to consider the interaction with a valve
(immersed solid). Nevertheless, even if the valve is the main focus, the
presence of compliant walls cannot be discarded. For example, it is shown
in [117] that the compliance of the aortic root contributes to the leaflet
opening and to the ability of the aortic valve to increase its effective orifice
area when necessary.

In this chapter, we draw an overview of the issues and the methods that
have been studied in the recent years for the interaction with the artery
wall. The material presented here is mainly based on the two research
papers [24, 55] and on the two review articles [51, 52]. In Chapter 6 we will
extend a method presented here to the case of compliant walls in presence
of immersed valves.

3.1 Partitioned coupling schemes

In this section, we motivate the interest and the difficulty of using partitioned
coupling schemes in haemodynamics.

The coupling between fluid and structure involving incompressible vis-
cous fluids may be rather delicate when the so-called added-mass effect is
strong. For the case of unsteady motion of bodies underwater or unsteady
flow around objects, the effect or force acting on the structure must be con-
sidered when formulating the system equations. The following example of a

39
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mass-spring-dashpot1 will help clarify this. We define this system as

mẍ+ bẋ+ kx = f(t),

where m is the system mass, b the linear damping coefficient, k is the spring
coefficient, f(t) is the applied force and x is the displacement of the mass.
Taken as is, its frequency is

ω =

√
k

m
.

If a standard object of mass m is attached to a spring, the spring constant k
can be determined simply by setting the mass in motion. Alternately we can
also determine k by applying the force f and measuring the displacement
x (f = kx). One thing that must become clear, is that the apparent mass
of an object in air and in water is different. We can statically state that
the buoyancy force acting on the body makes it “appear less massive”. It
is important to take it into account when formulating the frequency. Other
than the buoyancy effect it is essential to consider the added-mass term.
This added mass can be said to be the weight added to a system due to the
fact that an accelerating body must move a volume of the surrounding fluid
as it moves. The added mass force acts as an opposing force to the motion
and can be factored into this system equations’ as:

mẍ+ bẋ+ kx = f(t) −maẍ

where ma is the added-mass. Rewriting we can then find

(m+ma)ẍ+ bẋ+ kx = f(t)

and thus the choice of the name for the effect becomes apparent.
This effect simply explained above is present in all systems where there is
interaction between fluid and structure. For example in an artery, when the
blood flows, the walls also move and with that movement they displace a
volume of fluid, meaning that there can be a strong added mass effect.

In such situations, implicit coupling schemes (also known as strongly cou-
pled), i.e. preserving energy balance, seem to be necessary in order to avoid
numerical instabilities. However this leads to very expensive simulations
since, at each time step, an important number of sub-iterations between
fluid and structure problems is performed. Nevertheless, in other situations,
e.g. when dealing with compressible fluids or with a low added-mass ef-
fect, explicit coupling schemes (also known as loosely or weakly coupled),
i.e. typically requiring only one fluid and structure resolution per time step,
prove to be stable.

1dashpot is a mechanical device, a damper which resists motion via viscous friction.
The resulting force is proportional to the velocity, but acts in the opposite direction,
slowing the motion and absorbing energy. It is commonly used in conjunction with a
spring (which acts to resist displacement).
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Ωf(t)

Ωs(t)

Γ(t)

n

n

n

n

ns

Figure 3.1: The current configuration of the domain at time t with an ALE
type method.

Let us assume that the time dependent domain Ω(t) is as in Fig. 3.1. We
shall assume that for all time t, Ω(t) = Ωf (t)∪Ωs(t) and Ωf (t)∩Ωs(t) = ∅,
where Ωf (t) is filled by an incompressible viscous fluid and Ωs(t) by an elas-
tic solid. We denote the fluid-structure interface as Γ = Ωf (t) ∩ Ωs(t). The
velocity and Cauchy stress tensors are for the fluid and structure respec-
tively, u and σf and η̇ and σs. Prior to discretization the fluid-structure
coupling is defined through transmission conditions

u = η̇, σf · nf + σs · ns = 0, on Γ, (3.1)

where nf (respectively ns) denote the outward normal on ∂Ωf (resp. ∂Ωs).
A standard way to satisfy the discrete formulation of (3.1) is to solve si-
multaneously the fluid and structure problems in one go. This approach
also known as monolithic or direct, is in general stable in the energy norm,
since by construction it directly enforces the transmission condition (3.1)
(strongly coupled). However this ad hoc method results in a global solver
which is much less modular than two separate solvers (fluid and structure).
The main issue is that it becomes complicated to implement both efficient
global preconditioners and state-of-the-art methods in each solver. The par-
titioned strategies has certain advantages such as, allowing the use of “legacy
software”, increasing the capabilities of evolution and also optimization of
each code. In FSI problems we can state that this idea goes back to, at least,
the works of K.C. Park. Historically, one of the motivations presented for
the use of such an approach, called Staggered Solution Procedure, is recalled
by Felippa et al in [49]:
“The development of a new large-scale structural program was ruled out be-
cause Navy contractors were already committed to existing FEM codes such
as NASTRAN and GENSAM (over the next two decades, ADINA, STAGS
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and DYNA3D were added to the list). Implementing a monolithic solu-
tion with a commercial code such as NASTRAN, however, ran into serious
logistic problems. First, access to the source code is difficult if not impossi-
ble. Second, even if the vendor can be persuaded to create a custom version
to be used in classified work, upgrading the custom version to keep up with
changes in the mainstream product can become a contractual nightmare. The
staggered solution approach circumvented that logistic difficulty. A three-
dimensional BEM fluid analysis program called USA (for Underwater Shock
Analysis) was written and data coupled to several existing structural analysis
codes over the years. For example, the marriage of USA and NASTRAN is
called USA-NASTRAN. This plug-in modularity has important advantages.
It simplifies upgrade and maintenance of the more complex part, which in
this problem is the structural analyzer. Furthermore the latter can be “plug
replaced” to either fit existing structural models or the problem at hand.”
One problem that can arise with this kind of procedure is that näıve schemes
are limited by a very small time step. To improve accuracy unusual pre-
dictors have been introduced in [104, 105] and in order to relax time step
constraints an augmentation concept has been used (e.g. [48]).
We shall emphasize that partitioned schemes are not necessarily weakly cou-
pled2, since when sub-iterating at each time step, the transmission conditions
(3.1) can be accurately enforced even though two separate solvers are used.
Thus it becomes appropriate to distinguish the weakly coupled from the
strongly coupled. However, partitioned procedures are often used to imple-
ment weakly coupled schemes, as for example those found in aeroelasticity
fluid structure interaction problems (e.g. [47]).

3.2 ALE preliminaries

The ALE formulation has been used in a wide range of problems, including
the simulation of blood flow inside of arteries. However this formulation
applied to this type of problems also presents a certain amount of difficulties
such as: coping with large displacements, since geometrical nonlinearities
occur due to the moving computational domain. Over the next sections we
will define some quantities and make reference to certain theorems that will
be useful to the understanding and development of the theory which will be
presented later on.

3.2.1 Kinematics

We define the deformation of the continuum medium ϕ̂ as:

2a scheme is called weakly or loosely coupled when (3.1) is not exactly satisfied at each
time step. It is then possible that a spurious numerical power appears on the FSI interface
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ϕ̂ : Ω̂ × [0, T ] → Ω(t)
(x̂, t) → x = ϕ̂(x̂, t)

which is considered to be smooth and orientation preserving

det∇x̂ϕ̂ > 0,

where ∇x̂ϕ̂ =
[

∂ϕ̂
∂x̂j

]
i,j=1...d

is a second order tensor (d× d matrix).

Thus the deformation gradient

F̂ (x̂, t) = ∇x̂ϕ̂(x̂, t) (3.2)

and its Jacobian

Ĵ(x̂, t) = det F̂ (x̂, t)

are defined.

Ωf(t)

Ωs(t)

Γ(t)
Ω̂f

Ω̂s

Γ̂

u

u

u

ϕ̂t

Figure 3.2: Representation of the domain along the trajectories of the ma-
terial particles

Every material particle can be identified with its position x̂ in the refer-
ence configuration. In addition we denote:

ϕ̂t : x̂ → ϕ̂(x̂, t)
ϕ̂x̂ : t → ϕ̂(x̂, t)

where t → ϕ̂x̂(t) corresponds to the trajectory of the material particle x̂.
The vector quantity

η̂(x̂) = ϕ̂(x̂) − x̂ (3.3)

is called displacement of the material point x̂. On the other hand the par-
ticle’s velocity is defined as:

û(x̂, t) =
∂ϕ̂

∂t
(x̂, t).
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Therefore on a given point of the actual configuration x ∈ Ω(t), where
x = ϕ̂(x̂, t), we can define

u(x, t) = û(x̂, t)

and furthermore {
∂ϕ̂x̂

∂t
(t) = u(ϕ̂x̂(t), t)

ϕ̂x̂(0) = x̂

At this stage it is noticeable from Fig. 3.2 that the fluid domain Ωf (t)
cannot be moved along the trajectories of the material particles. Thus there
is interest in introducing another mapping that in general is non-coincident
with the material particles. With this in mind we introduce the fluid domain
deformation mapping

Â : Ω̂f × [0, T ] → Ωf (t)

(x̂, t) → x = Â(x̂, t)

and the fluid domain velocity

ω̂(x̂, t) =
∂Â
∂t

(x̂, t).

Therefore on a given point of the actual fluid domain configuration x ∈
Ωf (t), where x = Â(x̂, t), we can define

ω(x, t) = ω̂(x̂, t)

and furthermore 



∂Âx̂

∂t
(t) = ω(Âx̂(t), t)

Âx̂(0) = x̂

Obtaining a mapping, Â, that coincides with ϕ̂ on the fluid structure
interface and on the artificial boundary allows ω · n = 0, see Fig. 3.2.1.

To this fluid-structure approach there are several time dependent deriva-
tives that we will followingly present. Let q(·, t) be a function defined on
Ω(t),∀t > 0: ∂q

∂t (x, t) is called the Eulerian derivative;

Dq

Dt
(x, t) =

d

dt
q(ϕ̂(x̂, t), t) =

∂q

∂t
|x̂(x, t) + u · ∇q(x, t),

where x = ϕ̂(x̂, t), is the Lagrangian or Material derivative;

∂q

∂t
|x̂(x, t) =

d

dt
q(Â(x̂, t), t) =

∂q

∂t
(x, t) + ω · ∇q(x, t),

where x = Â(x̂, t), is the Arbitrary Lagrangian Eulerian (ALE) derivative.
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replacemen

Ωf(t)

Ωs(t)

Γ(t)
Ω̂f

Ω̂s

Γ̂

u

u

u

Ât

Figure 3.3: Representation of the compliant domain obtained through the
Â mapping

Remark 3.1. If ϕ̂(x̂, t) = Â(x̂, t) then ω(x, t) = u(x, t) and therefore the
ALE derivative is the same as the Lagrangian derivative.

Remark 3.2. If Â(x̂, t) = x̂ (i.e. Ât = Id) then ω(x, t) = 0 and therefore
the ALE derivative is the same as the Eulerian derivative.

Let also v̂ = (v̂1, . . . , v̂d) live on Ω̂ and v = (v1, . . . , vd) live on Ω(t). We
can then define

div x̂v̂ =
∂v̂i

∂x̂i
div v = div xv =

∂vi

∂xi

and also

ĴÂ(x̂, t) = det∇x̂Â(x̂, t) = det

[
∂Âi

∂xj

]
.

Note that the same relation can be obtained for Ĵ , u and ϕ̂.

Proposition 3.1. Let q(·, t) be defined on Ωf (t),∀t > 0

d

dt

∫

Ωf (t)
q(x, t) =

∫

Ωf (t)

(
∂q

∂t
+ div (qω)

)

=

∫

Ωf (t)

∂q

∂t
+

∫

∂Ωf (t)
qω · n (3.4)
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Proof: Denoting by q̂(x̂, t), q(Ât(x̂), t)

d

dt

∫

Ωf (t)
q(x, t) =

d

dt

∫

Ω̂F

q(Â(x̂, t), t)ĴÂ

=

∫

Ω̂F

(
∂q̂

∂t
+ ω̂ · ∇q(Ât(x̂), t)

)
ĴÂ +

∫

Ω̂F

q̂
∂ĴÂ
∂t

=

∫

Ω̂F

(
∂q̂

∂t
+ ω̂ · ∇q(Ât(x̂), t) + q̂divω(Â(x̂, t), t)

)
ĴÂ

=

∫

Ω̂F

(
∂q̂

∂t
+ div (q(Ât(x̂, t)))ω(Ât(x̂), t)

)
ĴÂ (3.5)

�

Now let us consider T to be a second order tensor defined on the current
configuration.

Definition 3.1. The Piola transform of T on the reference configuration Ω̂
can be defined by

Π̂T = Ĵ T̂ F̂−T .

This tensor can be rewritten as

Π̂T (x̂, t) = Ĵ(x̂, t)T (ϕ̂t(x̂), t)
(
F̂−1(x̂, t)

)T

= T (ϕ̂t(x̂), t)cof F̂ (x̂, t)

�

Proposition 3.2. The Piola Formula

Let T be a tensor defined on Ω(t) and Π̂T its Piola transform. Suppose v to
be defined on Ω(t) and v̂(x̂) = v(ϕ̂t(x̂)). Let also ω̂ ⊂ Ω̂, where ω = ϕ̂t(ω̂) ·n
represents the outward pointing normal to ω. We can prove the following
equalities:

1. div x̂Π̂T = Ĵdiv T̂ also called the Piola identity

2.

∫

∂ω
T · n =

∫

∂ω̂
Π̂T · n̂

3.

∫

∂ω
vn =

∫

∂ω̂
v̂Ĵ F̂−T · n̂

4.

∫

∂ω
v =

∫

∂ω̂
v̂Ĵ F̂−T · n̂

5.

∫

ω
T : ∇v =

∫

ω̂
T̂ : ∇x̂v̂
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Proof:

1. The key to this proof is the so called Piola identity

div [(det∇A)∇A−T = div cof ∇A = 0

that will be proven. First note that

(cof ∇A)ij = ∂j+1Ai+1∂j+1Ai+2 − ∂j+1Ai+1∂j+1Ai+2.

Thus
∑

j=1,...,3

∂j(cof ∇A)ij = ∂j(∂j+1Ai+1∂j+1Ai+2−∂j+1Ai+1∂j+1Ai+2) = 0.

Therefore

div x̂Π̂T = (divT (ϕ̂t(x̂), t))cof F̂ (x̂, t) + T (ϕ̂t(x̂), t)div (cof F̂ (x̂, t))

= (divT (ϕ̂t(x̂), t))cof F̂ (x̂, t).

Note also that FF−T = Id.
Finally∫

ω̂
div x̂Π̂T =

∫

ω̂
(div T (ϕ̂t(x̂), t))(det F̂ )F̂−T =

∫

ω
(div T (x, t)) =

∫

ω̂
Ĵdiv T̂

and the result follows because ω̂ was an arbitrary open set.

2.

∫

∂ω
T · n =

∫

ω
T =

∫

ω̂
T̂ Ĵ =

∫

ω̂
div x̂Π̂T =

∫

∂ω̂
Π̂T · n

3. Taken T = v Id, then Π̂T = v̂Ĵ F̂−T . From 2 the result follows.

4. Applying the euclidean norm to relation 3

5.

∫

ω
T : ∇v = −

∫

ω
div T · v +

∫

∂ω
v · T · n

= −
∫

ω̂
div hxΠ̂T · v̂ +

∫

∂ω̂
v̂ · Π̂T · n̂ =

∫

ω̂
Π̂T : ∇x̂v̂

�

We finish this section enunciating an important and frequently used the-
orem,

Theorem 3.1. ALE transport theorem Let V0 ⊂ Ω0 and let V At ⊂ Ωt

be its image under the mapping At. Furthermore, let f : I × Ωt → R be
continuously differentiable with respect to both variables. Then

d

dt

∫

V At

f =

∫

V At

(
DAf

Dt
+ f∇ · w

)
=

∫

V At

(
∂f

∂t
+ ∇ · (fw)

)

=

∫

V At

∂f

∂t
+

∫

∂V At

fw · n. (3.6)

�
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3.2.2 Fluid equations on a moving domain

On a given point x ∈ Ωf (t) at time t we will consider the quantities: fluid
density, ρf (x, t); fluid velocity, u(x, t); Cauchy stress tensor, σf (x, t); a body
force, f(x, t); a surface density force, gf (x, t). We define the force exerted
on the fluid by an arbitrary surface S as

∫

S
σf · n.

In addition the property of the conservation of the mass has to be kept,
thus

∂ρf

∂t
+ div (ρfu) = 0. (3.7)

Further ahead, for the definition of the problem, the momentum equation

ρf
Du

Dt
− div σf = f (3.8)

will have to be rewritten.

Proposition 3.3. The momentum equation 3.8 can be written as:

(1) ρf

(
∂u

∂t
+ u · ∇u

)
− div σf = f (3.9)

(2) ρf

(
∂u

∂t
|x̂+(u− ω) · ∇u

)
− div σf = f (3.10)

(3)
∂ρfu

∂t
|hx+ div (ρfu⊗ (u− ω)) + ρfudivω − div σf = f (3.11)

Proof: (1) and (2) are pretty much straightforward taking into account the
definition of the material and of the ALE derivatives. Therefore here will be
only presented the proof of (3).

ρf
Dui

Dt
= ρf

∂ui

∂t
+ ρfu · ∇ui

=
∂(ρfui)

∂t
− ui

∂ρf

∂t
+ ρfu · ∇ui

=
∂(ρfui)

∂t
+ uidiv (ρfu) + ρfu · ∇ui from3.7

=
∂(ρfui)

∂t
|hx− ω · ∇(ρfui) + div (ρfuiu)

=
∂(ρfui)

∂t
|hx− div (ρfuiω) + ρfuidivω + div (ρfuiu)

=
∂(ρfui)

∂t
|hx− div (ρfui(u− ω)) + ρfuidivω
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Bearing also in mind the boundary conditions of this fluid-structure in-
teraction problem over ∂Ωf , divided between Dirichlet and Neumann,

u = ud on ∂ΩD
f

σf · n = gf on ∂ΩN
f ,

we can define the test functions spaces:

V̂f =
{
v̂ ∈ (H1(Ω̂))d, v̂|∂Ω̂D

F
= 0
}

Vf =
{
v ∈ H1(Ω(t)),v(x, t) = v̂(Â−1

t (x))
}

where ∀v ∈ Vf we have ∂v
∂t |x̂= 0 and also ∂vi

∂t + ω · ∇vi = 0.

Proposition 3.4. The variational (weak) formulation, ∀v ∈ Vf , for a fluid
on a moving domain can be represented as follows:

• “Non conservative” variational formulation
∫

Ωf (t)
ρf
∂u

∂t
|x̂·v+

∫

Ωf (t)
ρf (u−ω)·v+

∫

Ωf (t)
σf : ∇v =

∫

Ωf (t)
f ·v+

∫

∂ΩN
f

(t)
gf ·v

(3.12)

• “Conservative” variational formulation

d

dt

∫

Ωf (t)
ρfu·v+

∫

Ωf (t)
div [ρfu⊗ (u− ω)]·v+

∫

Ωf (t)
σf : ∇v =

∫

Ωf (t)
f ·v+

∫

∂ΩN
f

(t)
gf ·v

(3.13)
where σf : ∇v = tr(σf∇vT ) = (σf )ij(∇v)ij is the Euclidean scalar product.
Proof:

We multiply the momentum equation 3.8 with v ∈ Vf and integrate over
Ωf (t).
The stress terms can be represented as

−
∫

Ωf (t)
div σf · v = −

∫

Ωf (t)
∂jσ

ij
f vi

=

∫

Ωf (t)
σf

ij∂jvi −
∫

ΩN
f

(t)
σf

ijnjvi

=

∫

Ωf (t)
σf : ∇v −

∫

ΩN
f

(t)
g · v (3.14)

On the other hand the acceleration terms can be represented:
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• straightforwardly for (1) using

ρf
Du

Dt
= ρ

∂u

∂t

∣∣∣∣
x̂

+ ρ(u+ ω) · ∇u

• for (2) lets begin by considering

ρf
Du

Dt
=
∂(ρfu)

∂t

∣∣∣∣
x̂

+ div (ρfu⊗ (u− ω)) + ρfudivω,

and also
∫

Ωf (t)

∂(ρfu)

∂t

∣∣∣∣
h

x =

∫

Ωf (t)

∂(ρfu) · v
∂t

∣∣∣∣
h

x =

∫

Ω̂F

∂(ρ̂f û · v̂)

∂t
ĴÂ

=
d

dt

∫

Ω̂F

ρ̂f û · v̂ĴhA−
∫

Ω̂F

ρ̂f û · v̂∂tĴhA

=
d

dt

∫

Ω̂F

ρ̂f û · v̂ĴhA−
∫

Ω̂F

ρ̂f û · v̂divωĴhA

=
d

dt

∫

Ωf (t)
ρfu · v −

∫

Ωf (t)
ρfu · vdivω (3.15)

�

3.2.3 Structure equations

For the remainder of this thesis we will use the structure models presented
in Chap. 2. Nevertheless, for generality, in the present chapter we present
the FSI coupling algorithms with a general 3D elastic model.

Let us begin by defining on a point x ∈ Ωs(t) and at a time t the
following quantities: ρs(x, t) the structure density; us(x, t) the structure
velocity; σs(x, t) the Cauchy stress tensor; fs(x, t) a body force.

Unlike the Cauchy stress tensor, the first Piola-Kirchhoff tensor is non-
symmetric. Since constitutive laws are often better expressed in terms of
symmetric stress tensor, it is natural to introduce the second Piola-Kirchhoff
tensor Σ̂

Σ̂
def
= F̂

−1
Πσ = ĴtF̂

−1
σ̂F̂

−T
(3.16)

which is symmetric (we recall that σ is symmetric).
For an elastic material the stress is a function of the deformation (and

possibly of thermodynamic variables such the temperature) but is indepen-
dent on the deformation history (and thus on time). The material charac-
teristics may still vary in space. In an homogeneous material the mechanical
properties do not vary with x. As a consequence the strain energy function
depends only on the deformation. A material is mechanically isotropic if its
response to deformation is the same in all directions.
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The constitutive equation is then a function of F̂ . More precisely, it is
usually written in terms of the Green-Lagrange strain tensor , defined by

ê
def
=

1

2

(
F̂

T
F̂ − I

)
, (3.17)

being I the identity tensor. Component-wise,

̂̂eij =
1

2

(
3∑

l=1

F̂liF̂lj − δij

)
,

being δij the Kronecker’s symbol. Applying (3.2) and (3.3) we have also

ê
def
=

1

2

(
∇x̂η̂ + ∇

T
x̂η̂
)

+
1

2
∇

T
x̂η̂∇x̂η̂, (3.18)

which component-wise reads

̂̂eij =
1

2

(
∂η̂i

∂x̂j
+
∂η̂j

∂x̂i

)
+

3∑

l=1

∂η̂l

∂x̂i

∂η̂l

∂x̂j
.

Note that ê is not affected by a superimposed rigid body motion, and
in particular by rigid rotations. Indeed, from a geometric point of view ê is
directly related to the difference of the squared length of a elemental vector
dx̂ and its image. Indeed since

||dx|| =

√
dx̂T F̂

T
F̂ dx̂, (3.19)

and it gives the change of the length of the “infinitesimal vector” dx̂ due to
the deformation. We thus have

1

2
(||dx||2 − ||dx̂||2) = dx̂T êdx̂.

3.3 The coupled fluid-structure problem

For convenience we write the coupled fluid-structure problem fully. The in-
teraction of an incompressible viscous fluid and two hyper-elastic structures
(wall and immersed structure) is governed by the following system of partial
differential equations,

• Fluid sub-problem:




ρf
∂u

∂t |A
+ ρf (u−w) · ∇u− divσ(u, P ) = 0, in Ωf (t),

divu = 0, in Ωf (t),

σ(u, P )nf = gf,N , on Γf,N ,

(3.20)
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• Solid sub-problem:




ρ̂s,0
∂2η̂s

∂t2
− divx̂

(
F̂ sΣ̂

)
= 0, in Ω̂s,

η̂s = 0, on Γs,D,

F̂ sΣ̂n̂s = 0, on Γ̂s,N ,

(3.21)

• Coupling conditions:




η̂f = Ext(η̂s|bΓ), Ωf (t) = A(Ω̂f , t), ŵ =
∂η̂f

∂t
, in Ω̂f ,

u = w, on Γ(t),

F̂ sΣ̂n̂s + ĴAσ̂(u, P )F̂
−T

A n̂f = 0, on Γ̂,
(3.22)

where the unknowns are: the fluid domain displacement η̂f : Ω̂f × R+ −→
R3; the fluid velocity û : Ω̂f ×R+ −→ R3; the fluid pressure P̂ : Ω̂f ×R+ −→
R; the structure displacement η̂s : Ω̂s × R+ −→ R3.

3.3.1 Variational formulation

Problem (3.20)-(3.22) can be reformulated in a weak variational form using
appropriate test functions, performing integrations by parts and taking into
account the boundary and interface conditions.

Let v̂ : Ω̂f −→ R3 and q̂ : Ω̂f −→ R be time independent smooth
functions. We will take as test functions their Eulerian counterparts defined
by

v(x, t) = v̂(A−1
t (x)), q(x, t) = q̂(A−1

t (x)),

for all x ∈ Ωf (t). Notice that, contrarily to test functions on fixed domains,
these functions are time dependent. However, since v̂ is independent of t, v
has zero ALE time-derivative

∂v

∂t |A
= 0. (3.23)

The same property holds for q.
By multiplying the fluid equation (3.20)1,2 by (v, q), integrating by parts

and taking into account the boundary conditions, we get

∫

Ωf (t)
ρf
∂u

∂t |A
· v dx+

∫

Ωf (t)
ρf (u−w) · ∇u · v dx

+

∫

Ωf (t)
σf (u, P ) : ∇v dx−

∫

Γf,N (t)
gf,N · v da

−
∫

Γ(t)
σf (u, P )nf · v da+

∫

Ωf (t)
q divudx = 0. (3.24)
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Using a change of variables in the first integral in combination with (3.23)
and since ρf is assumed to be constant, it follows that

∫

Ωf (t)
ρf
∂u

∂t |A
· v dx =

∫

cΩf

ρf ĴA
∂û

∂t
· v̂ dx̂

=
d

d t

∫

cΩf

ĴAρf û · v̂ dx̂−
∫

cΩf

ĴAρf d̂ivwû · v̂ dx̂

=
d

d t

∫

Ωf (t)
ρfu · v dx−

∫

Ωf (t)
ρf divwu · v dx.

In addition, using the properties of the Piola transform (see Proposition
3.21) we have

∫

Γ(t)
σf (u, P )nf · v da =

∫

bΓ
ĴAσ̂(u, P )F̂

−T

A n̂f · v̂ dâ.

Finally, by inserting these two equalities in (3.24), we have that (u, P ) sat-
isfies

d

d t

∫

Ωf (t)
ρfu · v dx+

∫

Ωf (t)
ρf (u−w) · ∇u · v dx

−
∫

Ωf (t)
ρf (divw)u · v dx+

∫

Ωf (t)
σf (u, P ) : ∇v dx−

∫

Γf,N

gf,N · v da

−
∫

bΓ
ĴAσ̂(u, P )F̂

−T

A n̂f · v̂ dâ+

∫

Ωf (t)
q divudx = 0. (3.25)

On the other hand, multiplying the compliant solid equation (3.21)1 by a

smooth function v̂s : Ω̂s −→ R3 vanishing on Γ̂/(Γin ∪ Γout), integrating by
parts and taking into account the boundary conditions of (3.21), we get

∫

cΩs

ρ̂s,0
∂2η̂s

∂t2
· v̂s dx̂+

∫

cΩs

F̂ sΣ̂ : ∇bxv̂s dx̂−
∫

bΓ
F̂ sΣ̂n̂s · v̂s dâ = 0. (3.26)

After summation of (3.25)-(3.26), taking into account the coupling con-
dition (3.22)3 and assuming that v̂ = v̂s on Γ̂, we have

d

d t

∫

Ωf (t)
ρfu · v dx+

∫

Ωf (t)
ρf (u−w) · ∇u · v dx

−
∫

Ωf (t)
ρf divw u · v dx+

∫

Ωf (t)
σf (u, P ) : ∇v dx−

∫

Γf,N

gf,N · v da

+

∫

Ωf (t)
q divudx+

∫

cΩs

ρ̂s,0
∂2η̂s

∂t2
· v̂s dx̂+

∫

cΩs

F̂ sΣ̂ : ∇bxv̂s dx̂ = 0,

(3.27)
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for all (v̂, q̂) ∈ [H1(Ω̂f )]3×L2(Ω̂f ) and v̂s ∈ [H1
Γ̂/(Γin∪Γout)

(Ω̂s)]
3 with v̂ = v̂s

on Γ̂, where L2 denotes the space of square integrable functions and H1 the
standard Sobolev space of L2 functions which have first derivatives in L2.

In what follows, we will make explicit the dependence of Ωf (t) and Γ(t)
on η̂f by introducing the notations

Ωf (η̂f ) = Ωf (t) = (I + η̂f )(Ω̂f ), Γ(η̂f ) = Γ(t).

Therefore we obtain the following global weak formulation of problem
(3.20)-(3.22): Find û : Ω̂f×R+ → R3, P̂ : Ω̂f×R+ → R, η̂f : Ω̂f×R+ → R3,

η̂s : Ω̂s × R+ → R3 such that

η̂f = Ext(η̂
s|bΓ), ŵ =

∂η̂f

∂t
, in Ω̂f ,

u = w, on Γ(η̂f ),

η̂s = 0, on Γs,D

(3.28)

and

d

d t

∫

Ωf (η̂f )
ρfu · v dx+

∫

Ωf (η̂f )
ρf (u−w) · ∇u · v dx

−
∫

Ωf (η̂f )
ρf (divw)u · v dx+

∫

Ωf (η̂f )
σf (u, P ) : ∇v dx

−
∫

Γf,N

gf,N · v da+

∫

Ωf (η̂f )
q divudx

+

∫

cΩs

ρ̂s,0
∂2η̂s

∂t2
· v̂s dx̂+

∫

cΩs

F̂ sΣ̂ : ∇bxv̂s dx̂ = −
∫

Γin

Pin · v,

(3.29)

with u = û ◦ A−1
t , P = P̂ ◦ A−1

t , and for all (v̂, q̂) ∈ [H1(Ω̂f )]3 × L2(Ω̂f ),

v̂s ∈ [H1
Γs,D

(Ω̂s)]
3 with v̂ = v̂s on Γ̂.

3.4 Strong versus weak coupling

The purpose of this section, mainly based on [24, 47, 55], is to address
stability issues of strongly and loosely coupled methods applied to a “toy
model” which is a simplified version of (3.20)-(3.22). The toy model only
describes the displacement of the walls and their respective effects on the
fluid. It is the part that most importantly gives consequence to the added
mass effect.

This model represents the interaction between a potential fluid and a
linear elastic thin tube. It cannot describe complex situations, like fluid-
structure interaction in arteries since, for example, it does not include non-
linearities and dissipation phenomena. Nevertheless, it retains important
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physical features of more complex models: in particular, it reproduces prop-
agation phenomena and takes into account the added-mass effect of the fluid
on the structure, which is known to induce numerical difficulties [90]. This
model problem is simple enough to perform mathematical and numerical
studies but, at the same time, complex enough to mimic more realistic sit-
uations, at least in the case of incompressible fluids. With this simple FSI
model, it is possible to derive stability and convergence conditions that are
in excellent agreement with the numerical observations collected in much
more complex situations. Moreover, this toy FSI model is also helpful in
devising new and more efficient coupled algorithms, as will been shown in
section 3.6.

3.4.1 Motivations

In order to further motivate the subsequent discussions, we recall some em-
pirical observations made on a basic FSI test case proposed in previous
studies (see [59, 67, 99]). The goal of this test case is to simulate, in a very
idealized framework, the mechanical interaction between blood and arterial
wall. The geometry at rest is a cylinder. The fluid is described by the
incompressible Navier-Stokes equations in Arbitrary Lagrangian Eulerian
formulation (3.20). The structure is described either by a 1D generalized
string model (see section 6.1) when the fluid is 2D or or by nonlinear shell
model when the fluid is 3D (see [27, 67]). An overpressure is applied at the
inlet of the fluid for a short duration of time. Due to the fluid-structure
coupling, the overpressure propagates along the cylinder. All the details
regarding this test case can be found in the above cited references.

It can be observed that explicit (or “loosely”or “weakly”) coupled meth-
ods exhibit numerical instabilities

(R1) for a given geometry, as soon as the density of the structure is lower
than a certain threshold;

(R2) for a given structure density, as soon as the length of the domain is
greater than a certain threshold.

On the other hand “strongly” coupled methods, i.e. at each time step an
exact balance of energy is ensured by sub-iterating several times between the
fluid and the structure. When the sub-iterations consist of a relaxed fixed-
point method, it can be observed that an increasing amount of relaxation is
needed when

(R3) the density of the structure decreases;

(R4) the length of the domain increases.

All the details entailing to these observations (values of parameters, algo-
rithms, experiments, etc.) can be found in [99, Chap.4].
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The fact that the numerical stability depends on the structure density
has a clear physical interpretation. However this is not the same for the
dependence on the geometry, which is unexpected: since the main physical
phenomenon is a wave propagation with a finite velocity, it is surprising
that the length of the domain modifies the stability of the algorithm (inde-
pendently of the space and time steps).

It is quite difficult to explain these observations on the original fully
nonlinear equations (3.20)-(3.22). Thus it is proposed to explain briefly
in the next section over a simplified model which exhibits an analogous
behavior but proves simple enough to be analyzed in detail.

3.4.2 A simplified model

Consider a rectangular domain Ωf ⊂ R2 whose boundary is split into Γ1
f ,

Γ2
f , Γ3

f and Γ (see Fig. 3.4). The part Γ corresponds to the fluid-structure
interface. In this simplified model, the domain Ωs occupied by the structure
is such that Ωs = Γ. We set Γf = Γ1

f ∪ Γ2
f . Denote by n the unit outward

normal vector on ∂Ωf .

Γ

Γ1
f

Γ2
fΓ3

f

nf

R

L

Ωs

Ωf

Figure 3.4: Schematic representation of the computational domain.

In the domain Ωs, a generalized string model is used: find the displace-
ment η = η(x, t) such that





ρshs
∂2η

∂t2
+ aη − b

∂2η

∂x2
= f in Ωs,

η = 0 on (0, T ) × ∂Ωs

(3.30)

where hs is the thickness of the structure, a = Ehs/R
2(1 − ν2), E being

the Young modulus and ν the Poisson coefficient, b = κTGhs, G being the
shear stress modulus, κT the Timoshenko shear correction factor, and f the
external forcing term coming from the fluid (whose expression will be made
precise below). Equation (3.30) must be supplied with initial conditions

η(x, 0) = η0(x),
∂η

∂t
(x, 0) = η̇0(x) in Ωs, (3.31)

and boundary conditions η(0, t) = η(L, t) = 0,∀t ∈ (0, T ).
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For the fluid, we use a linear incompressible inviscid model. Moreover,
the deformation η of the structure is assumed to be very small, so that the
fluid domain Ωf can be considered fixed. Thus, the fluid problem reads:
find the fluid velocity u = u(x, y, t) and the pressure P = P (x, y, t) such
that





ρf
∂u

∂t
+ ∇P = 0 in Ωf ,

divu = 0 in Ωf ,

P = P on Γ1
f ∪ Γ2

f ,

u · nf = 0 on Γ3
f ,

(3.32)

where P is a given function (we refer to Fig. 3.4 for the notations).

The fluid and structure systems are coupled by the following transmission
conditions




u · nf = w =

∂η

∂t
on Γ,

f = P on Γ.

(3.33)

3.4.3 Weak coupling for the simplified model

In this present section and the following ones we will present different cou-
pling procedures for the toy model shown earlier. Stability will be studied
for the weak, strong and implicit coupling.

In this section the stability analysis, proposed in [24] is presented, for an
explicit coupling scheme for the temporal discretization of the FSI problem
presented above. For the sake of simplicity it is assumed that the coefficient
b in (3.30) is zero. The differential operator of the structure reduces to
Lη = aη. The results obtained in the next sections can be generalized to
the case b 6= 0 and to other time schemes (see [62]).

By explicit coupling schemes we mean time discretization algorithms of
the coupled FSI problem (3.30), (3.31), (3.32), (3.33) that allow to solve
only once (or just a few times) the fluid and the structure equations within
each time step, without enforcing exactly the coupling conditions.

The goal is to show that those kinds of algorithms might be uncondition-
ally unstable in certain cases, depending on the relative mass density of the
structure and the fluid and on some geometric properties of the domain. As
a prototype of an explicit algorithm, we consider the one obtained by em-
ploying a Leap-Frog scheme for the structure and an Implicit Euler scheme
for the fluid. Denoting by δt the time step, the time-discrete system that
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we consider is the following:





ρf

un
f − un−1

δt
+ ∇Pn = 0 in Ωf ,

divun
f = 0 in Ωf ,

Pn = P (tn) on Γ1
f ∪ Γ2

f ,

un
f · nf = 0 on Γ3

f ,

(3.34)

and

un
f · nf =

ηn − ηn−1

δt
on Γ, (3.35)

ρshs
ηn+1 − 2ηn + ηn−1

δt2
+ aηn = Pn in Ωs. (3.36)

Observe that, given the wall displacement ηn at time tn, the fluid equation
(3.34) with boundary condition (3.35) allows to compute the fluid velocity
un

f and the pressure Pn. With this latter, we can now solve the structure

equation (3.36) and get the new wall displacement ηn+1 at time tn+1. Hence,
this coupling algorithm is explicit.

Proposition 3.5. Let µmax be the largest eigenvalue of the added-mass
operator MA (see definition in [24]). Then, the scheme

ρshs
ηn+1 − 2ηn + ηn−1

δt2
+ ρfMA

ηn − 2ηn−1 + ηn−2

δt2
+ aηn = Pn

ext on Ωs,

(3.37)
and hence the explicit coupling scheme (3.34)-(3.36), is unconditionally un-

stable if
ρshs

ρfµmax
< 1.

Observe that the “instability condition” in Proposition 3.5 confirms em-
pirical observations (R1) and (R2) of section 3.4.1. Indeed, this condition is
more and more restrictive as ρs/ρf decreases and as µmax increases. More
precisely, the more Ωf becomes a slender geometry (that is when, for a fixed
radius R, L increases or when, for a fixed length L, R decreases), the larger
µmax becomes.

3.4.4 Conclusions

The above considerations show that it is difficult to achieve stability with
weakly (or explicit) coupled schemes, at least in some physical situations
(Proposition 3.5). In the context of blood flows, this fact has been confirmed
by several numerical experiments using realistic models and various time
schemes. Moreover the computational cost of naive strongly coupled schemes
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– typically fixed point methods – can be prohibitive. The following section
presents various attempts to couple efficiently and implicitly the fluid and
the structure.

Nevertheless, we must keep in mind that these conclusions have been
obtained on a simplified problem. The results only say that a strong coupling
is necessary, in some situations, as far as the added-mass part is concerned.
A more complex fluid model involves many other features, like viscosity and
nonlinear advection, that could be coupled explicitly with the structure.
This will be investigated in section 3.6.

3.5 Implicit coupling

In the previous section, it has been shown that explicit coupling schemes
may lead to numerical instabilities. We now focus on an implicit coupling
scheme for the general coupled problem (3.28)-(3.29). As we shall see, this
scheme can be proved to be unconditionally stable (under mild conditions).
We also address the numerical solution of the resulting nonlinear system
using different iterative procedures.

3.5.1 An implicit coupling scheme

Let δt > 0 be a given time step. We aim at approximating the solution(
û, P̂ , η̂f , η̂s

)
of (3.29) at time tn

def
= nδt, for n ∈ N. In what follows, the

quadruplet
(
ûn, P̂n, η̂n

f , η̂
n
s

)
will stand for an approximation of the solution

of (3.29) at time tn.

We use an implicit Euler scheme for the ALE Navier-Stokes equations
and a mid-point rule for the structural equation. Thus, the semi-discretized

coupled problem writes: Given
(
ûn, P̂n, η̂n

f , η̂
n
s

)
, find

(
ûn+1, P̂n+1, η̂n+1

f , η̂n+1
s

)

such that





η̂n+1
f = Ext(η̂n+1

s|bΓ ), ŵ(η̂n+1
f ) =

1

δt

(
η̂n+1

f − η̂n
f

)
, in Ω̂f ,

un+1 = w(η̂n+1
f ), on Γ(η̂n+1

f ),

η̂n+1
s = 0, on Γs,D,

(3.38)

and

af

(
η̂n+1

f ; (un+1, Pn+1), (v, q)
)

+ as

(
η̂n+1

s , v̂s

)
= 〈Ff , (v, q)〉

+〈Fs, v̂s〉,
(3.39)

for all (v̂, q̂, v̂s) ∈ [H1(Ω̂f )]3 × L2(Ω̂f ) × [H1
Γs,D

(Ω̂s)]
3 such that v̂ = v̂s on
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Γ̂, where the fluid terms are defined by

af

(
η̂n+1

f ; (un+1, Pn+1), (v, q)
)

=
1

δt

∫

Ωf (η̂n+1
f

)
ρfu

n+1 · v dx

+

∫

Ωf (η̂n+1
f

)
ρf

(
un+1 −w(η̂n+1

f )
)
· ∇un+1 · v dx

−
∫

Ωf (η̂n+1
f

)
ρf

(
divw(η̂n+1

f )
)
un+1 · v dx

+

∫

Ωf (η̂n+1
f

)
σf (un+1, Pn+1) : ∇v dx+

∫

Ωf (η̂n+1
f

)
q divun+1 dx,

(3.40)

and

〈Ff , (v, q)〉 =

∫

Ωf (η̂n
f )
ρfu

n
f · v dx+

∫

Γf,N

gf,N (tn+1) · v da,

and the structure terms are defined by

as(η̂
n+1
s , v̂s) =

2

δt2

∫

cΩs

ρ̂s,0η̂
n+1
s · v̂s dx̂

+
1

2

∫

cΩs

F̂ s(η̂
n+1
s )Σ̂(η̂n+1

s ) : ∇bxv̂s dx̂,

(3.41)

and

〈Fs, v̂s〉 =
2

δt2

∫

cΩs

ρ̂s,0 (η̂n
s + δtûn

s ) · v̂s dx̂

+
1

2

∫

cΩs

F̂ s(η̂
n
s )Σ̂(η̂n

s ) : ∇bxv̂s dx̂.

(3.42)

The structure velocity is defined by:

1

2

(
ûn+1

s + ûn
s

)
=

1

δt

(
η̂n+1

s − η̂n
s

)
.

This implicit coupling scheme leads to a highly nonlinear system at time
step. As a matter of fact, in addition to the common nonlinearities of the
fluid and solid equations, implicit coupling induces geometrical nonlinearities
within the fluid equations, due to the dependence of Ωf (η̂n+1

f ) on η̂n+1
f . The

numerical approximation of problem (3.38)-(3.39) using iterative methods
is addressed in section 3.5.3.

The rest of this paragraph is devoted to the stability analysis of the
implicit coupling scheme (3.38)-(3.39). The next result (see [90, 98]) states
its unconditional stability.

Proposition 3.6. Let us assume that

1. The coupled fluid-structure system is isolated, i.e.
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• un+1 = 0 on ∂Ωf (η̂n+1
f )\Γ(η̂n+1

f ),

• F̂ s(η̂
n+1
s )Σ̂(η̂n+1

s )n̂s = 0 on ∂Ω̂s\Γ̂.

2. The structure is hyper-elastic with a quadratic energy density W̃ (F̂ s):

F̂ sΣ̂ =
∂W̃ (F̂ s)

∂F̂
. (3.43)

3. Given a smooth function v̂ : Ω̂f −→ R, we have

1

δt

[∫

Ωf (η̂n+1
f

)
v dx−

∫

Ωf (η̂n
f )
v dx

]
=

∫

Ωf (η̂n+1
f

)
v divw(η̂n+1

f ) dx,

(3.44)
with v(·, tn) = v̂ ◦ A−1

n for all n ≥ 0.

Then, the following energy inequality holds

1

δt

[∫

Ωf (η̂n+1
f

)

ρf

2
|un+1|2 dx−

∫

Ωf (η̂n
f )

ρf

2
|un

f |2 dx

]

+
1

δt

[∫

cΩs

ρ̂s,0

2
|ûn+1

s |2 dx̂−
∫

cΩs

ρ̂s,0

2
|ûn

s |2 dx̂

]

+
1

δt

[∫

cΩs

W̃ (F̂
n+1

s ) dx̂−
∫

cΩs

W̃ (F̂
n

s ) dx̂

]

+

∫

Ωf (η̂n+1
f

)
2µ|D(un+1)|2 ≤ 0.

(3.45)

Therefore, the implicit coupling scheme is unconditionally stable in the en-
ergy norm.

Before giving the proof of this result, some remarks are in order. The
relation (3.44) is known in the literature as Geometric Conservation Law
(GCL), see [78, 99]. This constraint on the fluid domain displacement η̂f en-
sures that the continuous ALE transport formula (3.1) holds at the discrete
level on each time interval. A deep discussion on (3.44) and its numerical
relevance lies out of the scope of this chapter, we refer the interested reader
to [78, 99] and the references therein.

Proof. We set

v̂ = ûn+1, v̂s =
1

2

(
ûn+1

s + ûn
s

)
=

1

δt

(
η̂n+1

s − η̂n
s

)
, q̂ = P̂n+1. (3.46)

Thanks to the coupling conditions (3.38)1,2, v̂ and v̂s are admissible test
functions for (3.39), i.e.

v̂ = v̂s, on Γ̂.
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It is worth noticing that this choice is licit only because the fluid and the
structure problems are implicitly coupled (see Remark 3.3). This allow us
to insert the expressions of (3.46) in (3.39) and proceed term by term.

For the mass term in the fluid we have

1

δt

[∫

Ωf (η̂n+1
f

)
ρf

∣∣un+1
∣∣2 dx−

∫

Ωf (η̂n
f )
ρfu

n
f · un+1 dx

]

≥ 1

δt

[∫

Ωf (η̂n+1
f

)

ρf

2

∣∣un+1
∣∣2 dx−

∫

Ωf (η̂n
f )

ρf

2

∣∣un
f

∣∣2 dx

]

+
1

δt

[∫

Ωf (η̂n+1
f

)

ρf

2

∣∣un+1
∣∣2 −

∫

Ωf (η̂n
f )

ρf

2

∣∣un+1
∣∣2 dx

]
.

By applying (3.44) with v̂ = ûn+1 to the last term, we finally get

1

δt

[∫

Ωf (η̂n+1
f

)
ρf

∣∣un+1
∣∣2 dx−

∫

Ωf (η̂n
f )
ρfu

n
f · un+1 dx

]

≥ 1

δt

[∫

Ωf (η̂n+1
f

)

ρf

2

∣∣un+1
∣∣2 dx−

∫

Ωf (η̂n
f )

ρf

2

∣∣un
f

∣∣2 dx

]

+

∫

Ωf (η̂n
f )

ρf

2
divw(η̂n+1

f )
∣∣un+1

∣∣2 dx.

(3.47)

For the convective term, integrating by parts and using the coupling condi-
tion (3.38)2, we have

∫

Ωf (η̂n+1
f

)

ρf

2

(
un+1 −w(η̂n+1

f )
)
· ∇|un+1|2 dx

−
∫

Ωf (η̂n+1
f

)
ρf

(
divw(η̂n+1

f )
)
|un+1|2 dx

=

∫

∂Ωf (η̂n+1
f

)

ρf

2

(
un+1 −w(η̂n+1

f )
)
· nf |un+1|2 da

−
∫

Ωf (η̂n+1
f

)

ρf

2

(
divw(η̂n+1

f )
)
|un+1|2 dx

= −
∫

Ωf (η̂n+1
f

)

ρf

2

(
divw(η̂n+1

f )
)
|un+1|2 dx.

(3.48)

On the other hand, using the symmetry of D(un+1) and the expression of
the fluid Cauchy stress tensor

σ = σ(vs, P ) = −PI + 2ηD(vs) = −PI + η(∇vs + ∇vs
T ), (3.49)
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where P is the pressure, I is the identity matrix, η is the dynamic viscosity
of the fluid and is a positive quantity. We then have

∫

Ωf (η̂n+1
f

)
σf (un+1, Pn+1) : ∇un+1 dx+

∫

Ωf (η̂n+1
f

)
Pn+1 divun+1 dx

=

∫

Ωf (η̂n+1
f

)
2ν
∣∣D(un+1)

∣∣2 dx.

(3.50)

The mass term of the structure gives directly

1

δt

∫

cΩs

ρ̂s,0

2

(
ûn+1

s − ûn
s

)
·
(
ûn+1

s + ûn
s

)
dx̂ =

1

δt

∫

cΩs

ρ̂s,0

2

(
|ûn+1

s |2 − |ûn
s |2
)

dx̂.

(3.51)
On the other hand, we have

1

δt

∫

cΩs

F̂ s(η̂
n
s )Σ̂(η̂n

s ) : ∇bx

(
η̂n+1

s − η̂n
s

)
dx̂

=
1

δt

∫

cΩs

F̂ s(η̂
n
s )Σ̂(η̂n

s ) :
(
F̂ s(η̂

n+1
s ) − F̂ s(η̂

n
s )
)

dx̂

=
1

δt

∫

cΩs

∂W̃ (F̂ s(η̂
n
s ))

∂F̂
:
(
F̂ s(η̂

n+1
s ) − F̂ s(η̂

n
s )
)

dx̂.

Therefore, since the density W̃ is assumed to be quadratic, we finally obtain

1

2

∫

cΩs

F̂ s(η̂
n
s )Σ̂(η̂n

s ) : ∇bxv̂s dx̂+
1

2

∫

cΩs

F̂ s(η̂
n+1
s )Σ̂(η̂n+1

s ) : ∇bxv̂s dx̂

=
1

δt

∫

cΩs

1

2

(
∂W̃ (F̂ s(η̂

n+1
s ))

∂F̂
+
∂W̃ (F̂ s(η̂

n
s ))

∂F̂

)
:
(
F̂ s(η̂

n+1
s ) − F̂ s(η̂

n
s )
)

dx̂

=
1

δt

∫

cΩs

(
W̃ (F̂ s(η̂

n+1
s )) − W̃ (F̂ s(η̂

n
s ))
)

dx̂.

(3.52)

Finally, the energy balance (3.45) is obtained after summation of (3.47)-
(3.52), which completes the proof.

Remark 3.3. The key ingredient in the above proof lies on the admissibility
of the test functions (3.46). For an explicit coupling scheme, a correction
term needs to be introduced to cope with the fact that the fluid and structure
velocities do not match:

v̂ = ûn+1 − Lf

(
ûn+1 − 1

δt

(
η̂n+1

s − η̂n
s

))
.

where Lf denotes a fluid lifting operator. This term leads to an artificial
power at the interface (see [55]).
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3.5.2 Abstract formulations

Problem (3.39) can be rewritten in a more compact form in terms of the
fluid, solid and interface state operators. To this aim, following [52] ,we first
reformulate the coupling conditions (3.38)1,2 in weak form. The geometry
coupling conditions (3.38)1 is rewritten in terms of the interface displacement

γn+1 ∈ [H
1
2 (Γ̂)]3 as

∫

cΩf

(
η̂n+1

f − Ext(γn+1)
)
· τ̂ dx̂+

∫

bΓ
(η̂n+1

s − γn+1) · ζ̂ dâ = 0, (3.53)

for all τ̂ ∈ [L2(Ω̂f )]3 and ζ̂ ∈ [L2(Γ̂)]3. Finally, the continuity of the veloc-
ities at the interface (3.38)2 is reformulated on the reference configuration
as ∫

bΓ

(
ûn+1 − ŵ(η̂n+1

f )
)
· ξ̂ dâ = 0, (3.54)

for all ξ̂ ∈ [L2(Γ̂)]3.
Thus, the semi-discretized coupled problem (3.38)-(3.39) writes:
Given (ûn, P̂n, η̂n

f , η̂
n
s ,γ

n), find (ûn+1, P̂n+1,ηf
n+1, η̂n+1

s ,γn+1) such that

af

(
η̂n+1

f ; (un+1, Pn+1), (v, q)
)

+ as

(
η̂n+1

s , v̂s

)

+

∫

cΩf

(
η̂n+1

f − Ext
(
γn+1

))
· τ̂ dx̂+

∫

bΓ
(η̂n+1

s − γn+1) · ζ̂ dâ

+

∫

bΓ

(
ûn+1 − ŵ

(
η̂n+1

f

))
· ξ̂ dâ = 〈Ff , (v, q)〉 + 〈Fs, v̂s〉,

(3.55)

for all (v̂, q̂, ξ̂, τ̂ , ζ̂, v̂s) ∈ [H1(Ω̂f )]3×L2(Ω̂f )×[L2(Γ̂)]3×[L2(Ω̂f )]3×[L2(Γ̂)]3×
[H1

Γs,D
(Ω̂s)]

3 such that v̂ = v̂s on Γ̂.

Based on the discrete weak formulation (3.55) we introduce the fluid
operator

F : [H1(Ω̂f )]3 × L2(Ω̂f ) × [H1(Ω̂f )]3 × [H
1
2 (Γ̂)]3

−→
(

[H1
bΓ
(Ω̂f )]3 × L2(Ω̂f ) × [L2(Γ̂)]3 × [L2(Ω̂f )]3

)′
,

defined by

〈
F
(
û, p̂, η̂f ,γ

)
, (v̂, q̂, ξ̂, τ̂ )

〉
= af

(
η̂f ; (u, P ), (v, q)

)

+

∫

bΓ

(
û− ŵ

(
η̂f

))
· ξ̂ dâ+

∫

cΩf

(
η̂f − Ext(γ)

)
· τ̂ dx̂− 〈Ff , (v, q)〉

(3.56)

for all (v̂, q̂, ξ̂, τ̂ ) ∈ [H1(Ω̂f )]3 × L2(Ω̂f ) × [L2(Γ̂)]3 × [L2(Ω̂f )]3. By taking

(v̂s, ζ̂) = 0 in (3.55), and using the definition (3.56), it follows that the
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fluid state
(
vs

n+1
f,h , p̂n+1, η̂n+1

f

)
satisfies the following Dirichlet (fluid) sub-

problem:

F
(
ûn+1, p̂n+1, η̂n+1

f ,γn+1
)

= 0. (3.57)

Similarly, from (3.55), we define the solid operator

S : [H1(Ω̂s)]
3 × [H

1
2 (Γ̂)]3 −→

(
[H1

ΓD∪bΓ
(Ω̂s)]

3 × [L2(Γ̂)]3
)′
,

is given by

〈
S(η̂s,γ), (v̂s, ζ̂)

〉
= as

(
η̂n+1

s , v̂s

)
− 〈Fs, v̂s〉 +

∫

bΓ
(η̂s − γ) · ζ̂ dâ, (3.58)

for all (v̂s, ζ̂) ∈ [H1
ΓD

(Ω̂s)]
3 × [L2(Γ̂)]3. Now, by taking (v̂, q̂, ξ̂, τ̂ ) = 0 in

(3.55), and using the definition (3.58), it follows that the solid displacement
η̂n+1

s satisfies the following Dirichlet (solid) sub-problem:

S
(
η̂n+1

s ,γn+1
)

= 0. (3.59)

Finally, let Lf : [H
1
2 (Γ̂)]3 → [H1

Γin−out
(Ω̂f )]3 and Ls : [H

1
2 (Γ̂)]3 →

[H1
∂ cΩs\bΓ

(Ω̂s)]
3 be two given continuous linear lift operators. The interface

operator

I : [H1(Ω̂f )]3 × L2(Ω̂f ) × [H1(Ω̂f )]3 × [H1(Ω̂s)]
3 −→ [H− 1

2 (Γ̂)]3,

is then defined by

〈
I
(
û, p̂, η̂f , η̂s

)
,µ
〉

=
〈
F
(
û, p̂, η̂f ,γ

)
, (Lfµ, 0,0,0)

〉

+
〈
S
(
η̂s,γ

)
, (Lsµ,0)

〉
,

(3.60)

for all µ ∈ [H
1
2 (Γ̂)]3.

Remark 3.4. The interface operator (3.60) does not depend on γ since,
due to the choice of the test functions, the terms involving γ vanishes in the
right-hand side of (3.60).

For each µ ∈ [H
1
2 (Γ̂)]3, taking v̂ = Lfµ, v̂s = Lsµ and (q̂, ξ̂, τ̂ , ζ̂) = 0

in (3.55), we get that the fluid structure state (ûn+1, P̂n+1,ηf
n+1, η̂n+1

s )
satisfies

I
(
ûn+1, p̂n+1, η̂n+1

f , η̂n+1
s

)
= 0, (3.61)

which is a variational form of (3.79).
According to (3.57)-(3.61), and by noticing that the test-functions space

{
(v̂, v̂s) ∈ [H1(Ω̂f )]3 × [H1

ΓD
(Ω̂s)]

3
/
v̂ = v̂s on Γ̂

}
,
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can be decomposed as the direct sum
(

[H1
bΓ
(Ω̂f )]3 × [H1

ΓD∪bΓ
(Ω̂s)]

3
)
⊕
{

(Lfµ,Lsµ), µ ∈ [H
1
2 (Γ̂)]3

}
,

it follows that problem (3.39) is equivalent to





F
(
ûn+1, p̂n+1, η̂n+1

f ,γn+1
)

= 0,

S
(
η̂n+1

s ,γn+1
)

= 0,

I
(
ûn+1, p̂n+1, η̂n+1

f , η̂n+1
s

)
= 0.

(3.62)

Steklov-Poincaré operators

In order to describe partitioned methods for the numerical solution of (3.62),
we now introduce the nonlinear fluid and solid Steklov-Poincaré operators,
also called Dirichlet-to-Neumann maps.

The nonlinear fluid Steklov-Poincaré operator

Sf : [H
1
2 (Γ̂)]3 −→ [H− 1

2 (Γ̂)]3,

is defined by

〈Sf (γ),µ〉 =
〈
I
(
û(γ), P̂ (γ), η̂f (γ),0

)
,µ
〉
,

for all γ,µ ∈ [H
1
2 (Σ̂)]3, where (û(γ), P̂ (γ), η̂f (γ)

)
is the solution of the

Dirichlet fluid problem:

F
(
û(γ), P̂ (γ), η̂f (γ),γ

)
= 0. (3.63)

In an analogous way, we introduce the nonlinear solid Steklov-Poincaré op-
erator

Ss : [H
1
2 (Σ̂)]3 −→ [H− 1

2 (Σ̂)]3,

given by 〈
Ss(γ),µ

〉
=
〈
I
(
0, 0,0, η̂s(γ)

)
,µ
〉
,

for all γ,µ ∈ [H
1
2 (Σ̂)]3 and where η̂s(γ) is the solution of the Dirichlet solid

problem:
S (η̂s(γ),γ) = 0. (3.64)

From the above definitions, it follows that problem (3.39) (or (3.62)) is
equivalent to

Sf (γn+1) + Ss(γ
n+1) = 0. (3.65)

The composition of (3.65) with the inverse operators S−1
s gives rise to the

Dirichlet-to-Neumann formulation, namely

S−1
s

(
− Sf (γn+1)

)
− γn+1 = 0. (3.66)
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We could also consider the Neumann-to-Dirichlet formulation

S−1
f

(
− Ss(γ

n+1)
)
− γn+1 = 0,

by composing (3.65) with S−1
f . Nevertheless it is rarely used in practice and

it is known to lead to poor algorithms in some cases.

3.5.3 Solution methods

In this section, mainly based on [52], we review some existing algorithms for
the numerical solution of the nonlinear system arising in the time discretiza-
tion of the fluid-structure problem with an implicit coupling scheme. These
methods are typically based on the application of a particular nonlinear
iterative method to the formulations (3.62), (3.65) or (3.66).

In what follows, we only consider one time step of (3.55) so we omit the
upper index n+ 1 in the unknowns. Moreover, we introduce the following
compact notations for the fluid and solid state variables:

x = (û, P̂ , η̂f ), y = η̂s.

Monolithic formulation

A common approach in the numerical solution of nonlinear systems arising
in implicit coupling consists in applying a Newton based algorithm to the
global formulation (3.62). This yields to the following procedure:

1. Initialize: x0, y0, γ0.

2. For k ≥ 0 until convergence

(a) Evaluate residual:

Rk =



F (xk,γk)
S (yk,γk)
I (xk,yk)


 .

(b) Solve tangent problem:

J k



δx
δy
δγ


 = −Rk. (3.67)

(c) Update rule: 

xk+1

yk+1

γk+1


 =



xk

yk

γk


+



δx
δy
δγ


 .



68 CHAPTER 3. FLUID-STRUCTURE COUPLING ALGORITHM

Here, J k stands for the Jacobian, or an approximation of the Jacobian, of
the coupled nonlinear operator (F ,S,I).

The exact Newton method involves repeated solutions of problem (3.67)
with an exact Jacobian J k, having the following block structure:

J k =




DxF (xk,γ) 0 Dγ F (xk,γ)
0 Dy S (yk,γ) Dγ S (yk,γ)

Dx I (xk,yk) Dy I (xk,yk) 0


 . (3.68)

The main difficulty in the evaluation of J k relies on the evaluation of the
following cross-derivative in (3.68):

Dη̂f
F(û, P̂ , η̂f ,γ)δη̂f , (3.69)

which corresponds to the directional derivative of the fluid equations with
respect to fluid-domain perturbations. The evaluation of (3.69) requires
shape derivative calculus within the fluid [57, 58, 116]. For the sake of
completeness, we give the expression of (3.69) in the next equation and
refer to [56, 57, 58] for the details:

〈
Dη̂f

F(û, P̂ , η̂f ,γ)δη̂f ,
(
v̂, q̂, ξ̂, τ̂

)〉

=
1

δt

∫

Ωf (η̂f )
(div δηf )ρfu · v dx

+

∫

Ωf (η̂f )
div

{
ρfu⊗

(
u−w(η̂f )

) [
I div δηf − (∇δηf )t

]}
· v dx

+

∫

Ωf (η̂f )
σf (u, P )

[
I div δηf − (∇δηf )t

]
: ∇v dx

−
∫

Ωf (η̂f )
η
[
∇u∇δηf + (∇δηf )t(∇u)t

]
: ∇v dx

−
∫

Ωf (η̂f )
q div

{
u
[
I div δηf − (∇δηf )t

]}
dx− 1

δt

∫

bΓ
δη̂f · ξ̂ dâ

+

∫

cΩf

δη̂f · τ̂ dx̂,

(3.70)

for all (v̂, q̂, ξ̂, τ̂ ) ∈ [H1(Ω̂f )]3 × L2(Ω̂f ) × [L2(Γ̂)]3 × [L2(Ω̂f )]3.

Contrarily, the inexact Newton methods deal with approximations of
(3.68), for instance, using finite difference approximations of (3.69) (see
[82, 120]), by neglecting the corresponding sub-block in (3.68) (see [10, 82,
120, 125]).

Newton algorithms based on the numerical solution of (3.67) in a mono-
lithic fashion, i.e. using global direct or iterative methods, have been re-
ported in [10, 41, 82, 120, 125]. It is worth noticing that such a monolithic
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approach makes difficult the use of separate solvers for the fluid and struc-
ture sub-problems. Alternatively, system (3.67) can be solved in a parti-
tioned manner through a block-Gauss elimination of δxf , which leads to the
so called block-Newton methods [57, 58], or, more generally, using domain
decomposition methods [53].

Dirichlet-to-Neumann formulation

Formulation (3.66) reduces problem (3.62) to the determination of a fixed
point of the Dirichlet-to-Neumann operator γ 7→ S−1

s

(
− Sf (γ)

)
. This mo-

tivates the use of fixed-point based iterations [90, 96, 97, 99]:

1. Initialize γ0

2. For k ≥ 0 until convergence

γk+1 = ωkS
−1
s

(
− Sf (γk)

)
+ (1 − ωk)γk. (3.71)

Here, ωk stands for a given relaxation parameter which is chosen in order
to enhance convergence of the method [90, 97, 96, 39].

Remark 3.5. After space discretization of problem (3.38)-(3.39), a com-
mon expression for the relaxation parameter ωk is the one given by a multi-
dimensional Aitken formula [97, 39]:

ωk =

(
γk − γk−1

)
·
(
S−1

s

(
− Sf (γk)

)
− γk − S−1

s

(
− Sf (γk−1)

)
− γk−1

)

‖S−1
s

(
− Sf (γk)

)
− γk − S−1

s

(
− Sf (γk−1)

)
− γk−1‖

,

with · and ‖ · ‖ standing for the Euclidean scalar-product and norm.

Even though relaxation techniques may improve their efficiency, fixed-
point based iterations are very expensive and might fail to converge in real
applications. Alternatively, one can use Newton based methods [67, 56] for
a fast convergence towards the solution of (3.66). This gives the algorithm:

1. Initialize γ0

2. For k ≥ 0 until convergence

(a) Evaluate residual:

Rk = S−1
s

(
− Sf (γk)

)
− γk.

(b) Solve tangent problem:

(J (γk) − I) δγ = −Rk. (3.72)
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(c) Update rule:
γk+1 = γk + δγ.

where J (γ) stands for the Jacobian, or approximated Jacobian, of the com-
posed operator

γ 7→ S−1
s

(
− Sf (γ)

)
. (3.73)

In practice, the linear problem (3.72) can be solved using an operator-free
iterative method (e.g. GMRES [113, 114]), which only requires repeated
evaluations of J (γ) against given interface displacements λ. As in the previ-
ous paragraph, exact Jacobian evaluations of (3.73) require shape derivative
calculus within the fluid. Indeed, by the chain rule we have

J (γ)λ = −
(
S−1

s

)′ (− Sf (γ)
)
S′

f (γ)λ,

whose expression can be obtained by implicit derivation of (3.63) and (3.64).
More precisely, the evaluation of S′

f (γ)λ makes necessary expression (3.70),
we refer to [56] for the details. One of the simplest ways of approximating
S′

f (γ)λ consists in using finite differences, for instance,

S′
f (γ)λ ≈ 1

ǫ

(
Sf (γ + ǫλ) − Sf (γ)

)
.

for a given small enough parameter ǫ > 0. However, as noticed in [67,
Remark 5.1] such an strategy may lead to inefficient inexact Newton iter-
ations. Alternatively, one can derive approximations based on simplified
models. For instance, as reported in [67], we can provide very efficient ap-
proximations of S′

f (γ)λ in terms of the added-mass operator associated to
the simplified fluid problem by solving





−∆δP = 0, in Ωf (η̂f ),

P = 0, on Γf,N ,

∂δP

∂nf
= − ρf

δt2
λ · nf , on Γ(η̂f ).

(3.74)

Finally, let us stress the fact that all the methods discussed in this para-
graph are naturally partitioned.

Steklov-Poincaré formulation

The Dirichlet-Neumann formulations share a common feature: their im-
plementation is purely sequential. The Steklov-Poincaré formulation (3.65)
may allow to set up parallel algorithms to solve the interface equation.

Following the presentation of [40], the nonlinear problem (3.65) can be
solved through nonlinear Richardson iterations:

Pk(γk+1 − γk) = ωk(−Sf (γk) − Ss(γk)), (3.75)
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for an appropriate choice of the preconditioner P , namely

P−1
k = αk

[
S′

f (γk)
]−1

+ (1 − αk)
[
S′

s(γk)
]−1

, (3.76)

where λ 7→ S′
f (β) · λ is the differential of Sf at β, and

[
S′

f (β)
]−1

its in-

verse. This choice generalizes the standard preconditioners of linear domain
decomposition methods (for which S′ = S). If αk is 0, 1 or 0.5 we retrieve
respectively Dirichlet-Neumann, Neumann-Dirichlet or Neumann-Neumann
preconditioners [108]. On the other hand, since equation (3.65) is nonlinear,
one can apply a Newton method,

(
S′

f (γk) + S′
s(γk)

)
(γk+1 − γk) = −Sf (γk) − Ss(γk). (3.77)

which corresponds to the nonlinear Richardson iteration (3.75) precondi-
tioned with Pk = S′

f (γk) + S′
s(γk). This linear equation can be solved, for

example, by a GMRES algorithm, with or without preconditioning. For
instance, in [40] the authors propose to use the preconditioners (3.76).

The Newton method applied to the Dirichlet-Neumann formulation is
not equivalent to the Newton method applied to the Steklov formulation,
since the roles played by the fluid and by the structure are not symmetric in
the first approach whereas they are in the second. After linearization, one
cannot compose (3.72) with Ss to retrieve (3.77). Finally, let us emphasis
that (3.76) is not equivalent to (3.77) since in general (A+B)−1 6= A−1+B−1.

The advantage of (3.65) compared to formulation (3.66) is that the fluid
and the structure sub-problems can be solved simultaneously and indepen-
dently for the residual computation (right-hand sides of (3.75)) and the
application of the preconditioner (S′

f and S′
s) as soon as α /∈ {0, 1}.

3.6 Semi-implicit coupling

We present in this section an algorithm recently proposed in [54, 55]. This
method is very efficient to deal with the interaction with the wall. One of
our contributions will be to extend it in order to tackle the interaction with
walls and immersed valves.

The special feature of this algorithm relies in the fact that it is not
strongly coupled. More precisely, the coupling relations

u = us, (3.78)

σf · nf + σs · ns = 0. (3.79)

are not exactly enforced. It nevertheless exhibits very good stability prop-
erties. It basically relies upon two ideas.

• couple implicitly the pressure stress to ensure stability;
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• this kind of implicit-explicit splitting can be conveniently performed
using a Chorin-Temam projection scheme in the fluid.

The first idea is suggested in section 3.4 where it is shown that explicit
coupling of the added mass term yields instabilities. The remaining terms of
the fluid equations – dissipation, convection and geometrical nonlinearities
– are explicitly coupled to the structure (of course, these terms may be
implicit within the fluid solver). This drastically reduces the cost of the
coupling without affecting too much the stability. The second idea, relies
upon the fact that this kind of implicit-explicit splitting can be conveniently
performed using a Chorin-Temam projection scheme (see [28, 119] for the
original papers and [77] for a review) in the fluid: at each time step the
projection sub-step (carried out in a known fluid domain) is strongly coupled
with the structure, so accounting for the added-mass effect in an implicit
way, while the expensive ALE-advection-viscous sub-step is explicitly, i.e.
weakly, coupled. The main advantages of the resulting algorithm are: its
simplicity of implementation and its efficiency compared to the methods
presented in the previous section. Obviously, the main drawbacks are: first,
it assumes the fluid to be solved with a projection scheme and, second, the
energy is not perfectly balanced, at least from a theoretical viewpoint. In
spite of that, theoretical and numerical evidence show that, for a wide range
of physical and discrete parameters, the scheme is numerically stable.

We denote by δt the time step, and, for the sake of clarity we present
the time semi-discrete version of the algorithm. Assuming that Ωn

f , un
f , Pn,

η̂n
s are known at time tn, we propose to compute Ωn+1

f , un+1, Pn+1, η̂n+1

according to the following procedure:

• Step 0: Second order extrapolation of the fluid-structure interface:

η̃s
n+1 = η̂n

s + δt

(
3

2
ûn

s − 1

2
ûn−1

s

)
. (3.80)

• Step 1: Definition of the new domain:

η̂n+1
f = Ext(η̂n

s|bΓ), ŵ(η̂n+1
f ) =

1

δt

(
η̂n+1

f − η̂n
f

)
. (3.81)

• Step 2: ALE-advection-diffusion step (explicit coupling):





ρf
ũn+1 − un

δt

∣∣∣∣∣
x̂

+ ρf (ũn −wn+1) · ∇ũn+1

−2η div(D(ũn+1)) = 0, in Ωn+1
f ,

ũn+1 = wn+1, on Γn+1.
(3.82)
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• Step 3: Projection step (implicit coupling):

– Step 3.1:





ρf
un+1 − ũn+1

δt
+ ∇Pn+1 = 0, in Ωn+1

f ,

divun+1 = 0, in Ωn+1
f ,

un+1 · nf =
η̂n+1

s − η̂n
s

δt
· nf , on Γn+1.

(3.83)

– Step 3.2:





ρ̂s,0
ûn+1

s − ûn
s

δt
− divx̂

(
Πn + Πn+1

2

)
= 0, in Ω̂s,

η̂n+1
s − η̂n

s

δt
=
ûn+1

s + ûn
s

2
, in Ω̂s,

Πn+1 · n̂s = Ĵn+1
f (σf (ũn+1, Pn+1) ◦ An+1)(F̂

n+1

f )−T · n̂s, on Γ̂.

(3.84)

Note that the steps 1 and 2 are performed only once per time step. In a
partitioned procedure, step 3 is solved by sub-iterating between steps 3.1
and 3.2 (using fixed-point or Newton iterations, for instance) since η̂n+1

s

is required in 3.1 while Pn+1 is required in 3.2. The two sub-problems of
steps 3 are therefore solved several times but contrarily to a fully coupled
procedure, the part of the fluid solved during the inner iterations reduces
to a simple Darcy-like problem. In a standard strongly coupled approach
(as shown in section 3.5) the domain velocity in step 1 is defined from the
(unknown) solution of the structure problem by

wn+1

|Γ̂ =
η̂n+1

s − η̂n
s

δt
|Γ̂.

The sub-iterations therefore include step 1 and step 2 which increases dra-
matically the overall computational cost. The key point here is to show that
steps 1 and 2 can indeed be treated “outside” the inner loop of sub-iterations,
without compromising too much the stability.

Remark 3.6. This idea presented here can be generalized to other fractional
step schemes. See for example [106] for an extension to algebraic factor-
ization methods. Or [77] for a variant of the above scheme which can be
obtained by switching steps 2 and 3, i.e. using a velocity-correction scheme
within the fluid

In a simplified case, when the fluid and the structure are linear, and with
a Leap-Frog scheme for the structure, the following stability result can be
proved [55].
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Proposition 3.7. Let h and H be the space discretization steps in the fluid
and the solid respectively. Assume that the solid-to-fluid interface matching
operator πh : V s

H(Γ) −→ V f
h (Γ) is L2-stable. Then, there exists a constant

C > 0, independent of the physical and discretization parameters, such that
under the condition

ρs ≥ C

(
ρf

h

Hα
+ 2

ηδt

hHα

)
, with α =

{
0, if Ωs = Γ,

1, if Ωs 6= Γ,
(3.85)

the following discrete energy estimate holds:

1

δt

[ρf

2
‖vsn+1

f,h ‖2
0,Ωf

− ρf

2
‖vsnf,h‖2

0,Ωf

]

+
1

δt


ρs

2

∥∥∥∥∥∥
η̂n+1

s,H − η̂n
s,H

δt

∥∥∥∥∥∥

2

0,Ωs

− ρs

2

∥∥∥∥∥∥
η̂n

s,H − η̂n−1
s,H

δt

∥∥∥∥∥∥

2

0,Ωf




+
1

2δt

[
as(η̂

n+1
s,H , η̂n+1

s,H ) − as(η̂n
s,H , η̂

n
s,H)

]
+ η‖D(vs

n+1
f,h )‖2

0,Ωf
≤ 0.

(3.86)

Therefore, the semi-implicit coupling scheme is stable, in the energy-norm,
under condition (3.85).

It is worth noticing that, with this scheme, decreasing δt enhances sta-
bility. This property is the main advantage of the semi-implicit algorithm
compared to the explicit scheme studied in section 3.4.3. Indeed, in that
case, we have shown in Proposition 3.5 that the coupling may be unstable
irrespectively to δt.

The assumption on the L2-stability of the interface matching operator
is satisfied by the standard finite element interpolation operator, for exam-
ple, whenever the fluid interface triangulation is a sub-triangulation of the
solid interface triangulation (see [55]). This includes, in particular, the case
of interface matching meshes. By construction, a mortar based matching
operator also fulfills that assumption (see [11]).

The sufficient condition (3.85) can be satisfied by reducing the ratios h
Hα

and δt
hHα . The later might be thought as a CFL-like condition.

In the case Ωs = Γ, i.e. α = 0, condition (3.85) becomes independent of
the solid mesh size H. In particular, we may set H = h, and stabilize the
scheme by simply reducing h (and δt).

In the case Ωs 6= Γ, i.e. α = 1, the stability of the scheme can be
ensured provided that the fluid mesh size h is small enough compared to
the structure mesh size H. Numerical simulations performed in 2D and 3D,
with h = H, showed however that this condition seems to be not necessary,
when dealing with a reasonable range of physical parameters.

Here is the variational formulation of the scheme:
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∫

Ωn+1
f

ρf
ũn+1 − un

δt

∣∣∣∣∣
x̂

· v +

∫

Ωn+1
f

ρf (ũn −wn+1) · ∇ũn+1 · v

−
∫

Ωn+1
f

2ηD(ũn+1) ·D(v) = 0, in Ωn+1
f .

(3.87)





∫

Ωn+1
f

ρf
un+1 − ũn+1

δt
· v +

∫

Ωn+1
f

Pn+1 · ∇ · v = 0, in Ωn+1
f ,

∫

Ωn+1
f

q divun+1 = 0, in Ωn+1
f ,

(3.88)

For efficiency, the projection step is in practice solved with the following
Poisson problem:





−∆Pn+1 = −ρf

δt
∇ · ũn+1

∂Pn+1

∂n

∣∣∣∣
Γn+1

=
ρf

δt

[
η̂n+1

s − η̂n
s

δt
· n− ũn+1 · n

] (3.89)

whose variational formulation of (3.89) is

∫

Ωn+1
f

∇Pn+1 · ∇q =

∫

Ωn+1
f

−ρf

δt
∇ · ũn+1 · q

+

∫

Σn+1

ρf

δt

(
η̂n+1

s − η̂n
s

δt
· n− ũn+1 · n

)
q.

(3.90)

Nevertheless we will see in Section 6.2 that, in presence of an immersed solid
treated with Lagrange multipliers, it seems more appropriate to solve the
projection step with the Darcy formulation (3.88).
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Chapter 4

FSI with Lagrange
multipliers

In this chapter, we propose to treat the interaction between a fluid and an
immersed structure with Lagrange multipliers. According to the usage in
the literature, when the meshes of the structure and of the fluid are inde-
pendent, we will call this approach “Fictitious Domain” (FD), although this
terminology is maybe not very adapted to the case of thin structures. After
an example on a simple problem, we present in details the fluid formula-
tion and the load computation. The chapter ends with various numerical
simulations illustrating the accuracy and the robustness of the method.

4.1 Lagrange Multipliers formulations

In this section, we consider a toy problem in order to introduce in a nutshell
the Lagrange Multiplier formulations. This presentation is mainly based on
[61, Chap.9].

We consider a domain Ω subdivided in two subdomains Ωf and Ωs. For

vf ∈ H1(Ωf ) and µ ∈ H− 1
2 (Γ) we define:

bf (vf , µ) = 〈µ,vf 〉Γ,

and for vs ∈ H1(Ωs),

bs(vs, µ) = 〈µ, v̂s〉Γ,

where 〈·, ·〉Γ denotes the duality pairing between H− 1
2 (Γ), H

1
2 (Γ) and Γ is

the intersection of the boundaries of Ωf and Ωs. In the sequel, Ωf , Ωs and Γ
will correspond to the fluid domain, the structure domain and fluid-structure
interface respectively.

The problem we consider reads: find (uf ,us, λ) ∈ Xf × Xs × XΓ such

77



78 CHAPTER 4. FSI WITH LAGRANGE MULTIPLIERS

that, for all (vf ,vs, µ) ∈ Xf ×Xs ×XΓ,




af (uf ,vf ) + bf (vf ,λ) = 〈Ff ,v〉,
bf (uf ,µ) − bs(us,µ) = 0,
as(us,vs) − bs(vs,λ) = 〈Fs,vs〉.

(4.1)

At this level, we do not enter into the details of the definition of Xf , Xs

which can be supposed to be subspaces of H1(Ωf ) and H1(Ωs) respectively,
and af and as which can be supposed for example to be elliptic bilinear
forms. Of course in the sequel, those operators will represent respectively
the fluid and the structure, and in that case, the problem will be more
involved (vectorial, nonlinear, etc.). But the ideas presented here will be
easily extended to more complicated problems.

In fluid-structure interaction problems, the second equation of (4.1) will
represent the so-called kinematic condition, namely:

uf = us on Γ.

We consider finite element meshes on the fluid and the structure domains
and finite element spaces Xf,h, Xs,h and XΓ,h approximating Xf , Xs and
XΓ respectively. The fluid (resp. structure) mesh has nf (resp. ns) nodes,
whose nΓ

f (resp. nΓ
s ) are located on the fluid-structure interface and nI

f

(resp. nI
s) are not. The nodes on the fluid-structure interface are numbered

from nI
f + 1 to nf (resp. nI

s + 1 to ns). We thus have nΓ
f = nf − nI

f (resp.

nΓ
s = ns − nI

s). We introduce finite element basis (vf
i )i=1..nf

, (vs
i )i=1..ns and

(µi)i=1..nΓ
of the spaces Xf,h,Xs,h and XΓ,h respectively. Then (4.1) can be

readily put into the following matrix form:




Af 0 BT
f

Bf −Bs 0
0 As −BT

s






Uf

Us

Λ


 =




Ff

0
Fs


 (4.2)

This is the algebraic formulation of our “toy FSI problem”. Note that such
a formulation is, by construction, associated to an global energy equality:
multiplying (4.2)1 by Uf , (4.2)2 by Λ, (4.2)3 by Us, and adding, we obtain:

(AfUf ,Uf) + (AsUs,Us) = (Ff ,Uf) + (Fs,Us). (4.3)

We see that the coupling terms cancel, as in the continuous case (see sec-
tion 3.3). In other words, using this formulation, no spurious power appears
on the fluid-structure interface due to the space discretization.

The matrix Bf has nΓ rows and nf columns, but most of the columns
are zero. Its block structure is typically the following:

Bf =




0 . . . . . . 0
Kf

0 . . . . . . 0


 .
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where Kf is the nΓ×nΓ
f matrix whose entries are bf (vf

j , µi), j = nI
f +1, .., nΓ

f

and i = 1, .., nΓ. The matrices Bs and Ks are defined mutatis mutandis.
We propose to address three configurations of interest. We do not claim

that formulation (4.2) with Lagrange multipliers is the most convenient in
all cases. As we shall see, we can solve the first two configurations without
using explicitly Lagrange multipliers. Nevertheless this formulation offers
a unified framework and a useful guideline to compute the quantity that
will correspond to the mechanical load on the interface in fluid-structure
interaction problems.

4.1.1 ALE-type configurations

The two configurations we first address typically correspond to those situa-
tions where we will use the ALE framework (moving domains which follow
the fluid-structure interface).

Conformal meshes

Ωs

Ωf

Γ

Figure 4.1: Example of conformal meshes.

We first consider the simple case of matching meshes represented in
Figure 4.1. The Lagrange multipliers space can be for example defined by:

XΓ,h =




µh measure on Γ, µh =

nf∑

i=nI
f
+1

µiδ(xi), µi ∈ R




,

where (xi)i=nI
f
+1..nf

denote the fluid nodes on the fluid-structure interface

Γ and δ(xi) is the Dirac measure on xi defined by:

〈δ(xi), vh〉 = vh(xi).

Note that XΓ,h is not a subspace of XΓ and that this choice requires contin-
uous basis functions. We have nΓ = nΓ

f = nΓ
s and the matrices Kf and Ks

are the identity:
Kf = Ks = InΓ×nΓ

.

The second equation of (4.1) is thus simply equivalent to:

UΓ
f = UΓ

s . (4.4)
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Note that in this case, the Lagrange multiplier space could have been defined
equivalently on the structure nodes.

Conformal interface, non conformal meshes

We now consider the case of non conformal meshes represented on Fig-
ure 4.2. Generally speaking, fluid meshes need to be finer that the structure
meshes. This configuration is therefore of practical interest. Suppose that
the Lagrange multipliers space is defined by:

XΓ,h =




µh measure on Γ, µh =

nf∑

i=nI
f
+1

µiδ(xi), µi ∈ R




,

where (xi)i=nI
f
+1..nf

denote the nodes on the fluid-structure interface located

on the fluid side. We have

[Kf ]ij = 〈δ(xi), v
f
j 〉 = vf

j (xi) = δij ,

where δij = 0 if i 6= j and 1 otherwise.

[Ks]ij = 〈δ(xi), v
s
j 〉 = vs

j (xi).

The matrix Ks is the structure-to-fluid interpolation matrix. The kinematic

Ωs

fΩ

Γ

Figure 4.2: Example of non conformal meshes.

condition thus reads:
Uf

Γ = KsUs
Γ. (4.5)

Other choices of Lagrange multipliers would lead to different matrices. For
example, following [46] and using a mortar approach (see [12]), we could
choose

XΓ,h =
{
µh ∈ L2(Γ), trace of the fluid shape functions vf

h

}
.

In this case

[Kf ]ij = 〈µi, v
f
j 〉 =

∫

Γ
vf
i v

f
j ,

and

[Ks]ij = 〈µi, v
s
j 〉 =

∫

Γ
vs
i v

f
j .
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With this choice, the matrix Kf is a surface mass matrix. It is therefore
non-singular (this is a Gramm matrix associated to the L2 scalar product
and a linearly independent family of vectors). Thus, the kinematic condition
reads:

UΓ
f = Kf

−1KsU
Γ
s . (4.6)

The three previous cases (4.4), (4.5) and (4.6) can be put in the same form:

UΓ
f = CUΓ

s (4.7)

where the matrix C is either I, Ks or Kf
−1Ks depending on the case and

the choice of the Lagrange multipliers space. When using partitioned al-
gorithms, system (4.2) is never solved directly. Nevertheless, we would like
to show that this formulation provides a hint to compute the load exerted
on the structure when the kinematic condition is imposed on the fluid with
relation (4.7).

Let us decompose the matrix Af , the vectors Uf and Us into blocks
corresponding to the internal and fluid-structure nodes:

Af =

[
AII

f AIΓ
f

AΓI
f AΓΓ

f

]
, Uf =

[
UI

f

UΓ
f

]
, Us =

[
UI

s

UΓ
s

]
.

Consequently, assuming that UΓ
s is given, we see from (4.2) that UI

f is ob-
tained by solving

AII
f UI

f = FI
f − AIΓ

f CUΓ
s .

We introduce the algebraic residual Rf of the fluid problem defined by

Rf = FΓ
f − AΓI

f UI
f − AΓΓ

f UΓ
f . (4.8)

In the three considered cases (4.4), (4.5) and (4.6) the Lagrange multiplier
is given by:

Λ = K−T
f Rf .

In the algebraic system (4.2), representing formally the fluid-structure prob-
lem, we see that the algebraic counterpart of the load exerted on the struc-
ture is given by:

Ffsi = KT
s Λ.

Therefore, as soon as the kinematic continuity is imposed with a relation
like (4.7), the load on the structure is given by the dual relation:

Ffsi = CTRf (4.9)

where Rf is the fluid residual defined in (4.8). This corresponds to the
conservative approach proposed in [46], which as shown in (4.3), ensures a
well-balanced energy transfer at the discrete level.
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4.1.2 Immersed structure configurations

We now address the case of an immersed thin structure, like a valve (see
Figure 4.3). Considering again our simplified system (4.2), we can choose

Ωs

fΩ

Figure 4.3: Example of an immersed structure.

for example the following Lagrange multipliers space:

XΓ,h =

{
µh measure on Γ, µh =

ns∑

i=1

µiδ(xi), µi ∈ R

}
,

where xi denotes structure nodes lying on the fluid-structure interface (which
coincide with the whole structure for a thin solid). We have:

[Kf ]ij = 〈δ(xi), v
f
j 〉 = vf

j (xi),

and
[Ks]ij = 〈δ(xi), v

s
j 〉 = vs,j(xi) = δij .

The matrix Kf is the fluid-to-structure interpolation matrix. We have

KfUf
Γ = Us

Γ. (4.10)

Note that the matrix Kf is rectangular. Thus, contrarily to the previous
cases – which can all be put in the form (4.7) – the fluid velocity on the
fluid-structure interface cannot be eliminated. Thus, when decoupling the
fluid and the structure in a partitioned scheme, the fluid problem has now to
be solved as a “genuine” saddle-point problem: given the structure velocity
Us, we have to solve

[
Af BT

f

Bf 0

] [
Uf

Λ

]
=

[
Ff

BsUs

]
. (4.11)

In an iterative partitioned algorithm, once the fluid problem solved, the
load on the structure can be computed following the same guidelines as
before.

Again, other Lagrange multipliers spaces can be considered, like for ex-
ample the trace of the structure basis functions or more general L2 func-
tions. Of course, this space has to be carefully chosen in order to have
KerBT

f 6= {0}.
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In our simulations, we chose to solve the saddle-point problem (4.11) by
penalization: introducing a “small” parameter ǫ > 0, we solve

(
Af +

1

ε
BT

f Bf

)
Uf = Ff +

1

ε
BT

f BsUs.

The approximate Lagrange multiplier is then recovered by:

Λε =
1

ε
(BfUf − BsUs)

This is equivalent to replacing the matrix of the saddle-point problem by
[

Af BT
f

Bf −εId

]
.

The main advantage of this procedure is its simplicity. Its main drawback
is well-known: bad condition number of the resulting linear system. Never-
theless, its behavior in our test cases was satisfactory. If necessary, it will
be easy with our implementation to use other methods in the future (Uzawa
or augmented Lagrangian for example).

4.2 Fluid discretization

In Section 4.1, we have presented the main features of the methods on a toy
problem. To be more specific, we now give some details on its application to
the fluid problem. For the sake of simplicity we consider only one valve and

Σ(t)

e

e

ey

z

x

C

Γin Γout

Γc

Wall Γ0

OutletInlet

n

Ω (t)+Ω (t)−
+n

n
_

Central Axis

Figure 4.4: Sketch of the geometry for the elastic case.

we assume Ω to be fixed (in Section 6.1, we will show numerical simulations
with a time dependent Ω).

We consider the flow of an homogeneous, viscous and incompressible
fluid in Ω around a valve located on Σ(t). The fluid domain is defined as
ΩF (t) = Ω \ Σ(t). The governing equations are the standard incompressible
Navier-Stokes equations that for convenience are rewritten as follows:





ρ

(
∂u

∂t
+ u · ∇u

)
− div (σ) = 0 for x ∈ ΩF (t),

divu = 0 for x ∈ ΩF (t).
(4.12)
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where u is the fluid velocity, p the pressure and ρ the fluid density. The
Cauchy stress tensor is denoted by

σ = −p I + 2ηD(u),

where I is the identity tensor, D(u) is the strain rate (∇u+∇uT )/2 and η
the dynamic viscosity. We define n as the outward normal on ∂ΩF (t). As
far as boundary conditions are concerned we may impose, for example the
total stress at the inlet Γin and at the outlet Γout:

{
σ · n(·, t) = −pin(·, t)n on Γin × (0, T ),

σ · n = 0 on Γout × (0, T ),

where pin is a given function. As an alternative we could have chosen to
represent the injection of fluid imposing a velocity profile over Γin or a flux
(see e.g. [60] or [50]). No-slip boundary conditions are imposed on the wall
Γ0 and symmetry boundary conditions on the central axis Γc (see Fig. 4.4).
The system is completed with suitable initial conditions.

The valve Σ(t) is assumed to define a natural partition of ΩF (t) into two
sub-domains Ω−(t) and Ω+(t) (see Fig. 4.4). On Σ(t), we define n+ (resp.
n−) as the outgoing normal on ∂Ω+ (resp. ∂Ω−), and:

FΣ = −(σ+ · n+ + σ− · n−), (4.13)

where σ+(x) (resp. σ−(x)), for x ∈ Σ(t), is the limit of σ(x − εn+) as ε
goes to 0+ (resp. 0−).

As explained in Chapter 2, Problem (4.12) is discretized in time by a
semi-implicit Euler scheme:




ρ
un+1 − un

δt
+ ρun · ∇un+1 + ∇pn+1 − div (2ηD(un+1)) = 0,

divun+1 = 0.

(4.14)

A first variational formulation

For the time being, the immersed structure position and velocity are as-
sumed to be known at time tn+1: its configuration is denoted by Σn+1, and
its velocity by un+1

Σn+1 . We first propose a variational formulation of (4.14)
where the kinematic condition

un+1|Σ = un+1
Σ , (4.15)

and the incompressibility are enforced directly in the functional spaces.
We introduce the following spaces:

X = {v ∈ (H1(Ω))d, v = 0 on Γ0, v · n = 0 on Γc},
V = {v ∈ X, TrΣ(v) = 0,div v = 0},

V (uΣ) = {v ∈ X, TrΣ(v) = uΣ, divv = 0},
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where TrΣ : (H1(Ω))d −→ (H1/2(Σ))d denotes the trace operator on Σ.

We recall that Σn+1 and un+1
Σn+1 are assumed to be given. A first varia-

tional formulation of the fluid problem is: find un+1 ∈ V (un+1
Σn+1) such that,

for all v ∈ V ,

∫

Ω
ρ
un+1 − un

δt
·v+

∫

Ω
ρun·∇un+1·v+

∫

Ω
2ηD(un+1) : D(v) = −

∫

Γin

pinn·v.
(4.16)

A second variational formulation

In view of the discretization, it is much more convenient to work with space
X. Thus, we relax the two constraints defining the space V (un+1

Σn+1) and we
introduce the Lagrange multiplier spaces

M = L2(Ω),

Ln+1 = (H−1/2(Σn+1))d.

We then consider the following variational formulation that will be used
for discretization: find (un+1, pn+1,λn+1) ∈ X ×M × Ln+1 such that, for
all (v, q,µ) ∈ X ×M × Ln+1,

∫

Ω
ρ
un+1 − un

δt
· v +

∫

Ω
ρun · ∇un+1 · v +

∫

Ω
2ηD(un+1) : D(v)

−
∫

Ω
pn+1divv + 〈λn+1, T rΣn+1(v)〉 = −

∫

Γin

pinn · v, (4.17)

∫

Ω
q divu = 0, (4.18)

〈µ, T rΣn+1(un+1)〉 = 〈µ, un+1
Σn+1〉, (4.19)

where 〈·, ·〉 denotes the duality pairing on (H−1/2(Σn+1))2 × (H1/2(Σn+1))2.

Meaning of the Lagrange multiplier

The domain Ω can be artificially subdivided in a left-hand side and a right-
hand side, respectively Ω− and Ω+ as indicated on Figure 4.4. Applying
Green’s formula in Ω− and Ω+ and, using the fact that (un+1, pn+1) solves
problem (4.14) almost everywhere in Ω− and Ω+, we obtain the meaning of
λn+1:

λn+1 = F n+1
Σ , (4.20)

where FΣ is defined in (4.13). In other words, the Lagrange multiplier λn+1

corresponding to the constraint un+1 = un+1
Σn+1 represents the jump of the

hydrodynamic stress through the valve.



86 CHAPTER 4. FSI WITH LAGRANGE MULTIPLIERS

Space discretization

The spaces X and M are approximated by the finite element spaces Xh and
Mh, as explained in Chapter 2, Section 2.1. We denote by NF the number
of degrees of freedom for each component of the velocity in Xh. And we
introduce NΣ discretization points (xn+1

i )i=1,...,NΣ
on Σn+1.

The approximation of the Lagrange multipliers space Ln+1 can approached
in various ways (see [71]). In this work, we chose:

Ln+1
h = {µh measure on Σn+1, µh =

NΣ∑

i=1

µiδ(x
n+1
i ),µi ∈ R2}, (4.21)

where δ(xn+1
i ) denotes the Dirac measure at point xn+1

i . We have, for
µh ∈ Lh and vh ∈ Xh,

< µh, T rΣn+1(vh) >=

NΣ∑

i=1

µivh(xi). (4.22)

Note that this approach is meaningful after discretization as soon as
Xh ⊂ (C0(Ω))d. This is indeed the case with the finite elements used in this
work, thus (4.22) is well-defined.

Other Lagrange multipliers spaces could have been chosen (for example
L2 functions). Although comparisons would have been very interesting, we
did not investigated other choices by lack of time. Moreover, as will be shown
in the numerical simulations, the results obtained with the Dirac measures
were in good agreement with those obtained with conformal approximations.

4.3 Load computation

In Section 4.1, we have explained on a toy problem how the FSI load has
to be computed to obtain a well-balanced energy. Roughly speaking, ev-
erything is contained in equations (4.7) and (4.9). Nevertheless, specific
questions may appear when we consider a real FSI model. For example,
how do we precisely couple the fluid and the structure velocities when the
structure has hermitian degrees of freedom ? We therefore present in more
details in this section the method used to compute the hydrodynamic load.

As explained in Chapter 2, Section 2.2, we have considered three differ-
ent structure models during this work: a 1D rigid structure, a 1D elastic
structure and a nonlinear shell model. We propose to explain the principle
of load computation on the 1D elastic structure. The extension to the shell
case can be done mutatis mutandis.

For the numerical stability, it is important to carefully compute the load
exerted by the fluid on the structure. As proposed in [46], this computation
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can be performed in a way ensuring a global energy conservation at the
discrete level.

As previously mentioned (see Section 2.2.2) the structure discretization
is based on third order Hermite polynomials. We denote by un+1

Σn+1,h
the

discrete structure velocity, and by UΣ ∈ (R2NΣ)2 the vector of the compo-
nents of un+1

Σn+1,h
with respect to the basis (φS

1 , . . . , φ
S
NΣ
, φS

NΣ+1, . . . , φ
S
2NΣ

).
We adopt the following convention: the first NΣ degrees of freedom corre-
spond to the nodal values of the function, whereas the last NΣ degrees of
freedom correspond to the values of its derivative.

If the stress F n+1
Σ = (f

n+1,(k)
Σ )k=1,2 defined in (4.13) was exactly known,

the load transmitted to the discrete structure problem would have the form

F = (F
(1)
1 , . . . , F

(1)
2NΣ

, F
(2)
1 , . . . , F

(2)
2NΣ

) ∈ (RNΣ)2, with

F
(k)
i =

∫

Σn+1

φS
i f

n+1,(k)
Σ , k = 1, 2, and i = 1, . . . , 2NΣ, (4.23)

But F n+1
Σ is only known through a discrete form resulting from the dis-

cretization of the fluid problem. When an approximation of F n+1
Σ is directly

computed from the discrete solution (uh, ph), a spurious power may appear
on the fluid structure interface. In some situations, we have noticed that this
may deteriorate the stability of the coupling. To avoid this phenomenon, the
computation of F must be done in a way consistent with the discretization
of the kinematic constraint (4.19) resulting from the choice of the Lagrange
multiplier space (4.21). Let us make precise this statement.

For k = 1, 2, we denote by u
(k)
h and λ

(k)
h the kth components of the fluid

velocity uh and of the Lagrange multiplier λh, respectively. We denote by

U (k) ∈ RNF the vector of components of u
(k)
h on the velocity finite element

basis. Owing to the definition of the Lagrange multiplier space, and in view
of (4.22), the algebraic counterpart of relation (4.19) reads

KU (k) = IU (k)
Σ , k = 1, 2. (4.24)

where K ∈ RNΣ×NF is the interpolation matrix of the structure nodes
(xi)i=1..NΣ

on the fluid mesh, and I ∈ RNΣ×2NΣ is the matrix whose en-
tries are Iij = δij if j ≤ NΣ and 0 otherwise (δij being the Krönecker
symbol).

We denote by Λ(k) ∈ RNΣ the vector of the components of the Lagrange

multiplier λ
(k)
h on the basis (δ(xn+1

i ))i=1..NΣ
. The power exchanged at the

interface “as seen by the fluid” is

< λh, T rΣn+1(uh) >=

2∑

k=1

(Λ(k),KU (k))NΣ
, (4.25)

where (·, ·)NΣ
denotes the euclidean scalar product in RNΣ .
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On the other hand, the power exchanged at the interface “as seen by the
structure” is

∫

Σn+1

un+1
Σn+1,h

· F n+1
Σ dl =

2∑

k=1

(F (k), U
(k)
Σ )2NΣ

. (4.26)

where (·, ·)2NΣ
denotes the euclidean scalar product in R2NΣ .

From (4.25) and (4.26), we deduce that the energy exchange between
the fluid and the structure is well-balanced at the discrete level as soon as

(F (k), U
(k)
Σ )2NΣ

= (Λ(k),KU (k))NΣ
, k = 1, 2. (4.27)

Since (4.27) must be valid for all uΣ, relations (4.24) and (4.27) give the
relation

F = IT Λ. (4.28)

Owing to the definition of the matrix I, we see in particular that the
degrees of freedom on the derivative part of the Hermite basis are zero. This
results from the fact that the kinematic constraint (4.19) discretized with
the Lagrange multiplier space (4.21) “does not see” the derivative degree of
freedom of the structure velocity.

Remark 4.1. The procedure for the shell is very similar to what has just
been explained for the 1D elastic structure. In particular in both cases some
degree of freedom are discarded for the coupling: for the third order Hermite
polynomials the derivatives are ignored and for the MITC4 shells the two
rotations are also ignored. Only the displacement degrees of freedom are
coupled to the fluid in both cases.

Remark 4.2. Let us consider the specific case of a rigid structure. Al-
though, just one degree of freedom is sufficient to describe the movement
of the structure (see Section 2.2.1) it is convenient to introduce a P1 finite
element mesh and the nodes (xi)i=1..NΣ

on Σn+1. By this way, the method
used for load computation is not modified in the fluid solver. We never-
theless have to explain how to recover the quantity needed to solve the solid
equation (2.3).

Using the fact that
∑NΣ

i=1 φ
S
i = 1 and using (4.23) and (4.9), we find that

the total load on Σ(t) is given by
∑NΣ

i=1 Λi. Moreover, since

x =

NΣ∑

i=1

φS
i (x)xi,
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the total momentum is given by:

Mn+1
Σn+1 =

∫

Σn+1

Cx× F n+1
Σ dl(x)

=

NΣ∑

i=1

(xi − C) ×
∫

Σn+1

φS
i (x)F n+1 dl(x)

=

NΣ∑

i=1

(xi − C) × Λi.

where C is the fixed point of the rigid valve.

4.4 An implicit scheme for the FD formulation

A straightforward partitioned algorithm to solve the fluid-structure prob-
lem based on Lagrange multipliers is given by the “Dirichlet-Neumann”
fixed-point algorithm, accelerated by the Aitken formula as explained in
Chapter 3, Remark 3.5. The procedure is sum up in Figure 4.5. Of course
the “Dirichlet” part of the algorithm is replaced here by the solution of a
saddle-point problem in the fluid.

In our experience, this simple fixed-point method is efficient enough when
the structure is an immersed valve (the convergence being typically achieved
in 3 or 4 subiterations). But, as explained in Chapter 3, fully implicit fixed-
point algorithms become too expensive when the wall compliance is also
taken into account (up to 40 subiterations). That is why we will propose in
Chapter 6 a new algorithm which allows to mix ALE and FD and which is
based on a semi-implicit coupling.

4.5 Numerical simulations

Some of the results presented below have been published in [23, 42, 43].

4.5.1 First rigid valve experiments

We first consider the rigid valve model. For this simulation we used a pe-
riodic pressure function, of period 1.6 s. We impose a pressure difference
between the inlet and the outlet with the aid of a Neumann boundary con-
dition. The pressure function of amplitude 400dyne cm−2 can be described
in Fig. 4.6.

The Fig. 4.7 shows the snapshot of a preliminary simulation describing
the opening and closing of the rigid valve. The whole simulation was carried
out during 10 seconds. The physical data taken in consideration was density
ρ = 1 g cm−3, absolute viscosity µ = 0.1. The fluid mesh has 7034 elements
over an area of 3 × 1cm2 and the valve has 17 nodes over 0.8 cm. We note
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with force

n=1

Initial guess
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Hydrodynamic
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uΣ
k

uk+1, λk+1

F = FΣ

uΣ
k+1

FΣ

|uΣ
k+1-uΣ

k | > ε

Figure 4.5: An implicit scheme with Aitken acceleration.

that the convergence is done at most in 2 iterations of the Aitken fixed-point
method, while using a 1.0 × 10−5 error tolerance. Since there had been no
algorithm to manage contact, to avoid the structure mesh exiting the fluid
one, we imposed an artificial blockage at 10o and another at 90o. This last
one was introduced to prevent the valve from everting to the left side of the
domain.
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Figure 4.6: Description of the periodic pressure function for one standard
period of 1.6 seconds.

Energy dissipation in presence of a stenosis

In this section we present different simulations carried out to validate the
numerical procedure and to investigate the energy dissipation.

It can be established that the energy equation of our discrete model is
given by:

En+1
k − En

k

δt
+ Pn+1

visc + Pn+1
valve + Pn+1

num =∫

Γin

(pn+1 +
ρ

2
(un+1)2)un+1 · ex −

∫

Γout

(pn+1 +
ρ

2
(un+1)2)un+1 · ex,

with

En+1
k =

1

2

∫

Ω
ρ(un+1)2, Pn+1

visc =

∫

Ω
2η|D(un+1)|2, Pn+1

valve =

∫

Σ
F n+1

Σ ·un+1 ,

(4.29)
and where Pn+1

num denotes the numerical diffusion induced by the time dis-
cretization. Below, we will plot the quantities Pn+1

visc and Pn+1
valve in different

stenotic configurations.
In each test case, the pressure on Γin is defined by the periodic function:

pin(t) =





p0, 0 ≤ t < T1,(
− (t− T1) p0 + (T2 − t) p0

)
/(T2 − T1), T1 ≤ t < T2,

−p0, T2 ≤ t < T3,(
(t− T3) p0 − (T4 − t) p0

)
/(T4 − T3), T3 ≤ t < T4.

(4.30)
The value for T1, T2, T3, T4 are respectively 0.3, 0.4, 0.7, 0.8, and p0 = 500.
This pressure function is represented on Fig. 4.9, top image. Over Γout, the
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Figure 4.7: Simulation using a rigid valve model. Extract of a 10 second
simulation. Showing the velocity isovalues as well as its vectors.
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pressure is constant and equal to zero. The other physical parameters are:
J = 0.51, ρ = 1 g cm−3, η = 0.03. The length of the valve is 0.8cm whereas
the width of the tube is 1cm (as a consequence, the valve cannot close the
pipe).

Test 1 In this test case we consider a straight tube and we monitor the
power dissipated by viscous effect. At t = 0, the angle θ is 90 degrees (see
Fig. 4.8 for the orientation) and the fluid is at rest. The maximum value of
θ is forced to be less than 90 degrees. The minimum value is forced to be
greater than 10, 20 or 45 degrees, depending on the test case. This means

θ

Figure 4.8: Artificial valve openings blocked at respectively, 45o, 20o and
10o.

that the valve is artificially forced to be in the first quarter of the 2D plain,
xy > 0.

These three different “blocking angles” are supposed to model three
levels of stenosis: the larger the blocking angle, the stronger the steno-
sis and the stronger the dissipated power. The results are represented on
Fig. 4.9 and 4.10 (bottom image).

This result confirms the fact that a strongest stenosis induces a largest
energy loss through the valve.

In Fig. 4.11 we represent the static (p) and the dynamic (p + ρu2/2)
pressures at the end of an opening period for the most stenotic case (blocking
angle of 45o). This result is in good agreement with the qualitative behaviour
described in [66] and reproduced in Fig. 8.1.

Test 2 The geometry considered in this test case is supposed to roughly
mimic the presence of an aortic sinus, a physiological cavity in the aorta wall
placed after the valve. The purpose of this simulation is purely illustrative.
Figures 4.12 and 4.13 show an example of velocity and pressure fields in the
case of the strongest stenosis (blocking angle of 45 degrees) for two different
times. The mesh has 4766 nodes and 9530 triangular elements.
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Figure 4.9: Simulations on a straight 2D pipe with different maximum valve
openings. Case 1: 10o (smallest stenosis), case 2: 20o, case 3: 45o (strongest
stenosis). Top : inlet pressure vs. time. Bottom : ordinate of the extremity
of the valve vs. time.
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Figure 4.10: Simulations on a straight 2D pipe with different maximum valve
openings. Case 1: 10o (smallest stenosis), case 2: 20o, case 3: 45o (strongest
stenosis). Top: structure power (Pvalve defined in equation (4.29)). Bot-
tom: viscous dissipation (Pvisc defined in equation (4.29)). As expected, the
strongest stenosis gives the maximum energy loss.
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Figure 4.11: Top: snapshot of the pressure and the velocity fields at time
t=2.67 corresponding to the end of a maximum opening period in the Case
3 (strongest stenosis) of Fig. 4.9. Bottom: corresponding static pressure (p)
and dynamic pressure (p + ρ

2u
2) along the axis. The vertical dashed line

indicates approximately the position of the vena contracta. Qualitatively,
the static and the dynamic pressures are in good agreement with the results
reported in [66] and reproduced in Fig. 8.1 (see Appendix 8.1).
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Figure 4.12: Pressure and velocity fields at t = 2.65 (maximum opening in
a stenotic case).

Figure 4.13: Pressure and velocity fields at t = 3.05 (end of a closing period).
The “regurgitation” is due to the fact that in this simplified model the valve
does not close completely the pipe.

Observation

In these tests, a numerical framework for the simulation of the complex
behaviour of the aortic valve was applied. It was possible to see one of the
future applications for this type of simulation. For example, one of the aims
could be to evaluate the validity of the synthetic indexes used in the medical
practice. We refer to Appendix 8.1 for further details. This work does not
address all the complexity of the behaviour of the valve, for example valve
complete closure is not allowed and the structure model is rather simple,
but it paves the way for more sophisticated models. Further investigation
of this clinical application with more realistic configuration will be done in
future works.

In the next sections, other models will be shown (elastic, thin shell), as
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well as several trials made to tackle a more complex structure with more
complex behaviour.

4.5.2 Elastic numerical results

Test 1 - One elastic valve

For the first elastic numerical result we decided to introduce an elastic valve
with the same length as that used in the first rigid valve experiment. The
data chosen for this experiment is as follows: valve is L = 0.8 cm spanned
through 17 nodes and clamped vertically to the point (3, 0); its flexural
stiffness is EI = 4.0 × 10−2 g cm3 s−2; mesh with 7034 elements over an
area of 3 × 1 cm2; fluid density is ρ = 1 g cm−3; absolute viscosity is µ =
0.1; pressure function is oscillatory and has the same outline of Figure 4.6,
with an amplitude of 200 dyne cm−2. On the inlet and outlet a Neumann
boundary condition applies the pressure function and imposes a pressure
difference (see Fig. 4.14). We observed that, as with the rigid test, the
Aitken fixed-point method converges in three iterations.

Test 2 - Two elastic valves

Here we decided to introduce two elastic valves with L = 0.45 cm length
each in order to avoid the possibility of contact. The data chosen for this
experiment is as follows: each valve has 10 nodes and is clamped vertically
to the point (3, 0) (and (3, 1) respectively); as flexural stiffness we considered
EI = 4.0 × 10−2 g cm3 s−2; mesh with 9734 elements over and area of 3 ×
1 cm2 plus 2 half disks 1 cm in diameter each (to simulate yet again the
vasalva sinus); fluid density is ρ = 1 g cm−3; absolute viscosity is µ = 0.1;
pressure function as before. On the inlet and outlet a Neumann boundary
condition applies the pressure function and imposes a pressure difference
(see Fig. 4.14). Again as with previous case we noticed that the convergence
of the fixed point is fast, within 2 or 3 iterations. We notice also a small
asymmetry between the movement of each valve. This is due to two reasons:
for one, the mesh is not symmetric with respect to the middle axis; for
second the resolution is rather sensitive and any numerical difference, even
very small, can produce the effect that can be seen in Fig. 4.16, second
picture.

4.5.3 Comparison with ALE formulations

In order to ascertain the accuracy of the presented Fictitious Domain method
applied to valves immersed in a Navier-Stokes fluid, we propose a comparison
with a simulation based on an Arbitrary Lagrangian Eulerian formulation
(ALE). The model chosen for the valve is the inextensible 1D structure
described above, clamped on a rigid wall (see Fig. 4.4). While the flow
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Figure 4.14: Simulation using an elastic valve model. Extract of a 10 second
simulation showing the velocity isovalues.
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Figure 4.15: (Part I) Simulation using two elastic valves. Extract of
a 10 second simulation showing the pressure values between −200 and
200 dyne cm−2.
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Figure 4.16: (Part II) Simulation using two elastic valves. Extract of
a 10 second simulation showing the pressure values between −200 and
200 dyne cm−2. Notice a small asymmetry in the second figure from the
top between both valves.
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causes the immersed structure to bend and to have different configurations
throughout the cycle, the flow is also greatly affected by the movement of
the valve. A pressure difference is applied between the inlet (Γin) and the
outlet (Γout). The pressure pout is zero. The pressure pin is a continuous
function of time t, periodic with a period 0.8, and defined by:

pin(t) =





A if 0.0125 ≤ t ≤ 0.3875,
−A if 0.4125 ≤ t ≤ 0.7875,
affine if t ∈ [0, 0.0125] or [0.3875, 0.4125] or [0.7875, 0.8].

(4.31)

Figure 4.17: Comparison between the iso-values of the velocity. The behav-
ior of both methods, FD (up) and ALE (down) is almost identical.

We consider a stiff valve (Fig. 4.17). The displacements are moder-
ate enough to avoid remeshing when the ALE method is used. The data
considered are: ρ = 1.0 g cm−3, η = 0.1 poise, EI = 0.7 × 10−2 g cm3 s−2

(flexural stiffness), m = 0.025 g and the pressure function (4.31) with am-
plitude A = 40 g cm−1 s−2 is imposed at the inlet. The length of the valve
is L = 0.45 cm, the tube is 6 cm long and 1 cm high. FD and ALE methods
are compared using the same meshes at the initial time step. The ALE
reference computation was performed with 45 space discretization steps on
the valve (hs = L/45 = 0.01 cm). The time step is 5 × 10−3 s.

We compare the displacement of the valve’s apex and the load on the
structure obtained by both methods. For the displacement, the results can
be seen on Figure 4.18 and on Table 4.1. For the loads, using the L∞ norm,
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Figure 4.18: Comparison of the movement of the apex for ALE and FD
methods with different space steps. The bottom graphic shows a zoom
where the difference between 9 space steps and the remainder becomes more
visible.
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hs Method error

L/9 ALE 0.00441
FD 0.00502

L/18 ALE 0.00345
FD 0.00454

L/27 ALE 0.00216
FD 0.00333

Table 4.1: The relative error of the displacement is evaluated on the
L∞(0, T ;L∞(Σ)) norm. The reference solution is obtained using the ALE
with hs = L

45 . The relative errors are then shown for different space steps
hs.

we found a 6% error between the FD simulation with hs = L/27 and the
reference ALE simulation. A qualitative comparison of the velocity profiles
is also presented on Figure 4.17.

Sensitivity to discretization steps

For the fictitious domain method, we observed a significant relative error on
the displacement of the valve with 9 or 18 space discretization steps. For
the remaining space steps (27, 36, 45 and 54) the differences, even if present,
were minor (see Fig. 4.19).
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Figure 4.19: Relative error in time of the position of the valve apex. The
error is computed with respect to a reference solution obtained with the ALE
formulation with 45 space steps on the structure. From the left-hand side to
the right-hand side, we consider 9, 18 and 27 space steps. The continuous
line represents ALE and the dashed represents FD.

This trial lead us to believe that for a reasonable result with FD, one
should have at least one structure node for each two elements of the fluid.



4.5. NUMERICAL SIMULATIONS 105

4.5.4 ALE vs FD

Description of the problem

In this section, we consider the stationary Stokes equations

{
−∆u+ ∇P = 0

divu = 0
(4.32)

that we discretize with Q1/Q1 stabilized finite elements. The considered ge-
ometry is a 2D tube with the following dimensions [0, 5]×[0, 1]. As boundary
conditions we impose zero velocity on the horizontal walls [0, 5] × {1} and
[0, 5]×{0}. Over the area defined by the monodimensional valve or structure
2.5 × [0, 0.75] we impose zero velocity. Between the inlet and the outlet we
impose a pressure difference with the aid of Neumann boundary conditions.

Figure 4.20: Example of a velocity profile

Three different types of discretization are considered:

1. The structure mesh is conformal to the fluid mesh and the nodes over
the valve are doubled (this means that the pressure can present dis-
continuities over the structure). The velocity is set at zero over the
structure region with classical Dirichlet boundary conditions, which
means that we eliminated degrees of freedom on the algebraic system.

2. The structure mesh is conformal to the fluid mesh, but the nodes
over the mesh are single and no longer doubled (continuous pressure).
The velocity is again set at zero using classical Dirichlet boundary
conditions.

3. The structure has an independent mesh with NΣ discretization points
(xn+1

i )i=1,...,NΣ
over Σn+1. The zero velocity condition over the valve is

imposed using a Lagrange multiplier. The space where these Lagrange
multipliers are defined is, as explained before,

Lh = {µh measure over Σ, µh =

NΣ∑

i=1

µiδ(x
n+1
i ),µi ∈ R2}, (4.33)



106 CHAPTER 4. FSI WITH LAGRANGE MULTIPLIERS

where δ(xn+1
i ) is the Dirac measure at point xn+1

i : The constraint can
be thus written as:

< µh,uh >=

NΣ∑

i=1

µi · uh(xi) = 0.

In the present case, which is very simple, the mesh is considered to
coincide with line segment of the fluid mesh. For very specific values
of NΣ, it will be therefore possible the points (xn+1

i )i=1,...,NΣ
coincide

exactly with the points of the fluid mesh.

The three types of problem can be resumed in Table 4.2:

Case Structure nodes Pressure Boundary Conditions

1 conformal doubled discontinuous Dirichlet over Σ

2 conformal single continuous Dirichlet over Σ

3 NΣ independent continuous Lagrange multiplier

Table 4.2: The three different types of discretization that are considered in
this section.

As a preposition we can expect to have a better precision with case 1
(discontinuous pressure). Nonetheless if we consider a moving and non con-
formal structure (valve), which is our goal, the pressure discontinuity line
cannot be easily attained. With case 2, which is used as a mean case between
case 1 and case 3, we are allowed to numerically assess the loss between using
a discontinuous and a continuous pressure.

Note that even using discontinuous finite elements for the pressure, a
discontinuous pressure across the 1D structure (valve) cannot be guaranteed
for case 3 (for an arbitrary valve position).

In both cases 1 and 2 the stress is imposed in its variational form

∫

Σ
n · [σf ] · vi

as a residual of the algebraic problem (as explained in formulae (4.8) and
(4.9)). In case 3, it is the Lagrange multiplier that gives the variational
formulation of the load (as explained in formula (4.20)). In the case of
fluid-structure interaction, it is this variational quantity that is sent to the
structure. However in order to compare the loads on a graphics, it will prove
useful to obtain their approximated pointwise values. To this purpose, we
perform a L2 projection of the variational expression over the structure’s P1

finite element base. This can then be expressed as the resolution of a linear
system associated to the mass matrix. In addition, we also performed a mass
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Number of elements hf valve nodes

40 x 8 0.125 7 nodes
60 x 12 0.08333 10 nodes
80 x 16 0.0625 13 nodes

120 x 24 0.04166 19 nodes
160 x 32 0.03125 25 nodes
320 x 64 0.015625 49 nodes
640 x 128 0.0078125 97 nodes

Table 4.3: Description of all the fluid meshes used in this section.

lumping to obtain a diagonal approximation of this matrix. It is worth
noticing that this choice is not completely innocent since if the problem
is solved without mass lumping, the regions of steepest slope may present
artificial oscillations of the punctual values.

For these experiments we used uniform meshes with the properties gath-
ered in the Table 4.3

Figure 4.21: Isovalues for the velocity (on top) and for the pressure (on the
bottom) projected on the third axial coordinate. With a fissure (on the left)
and without a fissure (on the right). Mesh 320 × 64.
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Pressure jump for case 1

In case 1, since the pressure is discontinuous, we can directly calculate the
punctual pressure jump over the structure in function of the discretization
step h (see Figure 4.22) and directly compare it with the L2 projection of
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Figure 4.22: Pressure jump over the valve while on case 1 (discontinuous
pressure using doubled points).

the mechanical stress jump attained in variational form (Figure 4.23). The
results are very close to one another, except around the valve’s apex where
the stress seems to diverge. This means that in fact the stress jump is
numerically carried almost completely by the pressure jump. This theoreti-
cally was to be expected since there is no velocity jump due to the fact that
the zero velocity condition on the valve is imposed with classical Dirichlet
boundary conditions.

Comparison between case 1 and case 2

This time we consider as benchmark case 1 with discontinuous pressure and
a rather fine mesh (640× 128). On Figure 4.24 we compare the stress jump
in the benchmark case with the stress jumps calculated in case 2 using
different meshes. On Figure 4.25 we plot the L2 norm in function of the
space step h of the difference between the values obtained in case 2 and
the set benchmark. To have an idea on the order of convergence, a linear
regression was performed over the first three values1 of h and the order
obtained is of h0.4. We also noticed the presence of a bad result over the
wall at y = 0 which is only due to the way the values are recovered.

1The linear regression only has meaning if the benchmark test mesh is much finer that
the others, since we are comparing two results and neither is the exact solution.
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Figure 4.23: Comparison in case 1 between the pressure jump and the stress
jump over the valve valve still in case 1, while using a rather fine mesh
(640×128). It is easily noticeable that all the weight of the stress jump is
due to the pressure jump.
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Figure 4.25: Error in the L2 norm in function of h (using the Logarithm
scale) between the stress jump for the several different meshes (case 2) and
the benchmark solution (640 × 128 mesh with discontinuous pressure). The
convergence rate is about h0.4.

Comparison between case 2 and case 3

The goal in this section was to discover what was lost, if at all, between a
Dirichlet boundary condition imposed in a classical way and imposed with
the aid of a Lagrange multiplier. This again has only a new meaning when
the fluid nodes and the structure nodes do not coincide. As a first step we
compare the solutions obtained in case 2 and case 3 when we consider the
nodes on the valve to be identical to those in the fluid (see Fig. 4.26). The
expected result is the exact same one as before. Afterwards we consider the
case when the structure points are no longer conformal to the fluid points
and thus we vary hS . On Figure 4.27 we compare the stress gradient in case 2
with case 3. The fluid mesh considered in this simulation has 160×32 points
(with hS fixed). The value of hS ranges from 0.0625 to 0.0139, considering
NΣ = 13, 19, 25, 31, 49, 55. Notice that the case NΣ = 25 corresponds to
the conformal case.

It is difficult to analyse the oscillations found in the Figure 4.27. Recall
that the quantity we are plotting has been transformed in a point-wise func-
tion whereas it is used in a variational form by the structure. It is therefore
possible that this oscillations result from this postprocessing procedure and
are not seen by the structure (this seems to be confirmed by “real” fluid-
structure simulations, since the structure displacements do not exhibit such
oscillations). Moreover, it seems that when the number of structure points
increase, the curves converge to the benchmark solution.
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Figure 4.26: The load for case 2 and case 3 using a 160 × 32 mesh. The
structure nodes are conformal with the fluid nodes.
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Figure 4.27: Stress drop comparison between case 2, using mesh 160 × 32
and case 3, using a variable number of nodes on the structure.
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Valves with strainer behavior

In this test case, we show that the number of structure points has to be
large enough compared to the number of fluid nodes.

For example, when hs = 2h, we observe leakages trough the valves on
coarse meshes(see Fig. 4.28). When the meshes are refined, this spurious
velocity seem to decrease to zero, but the converge is slow (Fig. 4.29).

Figure 4.28: Velocity isovalues in case 3 using the constant relation h/hs =
1/2. The fluid meshes used were 80 × 16 (top left), 160 × 32 (top right),
320 × 64 (bottom left) and 640 × 128 (bottom right). The results are not
good for coarse meshes, but the velocity seems to go to zero.

Note that the case h/hs = 1/2 has not a special behavior. Indeed using
the mesh 160×32 and NΣ = 12, and randomly disturbing the position of the
structure nodes, we obtain the result found in Figure 4.30. In Figure 4.31
we set h and vary hs in such a way that h/hs is between 0.5 et 1. We plot
the fluid velocity L2 norm over the valve in function of h/hs
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Figure 4.29: The velocity L2 norm over the valve. The case study is such
that hf/hs = 1/2 for several values of hf .

Figure 4.30: A 160 × 32 mesh with Ns = 12. The structure nodes are not
uniformly distributed. Here we represent the fluid nodes in red and those of
the structure in black.
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Figure 4.31: Velocity L2 norm over the valve for hf/hs varying between
0.5 (that represents the case NΣ = 12 - top right on Fig. 4.29) and 1 (that
represents the case NΣ = 24 which conforms with the fluid nodes). We set
h to be fixed (160 × 32 mesh).

4.5.5 Robustness

To ascertain the robustness, we consider a case where the valve completely
close the pipe. We consider fine meshes for the structure and the fluid,
respectively one hundred nodes and 8748 fluid elements in a 5×1 cm domain.
We use Q1/Q1 stabilized finite elements. The result was stable and reached
a steady-state (Fig. 4.32). Note that around the valve a blue zone is always
present, meaning that, when the valve is in its steady position, the velocity
is indeed zero (no leakage).

4.6 3D simulations

We end this section with 3D simulations on aorta geometries. Note that
the wall is assumed to be fixed, the geometry of the valves is not very
realistic and the boundary conditions are academical. Nevertheless, these
simulations show the capability of the method to handle complex cases.

The aortic valve is simulated as three different and independent leaflets
(nonlinear thin shell presented in Section 2.2.3). For each one, a different
instance of the structure code is used. There are about 730 shell elements
and 174000 tetrahedrons in the fluid. The boundary conditions are again
Neumann pressure conditions imposed on the inlet and free boundary con-
dition at the outlet. The pressure function varies from 350dyne cm−2 to
−350dyne cm−2 from 0.1 to 0.1s. Notice that the approximate time between
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Figure 4.32: On the right: the valve is clamped on the top and bottom is
shown in its steady-state position. On the left: the pressure gradient at the
same time step throughout a line in the middle of the domain.

opening and closing of a physiological aortic valve is in the order of 0.2s.
The simulation presented here approximately satisfies that. On Fig. 4.34 it
is shown the behaviour of the velocity isovalues during the simulation cycle,
over some time snapshots.

In Fig. 4.35, the simulation was performed with a smaller pressure drop
and with 1.5 s cycle (instead of 0.2 s in the previous simulation).

As a future reference in Fig. 4.36 we just show the possibility of coupling
the present model with one aimed on the heart’s arterial perfusion. Prelimi-
nary study already started in collaboration with G. Rossi in CEMRACS 07.
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Figure 4.33: These images show the behaviour of the three leaflets (thin
shells) during the fluid-structure simulation.
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Figure 4.34: These snapshots show the evolution of the velocity isoval-
ues during cycle simulation. Notice in particular the cut near the valve
that shows a velocity profile adapted to the presence of the valve (see e.g.
Fig. 4.33, top right).
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Figure 4.35: Two snapshots of a simulation with a lower pressure drop
(whose value is shown in the bottom right of each image).
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Figure 4.36: Example of possible data to use in coupling the present test
with arterial perfusion of the heart.
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Chapter 5

Multi-body contact and
fluid-structure coupling

The purpose of this thesis was to design a flexible strategy to manage valves
which (1) keeps distinct solvers for fluid and structure; (2) allows to treat
several immersed structure models; (3) manages contact, independently of
the structure solvers; (4) allows to mix ALE and FD formulations. This
chapter deals with point (3), whereas point (4) will be considered in the
next chapter.

We have to emphasize that our approach of contact is basic: we consider
that there is no friction and that the impact is soft (this seems reasonable
for the applications we are interested in). Moreover, we will not apply any
specific treatment due to the presence of the fluid (no lubrication forces).
Even with these restrictions, the problem is quite complicated, specially
when several structures are involved. We will first treat the case of a single
structure in contact with a rigid wall. Next, we will show how the techniques
developed for this case extend to the case of several leaflets.

5.1 Valve-rigid wall contact

We assume here that the contacts occur between the valve and a rigid
straight wall, the situation is therefore rather academical. Moreover, it
is simple from the optimization viewpoint since the constraints are convex.
The algorithm we consider is based on a duality argument which is well-
established. The only purpose of this section is to show how contacts can
be easily handled with the partitioned fluid-structure algorithms, even when
the structure solvers are not designed to manage contacts. Multi-body con-
tacts, which are much more involved and important for the applications –
aortic valves for example is made of three leaflets – will be investigated in
the next section. The algorithm presented here can be seen as a first step
toward this goal.

121
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5.1.1 Problem setting

We directly consider the problem in its discrete form. Let M be a solid and
Th a P1 finite element mesh of M . We consider the space of deformation of
M :

Xh = {ϕh ∈ C0(M ; R2),ϕh|T ∈ P1,∀T ∈ Th}.
The quantity ϕh(xi) is the current position of the ith node of the structure.

n
M

Figure 5.1: Valve-wall contact

The structure “discrete energy” is denoted by J . The energy J is typically of
the form (2.12). In particular, it includes the zero order terms resulting from
the discretization of the acceleration and the work of the given hydrodynamic
force FΣ.

We define a straight wall by the equation:

n1x1 + n2x2 + c = 0,

where n = (n1, n2) is the normal to the wall, oriented toward the valve (see
Figure 5.1).

At each time step, we minimize the structure energy under the constraint
that the valve remains below the wall, at a distance at least ε (the gap).
Thus, the deformation ϕh : M → R2 is solution to

inf
ϕh∈Uh

J(ϕh), (5.1)

with
Uh = {ϕh ∈ Xh, Fxi

(ϕh) ≤ 0,∀xi ∈M},
and

Fxi
(ϕh) = ε− n ·ϕ(xi) − c.

Note that the constraint defining Uh is convex.
If ϕ ∈ Xh is solution to this optimization problem then there exists

λc,i > 0, i = 1, .., NΣ satisfying the optimality conditions:




〈J ′(ϕ), ξ〉 −
NΣ∑

i=1

λk
c,in · ξ(xi) = 0, ∀ξ ∈ Xh,

λc,iFxi
(ϕ) = 0, ∀i = 1, . . . ,NΣ.
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From the mechanical viewpoint, the Lagrange multipliers λc,i represents the
contact pressure on the node i.

5.1.2 Dual approach for the contact problem

Various methods to solve problem (5.1)– like penalization or relaxation with
projection – may yield substantial changes of the structure solver. Since we
want to keep as low as possible the modifications in existing solvers, we
adopt a dual approach which consists in maximizing the dual energy

G(µ) = inf
ϕ∈Xh

[
J(ϕ) +

NΣ∑

i=1

µiFxi
(ϕ)

]
,

under the constraint µi ≥ 0 and with µ = (µi)i=1..NΣ
. In other words, we

replace problem (5.1) with the dual problem:

G(λc) = max
µi≥0

G(µ). (5.2)

In a gradient method with projection, these constraints are very easy
to implement, whereas the original one, namely ϕh ∈ Uh, may be compli-
cated. This is the usual motivation of the dual approach. In our specific
framework, this method has another advantage: during the resolution by a
gradient method of the dual problem (Uzawa algorithm), the structure solver
exchanges the same kind of information with the master as for the coupling
with the fluid (it receives loads, it sends displacements, see Figure 5.2). The
contact treatment can therefore be easily included as an inner-loop in the
global algorithm.

u

σ fσ

fσcσ +

Fluid
Structure

Master

FSI Master

u u

Structure

f

Figure 5.2: FSI with valve-rigid wall contacts: σf stands for hydrodynamic
force, and σc for the contact force.

We can sum up the contact algorithm as follows:
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Algorithm 5.1.1. (i) Initial guess: λ0
c .

(ii) Solve the structure problem: find ϕk ∈ Xh such that for all ξ ∈ Xh,

〈J ′(ϕk), ξ〉 = −
NΣ∑

i=1

λk
c,i〈F ′

xi
(ϕk), ξ〉 =

NΣ∑

i=1

λk
c,in · ξ(xi)

(iii) Gradient iteration with projection:

λk+1
c,i = PR+

(
λk

c,i + αk∇G(λk
c )i

)

= PR+

(
λk

c,i + αkFxi
(ϕk)

)

= PR+

(
λk

c,i + αk(ε− n ·ϕk(xi) − c)
)

(iv) Go to (ii) until convergence.

The projection operator introduced in step (iii) is defined by:

PR+(x) =

{
x if x > 0
0 if x ≤ 0

Note that the equality ∇G(λk
c )i = Fxi

(ϕk) is not obvious. Its proof can be
found in [30], Section 9.3, p. 224.

A heuristic argument based on the steepest descent method suggests to
take αk of the order of mh/δt2, where h denotes the space discretization
step. In practice, using this formula in our simulations, the convergence was
typically reached in less than 4 iterations. There is nevertheless room for
improvement in our choice of αk.

5.1.3 FSI algorithm with valve-wall contact

We sum up on Figure 5.3 the general algorithm. To speed up the convergence
of the fixed point iterations, we used an Aitken acceleration technique, as
explained in Chapter 3 and 4. It is interesting to compare Figures 4.5 and
5.3.

The approach by Van Loon et al. [122] is also based on Lagrange mul-
tipliers to cope with the contact forces. However, their algorithm being
monolithic, they used a primal formulation (including the Lagrange mul-
tiplier in the equations) whereas we use a dual formulation which fits our
partitioned algorithm. From the computational viewpoint, the algorithm
presented above has been implemented in a “structure master” code (see
Figure 5.2), without modifying anything in the structure solver.

Remark 5.1 (chordæ tendinæ). Contacts are not the only relevant con-
straints in the applications we are interested in. For example, the chordæ tend-
inæ prevent the leaflet of the mitral valves from everting into the atrium.
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n=1

Initial guess

Fluid Resolution

Hydrodynamic

Force

Structure Resolution

Contact Force

NO

Aitken Acceleration

Test Convergence

n=n+1

Contact constraint

satisfied

with force

YES

F

u0

uΣ
k

uk+1, λk+1

F = FΣ

F = FΣ + F c

uΣ
k+1 F c

FΣ

|uΣ
k+1-uΣ

k | > ε

Figure 5.3: General algorithm.

We have also implemented the capability to deal with such constraints in our
framework. More precisely, let C be a fixed point on the ventricular wall,
and let M be the point of the valve to which a chordæ (length L) is attached
(see Fig. 5.4). We have implemented in the dual algorithm presented above
the constraint:

dist(C,M) ≤ L

The Lagrange multiplier corresponds in this case to the tension applied on the
valve by the string. Once again, the structure codes have not been modified
which is an additional illustration of the versatility of the method.



126 CHAPTER 5. MULTI-BODY CONTACT AND FSI COUPLING

C1

C2

M1

M2

L1

L2

Figure 5.4: Scheme describing the attachment constraints procedure. Here
C1 and C2 are the attachment points on the arterial wall, M1 and M2 rep-
resent the apex of each valve and L1 and L2 are the maximum length of the
chordæ tendinæ. Note that other points of the valves could simultaneously
be “attached” to other strings.

5.2 Multi-body contact

We consider in this Section the cases when several leaflets interact (Fig-
ure 5.5). Contrarily to the case considered in the previous section, the
constraints here are no longer convex. The optimization problem is conse-
quently much more involved. We chose to treat this problem with a recent
algorithm proposed by Olivier Pantz [100]. An interesting feature of this
algorithm is that it is based on a sequence of problems which can be solved
with the method presented in the previous section. It can be easily in-
troduced in the partitioned fluid-structure algorithms and is therefore very
well-suited to our framework.

M1

M
2

Figure 5.5: Contact between several leaflets.
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5.2.1 Problem setting

Let M be a family of solids M = (M1,M2, . . . ) and let Th be a P1 finite
element mesh of M :

Xh = {ϕh ∈ C0(M ; R2),ϕh|T ∈ P1,∀T ∈ Th}

As before, the discrete energy of the solids is denoted by J . The deformation
ϕh : ∪iMi → R2 is determined by solving at each time step:

inf
ϕh∈Uh

J(ϕh)

with
Uh = {ϕh ∈ Xh, dist(ϕh(T1),ϕh(T2)) ≥ ε,∀T1, T2 ∈ Th}

Note that, contrarily to what happened in the previous section, the con-
straint is non-convex.

5.2.2 The multi-body contact algorithm

The basic idea of the method proposed in [100] is to replace the non-convex
optimization problem with a sequence of convex ones. A sketch of the algo-
rithm reads:

Algorithm 5.2.1. (i) Initial guess: ϕ0
h

(ii) Solve for k ≥ 0
J(ϕk+1

h ) = inf
ψh∈T (ϕk

h
)
J(ψh)

where T (ϕk
h) is a convex neighborhood of ϕk

h (defined below)

(iii) Iterate on k until ϕk+1
h ≈ ϕk

h

ψh(e)ψh(xe)

ψh(x)

ne,x(ψh)

ψh(e) ψh(xe)

ψh(x)

ne,x(ψh)

Figure 5.6: Definition of ne,x in two configurations

The convex neighborhood is defined as follows:

T (ψh) =
{
ϕh ∈ Xh,min

xe∈e
ne,x(ψh) · (ϕh(xe) −ϕh(x)) ≥ ε,

for all edges e and all nodes x 6∈ e
}
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where ne,x(ψh) is defined by:

min
xe∈e

ne,x(ψh) · (ψh(xe) −ψh(x)) = dist(ψh(e),ψh(x)).

See Figure 5.6 for two typical configurations.

M1

M2

ψh(xe)

ψh(x)

ne,x(ψh)

Figure 5.7: An example of convex constraint approximating the non-convex
one: all the pairs edge/vertex can be separated by a straight line (dashed-
line), with a gap ε.

At convergence, ϕh does not a priori satisfy the optimality conditions
of the original non-convex problem. Nevertheless, it can be proved that it
satisfies them with an error of O(h) (see [100]).

We denote by e+ and e− the vertexes of an edge e. It is convenient to
notice that the convex neighborhood can also be rewritten as:

T (ψh) =
{
ϕh ∈ Xh, F

−
e,xi

(ϕh) ≤ 0, F+
e,xi

(ϕh) ≤ 0,

for all edges e and all nodes xi 6∈ e
}

where

F−
e,xi,ψh

(ϕh) = ε− ne,xi
(ψh) · (ϕh(e−) −ϕh(xi)),

and

F+
e,xi,ψh

(ϕh) = ε− ne,xi
(ψh) · (ϕh(e+) −ϕh(xi)).

Under this form, we see that the convex constraints consist in saying that,
after deformation, any edges and vertexes can be separated by a straight
line, with a gap ε (see Figure 5.7).

If ϕ ∈ Xh is a fixed point of Algorithm 5.2.1, then there exists λ+
c,e,i > 0

and λ−c,e,i > 0, where the couple of indexes (e, i) represent all couple “edge
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e / nodes i not belonging to edge e” such that:





〈J ′(ϕ), ξ〉−
∑

e

∑

xi 6∈e

ne,xi
·
(
(λ−e,xi

+ λ+
e,xi

)ξ(xi) + λ−e,xi
ξ(e−) − λ+

e,xi
ξ(e+)

)
= 0

λ−c,e,xi
F−

e,xi,ψh
(ϕ) = 0,

λ+
c,e,xi

F+
e,xi,ψh

(ϕ) = 0.

∀ξ ∈ Xh

With this definition of T (ϕh), it clearly appears that solving the min-
imisation problem on the convex set T (ϕh) is a problem very similar to that
considered in the previous section. In other words, the algorithm used for
the valve-wall contacts can be used, with slight modifications, to solve step
(ii) of the present multi-body contact algorithm.

Conclusion

The global organization is sketched on Figure 5.8: a “fluid-structure master”
manages the FSI coupling algorithm, while a “structure master” manages
the structures and the contact. Whatever the coupling algorithm (loosely
coupled, strongly coupled, etc.), whatever the fluid formulation (ALE, FD,
or both), whatever the number and the kind of structures, in presence of
contact or not, the only modification to perform in existing solvers are as
limited as possible: for the fluid, it only consists in sending a load and
receiving displacements/velocities whereas, for the structure it only consists
in sending displacement/velocities and receiving a load.

fσ fσ

fσcσ +
fσcσ +

fσcσ +

Fluid
Structure

Master

Structure Structure

1 2

FSI Master

u u

u u

u

Figure 5.8: FSI with multi-body contacts: σf stands for hydrodynamic force,
and σc for the contact force.
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5.3 Numerical simulations

In this section we will present all the approaches developed to tackle the
contact problem. At first we will use a simple contact experiment where
we used the dual approach described in section 5.1.3, then we will show an
example where we used the algorithm presented in section 5.2.2. Then we
will do a comparative study of the both methods applied to a common case
and also stress the importance of explicitly treating contact in such cases.
For that we will present two cases where taking into account contact forces
avoids the presence of non-physical results.

5.3.1 Verification

In order to assess the two previous algorithms we consider a valve-rigid wall
contact and we compare the results to those obtained with another algorithm
which consists in using a relaxation with projection in the structure solver.

We recall that relaxation with projection is a simple algorithm which
implements the contact constraint during the resolution of the linear system
with a Gauss-Seidel-like procedure. Clearly, this method is simpler than the
previous ones but it has to be implemented directly in the structure solver,
which is not conform to our philosophy. Moreover, Gauss-Seidel methods
are known to be quite inefficient. This method is nevertheless very useful to
verify the other approaches.

We considered a continuous force applied to a valve that is clamped at a
60 degree angle clockwise. There is no fluid in this simulation. Here we con-
sider that our benchmark is the result given by the algorithm of relaxation
with projection. For the multicontact algorithm, the wall is considered to
be another structure and is meshed accordingly. We see in Fig. 5.9 a very
good agreement of the three methods.

We give in Table 5.1 the L2 difference (in space and time) between the
result given by the relaxation with projection and the results obtained with
the simple contact algorithm and the multicontact algorithm. In view of the
tolerance chosen for the various stopping criteria, we can conclude that the
three methods give very similar results.

l2 error

simple contact 0.00623857

multicontact 0.00621777

Table 5.1: L2 difference in time and space of the two proposed contact
algorithm and the benchmark given by the relaxation with projection
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Figure 5.9: Snapshots of the displacement of the 60 degrees clamped valve,
taking at each time the result obtained by relaxation, and with the two
proposed algorithms (simple and multi-body). The experiment is done with
a given force and without fluid. The three results are in very good agreement.



132 CHAPTER 5. MULTI-BODY CONTACT AND FSI COUPLING

5.3.2 FSI and valve-rigid wall contact

We now propose two test cases with large displacements as well as contact
on an artificial wall. The contact problem without friction is solved with
the dual approach method described in Section 5.1.3.

Figure 5.10: Snapshots of the contact problem when it impedes the fluid
flow. The six first figures show, at six different times, the pressure around
the valve. The last picture shows the velocity and the streamlines at time
3.38 s when the valve is starting to close. The colors reflect the difference of
the pressures between the left and the right-hand side of the valve.

In the first experiment (Fig. 5.10) the 1.13 cm valve is embedded at 60
degrees. When it closes, it completely impedes the fluid flow. The valve
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Figure 5.11: Snapshots of the contact problem with a very compliant valve.
The arrows represent the velocity and the size is proportional to its intensity.
The domain shown here of 2 cm× 1 cm is a sample of a 6 cm× 1 cm tube.

stiffness is EI = 1.0 g cm3 s−2 and the pressure (4.31) has an amplitude
A = 200 g cm−1 s−2. In the second example (Fig. 5.11) the valve is less stiff.
It has very large displacements and is allowed to touch the top artificial
wall. The length of the tube is 6 cm, its height is 1 cm. The valve length is
1.1 cm, its flexural stiffness is EI = 2.5 × 10−2 g cm3 s−2 and the pressure
(4.31) has an amplitude A = 140 g cm−1 s−2.
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5.3.3 FSI and valve-valve contact

We present in this section a result obtained with the multi-body contact al-
gorithm in a 2D fluid-structure problem involving two leaflets (see Fig. 5.12).
The valves’ stiffness is EI = 0.2 g cm3 s−2 and the pressure function (4.31),
as the previous example, has an amplitude A = 200 g cm−1 s−2.

We present two different cases, one with just the multi-body contact al-
gorithm and another where attachment constraints have also been imposed.
We recall that the attachment constraints are motivated by the simulation of
the Mitral valve (see section 1.2.2, Valvular regurgitation). The simulations
presented here are a first step toward more realistic cases.

Multi-body contact

Figure 5.12: Multi-body contact in a fluid-structure interaction problem.

Both valves are left free to interact with the fluid. Notice that one valve
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only “sees” the other through the informations given to it by the fluid.

Multi-body contact with attachment constraints

On this example even if both valves are free to interact with the fluid there
is an extra constraint imposed on them, the chordæ tendinæ. The heart
strings imposed had a length of 0.6 cm each and are both fixed at the oppo-
site side of the vasalva sinuses (as seen on Fig. 5.4).

Figure 5.13: Multi-body contact in a fluid-structure interaction problem
using attachment points. Notice in bottom left figure the effect of the at-
tachment point referred to in Remark 5.1.

The difference between the bottom left images of Fig. 5.12 and Fig. 5.13
can be seen in Fig. 5.14. In Fig. 5.15 we show that the pressure drop, referred
to as the strong gradient before and after the valves, is still present.
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Figure 5.14: In this image we can clearly see the difference between solving
the problem with (left) and without (right) attachment points. Notice the
upturned apexes.

Figure 5.15: Here we performed an elevation of the pressure function over
the domain. The strong pressure drop is visible.

5.3.4 On the importance of explicitly treating the contact

To end this chapter we would like to briefly address an issue which is spe-
cific to fluid-structure interaction problems: because of the presence of the
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fluid, one might think that contact is implicitly handled by the model. This
statement is maybe true at the continuous level, but we have several nu-
merical examples showing that contacts have to be explicitly treated in the
simulations.

For example, if we use the same test case as in section 6.1 with a slightly
larger valve, the tip of the structure goes out of the fluid domain.

Figure 5.16: In this snapshot we see the time step just before the structure
leave the fluid domain. This in general cannot be managed nor avoided
without explicitly treating contact.

For a multi-body configuration, we show in Figure 5.17 what happened
if contact is not managed: the only presence of the fluid is not sufficient to
prevent the overlapping of the two leaflets. It is possible that very refined
meshes do not have this problem. But it seems more realistic, specially
in 3D, to explicitly handled contact with the algorithms proposed in this
Chapter.
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Figure 5.17: Non physical simulation obtained as a result of not explicitly
taking into account contact forces. Notice the overlapping between elements
of both structures.



Chapter 6

FSI with compliant wall and
immersed structure

Chapter 4 was dedicated to the Fictitious Domain (FD) method, and Chap-
ter 3 dealt with FSI in the Arbitrary Lagrangian Eulerian (ALE) framework.
Whereas ALE is well-suited for the interaction with the wall, FD is more
adapted for the interaction with a valve. As explained in Section 1.3, for
the aortic valve, it is relevant from the biomechanical viewpoint to take into
account both interactions. The purpose of this chapter is to propose an
algorithm which allows to efficiently mix ALE and FD. The ALE version
of this method has been proposed in [54, 55] and presented in Chapter 3,
Section 3.6.

6.1 Compliant wall and immersed structure

6.1.1 Problem setting

We consider the internal flow of an incompressible fluid within a compliant
wall and in presence of an immersed structure. For simplicity, we assume
that the wall is governed by the general elastodynamic equations and that
the immersed structure is governed by the 1D elastic model introduced in
Section 2.2.2. The arguments presented below can be easily extended to
other structure models.

The notations have been defined in Chapter 2 and 3. We denote by
Γ(t) the fluid-structure interface on the wall and by Σ(t) the fluid-structure
interface on the immersed structure. We have:

• Fluid sub-problem:



ρf
∂u

∂t |A
+ ρf (u−w) · ∇u− divσ(u, P ) = 0, in Ωf (t),

divu = 0, in Ωf (t),

σ(u, P )nf = −Pinnf , on Γin.

(6.1)

139
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• Solid sub-problem 1 (hyperelastic material, with an elastic energy den-

sity Ŵ ):





ρ̂s,0
∂2η̂s

∂t2
− divx̂

(
F̂ sΣ̂

)
= 0, in Ω̂s,

η̂s = 0, on Γs,D,

F̂ sΣ̂n̂s = 0, on Γ̂s,N .

(6.2)

• Solid sub-problem 2 (1D elastic structure):





Find x(s, t) ∈ K such that

m
∂2x

∂t2
− EI

∂4x

∂s4
= fΣ,

x(0) = 0,
∂x

∂s
(0) =

∂x

∂s
(L) = 0.

(6.3)

where K is defined in (2.7).

• Coupling conditions:





η̂f = Ext(η̂
s|bΓ), Ωf (t) = A(Ω̂f , t), ŵ =

∂η̂f

∂t
, in Ω̂f ,

u = w, on Γ(t),

TrΣ(u) =
∂x

∂t
(s, t), on Σ(t),

F̂ sΣ̂n̂s + ĴAσ̂(u, P )F̂
−T

A n̂f = 0, on Γ̂,

fΣ = −(σ(u, P )+ · n+ + σ(u, P )− · n−), on Σ(t).
(6.4)

The following result states the energy equation of the global system. As
expected, the dissipation only comes from the fluid viscosity and the power
exchanged by the fluid and the structure exactly balance at the interface.
This balance is a direct consequence of the coupling conditions (6.4).

Proposition 6.1. Assume that the coupled fluid-structure system is iso-
lated, i.e. u = 0 on ∂Ωf (t)\Γ(t), F̂ sΣ̂n̂s = 0 on ∂Ω̂s\Γ̂ (where Σ̂ is the
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second Piola tensor), then the following energy balance holds:

d

d t

[ ∫

Ωf (t)

ρf

2
|u|2 dx+

∫

cΩs

ρ̂s,0

2
|us|2 dx̂+

∫ L

0

m

2

∣∣∣∣
∂x

∂t

∣∣∣∣
2

ds

︸ ︷︷ ︸
Kinetic energy

+

∫

cΩs

Ŵ (ê) dx̂

︸ ︷︷ ︸
Wall elastic energy

+

∫ L

0

EI

2

∣∣∣∣
∂2x

∂s2

∣∣∣∣ ds
︸ ︷︷ ︸

Immersed elastic energy

]

+

∫

Ωf (t)
2η|D(u)|2 dx

︸ ︷︷ ︸
Dissipated viscous power

=

∫

Γin

(−Pin · u)dx. (6.5)

Proof. The sketch of the proof is the following: we multiply the fluid equa-
tion (6.1)1 by u, the solid equation (6.2)1 by us, we integrate by parts and
use the boundary conditions. Also we multiply equation (6.3) by ∂x

∂t and we
integrate by parts. Finally, we add the resulting expressions by noticing that
the interface integral contributions cancel thanks to the coupling conditions.
We now give the details of the computation.

Fluid

ρf
∂u

∂t |A
+ ρf (u−w) · ∇u− divσ(u, P ) = 0

For the mass term in the fluid, using the change of variables x = A(x̂, t) and
the Euler expansion formula

D

Dt
Jt = Jt divu,

we have∫

Ωf (t)
ρf
∂u

∂t |A
· udx =

∫

cΩf

ρf ĴA
∂û

∂t
· ûdx̂

=

∫

cΩf

ρf

2

∂
(
ĴA|û|2

)

∂t
dx̂−

∫

cΩf

ρf

2
ĴAd̂ivw|û|2 dx̂

=
d

d t

[∫

Ωf (t)

ρf

2
|û|2 dx

]
−
∫

Ωf (t)

ρf

2
divw|u|2 dx.

For the convective term, since divu = 0, integrating by parts, using the
boundary conditions and the equality u = w on Γ(t), we have

∫

Ωf (t)
ρf (u−w) · ∇u · udx =

∫

Ωf (t)

ρf

2
(u−w) · ∇|u|2 dx

=

∫

Ωf (t)

ρf

2
divw|u|2 dx.
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For the stress term, we have to take care of the singularity induced by the
immersed structure Σ(t). Applying Green’s formula in Ω− and Ω+ (where
Ω− and Ω+ define a subdivision of Ω, as in Figure 4.4).

−〈divσ(u, P ),u〉 =

∫

Ωf (t)
2µD(u) : D(u) dx

−
∫

Γ(t)
σ(u, P )nf · uda

+

∫

Γin

Pin · uda

−
∫

Σ(t)
(σ(u, P )+ · n+ + σ(u, P )− · n−) · uda.

Therefore, by adding these three contributions we have the following energy
balance in the fluid:

d

d t

[∫

Ωf (t)

ρf

2
|u|2 dx

]
+

∫

Ωf (t)
2µ|D(u)|2 dx−

∫

Γ(t)
σ(u, P )nf · uda

=

∫

Γin

(−Pin) · uda+

∫

Σ(t)
(σ(u, P )+ · n+ + σ(u, P )− · n−) · uda.

(6.6)

Compliant wall

ρ̂s,0
∂2η̂s

∂t2
− divx̂

(
F̂ sΣ̂

)
= 0

For the mass terms in the solid, we readily obtain

∫

cΩs

ρ̂s,0
∂2η̂s

∂t2
· ∂η̂s

∂t
dx̂ =

d

d t

∫

cΩs

ρ̂s,0

2
|ûs|2 dx̂. (6.7)

For the stress term, integrating by parts and using the boundary conditions
we have

−
∫

cΩs

divx̂
(
F̂ sΣ̂

)
· ûs dx̂ =

∫

cΩs

F̂ sΣ̂ : ∇x̂ûs dx̂−
∫

bΓ
F̂ sΣ̂n̂s · ûs dâ. (6.8)

On the other hand, since Σ̂ is symmetric and using the Green-Lagrange
strain tensor

ê =
1

2
(F̂

T

s F̂ s − I)
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and also that the deformation gradient is defined as F̂ s = ∇x̂η̂s, it follows
that

F̂ sΣ̂ : ∇x̂ûs = F̂ sΣ̂ :
∂F̂ s

∂t
=
∂F̂ s

∂t
F̂ s : Σ̂

=
1

2

(
∂F̂

T

s

∂t
F̂ s + F̂

T

s

∂F̂ s

∂t

)
: Σ̂ =

∂ê

∂t
: Σ̂.

In addition, since the material is hyperelastic, we have

F̂ sΣ̂ : ∇x̂ûs =
∂ê

∂t
: Σ̂ =

∂ê

∂t
:
∂Ŵ

∂ê
(ê) =

∂Ŵ (ê)

∂t
,

and, therefore from (6.8),
∫

cΩs

F̂ sΣ̂ : ∇x̂ûs dx̂ =

∫

cΩs

∂Ŵ (ê)

∂t
dx̂−

∫

bΓ
F̂ sΣ̂n̂s · ûs dâ

=
d

d t

∫

cΩs

W (ê) dx̂−
∫

bΓ
F̂ sΣ̂n̂s · ûs dâ.

By combining this last equality with (6.7), we get the following energy
balance for the compliant solid

d

d t

∫

cΩs

ρ̂s,0

2
|ûs|2 dx̂+

d

d t

∫

cΩs

W (ê) dx̂−
∫

bΓ
F̂ sΣ̂n̂s · ûs dâ = 0. (6.9)

Immersed structure

We multiply the equation by ∂x
∂t and we integrate:

∫ L

0
m
∂2x

∂t2
· ∂x
∂t
ds =

∫ L

0

m

2

∂

∂t

∣∣∣∣
∂x

∂t

∣∣∣∣
2

ds =
d

dt

∫ L

0

m

2

∣∣∣∣
∂x

∂t

∣∣∣∣
2

ds (6.10)

and
∫ L

0
EI

∂2x

∂s2
· ∂

3x

∂s2∂t
ds =

∫ L

0

EI

2

∂

∂t

∣∣∣∣
∂2x

∂s2

∣∣∣∣
2

ds =
1

2

d

dt

∫ L

0
EI

∣∣∣∣
∂2x

∂s2

∣∣∣∣ ds (6.11)

For the force term we obtain
∫ L

0
fΣ · ∂x

∂t
ds =

∫ L

0
−(σ(u, P )+ · n+ + σ(u, P )− · n−) · uΣ (6.12)

Finally, by combining (6.10)-(6.12) we obtain the following energy balance
for the immersed surface

d

dt

[∫ L

0

m

2

∣∣∣∣
∂x

∂t

∣∣∣∣
2

ds+

∫ L

0

EI

2

∣∣∣∣
∂2x

∂s2

∣∣∣∣ ds
]

=

∫ L

0
−(σ(u, P )+·n++σ(u, P )−·n−)·uΣ

(6.13)
We then conclude the proof by adding (6.13) to (6.6) and to (6.9) and

using the interface coupling conditions (6.4).
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6.2 A semi-implicit scheme for a ALE/FD formu-
lation

In this section we propose a new algorithm which allows to efficiently mix
ALE and FD for the problem defined above. The scheme is based on (3.80)-
(3.84), in which we introduce the Lagrange multiplier part concerning the
immersed elastic structure.

Assuming that Ωn
f , un

f , Pn, η̂n
s , xn,xn−1,xn−2 are known, we propose

to compute Ωn+1
f , un+1, Pn+1, η̂n+1, xn+1 according to the following pro-

cedure:

• Step 0: Second order extrapolation of the fluid-structure interface:

η̃s
n+1 = η̂n

s + δt

(
3

2
ûn

s − 1

2
ûn−1

s

)
. (6.14)

• Step 1:

– Step 1.1:Definition of the new fluid domain (moving the ALE
domain):

η̂n+1
f = Ext(η̂n

s|bΓ), ŵ(η̂n+1
f ) =

1

δt

(
η̂n+1

f − η̂n
f

)
. (6.15)

– Step 1.2: Displacement of the immersed structure mesh with
the predicted displacement η̃s

n+1

• Step 2: Advection-diffusion step (explicit coupling) including ALE to
follow the moving boundary Γn+1 and FD to capture the immersed
structure Σn+1.





∫

Ωn+1
f

ρf
ũn+1 − un

δt

∣∣∣∣∣
x̂

· v +

∫

Ωn+1
f

ρf (ũn− wn+1) · ∇ũn+1 · v

+

∫

Ωn+1
f

2ηD(ũn+1) ·D(v) + 〈λn+1
visc , T rΣn+1(v)〉 = 0,

〈µ, T rΣn+1(ũn+1)〉 = 〈µ, x̃
n+1 − xn

δt
〉,

ũn+1 = wn+1, on Γn+1.
(6.16)

• Step 3: Projection step (implicit coupling):
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– Step 3.1:





∫

Ωn+1
f

ρf
un+1 − ũn+1

δt
· v +

∫

Ωn+1
f

Pn+1divv

+〈λn+1
p , T rΣn+1(v) · n〉 = 0,∫

Ωn+1
f

q divun+1 = 0,

〈µ, TrΣn+1(un+1) · n〉 = 〈µ, x
n+1 − xn

δt
· n〉,

un+1 · nf =
η̂n+1

s − η̂n
s

δt
· nf , on Γn+1

(6.17)

– Step 3.2: Solve the structure equation governing the wall:





∫

cΩs

ρ̂s,0
ûn+1

s − ûn
s

δt
· v̂s dx̂+

∫

cΩs

(
Πn + Πn+1

2

)
: ∇bxv̂s dx̂ =

∫

bΓ
Ĵn+1

f v̂s · (σ (ũn+1, Pn+1) ◦ An+1)(F̂
n+1

f )−T · n̂s dâ,

η̂n+1
s − η̂n

s

δt
=
ûn+1

s + ûn
s

2
, in Ω̂s,

(6.18)

– Step 3.3: Solve the structure equation governing the valve:





∫ L

0
m

2xn+1 − 5xn + 4xn−1 − xn−2

δt2
· ξds+

∫ L

0
EI

∂2xn+1

∂s2
· ∂

2ξ

∂s2
ds = 〈λn+1

visc + λn+1
p n, ξ〉

(6.19)

Some comments are in order. In step 3.2, the viscous part of the load
on the wall Γn+1 (which appears in the right-hand side of the first equation
in (6.18)) is obtained by computing the “variational residual” of problems
(6.16) as explained in equation (4.8).

The load on the immersed structure Σn+1 is given by the two Lagrange
multipliers computed in Step 2 (λn+1

visc : viscous part) and in Step 3.1 (λn+1
p :

pressure). The key idea of the algorithm is that λn+1
visc is computed only one

time per time step. Sub-iterations within a time step are only performed for
Pn+1 and λn+1

p . Step 2 is therefore excluded from the expensive subiteration
loop which makes the algorithm efficient.

The implicit part of the algorithm (projection step) can be solved with
the Aitken fixed point method (see Figure 4.5).
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In the original version of this algorithm (without immersed structure),
the projection step was performed solving a Poisson equation on the pres-
sure, as explained in Section 3.5. Here, it seems necessary to solve the
projection step with a Darcy equation, because of the immersed structure.
This makes the algorithm less efficient. The treatment of the projection step
with a Poisson equation in the presence of an immersed structure may be
an interesting future extension of this method.

6.3 Numerical results

We propose a preliminary test case mixing ALE and FD in a rather aca-
demical situation.

The domain is time dependent Ω(t); the fluid is solved in the ALE for-
mulation. One side of Ω(t) is occupied by an elastic wall whose behavior is
governed by a generalized string equation:

ρwh
∂2d

∂t2
− kGh

∂2d

∂z2
+

Eh

1 − ν2

d

R2
0

− γ
∂3d

∂z2∂t
= fΣ, (6.20)

where d denotes the vertical displacement of the wall, h is the wall thickness,
k is the so-called Timoshenko shear correction factor, G = E/(2 + 2ν) the
shear modulus, E the Young modulus, ν the Poisson ratio, ρw the wall
density and γ a viscoelastic parameter. The following parameters are used:
E = 0.75 · 106 dynes/cm2, ν = 0.5, ρw = 1.1 g/cm3, h = 0.1 cm, R0 =
0.5 cm, k = 1. The valve is modelled by the 1D elastic structure described
in Section 2.2.2. Its length is 0.49cm and its flexural stiffness is EI =
0.5 g cm3 s−2. The inlet pressure pin is defined by pin(t) = 2000 if 0 ≤ t <
0.01, pin(t) = −2000 if 0.06 ≤ t < 0.08, and pin(t) = 0 otherwise.

The compliance of the wall is responsible for the propagation of a pres-
sure wave which interacts with the valve as shown on Figure 6.1. Now the
“Structure Master” (see Fig. 5.8) manages two structure – the valve and the
wall – but the coupling algorithm is exactly the same as before (Fig. 5.3).
This demonstrates the flexibility of the proposed approach.

The simulation presented in Figure 6.1 was done with the fully implicit
Aitken fixed-point method. As mentioned in Section 5.1.3, the presence of
the compliant wall increases significantly the number of fixed point iterations
compared to the case with rigid wall. This test case is therefore a good
candidate for the semi-implicit scheme proposed in the previous section.

To verify the new solver, we first compare both algorithms in Figure 6.2.
The upper one has been obtained with stabilized Q1/Q1 finite elements
(monolithic fluid solver) and a fully implicit coupling scheme while the lower
one with the Q1/Q1 Chorin-Temam projection method and the semi-implicit
coupling scheme. We see that the results are in good agreements. For this
case we considered a Dirichlet boundary condition on the inlet and free
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Figure 6.1: Interaction of a pressure wave with a valve. The simulation is
obtained by mixing ALE (for the elastic wall) and FD (for the valve).

exit. The inlet velocity was 20 cms−1 and the valve flexural stiffness was
EI = 10 dyne cm−3 s−2.

Table 6.1 show comparisons of CPU time. The reduction is about 30%,
which is interesting but a little bit disapointing. Compared to the version of
this algorithm without immersed structure, the bottleneck is the resolution
of the projection step via a Darcy equation (instead of a Poisson one).

The development of a more efficient projection step in presence of an
immersed structure is a subject for further research.

COUPLING ALGORITHM
CPU TOTAL

(dimensionless)

Implicit FP-Aitken 1.325

Semi-Implicit FP-Aitken 1

Table 6.1: CPU time: straight tube, 100 time steps of length δt = 0.0025 s
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Figure 6.2: On top the fully implicit algorithm is used and on the bottom,
the semi-implicit strategy with a Darcy solver. For each test we also show
the pressure gradient around the valve. These results are in agreement.



Chapter 7

Conclusions and perspectives

During the present thesis we have studied a fictitious domain method to
simulate the interaction between valves and an incompressible viscous flow.
We have quantitatively shown, by means of numerical simulations, that the
precision of this method for both the displacements and the constraints is
satisfactory when compared to the ALE. Unlike the works already present
in the literature, the approach presented here is based on partitioned algo-
rithms that preserve the independence between fluid and structure. More-
over, contrary to the models generally considered, the structures used in this
work are thin solids (in particular shells in 3D), which seem essential, in view
of valve thickness and also to avoid the locking phenomena. We have also
proposed a strategy that permits the management of contact between several
structures immersed in a fluid. This proposed algorithm is also completely
independent from the chosen structure solver, which makes its use very flex-
ible. Finally we proposed a semi-implicit coupling algorithm allowing the
efficient mixing of an ALE approach for the wall with a fictitious domain
approach for the valve. This algorithm is based on the Chorin-Temam pro-
jection method. Compared to its purely ALE version, the presence of valves
makes less effective the projection phase. The projection in the presence of
valves using the Poisson problem is an open problem that would constitute
an interesting continuation of this work. Another prolongation would be to
extend to 3D the algorithm for contact management. This would allow us
to consider, in 3D and using elastic valves, assessment questions concerning
the clinical indexes which have been raised at the beginning of this thesis
about very simple models.
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8.1 Clinical indices for subvalvular stenosis

This appendix is a part of a work published in [23]

As it was stated in Section 1, in order to guide clinicians in their diagnosis of
the aortic valve stenosis, standard parameters are at their disposal (see e.g.
[17, 66] for a general survey of this topic). These clinical indices are based
on velocity and pressure measurements and are taken by catheterization or,
more often, by Doppler echocardiography. This last one presents an advan-
tage since it is a non-invasive procedure. These clinical indexes have been
established from simplified considerations of fluid mechanics. We present a
few of them in this appendix.

On the one hand, mean pressure difference (TPG = pV − pV C or trans-
valvular pressure gradient) is assessed between the left ventricle (V) and the
vena contracta (VC), where the cross-sectional area of the flow jet is minimal
(see Fig. 8.1). Using catheterization, this measure is direct. Using Doppler,
this value is obtained from the measure of the upstream velocity vV and the
transvalvular flow velocity vV C . Indeed, applied on a streamline between
the left ventricle and the vena contracta, neglecting the gravity potential,
knowing that there is no energy losses between the two sections and using
the temporal mean, the Bernoulli equation yields:

TPG = pV − pV C =
1

2
ρ(V 2

V C − V 2
V ).

Clinicians generally make the assumption that the ventricular velocity VV

can be neglected. Moreover, they typically used mmHg as pressure unit
(1mmHg ≈ 1333.22 dyne cm−2) and knowing that ρ ≈ 1000 kg m−3 in blood
(1 g cm−3 in cgs), this equation is reduced to:

TPG = pV − pV C = 4(V 2
V C).

A mean pressure difference that exceeds 20mmHg is considered as significant
and when TPG > 50mmHg, the stenosis is classified as severe.

On the other hand, clinicians can estimate the so-called aortic valve
Effective Orifice Area (eoa), which is the minimal cross-sectional area of
the flow jet, attained downstream the valve at the vena contracta. Using
Doppler, this value is obtained from the application of the continuity equa-
tion between the left ventricle and the vena contracta. Assuming that the
values of the areas are not modified during systolic ejection, that the section
of the ventricle is circular with a diameter dV and that velocity profiles are
flat, eoa is expressed in cm2 as:

eoaDoppler =
1

vV C

(
π

(
dV

2

)2

vV

)
=
AV vV

vV C
,
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TPGmax

netTGP
Initial
Static
Pressure

V
VC

valve

A

Initial
Energy

cm
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Energy
Loss

p+ 1

2
ρu2

p

Figure 8.1: Top: a simplified sketch of the aortic valve geometry. The left
heart ventricle is on the left side, while the aorta is on the right. Bottom:
pressure profile along the axis. Observe the pressure drop and then the
subsequent partial recovery (reproduced from [66]). The quantity p+ 1

2ρu
2

represents the dynamic pressure. V indicates the left ventricle, VC the vena
contracta and A the aorta.
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where AV represents the ventricle’s area. Using catheterization, eoa is
evaluated from the Gorlin equation (see [75]) and expressed in cm2:

eoaGorlin =
Q

44.3
√
TPG

, (8.1)

where Q is the flow rate expressed in mL/s and TPG unit is mmHg. The
value 44.3 is chosen empirically and can be found in the literature.

The grade of the aortic stenosis severity depends on the value of eoa:
mild (eoa > 1.5 cm2), moderate (1 < eoa ≤ 1.5 cm2) and severe (eoa ≤
1 cm2). Although all these measures should lead to the same value, it has
been recognized (see for example [65]) that Doppler- and catheter-derived
valve eoas are often discrepant, resulting in potentially divergent estima-
tions of aortic valve severity. These discrepancies are largely due to the
pressure recovery phenomenon that occurs downstream the valve due to the
conversion of a certain amount of kinetic energy (dynamic pressure) to static
pressure (see [31] and [32]). Indeed, whilst Doppler measures the velocity in
the VC section, it is generally very difficult to obtain the correct TPG by
catheter because of the difficulty in adjusting and maintaining the position
of the pressure sensor, and often a measurement of the net pressure gradient
TPGnet is instead obtained (see Fig. 8.1 bottom).

The eoa measurement is currently used to assess the degree of stenosis
severity and is recommended by the American Heart Association (AHA) and
the American College of Cardiology (ACC). Nevertheless, from a mechanical
point of view, the presence of a stenosis can be considered as a resistance to
blood flow. As a consequence, a part of the energy supplied by the ventricle
work is dissipated. Assuming that this loss is more relevant that the eoa, a
new diagnostic parameter has been recently proposed in [65].

Starting by projecting the linear momentum equation on the axis de-
scribing the flow direction it is obtained:

pV C AA − pAAA = −ρ(V 2
V C AV C + V 2

A AA).

From the Bernoulli equation applied over each streamline (neglecting the
gravity potential) yields:

ρ
v2

2
+ p = cS

where ρ is the fluid density, v the velocity, p the pressure, and cS is a
constant depending of the streamline. If the flow is supposed homogeneous
at the aorta entrance, cS = c0 independently of the streamline. We will
then apply it on a streamline between the left ventricle and the aorta, and
considering that energy losses exist only between the vena contracta and the
aorta we get

pA − pV C =
1

2
ρ(V 2

V C − V 2
A) − EL.
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Using the continuity equation and the momentum equation between the
sections including the vena contracta and the aorta, the energy loss EL can
be expressed as:

EL =
ρ

2
V 2

V C

(
1 − eoa

AA

)2

, (8.2)

where AA is the aorta section (which, as eoa, is assumed to be constant).
The energy loss more closely reflects the amount of left ventricular energy
that is lost during systole due to the obstruction created by the valve.

Remark 8.1. It must be observed that this index is still not entered in the
clinical practice. Moreover, the computation of EL requires the knowledge of
several variables, among which the eoa and AA, and attention must be paid
to the fact that the predictions performed on the patient in rest conditions
may not be representative of certain different conditions, for example during
exercise.

In [66], the authors rewrite the energy loss (8.2) in terms of flow rate Q
and eoa, so that EL can be determined by Doppler-derived parameters.

As Q = VV C · eoa and to express EL in mmHg, some simplifications
can be made in order to make the formulae easily usable:

EL = 4Q2

(
1

eoa
− 1

AA

)2

. (8.3)

The units are mL/s for Q and cm2 for eoa and AA. This gives

eoa×AA

AA − eoa
=

Q

50
√

∆E
(8.4)

which is similar to the Gorlin equation (8.1), but differs from it by the left
hand side. Thus from Eq. 8.3, the new proposed index is:

eoaAA

AA − eoa
.

Its main advantage is to be easily obtained by Doppler and seems to be
a better predictor of outcomes than the classical eoa since its described a
more physical quantity that is directly linked to the damage made by the
stenosis on the heart work.

The above parameters provide synthetic indexes that can help the clini-
cian in making decisions but much work is still needed in order to predict the
real clinical outcome for the patient. In this regard, numerical simulations
can provide a deeper insight into the fluid dynamics phenomena occurring
across the valve.

First, numerical simulations may relax the strong hypothesis requested
for the Bernoulli equation and adhere more realistically to the physical flow
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which is viscous and time dependent (a fortiori the fluid domain as well).
Moreover, there exist situations where a more precise knowledge of the
haemodynamic field may help in the use of the diagnostic tools. This is es-
pecially true in presence of a stenotic valve combined with other pathologies
(for example interesting the left ventricle), that give rise to a very complex
flow field. In these conditions, even sophisticated Doppler measurement may
be misleading (see [35] for instance), considered also the fact that there ex-
ist no systematical investigations in literature. Furthermore, deeper in the
modeling, valve displacement and fluid-structure interaction may be taken
into account (see [34] or [22] for heart valves).
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8.2 Augmented Lagrangian

In this appendix, we give some details in the Augmented Lagrangian method
used to enforce the inextensibility constraint for the 1D elastic valve pre-
sented in Section 2.2.2. The material presented here mainly comes from [20]
and [63].

A large number of problems in Mathematics, Physics, Mechanics and in
other areas can be formulated as a minimization problem

min
x∈V

(F (B x) +G(x)) (8.5)

where V and H are defined as topological vector spaces, B ∈ L and both
F : H −→ R and G : V −→ R are convex, proper and lower semi-continuous
functionals.
It is usually assumed that V and H are Hilbert spaces with inner products
and norms. Note that (8.5) can be rewritten as

min
(x,q)∈W

(F (q) +G(x)) (8.6)

with
W = {(x,q) ∈ V ×H : V x− q = 0} (8.7)

Following [69] we can easily define a Lagrangian functional L associated to
(8.6) by

L (x,q, λ) = F (q) +G(x) + (λ,Bx− q) (8.8)

where (·, ·) represents the inner product associated to H.
For an r > 0 we can furthermore define a penalised formulation of the
Lagrangian called Augmented Lagrangian that penalises the constraint Bx−
q giving:

Lr(x,q, λ) = L (x,q, λ) +
r

2
|Bx− q|2. (8.9)

8.2.1 Properties of Lr

We shall begin by defining J : V −→ R as

J(x) = F (Bx) +G(x)

then (8.5) can be rewritten as follows

{
J(u) ≤ J(x) ∀x ∈ V
u ∈ V.

(8.10)

For every function j : X −→ R we define the domain of j(·) as

dom(j) = {x ∈ X : j(x) ∈ R}.
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Then if
dom(F ◦B) ∩ dom(G) 6= ∅

we can state that J is convex, proper and lower semi-continuous. And
furthermore the sufficient conditions for (8.5) to have a unique solution
(from [25, 45]) are

- lim
‖x‖→+∞

F (x) = +∞

- F strictly convex.

As far as the properties for the saddle points of L and Lr we can state

Theorem 8.1. Let (u, p, λ) be a saddle point of L on V × H × H then
(u, p, λ) is also a saddle point of Lr ∀r > 0 and vice versa. It can be stated
that u is a solution of (8.5) and p = Bu.

From Theorem 8.1, it follows that solving the saddle point problem
{

Lr(x,q, µ) ≤ Lr(x,q, λ) ≤ Lr(v, p, λ) ∀(v, p, µ) ∈ V ×H ×H

(x,q, λ) ∈ V ×H ×H
(8.11)

is a way to finding a solution for (8.5).
Thus an algorithm of Uzawa type is implemented to solve the present prob-
lem.

8.2.2 Uzawa algorithms

In the present section we present two possible variants of the Uzawa algo-
rithm.

Algorithm 1

We denote by Algorithm 1 the following algorithm:

Consider λ0 ∈ H known (8.12)

then for λn known, we define xn,qn, λn+1 by
{

Lr(xn,qn, λn) ≤ Lr(v, p, λn) ∀(v, p) ∈ V ×H

(xn,qn) ∈ V ×H
(8.13)

λn+1 = λn + ρn(Bxn − qn), ρn > 0 (8.14)

In fact (8.13) is equivalent to the following system of coupled variational
inequalities
{
G(v) −G(xn) + (λn, B(v − xn)) + r(Bxn − qn, B(v − xn)) ≥ 0 ∀v ∈ V,
xn ∈ V,

(8.15)
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{
F (p) − F (qn) − (λn, p− qn) + r(qn −Bxn, p− qn) ≥ 0 ∀p ∈ H,
qn ∈ H.

(8.16)

As for the convergence of this algorithm we will state the following the-
orem from [69]

Theorem 8.2. We assume that L has a saddle point (x,q, λ) ∈ V ×H×H.
Then, under the following assumptions:

- dom(F ◦B) ∩ dom(G) 6= ∅;

- B is an injection and range(B) is closed in H;

- lim|p|→+∞
F (p)
|p| = +∞;

- F = F0 + F1 with both F0 and F1 convex, proper and lower semi-
continuous;

- F0 is gateaux differentiable and uniformly convex on the bounded sets
of H;

- 0 < α0 ≤ ρn ≤ α1 < 2r

the following convergence properties hold

- xn → u strongly in V ;

- qn → q = Bx strongly in H;

- λn+1 − λn → 0 strongly in H;

- λn is bounded in H.

Remark 8.2. When V and H are finite dimensional the convergence result
for Alg 1 can be attained with weaker assumptions on F,B,G: since the
constraint Bv = q is linear, if (8.5) has a solution then both L and Lr have
a saddle point (see e.g. [25, 110]); range(B) is always closed; it follows from
[26] that F0 satisfies the uniformly convexity property stated on Theorem 8.2
as the fifth assumption; if F0 is C1 and strictly convex then F ′

0 is C0 and
strictly monotone

(F ′
0(p2) − F ′

0(p1), p2 − p1) > 0 ∀p1 6= p2 ∈ H;

if (8.5) has a solution, the property lim|p|→+∞
F (p)
|p| = +∞ is not required
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It is usually assumed that r is fixed and that it is used a fixed value ρ for
ρn. Computational intuition tells us that the best convergence is obtained
when ρ = r. Note that the penalization parameter r plays a fundamental
role in the convergence of the algorithm and theoretically it can be proved
that the larger the r, the faster is the convergence. In fact this is not as
simple as stated.
As r becomes larger, the worse becomes the conditioning of the optimization
problem (8.15)-(8.16). It can be seen in [63] that the effect of the numerical
error on the behaviour of Alg 11 is not significant. This in fact states that
Alg 1 is rather robust.

Algorithm 2

It is easily noted that the main drawback of Alg 1 is that it requires the
solution of the coupled variational inequalities (8.15) and (8.16) at each
iteration. A convenient way to solving this is using block relaxation meth-
ods (see e.g [25, 26]). However if these relaxation methods are used and
in the evaluation of (xn,qn) one relaxation iteration is used, starting in
(xn−1,qn−1), the following algorithm Alg 2 can be found, which tackles the
drawback noted in Alg 1.

Consider (q0, λ1) ∈ H ×H known (8.17)

then for (qn−1, λn) known we can define (xn,qn, λn+1) by

{
G(v) −G(xn) + (λn, B(v − xn)) + r(Bxn − qn−1, B(v − xn)) ≥ 0 ∀v ∈ V
xn ∈ V

(8.18)

{
F (p) − F (qn) + (λn, p− qn) + r(qn −Bxn, p − qn) ≥ 0 ∀q ∈ H
qn ∈ H

(8.19)

λn+1 = λn + ρn(Bxn − qn), ρn > 0. (8.20)

Again following the results on [69] we will present a convergence result for
algorithm (8.18)-(8.20) which states that under certain assumptions on F

and G and if 0 < ρn = ρ < 1+
√

5
2 r, Alg 2 converges.

Theorem 8.3. We suppose that Lr has a saddle point (x,q, λ) on V ×H×
H. If the assumptions on Theorem 8.2 are valid and if

0 < ρn = ρ <
1 +

√
5

2
r

1The numerical error effect on Alg 1 is the combined effect of the conditioning, the
stopping criteria of the iterative procedure, round off errors, etc.
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we have the following convergence properties

- xn → u strongly in V ;

- qn → q = Bx strongly in H;

- λn+1 − λn → 0 strongly in H;

- λn is bounded in H.

Under the same observations made in Remark 8.2, if V and H are finite
dimensional the assumptions on Theorem 8.3 can be reduced and we can
simply state.

Theorem 8.4. If V and H are finite dimensional and if (8.5) has a solution
x. Furthermore if we suppose that:

- B is an injection

- G is convex, proper and lower semi-continuous

- F = F0 + F1 with F1 convex, proper and lower semi-continuous over
H and F0 strictly convex and C1 over H.

then (8.5) has a unique solution and if

0 < ρn = ρ <
1 +

√
5

2
r

holds, we have for Alg 2 the following convergence properties.

- limn→+∞ xn = x;

- limn→+∞ qn = Bx;

- limn→+∞ λn+1 − λn = 0;

- λn is bounded in H.

Again, as before, the computational experience seems to state that the
best choice for ρ is ρ = r. The choice of r is not straightforward and in
[69] it is stated that this Alg 2 is much more sensitive to the choice of this
parameter. Nonetheless the choice of r is discussed in section 8.2.3.

8.2.3 Penalization parameter r

Note that the penalization parameter r plays a fundamental role in the con-
vergence of the algorithm. If r is taken below a certain problem dependent
threshold we shall call rc, the algorithm (2.14) does not converge. If r is
too large, (2.14) has a slow convergence, can lead to local solutions of the
minimization problem and can give rise to non-physical numerical rigidity.
A good strategy for the choice of this parameter (r) is the following:
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1 Start from an r0 data dependent force related term (we use flexural
stiffness)

2 Compute εnp =
1√
L

(∫ L

0

∣∣∣∣
∂xn

p

∂s
− qn

p

∣∣∣∣
2
)1/2

3 After m iterations, if εnm < 10−3 we accept the value r (for example
m = 30).

4 If εnm > 10−3 we increase r ten fold and go back to 1.

In our case, as stated, we use the the flexural stiffness as our initial r0. We
refer to [20] for further discussions on this subject.
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8.3 Complements on the shell model

In this appendix we give further details about the shell model briefly pre-
sented in Section 2.2.3.

We will use Latin indexes for 3D tensors components’ and Greek indexes
for surface tensors components’2.

We assume that the 2D chart ~φ is such that the vectors

~aα =
∂~φ

∂ξα
(8.21)

are linearly independent at each point of the midsurface, and we introduce
the unit vector

~a3 =
~aα ∧ ~a2

‖~aα ∧ ~a2‖
The 3D medium corresponding to the shell can be defined using a curvilinear
coordinate system which consists of a reference domain

Ω = {(ξ1, ξ2, ξ3) ∈ R3 : (ξ1, ξ2) ∈ ω, ξ3 ∈
]
− t(ξ

1, ξ2)

2
,
t(ξ1, ξ2)

2

[
}

and the 3D chart

~Φ(ξ1, ξ2, ξ3) = ~φ(ξ1, ξ2) + ξ3~a3(ξ1, ξ2), (ξ1, ξ2, ξ3) ∈ Ω,

where t(ξ1, ξ2) is the thickness at point (ξ1, ξ2). Noting B = ~Φ(Ω), the space
region occupied by the shell structure, any point M ∈ B is uniquely defined
by its coordinates in the curvilinear coordinate system thus giving

~0M = ~Φ(ξ1, ξ2, ξ3),

where 0 is the origin of E . The 3D chart ~Φ along with the reference domain
Ω give a natural parametrization of the shell body.

8.3.1 Differential geometry

For the ordinary derivatives of a generic tensor T , we adopt the classical
notation

T,m =
∂T

∂ξm
, m = 1, 2, 3.

At each point of the midsurface, we define the covariant basis of the tangent
plane as the basis constituted by the vectors {~a1,~a2} that were defined
in 8.21. As a covariant one we also present a contravariant basis {~a1,~a2}
defined by

~aα · ~aβ = δα
β ,

2Einstein summation convention is assumed throughout.
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where δ is the Kronecker delta. Using the definition of the 3D chart given
previously, we can derive the 3D covariant base vectors. We have then,

~gα =
∂~Φ

∂ξα
= ~aα + ξ3~a3,α, ~g3 =

∂~Φ

∂ξ3
= ~a3,

where {~g1, ~g2, ~g3} is the local covariant basis at (ξ1, ξ2, ξ3). These vectors are
tangent to (ξ1, ξ2, ξ3). Its associated contravariant local basis {~g1, ~g2, ~g3} is
defined by

~gm · ~gn = δn
m.

Essential symmetric tensors

Here we will introduce some of the symmetric essential tensors for the anal-
ysis of shells.

First fundamental form

The first fundamental form a is a surface tensor which covariant-covariant
components are denoted by

aαβ = ~aα · ~aβ

and the contravariant-contravariant components are

aαβ = ~aα · ~aβ.

This first fundamental form is also known for its usefulness to express sur-
face integrals, and in fact, the infinitesimal area that corresponds to the
differentials (dξ1, dξ2) of the coordinates can be expressed as

dS =
√
adξ2ξ2,

with a = a11a22 − (a12)2.

Second fundamental form

The second fundamental form b is also known as the curvature tensor
due to the fact that it contains all the information concerning the curvature
of the surface. Its covariant-covariant components are given by

bαβ = ~a3 · ~aα,β = −~a3,β · ~aα

and the contravariant-contravariant components are defined as

bβα = aβλbλα.
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The Gaussian and mean surface curvatures can be respectively attained with

K = det(b)

and

H =
1

2
tr(b).

Third fundamental form

The third fundamental form c is found combining the first and the second
forms, obtaining

cαβ = bαγa
γλbλβ .

Metric tensor

The 3D metric tensor in covariant-covariant form is derived from the previ-
ous three fundamental forms and is described as:

gαβ = ~gα · ~gβ = aαβ − 2ξ3bαβ + (ξ3)2cαβ

gα3 = ~gα · ~g3 = 0
g33 = ~g3 · ~g3 = 1

Conversely the twice contravariant components of this metric tensor are
defined by

gmn = ~gm · ~gn.

The coordinate differential (dξ1, dξ2, dξ3) describe the infinitesimal volume
as

dV =
√
gdξ1dξ2dξ3,

where g denotes the Jacobian which corresponds to ξ2, ξ2, ξ3 that is given
by the determinant of the matrix of coefficients (gmn)m,n=1,2,3,

√
g = |~g1 · (~g2 ∧ ~g3)| =

√
a(1 − 2Hξ3 +K(ξ3)2).

Thus the integral of a function h in curvilinear coordinates takes the form

∫

Ω
hdV =

∫

ξ1,ξ2,ξ3

√
g dξ1 ξ2 ξ3.

Also, considering a certain surface vector u, using the Christoffel symbols
(Γλ

αβ = ~aα,β · ~aλ) we can denote uα|β the surface covariant derivative of uα

as

uα|β = uα,β − Γλ
αβuλ.
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8.3.2 Element specifications

Efficient MITC quadrilateral shell finite elements must satisfy ellipticity,
consistency, and the inf-sup condition. A shell elasticity problem can be
written in a general form as: Find ~U ε ∈ V such that

Aε(~U ε, ~V ) = F ε(~V ) ∀~V ∈ V (8.22)

where ~U ε is the exact displacement solution of the mathematical model and
~V is an arbitrary function in V, the space where the solution lies for a certain
fixed ε. In addition Aε(·, ·) is the bilinear form of the mathematical model
associated with ε, and F ε(·) the corresponding external virtual work. The
discretized formulation based on geometric approximations and obtained
when using the MITC approach reads: Find ~U ε

h ∈ Vh such that

Aε,h(~U ε
h,
~V ) = F ε(~V ) ∀~V ∈ Vh (8.23)

where ~Uh denotes the finite element solution, ~V is an arbitrary test function
in the space Vh where the finite element solution lies andAε,h(·, ·) denotes the
discretized formulation incorporating the MITC rules of strain interpolation
described above.

In order to illustrate the main difficulties when developing effective shell
finite elements, let us consider a shell of constant thickness. We can substi-
tute (2.34) into (2.37), replace C̄αβλµ and D̄αλ by the respective (approxi-
mate) mid-surface values 0C̄αβλµ and 0D̄αλ, and integrate with respect to
the thickness to obtain

Aε,h(~V , ~W ) = ε3Ah
b (~V , ~W ) + ε3Ah

m(~V , ~W ) (8.24)

for ~V , ~W ∈ Vh, where

Ah
b (~V , ~W ) =

∑

K

L3

12

∫

K̂

[
0C̄αβλµχh

αβ(~v, ~η)χh
λµ(~w,~τ )

+0D̄αλoh
α(~η)oh

λ(~τ)
]√

ā dr ds

Ah
m(~V , ~W ) =

∑

K

L

∫

K̂

[
0C̄αβλµγh

αβ(~v)γh
λµ(~w)

+0D̄αλζh
α(~v, ~η)ζh

λ(~w,~τ )
]√

ā dr ds

Ellipticity

In general a finite element problem is said to be elliptic if

∃α > 0 / ∀~V ∈ Vh, Aε,h(~V , ~V ) ≥ α‖~V ‖2
1. (8.25)
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It can be easily verified by counting the number of zero eigenvalues of the
stiffness matrix of one unsupported shell finite element, which must be ex-
actly six (corresponding to the physical rigid body modes).

Consistency

The MITC procedure incorporates two possible sources of consistency errors:

• Substitution of Ah
b for Ab: the geometric approximation in itself is

known to be well-controlled as we can see in [27], but the impact of the
MITC procedure is more difficult to analyze mathematically. However,
it can be numerically assessed by comparing MITC elements defined
like (2.34) to particular formulations obtained by only interpolating
those terms that induce locking (i.e. the membrane and shear strains)
without affecting the approximate bending strains, namely setting

ẽhαβ(~V ) = γh
αβ(~v) + z

t

2
χ̄αβ(~v, ~η) + z2 t

2

4
κ̄αβ(~η) (8.26)

• Consistency of Ah
m with respect to Am: this consistency must hold in

the norm that prevails in membrane dominated situations, namely the
membrane energy norm. For example, it would be sufficient to obtain
an estimate of the kind needed in the Strang Lemma (see [29]),

|Am(~V , ~W ) −Ah
m(~V , ~W )| ≤ ChpAm(~V , ~V )1/2Am( ~W, ~W )1/2 (8.27)

for all ~V , ~W ∈ Vh. But this type of consistency estimate is difficult to
establish given that the consistency errors arising from the geometric
approximation can be bounded in the H1-norm, not in the membrane
norm, and the analysis of consistency errors arising from the MITC
approach in Sobolev norms is still an open issue (see [27] and references
therein).

Inf-Sup condition

Ideally, all mixed finite element discretizations must satisfy the inf-sup
condition, which guarantees that the shell finite element is free from shear
and membrane locking in bending-dominated situations of any thickness. In
a bending-dominated situation and when considering the s-m-b or m-b shell
models, the problem to be solved can be written as: Find ~U ε = (~uε, θε) ∈ V
such that

Ab(~U
ε, ~V ) +

1

ε2
Am(~U ε, ~V ) = G(~V ) ∀~V = (~v, η) ∈ V. (8.28)

When ε tends to zero, vanishing membrane and shear strains must be sat-
isfied,

γ(~v) = 0, ζ(~v, η) = 0. (8.29)
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One possible choice to circumvent numerical locking is to introduce the mem-
brane and shear strains as auxiliary unknowns by using mixed formulations.
Such formulations can be written in a general form as





Ab(~U
ε, ~V ) +B(~V ,Σε) = G(~V ) ∀~V ∈ V

B(~U ε,Ξ) − ε2D(Σε,Ξ) = 0 ∀Ξ ∈ T +

(8.30)

where T + corresponds to L2 for all components of the stress. Using a finite
element procedure the corresponding discretized formulation is





Ab(~U
ε
h,
~V ) +B(~V ,Σε

h) = G(~V ) ∀~V ∈ Vh

B(~U ε
h,Ξ) − ε2D(Σε

h,Ξ) = 0 ∀Ξ ∈ Th

(8.31)

where a geometric approximation is used. The last equation in (8.31) defines
a projection into Th, namely

Σε
h = Πh(γ(~uε

h), ζ(~uε
h, θ

ε
h)) (8.32)

and then, after eliminating the stress unknowns, the finite element formula-
tion can be rewritten as: Find ~U ε

h ∈ Vh such that

Ab(~U
ε
h,
~V ) +

1

ε2
Ah

m(~U ε
h,
~V ) = G(~V ) ∀~V ∈ Vh (8.33)

where Ah
m is a reduced form of Am. The inf-sup condition that guarantees

a uniform error estimate in ε for the finite element approximation of the
mixed problem reads

sup
V ∈Vh,V 6=0

B(~V ,Ξ)

‖~V ‖V
≥ ̺ sup

V ∈V ,V 6=0

B(~V ,Ξ)

‖~V ‖V
, ∀Ξ ∈ Th (8.34)

Note that the norm of T is not used explicitly in this form of the inf-
sup condition. In fact, the problem of characterizing this space and the
associated norm for general shell geometries and boundary conditions still
remains to be solved (see [27] and the references therein).

A formal proof of the inf-sup condition has not been achieved for any
general shell finite element procedure so far, although a relaxed formulation
under particular conditions has been proposed in [21] and numerical inf-sup
tests are of general value to assess mixed formulations (see [9]).
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Paris 6, 2002.

[37] S. Del Pino, E. Heikkola, O. Pironneau, and J. Toivanen. A finite ele-
ment method for virtual reality data. C.R. Acad. Sci. Paris, 330:1107–
1111, 2000.

[38] S. Del Pino and O. Pironneau. FreeFem3D: a 3D finite element PDE
solver.

[39] S. Deparis. Numerical Analysis of Axisymmetric Flows and Methods
for Fluid-Structure Interaction Arising in Blood Flow Simulation. PhD
thesis, EPFL, Switzerland, 2004.

[40] S. Deparis, M. Discacciati, G. Fourestey, and A. Quarteroni. Fluid-
structure algorithms based on Steklov-Poincaré operators. Comput.
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[119] R. Temam. Une méthode d’approximation de la solution des équations
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