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Abstract 

 

In the present work, CO2 corrosion of API 5L X65 pipeline steel in the presence 

of acetic acid (HAc) was investigated. The objective of this research was to study a 

qualitative behaviour frequently found in the case of the so-called top-of-line corrosion 

(TLC). That is, increasing corrosion rates and steep shrinkage after certain - not 

predictable - time delay. The focus was on the role of HAc in the growth and stifling of 

localized attacks in CO2-containing media. The kinetic behaviours of carbon steel in 

such brines indicated that the overall effect of HAc is a balance between an enhanced 

cathodic reaction rate and a slightly inhibited anodic reaction rate. Results also showed 

that the active dissolution is not directly related to the presence of acetic acid but rather 

to what is generically referred to as CO2 corrosion. Zero resistance ammeter (ZRA) 

measurements on artificial pit electrode assembly, coupled to numerical simulation 

results, indicated that local HAc concentration gradients sustain the pit growth 

mechanism to a certain critical depth. Beyond this critical depth, the coupling current 

sharply drops off and the pit undergoes a process of stifling. However, a substantial 

effect of the purely ohmic drop on the pit stabilization process appeared unlikely in such 

conditions. Instead, initiated pits were shown to propagate and stifle mainly according 

to the counteracting depletions of HAc and CO2. On the basis of the obtained results, a 

complete scenario was therefore proposed for the morphological trend of localized 

attacks, which is in good agreement with field occurring TLC cases. 

 

Keywords: CO2 corrosion; Top-of-line Corrosion; Localized attacks; Acetic acid; 
ZRA; Artificial pit electrode; Numerical simulation. 
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I.1. Introduction 

The petroleum industry is at the cornerstone of the technological-energetic world 

matrix. One of its main concerns relates to the transportation of oil and gas. Particularly, 

corrosion phenomenon is at the origin of numerous failure cases encountered in this 

field with the human, cost and environmental impacts that they may cause. For 

economical reasons, multiphase well streams are still being sent crude or semi-

processed into carbon steel pipelines over long-distances from wells to main platforms, 

existing installations on neighbouring fields or onshore processing facilities. Carbon 

dioxide (CO2) gas is a natural component in oil and gas productions. It can be present 

with concentrations up to 50 % of the gas phase in certain wells. CO2 gas is soluble in 

water or aqueous solutions. Its solubility depends strongly on temperature, applied 

pressure, and to some extent on the nature of liquids. Dry CO2 gas is non-corrosive in 

nature to metals and alloys at moderate temperatures. In petroleum industry, however, 

CO2 is hydrated in the co-produced aqueous phase and forms carbonic acid (H2CO3), 

which often impairs structures through the so-called CO2 corrosion [1-6].  

 

I.2. CO2 corrosion 

CO2 corrosion, also known as “sweet corrosion”, was first discovered in the 

1940’s [1, 7]. Since then, its severity and cost impact on oil and gas productions have 

been extensively investigated. CO2 corrosion has also been paid increasing attention 

with the advent of enhanced oil recovery techniques, which are based on CO2 injection 

into reservoirs and gas wells. To date, this form of corrosion is still a major concern for 

the petroleum industry, particularly in transportation stages [8, 9]. In addition to CO2 

gas, water and other acidic gases such as hydrogen sulphide (H2S) and volatile organic 

acids co-produced with the hydrocarbons constitute often the corrosive environment. 

CO2 corrosion is also a major issue in which relates to the application of carbon steels. 

The latter are indeed widely used in the field for being presently the only economically 

feasible materials. Being highly vulnerable to CO2 corrosion, carbon steels can 
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experience high corrosion rates up to 10 millimeters per year [10, 11] leading to 

premature failure of installations in the absence of preventive mitigation efforts like 

injection of corrosion inhibitors [12]. 

 

I.3. Internal Corrosion of Gas Pipelines in Stratified Flow Regime 

In wet gas pipelines, the multiphase well stream may be transported in a variety 

of flow regimes such as annular, slug and (wavy) stratified flow. These regimes depend 

on the orientation of the pipeline and both the nature and the rate of the individual phase 

flow. The stratified flow regime is the most common of them (see Figure I.1). This is 

the case where the liquid phase (water, condensed hydrocarbons…) is transported along 

the bottom of the line, while the gas phase (CO2, water vapour…), flows along the 

upper part.  

 
Figure I.1. Schematic of wavy stratified flow regime 
commonly encountered in wet gas pipelines. 

 

In wet gas transportation, the stratified flow regime is well known to enhance internal 

corrosion. A broad view would categorize the internal corrosion of the pipe as uniform 

or localized. Considering the occurrence of internal corrosion, Gunaltun reported that 

the form of corrosion is correlated to the part of the inner pipe wall [13]. The latter is 

mainly divided into three parts; bottom-of-line, sidewalls, and top-of-line.  
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I.4. Top-of-Line Corrosion 

Top-of-line corrosion (TLC) is recognized as one of the most severe forms of 

internal corrosion in wet gas transportation [10]. Figure I.2 illustrates a case of TLC 

encountered in the field. The formation of iron carbonate layer (FeCO3) at the top-of-

line is most probably due to the fact that iron-saturated droplets of the condensed water 

do not fall down under the effect of gravity as the inclination is not sufficient [13]. 

However, if FeCO3 layer does not offer uniform protectiveness (porous or weak layer), 

the top-of-line can undergo severe localized attacks.  

 

Iron carbonate layer

Top

Side

Side

Figure I.2. Case of top-of-line corrosion [13]. 
 

TLC is typically associated with partially or completely failed (or the absence of) 

thermal insulation of the pipeline. Due to external cooling that induces large 

temperature gradients, the co-produced water vapour contained in the gas phase 

condenses on the whole circumference of the internal walls of the line. In such 

conditions, the condensed water is in equilibrium with the gas phase and becomes very 

corrosive when the partial pressure of acidic gases (CO2, H2S, organic acids) is high. As 

most of the condensing water drains under the effect of gravity to the lower part, 

corrosion is first expected to occur at the bottom-of-line. Under sustained dewing 

conditions, a thin film of liquid nevertheless forms on the upper parts. In this case, the 

top-of-line is also subject to corrosion. The key factors involved in TLC phenomenon 
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are given in Figure I.3. Although corrosion mitigation is usually achieved by injection 

of inhibitors, TLC is still difficult to prevent. Indeed, as TLC occurs in wet gas lines 

operated in stratified flow regime, corrosion inhibitors remain at the bottom and they 

are not prone to reach and protect the top-of-line.  

 

• CH4 +++++
• Water

- Condensed water
- Formation water 

• CO2

• H2S
• HAc

Form Form 
hydrateshydrates

CorrosiveCorrosive acids that acids that 
dissolves dissolves in in the the 
waterwater

Water + Water + glycolglycol + salt + + salt + corrosion productscorrosion products

CondensateCondensate

Condensed Condensed 
waterwater

 
Figure I.3. Key factors involved in TLC phenomenon. Any injected 
corrosion inhibitor remains at the bottom of the line, and is not 
able to protect the top of the line. 

 

I.5. Context of this Work 

TLC rate can be particularly high if volatile short chain carboxylic acids are 

present. Indeed, organic acids lower the pH of the condensed water (below pH 4) and 

very high localized corrosion rates can take place [13-15]. Acetic acid (CH3COOH, 

commonly abbreviated as HAc) is one of the most prevalent organic acids found in oil 

and gas reservoirs with high concentrations up to thousands of ppm in the co-produced 

aqueous phase. Results issued from field observations and laboratory studies have 

shown that HAc causes an additional contribution to the uniform CO2 corrosion rate 

[16-18]. Rudimentary understanding however exists regarding its basic role in the 

propagation of localized attacks. In practice, localized attacks are at the root of most 

corrosion failures of pipelines. Inspection of pipelines from different gas fields have 

shown that TLC attacks have, in many cases, slowed down with time and stabilized 
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after an initial period of high rates [19]. Although a significant progress has been 

achieved over the two last decades to understand TLC phenomenon, the underlying 

mechanisms controlling the propagation and stifling of localized TLC attacks are still 

not well understood. This makes TLC attacks difficult to predict, prevent and mitigate 

in case of need.  

 

I.6. Research Objective 

The present work was undertaken as a part of “Stabilization of TLC rate” Project at 

the Materials and Corrosion Technology Department at Institute for Energy Technology 

(IFE) in Norway. The Materials and Corrosion Technology Department has an 

extensive experience over 25 years in CO2 corrosion in oil and gas pipelines in general 

and in TLC in particular. The department is conducting research projects within 

corrosion area in cooperation with the major international companies operating in oil 

and gas fields, and has developed advanced laboratory facilities specially designed for 

such studies.  

The present study deals with aqueous CO2 corrosion in the presence of HAc. The 

general objective is to identify the key factor(s) and to understand (and quantify) the 

mechanisms controlling the onset and arrest of localized TLC attacks in wet gas 

pipelines. Although common behaviours are generally observed, the key factors 

involved in CO2 corrosion in the presence of HAc influence the propagation of localized 

attacks in a complicated way. Understanding the mechanisms involved in the 

propagation and stifling of localized TLC attacks aims at challenging the petroleum 

industry to develop optimal methods and strategies for control and mitigation of TLC. 

Indeed, the consequences of uncontrolled and non predictable TLC attacks in large wet 

gas pipelines can have a large cost impact if the pipeline has to be repaired, replaced or 

built in a more resistant but expensive material. Also, both the economical and the 

environmental impacts are large if a pipeline rupture takes place. Results and data 

generated during this work could serve to some extent as a basis for further 

improvements of existing predictive models. 
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I.7. Basic Principles of Electrochemical Corrosion 

I.7.1. Introduction 

Aqueous CO2/ HAc corrosion of carbon steel is a complex phenomenon in which 

several coupled processes occur simultaneously. Nevertheless, it is fundamentally an 

electrochemical process that obeys the principles of electrochemistry. It is therefore 

worthwhile to have a brief look at the basic electrochemistry of aqueous corrosion. 

Most of these principles will be used later in this work.   

 

I.7.2. Corrosion 

Considering the increasing need for long-term performance of engineering 

structures over a wide size scale, the effective use of any metal as a material of 

construction must be based on an understanding of their physical, mechanical and 

chemical properties. These properties cannot however be drawn aside from the 

environmental conditions prevailing. Indeed, the interaction of a metal with the 

environment in which it serves is of primary importance. This interaction is commonly 

referred to as metallic corrosion when it becomes detrimental to the metal. Corrosion 

may, in many cases, lead to irreversible degradations of the metal by altering its 

inherent properties that are to be preserved. It follows that any fundamental approach to 

the phenomena of corrosion must therefore involve consideration of the intrinsic 

characteristics of the metal, the environmental conditions and the interfacial processes 

that occur between the metal and its environment. These considerations may thus be 

summarized as follows [20]: 

 Metal: elemental composition, atomic structure, microscopic and macroscopic 

heterogeneities, mechanical properties. 

 Environment: chemistry, concentrations of reactants involved, deleterious 

substances, pH, pressure, temperature, hydrodynamics, impingement. 
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 Metal-environment interface: dissolution kinetics of the metal, nature and 

location of corrosion products, film growth and stability. 

 

I.7.3. Corrosion as a Heterogeneous Chemical Reaction  

Considering the aforementioned factors, it is evident that metallic corrosion 

mechanisms are extremely complex. As a first approach, corrosion can be regarded as a 

heterogeneous chemical reaction between the metal and its environment. This interfacial 

reaction involves the metal (M) and its environment (Env) as reactants. Accordingly, 

corrosion can simply be expressed by the following overall chemical reaction, for which 

the law for mass action still applies: 

' 'M Env M Env+ +  (I.1)

M’ and Env’ are respectively the metal and environment after alteration and can 

therefore be considered as the reaction products. A chemical reaction is a process that 

results in an interconversion of chemical reactants and in which elements are either 

added or removed. For a pure chemical reaction, however, none of the reactants 

undergoes a change in its valence, i.e., no species is either oxidized or reduced [21]. 

Electrochemical reactions are therefore chemical in nature insofar as elements may be 

added or removed, and in which one reactant or more undergoes a change in the number 

of its valence electrons. Consider the precipitation reaction of iron carbonate: 

2 2
3 3Fe CO FeCO+ −+  (I.2)

This reaction is a pure chemical process inasmuch as none of the elements involved has 

changed its valence.  In corrosion context, the ferrous ions are produced by the 

dissolution of the metallic iron according to the following oxidation reaction:   

2 2Fe Fe e+ −+  (I.3)
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2

The precipitation reaction of FeCO3 can also be written in a more generalized form that 

describes the interaction of the metal (Fe) with its environment (CO2 + water). The 

overall reaction is therefore as follows [22]:  

2 2 3Fe CO H O FeCO H+ + +  (I.4)

The latter is no longer a pure chemical reaction since the metallic iron Fe (zero valent) 

is converted into a divalent state. Thus, pure chemical and electrochemical reactions are 

not widely physically dissociated on the metal surface. Indeed, in many cases, a 

corrosion process involves a coupling between a pure chemical reaction and a charge-

transfer reaction [23].  

 

I.7.4. Requirements for Aqueous Corrosion 

Aqueous metallic corrosion occurs when at least two electrochemical half-cell 

reactions (i.e., oxidation and reduction) take place on the metal (i.e., electrode) surface. 

The oxidation reaction results in the change of the metal from a metallic state into a 

non-metallic state, thus rendering it soluble in the aqueous phase. Accordingly, there are 

four requirements for any aqueous corrosion process: an anodic zone on which 

oxidation reaction occurs, a cathodic zone on which reduction reaction of a different 

species occurs, an aqueous solution that insures ionic conduction between the two 

reaction sites, and an electrical conductor for electrons transfer between the reacting 

sites. It follows that any successful mitigation effort of corrosion must therefore alter, at 

least, one of these requirements. 

 

I.7.5. Thermodynamic Driving Force of Corrosion  

The driving force of corrosion is defined as the lowering of energy associated 

with the oxidation of a metal [24]. This driving force is determined from 

thermodynamic considerations. Indeed, thermodynamics predict whether respectively 

oxidation and reduction reactions can or cannot occur. It does not however provide any 

information on how slow or fast the metal corrodes. In fact, the rate at which a metal 

corrodes is rather a matter of kinetics. As any electrochemical process is fundamentally 
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a chemical reaction, its thermodynamic is expressed as a correlation between the 

concentrations of the reacting species and the temperature. In addition and unlike pure 

chemical reactions, this correlation also takes into consideration the number of electrons 

transferred or liberated in the oxidation reaction. As an illustrative example, consider 

the isolated electrochemical process relative to the dissolution of a metal, M, in an 

aqueous medium to produce metal cations, Mn+: 

nM M ne+ −+  (I.5)

During this process, the electrons exchanged accumulate at the metal surface, thus 

inducing an electrical potential difference between the metal and the solution. This 

potential difference promotes both release of some ions and discharge of some others on 

the metal surface. Once the metal has reached a characteristic potential relative to the 

solution, a dynamic equilibrium is then established. At a given temperature, the 

conditions for this equilibrium are stated by the general expression of the Gibbs free 

energy change, ΔG: 

( )0 .lnG G RT QΔ = Δ +  (I.6)

Equation (I.6) is also called Van’t Hoff reaction isotherm. Here ΔG0, R (8.314 J mol-1) 

and T stand for the standard Gibbs free energy change, the universal gas constant and 

the absolute temperature (in Kelvin), respectively. The activity quotient (Q) is expressed 

as follows: 

1 2

1 2

...

...
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p
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a
a a et

Q
a a eta
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ν ν

γ ν ν
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∏
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c
c

 

(I.7)

where i
paν  is the activity of the produced species i, raised to its stoichiometric 

coefficient νi, and j
raγ  the activity of the reacting species j, raised to its stoichiometric 

coefficient γi. In the particular case of reaction (I.5), a charge transfer is involved. The 

Gibbs free energy changes, ΔG and ΔG0, are hence replaced by the equilibrium 

electrical potential terms, E and E0. That is: 

G nFEΔ = −  (I.8)
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0 0G nFEΔ = −  (I.9)

where F (96490 C mol-1) is the Faraday`s constant. Similarly, E0 is referred to as the 

electromotive force or standard electrode potential. The standard potential is measured 

against the standard hydrogen electrode (SHE), which is a reference electrode with an 

arbitrary standard potential equals to zero. The values of the standard potentials are 

particularly useful in the prediction of galvanic corrosion between dissimilar metals. 

Rearranging expression (I.6) yields the Nernst equation. Substituting 2.303 log (Q) for 

ln (Q) and assuming ambient temperature (298 K), Nernst equation is simply expressed 

as:   

( )0 0.059 .logE E Q
n

= −  
(I.10)

The Nernst equation solves the potential of an electrochemical cell involving a 

reversible system with fast kinetics and it is valid only at equilibrium and at the 

electrode surface. This equation is particularly of great interest since it helps mapping 

the domain of metal stability using Pourbaix (1940) or E-pH diagrams.     

In view of the elements argued above, an aqueous corrosion process is a matter 

of coupling between an anodic reaction (i.e., oxidation) and a cathodic reaction (i.e., 

reduction) that occur simultaneously. The electrons liberated in the oxidation reaction 

(I.5) require an electrons-acceptor, and are then transferred to the site, where a soluble 

oxidant (Ox) is reduced:   

ReOx ne d−+  (I.11)

The term Red (reductant) denotes here the reduced form of the oxidant. The sum of the 

two half-cell reactions (I.5) and (I.11) results in the overall corrosion reaction:  

RenM Ox M d++ +  (I.12)

A short-circuited galvanic cell is then naturally setup in which the energy is dissipated 

by the consumption of oxidant. Applying again Nernst equation to reaction (I.12) yields 

(the activity of the metal is taken as 1): 
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Re0
/Re/

0.059 .log n

n
dM

Ox dM M
Ox

a a
E E E E

n a
+

+

⎛ ⎞
Δ = − = Δ − ⎜ ⎟

⎝ ⎠
 

(I.13)

where is the difference in standard potentials between the anodic and cathodic 

reactions. The sign of the difference in equilibrium potentials (ΔE) is the key factor in 

the prediction of any corrosion reaction. A particular case arises when the equilibrium 

potential of the metal is lower than the one of the redox couple. As a consequence, the 

metal liberates electrons through oxidation to increase its equilibrium potential (i.e., 

lowers its energy) until it reaches the state of a zero net charge exchange. The soluble 

oxidant present at the metal-solution inferface is simultaneously reduced, thus 

decreasing its equilibrium potential (i.e., increasing its energy); the metal is said to be 

experiencing a corrosion process. Thus, the thermodynamic driving force of corrosion is 

given by (see also Figure I.4): 

0ΔE

thE EΔ = −Δ  (I.14)

We saw that although the feasibility of a particular corrosion reaction can be 

easily determined by evaluating the relative values of the equilibrium potentials of the 

electrochemical reactions involved, thermodynamics do not predict how fast or slow 

does a metal corrode. The corrosion rate is of vital importance in the predetermination 

of the lifetime of engineering structures that are prone to corrosion, and the nature of 

eventual mitigation attempts. Since the corrosion rate is primarily a matter of kinetics, 

we therefore propose in the following to briefly summarize the basic principles of 

electrochemical kinetics frequently applied in corrosion studies. 
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Figure I.4. Thermodynamic driving force of aqueous metallic 
corrosion in the presence of a soluble oxidant. The coupling 
between the two half-reactions occurs at the corrosion potential, 
Ecorr. The latter depends on the relative rates of the anodic and 
cathodic reactions. 

 

I.7.6. Kinetics of Corrosion 

The rate of an electrochemical reaction occurring at the electrode surface is 

governed by four major factors: (1) mass transfer of reactants or products to/ from the 

electrode surface; (2) kinetics of electron transfer; (3) preceding and ensuing reactions, 

and (4) kinetics of adsorption/desorption. It follows that the slowest process is the rate-

determining step.  

 

A. Activation Energy 

The rate of an electrochemical reaction is controlled by the magnitude of one or 

more energy barriers that every entity involved must overcome to be transformed. The 

energy that must be acquired by this entity to pass these barriers is referred to as the 

activation Gibbs free energy (ΔG*). In corrosion context, the latter is the excess energy 

needed to transform metallic elements into soluble metallic ions (see Figure I.5).  
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Figure I.5. Schematic distribution of the free energy. The 
activation Gibbs free energy ΔG* is the excess of energy that 
must be acquired by the metallic element to transform into a 
soluble metallic ion Mn+. 

 

In general, the rates of electrochemical and chemical reactions can be predicted using 

both Faraday’s (rF) and Arrhenius’ (rA) equations, respectively: 

,w j
F

iA
r

nF
=  

(I.15)

*

expA
Gr k

RT
⎛ ⎞Δ

= −⎜ ⎟
⎝ ⎠

 
(I.16)

where i is the current density, Aw,j the atomic weight of the species j, and k the chemical 

reaction constant. At equilibrium, the two rates become equal and the current density 

can therefore be expressed as: 

*

,

exp
w j

nFk Gi
A RT

⎛ ⎞Δ
= −⎜ ⎟

⎝ ⎠
 

(I.17)

For reversible electrode processes at dynamic equilibrium, the current density is simply 

denoted as the exchange current density (i = i0). 
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B. Electrode Polarization 

For some reasons, it happens that the dynamic equilibrium at the electrode-

solution interface is altered. As a consequence, a net current flows across the electrode 

surface, thus inducing a change in the electrode potential. This phenomenon is referred 

to as polarization, and the potential difference between the polarized and the 

unpolarized (equilibrium) electrode potentials is termed the overpotential (η). There are 

mainly three types of polarization: activation; concentration and resistance polarization. 

 

 Activation Polarization 

The dynamic equilibrium at the electrode surface involves simultaneous release 

of some ions and discharge of some others at equal rates. The partial currents leaving 

(anodic) and entering (cathodic) the electrode surface, denoted respectively as ia and ic, 

are therefore equal in absolute value but opposite in sign. The activation polarization 

refers to the charge transfer process, in which a particular electrochemical reaction step 

becomes a controlling factor of the electron flow rate to and from the electrode surface. 

The activation polarization manifests in the relative changes in the activation Gibbs free 

energies when the dynamic equilibrium is disturbed. Figure I.6 shows a schematic 

distribution of the free energies for an anodically polarized electrode under activation 

control. According to equation (I.8), such polarization leads to a positive shift of the 

metal energy by “nFηA” and the activated state by “αnFηA”. In this case, the activation 

Gibbs free energy for oxidation of the polarized electrode is decreased by “(1 - 

α)nFηA”. Likewise, the activation Gibbs free energy for the opposite reaction is 

increased by “αnFηA”. Replacing the activation Gibbs free energy by its new 

expression in equation (I.17) yields the following expressions for the anodic and 

cathodic currents:  
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( )
0

1
exp A

a

nF
i i

RT
α η−⎛ ⎞

= ⎜ ⎟
⎝ ⎠

 
(I.18)

0 exp A
c

nFi i
RT

α η−⎛ ⎞= − ⎜ ⎟
⎝ ⎠

 
(I.19)

Expressing the net current as the sum of ia and ic yields the well-known Butler-Volmer 

equation: 

( )
0

1
exp expA AnF nFi i

RT RT
α η α η⎡ ⎤−⎛ ⎞ −⎛ ⎞= −⎢ ⎥⎜ ⎟ ⎜ ⎟

⎝ ⎠⎢ ⎥⎝ ⎠⎣ ⎦
 

(I.20)

For electrode potentials far from the equilibrium, that is ηA >> 0 or ηA << 0, equation 

(I.20) can be written in a very simple and generic form, that is the Tafel’s law: 

( )logA a b iη = +  (I.21)

where a and b are constants that can be easily inferred from equation (I.20). The 

constant b is commonly termed the Tafel slope.  

 

 
Figure I.6. Schematic distribution of free energies for an anodically polarized 
electrode under activation control (overpotential ηA>0). The parameter α∈[0; 
1] denotes the symmetry factor that defines the position of the activated state in 
respect with the two minima. 
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 Concentration Polarization  

The activation polarization described by Tafel’s law (I.21) is dependent on pure 

charge transfer process. Complications may arise due to the fact that species involved 

are sometimes either produced or depleted at the active surface faster than they can 

diffuse to and from the bulk solution. In this case, the electrochemical process is rather 

controlled by the rate of mass transfer of these species at a limiting current, iL. As a 

consequence, the polarization at iL becomes larger than that predicted by the Tafel’s 

law. The deviation from pure activation control results in an excess overpotential known 

as concentration or mass-transport overpotential, ηC. This overpotential is given by the 

following expression [25, 26]: 

ln 1C
L

RT i
nF i

η
⎛ ⎞

= −⎜ ⎟
⎝ ⎠

 
(I.22)

 

 Resistance Polarization 

Under some circumstances, the ohmic resistance may be a limiting factor for the 

corrosion reaction.  This is all the more enhanced when the overall reaction involves the 

formation of a film on the reacting surface. The total potential drop across such 

resistance is known as resistance polarization, ηR. Hence, the total polarization is the 

sum of three major components: activation, concentration and resistance polarization: 

T A C Rη η η η= + +  (I.23)

 

C. Corrosion Rate 

A corrosion process involves at least one anodic reaction (i.e., oxidation) and 

one cathodic reaction (i.e., reduction) at the metal surface. The two half-reactions 

couple together at the corrosion potential (Ecorr) often termed as the mixed potential and 

at a specific rate called the corrosion current density (icorr). When polarizing the 

electrode by E from Ecorr, the anodic and cathodic current densities given respectively 

by expression (I.18) and (I.19) become: 
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exp 2.303 corr
a corr

a

E Ei i
b

⎛ ⎞−
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⎝ ⎠
 

(I.24)

exp 2.303 corr
c corr

c

E Ei i
b

⎛ ⎞−
= − −⎜ ⎟

⎝ ⎠
 

(I.25)

where ba and bc are the anodic and cathodic Tafel slopes, respectively. Replacing 

equations (I.24) and (I.25) into the expression (I.20) yields a more convenient form of 

Butler-Volmer equation that quantifies the kinetics of the corrosion process: 

exp 2.303 exp 2.303corr corr
corr

a c

E E E Ei i
b b

⎡ ⎤⎛ ⎞ ⎛−
= − −

⎞−
⎢ ⎥⎜ ⎟ ⎜

⎝ ⎠ ⎝
⎟
⎠⎣ ⎦

 
(I.26)

It is worth pointing out here that the potential difference E - Ecorr, commonly denoted as 

the overvoltage, refers to the polarization of the electrode around the corrosion 

potential. The overvoltage must then not be confused with the overpotential, η. The 

latter is indeed related to the reversible potential of the electrode reaction. The 

polarization resistance Rp can be calculated through derivation of the equation (I.26) at 

E = Ecorr.  That is Stern-Geary’s relationship: 

( )

1

;
2.303

corr

SG a c
p SG

E E corr a c

B bdiR B
dE i b b

−

=

⎛ ⎞= = =⎜ ⎟ +⎝ ⎠

b  
(I.27)

The corrosion rate, expressed in terms of penetration rate, is related to the corrosion 

current density through the following expression: 

w
R c

AC i
nF orrρ

=  
(I.28)

where ρ is the metal density. 

 

I.7.7. Forms of Corrosion  

Corrosion attacks may take several forms that strongly depend on the inherent 

characteristics of the metal, the environmental conditions in which it serves, and the 
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kinetics of corrosion processes. Categorization of the corrosion forms aims primarily at 

approaching in the same way corrosion processes that have similar mechanisms. 

Although there is no unique classification of these forms, a more focused view would 

categorize corrosion as uniform or localized. Uniform corrosion, known also as general 

corrosion, takes place across the entire exposed surface. Nevertheless, the damage 

caused by this form of corrosion is predictable and can be estimated by the corrosion 

rate, typically in mm/year. There are many subcategories of this form such as 

atmospheric, galvanic, hight temperature, and metal-liquid corrosion. Localized 

corrosion implies that only discrete parts of the metal surface are attacked.  Likewise, 

localized corrosion can be classified as, for example, pitting, crevice, filiform or erosion 

corrosion.  Localized corrosion often results in deep penetration of the metal, thus 

inducing an impairment of its characteristics. Since this form of attack is stochastic in 

nature, its control is therefore more difficult than uniform corrosion.  

 

I.8. Dissertation Outline 

Briefly, the present dissertation is structured as follows. In Chapter II, the state-

of-the art as well as current understanding of CO2 corrosion in general and TLC in 

particular are reviewed. The chapter discusses the relative effects of the key factors 

(CO2 partial pressure, pH, T…). The most representative experimental studies as well as 

some well-known models are presented. Common mitigation and control techniques in 

the field are also mentioned.  

The experimental protocol, instrumentations and methods employed in this work 

are described in Chapter III. 

The overall macroscopic behaviour of API 5L X65 pipeline steel in 1 bar CO2-

saturated aqueous NaCl in the presence of HAc is investigated and discussed in 

Chapter IV. Experimental data are mainly acquired by potentiodynamic and 

electrochemical impedance spectroscopy techniques (EIS). Additionally, 

characterization techniques such as scanning electron microscopy (SEM) and energy 

dispersive X-ray spectroscopy (EDS) were used to study corrosion product scales and 

surface states after immersion in CO2- and HAc- containing media.    
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 In Chapter V, experimental investigations were more focused on the effect of 

HAc. Electrochemical noise technique was used to assess the effect of HAc on pitting in 

CO2 corrosion of carbon steel pipelines. Furthermore, the role of HAc in the pit growth 

was studied by means of artificial pit electrodes. Experimental simulation of the 

coupling behaviour between the attack and the outer surrounding surface was also 

undertaken with the help of a split cell setup.  

A numerical model of steady-state behaviour of a single localized corrosion 

attack in mixed CO2/ HAc brine was developed with Comsol Multiphysics® tools and 

detailed in Chapter VI. The model aimed at overcoming the system complexity and 

analyzing underlying mechanisms. The model was based on mass-conservation and 

consisted of 2D axis-symmetric attack in representative working conditions. 

Electrochemical kinetics occurring on the working surfaces were described by Tafel 

equations, which were fitted to experimental data obtained on X65 pipeline steel.  

On the basis of experimental findings and model predictions, a descriptive 

scenario was proposed in Chapter VII for the propagation mechanism of localized 

attacks in CO2 and HAc environments. The main conclusions and the significance of the 

present work are outlined in this chapter along with some recommendations for future 

work. 
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II.1. Introduction 

Internal CO2 corrosion of pipelines is a major concern to the petroleum industry. 

It is also a serious problem in the application of carbon steel. Indeed, this last is still 

widely used in the field for being presently the only economically feasible material of 

construction, although they are highly prone to CO2 corrosion in absence of remediation 

efforts. Besides carbon dioxide, water and volatile organic acids are naturally occurring 

components in oil and gas productions, and constitute a potentially corrosive 

environment. Under such conditions, carbon steel can experience severe damages 

leading to premature failures of engineering structures with the well-know 

repercussions. It is therefore worthwhile to review literature relating to all of these facts. 

This chapter addresses the following topics: 

 Physical-chemistry of carbonic species 

 CO2 corrosion  

 Top-of-line corrosion (TLC) 

 TLC models 

 Mitigation and control techniques 

 

II.2. Physical-Chemistry of Carbonic Species 

II.2.1. Physical Properties 

CO2 gas molecule, also called carbonic anhydride [1], has three vibrational modes; 

the symmetric stretching mode (λ1), the bending mode (λ2), and the asymmetric 

stretching mode (λ3). Figure II.1 diagrams these principal modes. Each vibrational 

mode has its characteristic quantized energy levels. The energy steps are lowest on the 
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bending mode, roughly twice as large on the symmetric stretching mode, and even 

larger on the asymmetric stretching mode [2].   

 

 
 

Figure II.1. Principal vibrational modes of CO2 gas molecule. 
The stretching modes stiffen while the bending mode softens 
with pressure. IR spectra data in literature reported that λ1 = 
1337 cm-1, λ2 = 667 cm-1, λ3 = 2349 cm-1. 

 

II.2.2. Solubility 

CO2 gas is soluble in aqueous solutions and other various liquids (glycol, alcohols, 

heavy hydrocarbons…). Its solubility strongly depends on temperature (T), partial 

pressure (PCO2) of CO2, and to some extent on the nature of the solvent. In water, the 

mole fraction (x) of dissolved carbon dioxide, CO2(aq) at 1 bar CO2 can be represented 

as a function of temperature over the range 273-353 K [3]:  

( ) ( )1ln lnR x a bT c T d−= + + + T  (II.1)

with a = -1327.8 J K-1 mol-1, b = 72611.6 J mol-1, c = 180 J K-1 mol-1, and d = -0.009 J 

K-2 mol-1. R denotes the universal gas constant. Equation (II.1) is plotted in Figure II.2.  



Chapter II: Literature Review 

 

 - 46 -

 
Figure II.2. Mole fraction of dissolved CO2 in water vs. temperature at 
PCO2 = 1 bar. 

 

 Unless stated otherwise, CO2 (aq)’ is referred hereafter to as the total dissolved 

carbon dioxide (CO2(aq) + H2CO3). The equilibrium of gaseous CO2 with CO2(aq)’ can 

be written as follows: 

( ) ( ) '
2 2 '; solCO g CO aq K  (II.2)

In aqueous NaCl solutions, the equilibrium constant varies with T (K) and the ionic 

strength (Is) according to the following form [3]: 

( )' 12385.73 14.018 0.015 0.286 6.167 10 4
sol spK T T T I− −= − + − + − ×  (II.3)

where the ionic strength is given by: 

21
2s i i

i
I z C= ∑  

(II.4)

The terms zi and Ci are respectively the charge number and the molar concentration of 

the electroactive species i. Figure II.3 shows the variation of Ksol’ with temperature in 

pure aqueous NaCl at distinct concentrations. It is shown that Ksol’ decreases 

substantially with temperature at low and moderates concentrations (i.e., ionic 
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strengths) of NaCl. At higher concentrations, however, Ksol’ is low and is practically 

independent of temperature.   

 
Figure II.3. Variation of the solubility equilibrium constant of dissolved 
CO2 with temperature in aqueous NaCl at distinct concentrations. 

 

II.2.3. Ionization 

 The existence of carbonic acid (H2CO3) has been shown by spectroscopic 

techniques [4-6]. Carbonic acid is a result of a slow chemical reaction between 

dissolved CO2 with water. That is: 

( )2 2 2 3; hydCO aq H O H CO K+  (II.5)

This reaction is likened to a hydration reaction. The equilibrium constant (pKhyd) is 2.58 

at 25 °C and 2.63 at 300 °C [3]. It is therefore clear that pKhyd varies only slightly with 

temperature as would be expected for a hydration reaction. As carbonic acid is diprotic, 

there are therefore two dissociation constants. The first one is related to the dissociation 

of the parent molecule into proton and bicarbonate ions: 

2 3 3 ; caH CO H HCO pK+ −+  (II.6)
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and the second step involves the dissociation of bicarbonate ions into proton and 

carbonate ions: 

2
3 3 ; biHCO H CO pK− + −+  (II.7)

The equilibrium constants pKca and pKbi are respectively 3.5 and 10.33 at 25 °C [7]. 

The standard Gibbs free energies of formation (Gf
0) of individual species involved in 

these two reactions are [8, 9]: H+ (0 kJ mol-1), H2CO3 (-623.2 kJ mol-1), HCO3
- (-586.85 

kJ mol-1), CO3
2- (-527.9 kJ mol-1). Figure II.4 exemplifies a concentration-pH diagram 

at equilibrium of carbonic species in 1 bar CO2-saturated water at room temperature.  

 
Figure II.4. Speciation at equilibrium of carbonic species in respect with 
pH in 1 bar CO2 saturated-water at ambient temperature (closed system). 

 

II.2.4. Frequent Confusion 

It is worth pointing out that the term “carbonic acid” is often used in literature as 

a reference to dissolved CO2 (carbonated water) [10], which has been a source of 

confusion. The value of pKca (3.5) shows that H2CO3 is a stronger acid than other weak 

acids such as acetic acid (pKac = 4.80) or formic acid (pKfc = 3.74). This is expected 

from the influence of the electronegative oxygen substituent. As it will be discussed 

hereafter, the concentration of H2CO3 is much lower than the CO2 concentration in 

http://en.wikipedia.org/wiki/Acetic_acid
http://en.wikipedia.org/wiki/Electronegativity
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aqueous solutions and the measured acidity is therefore significantly reduced. The 

overall reaction may be rewritten as the sum of reactions (II.5) and (II.6):   

( )2 2 3 ; 'caCO aq H O H HCO pK+ −+ +  (II.8)

The apparent equilibrium constant pKca’ is 6.36, which is the commonly cited value in 

literature. Hence, the apparent constant must be referred to as the acidity constant of 

carbon dioxide. The frequent use of pKca’ instead of pKca can be attributed to the fact 

that the first constant is more easily determined from pH measurements or CO2 analysis 

than the second one. 

 

II.2.5. Kinetics  

The hydration of CO2 is not only low, but also not strong acid-catalyzed reaction. 

These effects were ascribed to the linear structure of the CO2 molecule [3]. The forward 

hydration rate constant (khyd,f) was found to vary linearly with the ionic strength, with 

the relationship being [11, 12]: 

( ) ( )1 3
, ( ) 8 3 10 3.9 0.5 10hyd f sk s I− −= − ± × + ± × 2−  (II.9)

This rate is also expressed as a function of the absolute temperature according to the 

following [10]: 

( )1 1
,log ( ) 329.85 110.541 log 17265.4hyd fk s T T− −⎡ ⎤ = − × −⎣ ⎦  (II.10)

and commonly averaged to 3 x 10-2 s-1. Instead, the backward rate constant (khyd,b) was 

shown to be relatively insensitive to the variation of ionic strength [11]. Carbonic acid is 

only a small fraction of the total dissolved carbon dioxide that never exceeds 1%. The 

protolytic dissociation of carbonic acid nevertheless occurs at very high reaction rate 

ranging between 7.80 x 106 s-1 and 1.5 x 107 s-1 [3, 7]. The protonation of bicarbonate 

anions also occurs at high rate (kbi,b) estimated to 6.5 x 1010 M-1 s-1 [13, 14].  
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II.3. CO2 Corrosion 

II.3.1.      Introduction 

Gaseous carbon dioxide and water vapour are commonly co-produced 

components in most of oil and gas fields. Although dry CO2 gas is non-corrosive in 

nature to steels at moderate temperatures, its hydration in the condensing water forms an 

aggressive environment that may damage facilities through the so-called CO2 corrosion 

or “sweet corrosion”.  The corrosiveness of such environment depends on pH, 

temperature and CO2 partial pressure, beyond the inherent properties of the steel and the 

hydrodynamic conditions prevailing. The hydration of CO2 is a slow chemical reaction 

that can become the controlling step for the overall CO2 corrosion rate [15]. CO2 

corrosion has been extensively investigated over many decades and a considerable 

knowledge is now available in literature, particularly in which relates to corrosion-

induced failure of oil and gas pipelines [10, 16-28]. CO2 corrosion is a complex 

electrochemical phenomenon in which simultaneous coupled processes occur. Although 

factors that play key roles in CO2 corrosion has been identified, a satisfactory 

mechanistic explanation of their mutual interactions has not yet been given.  

  

II.3.2. CO2 Corrosion Mechanisms 

A. Anodic Mechanisms 

The basic mechanisms of CO2 corrosion of mild steels under varying conditions 

are now well documented in literature through the works of de Waard et al. [29-32], 

Dugstad et al. [33], and Nešić et al. [16, 34-37]. In oxygen-free aqueous environments, 

the overall CO2 corrosion of carbon steel can be written as: 

( ) ( )2 2
2 2 3 2Fe CO H O Fe CO H+ −+ • • +  (II.11)

As for any electrochemical process, CO2 corrosion involves a coupling between at least 

two half-reactions. The corresponding anodic reaction consists of iron dissolution 

through the following overall reaction: 
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2 2Fe Fe e+ −+  (II.12)

The anodic mechanisms in CO2 corrosion have however been controversial until 

recently [16, 38]. It was assumed that the basic mechanism of the active dissolution of 

iron is little affected by the presence of CO2. In this case, dissolved CO2 would only act 

as a catalyst [39] and the three-step pH-dependent mechanism proposed by Bockris et 

al. still applies [29, 40-43]:  

( )ad
Fe OH FeOH e− −+ +  (II.13)

( ) ;
ad

FeOH FeOH e RDS+ −+  (II.14)

2FeOH Fe OH+ + −+  (II.15)

The subscript “ad” stands for the adsorbed state. In this case, reaction (II.14) would be 

the rate-determining step (RDS).This mechanism has however been put into question by 

later findings [37, 38, 44]. An alternative mechanism that takes into account the effect 

of dissolved CO2 on the active dissolution of iron has therefore been proposed by Nešić 

et al. [44]. In this mechanism, an intermediate ligand (Fe.CO2) [45] is believed to act as 

a catalyst instead of OH- as suggested by Bockris’ model. Instead of reaction (II.14), the 

interfacial process whereby adsorbed hydroxyled ligands are released from the steel 

surface hence becomes the rate-determining step for lower and intermediate pH values. 

At higher pH (typically pH>5), the steel surface is supplied with hydroxide ions without 

any restrictive mass-transfer until the determining rate exceeds the rate of charge 

transfer step. At such pH values, this last step becomes the “new” RDS. A general 

expression for the anodic current was therefore derived [44]: 

( ) ( )21 2log loga C
a

i a pH a P
b 3O aη

= + + +  (II.16)

Here a1, a2 and a3 are constant. The other parameters have their usual meanings. The 

orders of reaction are dependent on pH and the partial pressure of CO2, respectively (see 

Table II.1). It is worth noticing that according to equation (II.16) the anodic current 
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does not depend on pH at values higher than 5 (a1 = 0), which is in line with other 

works [43, 46].  

 
Table II.1. List of values for reactions orders as well as apparent transfer coefficient 
in respect with pH and partial pressure of CO2 at moderate temperatures [44]. 

 pH<4 4<pH<5 pH>5 
 PCO2<1 PCO2>1 PCO2<1 PCO2>1 PCO2<1 PCO2>1 

a1 2 1 0 

a2 1 0 1 0 1 0 

ba (mV dec-1) 30 30-120 120 

 

B. Cathodic Mechanisms 

In acidic solutions, the reduction of protons is the prevailing cathodic reaction. At 

pH values (typically pH>4), the availability of protons is significantly restricted in the 

vicinity of the surface. The reaction rate is therefore governed by the diffusion rate at 

which the reacting surface is supplied with H+ ions from the bulk. This would be the 

case in the presence of weak acids such as carbonic acid. Although it is only a small 

fraction of the total dissolved carbon dioxide (less than 1%), carbonic acid is 

acknowledged to enhance cathodic reaction rate and thus the overall corrosion rate at a 

much higher rate than would be found in solutions of completely dissociated acids [16]. 

Nevertheless, the high corrosivity of carbonic acid remained unexplained until the 

1970’s.  

In 1975, de Waard and Milliams investigated the corrosion of X52 carbon steel 

by means of weight loss and polarization resistance measurements in CO2-saturated 

aqueous NaCl solutions under varying conditions of pressure and temperature [29]. 

They found that the relation between the corrosion rate and the CO2 partial pressure is 

significantly different from that expected for strong acids (HCl). Upon their theoretical 

analysis, de Waard and Milliams demonstrated that the hydrogen evolution reaction in 

CO2 corrosion occurs in a “catalytic” way via the direct reduction (II.17) of adsorbed 

molecules of undissociated carbonic acid.  They also suggested that the protonation of 

bicarbonate anions (II.19) can become rate-controlling through a cathodic shift in 
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potential. This mechanism was corroborated later by the works of Schmitt et al. [47-51] 

and Eriksrud et al. [52], although they proposed a different RDS:  

( )2 3 3 ;adsads
H CO e H HCO RDS− −+ +  (II.17)

2ads adsH H H+  (II.18)

3 2 3H HCO H CO+ −+  (II.19)

Efforts had been made by Schmitt et al. to study in further details the direct 

reduction of H2CO3 [47-51]. Their polarization experiments on rotating disk electrodes 

in oxygen-free carbonic acid solutions revealed that the cathodic limiting current is the 

sum of two distinct contributions: the diffusion-controlled proton reduction limiting 

current and the chemical-controlled H2CO3 reduction limiting current. Accordingly, 

they suggested that the direct reduction of carbonic acid is controlled by the preceding 

slow heterogeneous hydration of adsorbed aqueous CO2.  

( ) ( )2 2 2 3ads ads
CO H O H CO+  (II.20)

Later work of Gray et al. confirmed these respective contributions to the overall 

cathodic limiting current [41]. However, the heterogeneous nature of the reaction 

control remained questionable until the work of Gray et al. Since similar cathodic 

limiting currents were observed on metals as different as platinum and iron, Gray et al. 

suggested that the homogeneous hydration of carbon dioxide in the bulk (reaction II.5) 

is rather the controlling step in the direct reduction of carbonic acid. Homogeneous 

control is now well accepted [16, 52]. According to them, the electron transfer-

controlled reduction of bicarbonate anions (II.21) also becomes the prevailing cathodic 

reaction at pH higher than 5 [42]. The effect of this particular reaction on the overall 

hydrogen evolution is however difficult to experimentally distinguish from the 

reduction reactions of respectively protons and carbonic acid. Direct reduction of water 

is commonly omitted since this reaction occurs at lower potentials and can become 

important only at pH > 5 and partial pressures of CO2 far below 1 bar [37, 53]. Such 

conditions do not indeed reflect practical CO2 corrosion situations [8]. 
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2
3 2

1
2HCO e H CO− −+ + 3

−  (II.21)

A more general expression was thereafter derived from Vetter’s model by Nešić 

et al. for the superposition of the diffusion and chemical reaction controlled limiting 

currents in aqueous CO2 corrosion [36]. A flow factor was introduced to account for the 

effect of hydrodynamic conditions on the reaction cathodic limiting current. The 

interaction between diffusion and chemical reactions appeared to be significant at 

temperatures lower than 40 °C and flow velocities higher than 1 m s-1. Nešić et al. also 

found that at such conditions the mass transfer layer is as thick as the chemical reaction 

layer.    

 

II.3.3. Key Factors in CO2 Corrosion  

Considering the increasing need for long-term performance of metallic 

structures in oil and gas fields over a wide size scale, the effective use of any steel must 

be based on the understanding of its interaction with environmental conditions 

prevailing, along with its intrinsic properties. Having briefly outlined CO2 corrosion 

mechanisms, one can anticipate that there are many key factors that affect CO2 

corrosion in oil and gas industry. A non-exhaustive list of such factors as well as their 

respective roles in CO2 corrosion are presented and discussed hereafter. 

 

A. CO2 Partial Pressure 

In scale-free CO2 corrosion, there seems a general consensus that the corrosion 

rate increases with the CO2 partial pressure (PCO2). The commonly accepted explanation 

is that the concentration of H2CO3 is substantially increased with PCO2, thus accelerating 

the cathodic part reaction rate [16]. The effect of PCO2 was first expressed in 1975 [29] 

in the aforementioned study of de Waard et al. and reviewed in 1993 [31]. According to 

this study, the corrosion rate was found to increase proportionally to PCO2 raised to the 

power 0.67. Since then, similar power laws between corrosion rates and PCO2 with the 

exponent ranging from 0.5 to 0.8 were reported in literature [28, 31, 33, 53, 54]. The 

relationship developed by de Waard et al. was generally accepted in laboratory studies 
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for quantitative prediction of corrosion rates of bar steel under varying conditions of 

pressure and temperature with the prerequisite that scale build-up does not occur [51, 

52, 56, 57]. This relationship also showed a satisfactory agreement with some practical 

situations in low pressure and temperature conditions [58]. Figure II.5 illustrates a 

good agreement between three predicted PCO2 effects on the corrosion rate [37].  

 

 
Figure II.5. Comparison of predicted PCO2 effects on the corrosion rate 
at pH 4 and 20 °C [37]. 

 

The model of de Waard et al. is however valid for operating pressures and temperatures 

that are often far below the conditions generally encountered in oil and gas fields, and 

the practical application of this relationship is therefore very limited. Limiting 

conditions of CO2 partial pressure and temperature for the validity of this model were 

set in 1984 and are summarized in Table II.2. On the other hand, an increase of PCO2 at 

higher pH leads to higher concentrations of bicarbonate and carbonate anions. These are 

favourable conditions for precipitation and corrosion scaling [59].      

 
Table II.2. Limiting conditions of CO2 partial pressure and 
temperature set for the validity of de Waard et al. model. 
 PCO2 (bar) T  (°C) 
Schmitt [48] < 2 < 60 
Eriksrud [52] 1 20 
Ikeda [56] 2 60 
Murata [57] 70 60 
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B. Temperature 

Temperature has an accelerating effect on all the major processes involved in 

CO2 corrosion: electrochemical and chemical (by increasing reaction rates), and mass 

transport (by increasing the diffusion coefficient). It is generally agreed that at low pH, 

CO2 corrosion rate steadily increases with temperature until a certain temperature is 

reached. Beyond this temperature the solubility of iron carbonate is exceeded and 

protective surface films are formed (particularly at high pH), thus hindering the 

corrosion rate. This is in good agreement with several studies, where the corrosion rate 

was shown to peak somewhere in between 60 - 80 °C. On the basis of their prediction 

results, de Waard and Lotz reported that the corrosion rate increases with temperature 

and reaches successive maxima at different threshold temperatures depending on the 

applied partial pressure of CO2 [31]. Other studies also showed that at temperatures 

beyond 60 °C, the corrosion rate is controlled by the formation of protective scales [27, 

33, 52, 54, 57, 60]. Below this temperature, films build-up may still proceed. However, 

these films are often unprotective due to their open porous and detached structure [8, 16, 

61].  

 

C. pH 

In CO2-saturated aqueous solutions, pH is dependent on the two aforementioned 

factors.  Typical pH in the field is about 4 or somewhat less [16]. At such pH, the 

second dissociation reaction of carbonic acid (II.7) is neglected and proton 

concentration is hence equal to that of bicarbonate anions in pure CO2-water systems. 

According to Henry’s law, the concentration of carbonic acid is proportional to the CO2 

partial pressure. It follows that: 

( ) ( )
2

1 1log2 2CO ca solpH P pK pK= − + +  (II.22)

Both Kca and Ksol are temperature-dependent constants. A linear relation between pH 

and temperature was also obtained at 1 bar CO2 [29]. Incorporating this relation into the 

above equation yields: 
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( )2

31 log 4.17 10 ( ) 3.712 COpH P T C−= − + × ° +  (II.23)

Plots of the solution pH under varying conditions of pressure and temperature are 

depicted in Figure II.6. According to equation (II.23), the effect of pH on the overall 

CO2 corrosion would be a simple extrapolation from the respective effects of pressure 

and temperature. At pH 4 or below, it is generally accepted that the reduction of protons 

dominates the cathodic part reaction rate, particularly at low partial pressures of CO2. 

Beyond pH 5 and at high partial pressures of CO2, the direct reduction of carbonic acid 

however becomes more significant [37, 62]. High pH also decreases the solubility of 

iron carbonate, thus resulting in a favourable condition for precipitation and scaling 

tendency [59, 63, 64]. Both the composition and the nature of surface films can also be 

indirect effects of pH [16]. 

 
Figure II.6. Graphical illustration of a pH-T-PCO2 diagram in pure CO2-
water systems according to equation (II.23). 

 

D. Speciation of the Aqueous Solution 

The chemistry of the aqueous solution is one of the most influential factors in CO2 

corrosion. In practice, this chemistry is as complex as CO2 corrosion itself. Indeed, a 

large number of chemical species are found in oilfield brines [16]. Short chain organic 
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acids are often co-produced as volatile compounds with hydrocarbons. Amongst these 

acids, acetic acid appears to be the most abundant. The role of acetic acid in CO2 

corrosion is usually addressed in relation with the so-called top-of-line corrosion, and 

will accordingly be treated in the section dedicated to this phenomenon. For instance 

and except the fact that they can be directly involved in the electrochemical processes, 

these numerous species can be more or less influential via their effects on the following 

factors:  

 pH 

 Ionic strength 

 Viscosity 

 Wettability 

 Growth and stability of surface scales 

It follows that accurate calculations of the solution speciation are an essential pre-

requisite for a good prediction of CO2 corrosion rate. 

 

E. Corrosion Scales 

CO2 corrosion mechanisms are strongly dependent on corrosion product scales 

formed on the steel surface at certain conditions. The nature, protectiveness and kinetics 

of scales are affected primarily by the environmental conditions prevailing, along with 

the composition and microstructure of the corroding steel. It follows that any 

fundamental approach to CO2 corrosion processes must involve the identification and 

study of these corrosion scales. It is known that the formation of corrosion scales can 

slow down initial corrosion rates by as much as three orders of magnitude. Indeed, 

protective scales act as a diffusion barrier for species involved in the corrosion 

processes or/and block a portion of the reacting surface. Accordingly, scales-induced 

mass transfer to and from the steel surface can become the rate-controlling factor 

instead of hydrogen evolution [51, 52, 56, 60]. The stability, protectiveness, growth rate 
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and the anchoring of scales are also key parameters that determine whether corrosion is 

uniform or localized. Scales are formed on the steel surface through the precipitation 

reaction when the solubility of corrosion products is exceeded. Precipitation of 

corrosion products can nevertheless proceed in the condition of undersaturation, thus 

suggesting that the micro-environment in the immediate vicinity of the steel surface is a 

favourable condition (high Fe2+ concentration) for earlier precipitation. As mentioned 

above, scales are protective and present a good anchoring on the steel surface at high 

temperatures and high CO2 partial pressures. At lower temperatures and lower 

pressures, the formation of scales may still occur. However, such scales often exhibit 

weak protectiveness due to their open porous structure and poor adherence to the steel 

surface. In CO2 corrosion of mild steels, most of the research efforts indicate that iron 

carbide or cementite (Fe3C) and iron carbonate (FeCO3) are the two main components 

of corrosion product scales. Other authors suggested that the good protectiveness and 

adherence of scales are rather due to the presence of iron bicarbonate, Fe(HCO3)2 [65]. 

Iron carbide is a naturally occurring component in ferritic-pearlitic steels. It consists of 

the uncorroded portion of the steel, and it is generally left as lamellas once metallic iron 

is leached out. This role is briefly discussed in the section hereafter. Corrosion scale 

may also include iron oxide and hydroxide products [51, 65, 66]. 

Unlike iron carbide, iron carbonate is a “pure” corrosion product. When the 

concentrations of ferrous ions and carbonate ions are large enough so that the solubility 

product (Ksp) is exceeded, solid iron carbonate precipitates or deposits on the steel 

surface according to the following slow heterogeneous reaction: 

( )2 2
3 3 ; spFe CO FeCO s K+ −+  (II.24)

The precipitation reaction is therefore a sink for Fe2+ and CO3
2-, and this influences the 

fluxes and concentrations gradients of ferrous ions and all the carbonic species in the 

vicinity of the reacting surface, accordingly. The solubility product of iron carbonate is 

given by:   
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2 2
3spK Fe CO+ −⎡ ⎤ ⎡ ⎤= ⎣ ⎦ ⎣ ⎦  (II.25)

In free-oxygen carbonated water, precipitation reaction of iron carbonate is 

thermodynamically a stable product at a potential as lower as the potential of all iron 

oxides [67, 68, 69]. This explains why iron carbonate is the most common type of scale 

encountered in CO2 corrosion. At 25 °C, pKsp is generally given an average value 

between 10 and 11 [70, 71]. Several research efforts have been made to investigate the 

effect of temperature on the solubility product [72-75]. A comparison between some 

proposed pKsp-T relationships is illustrated in Figure II.7.       

 
Figure II.7. Variation of the solubility product with temperature. 

 

The effect of the ionic strength on Ksp has also been a subject for a number of studies 

[76, 77]. At the Istitute for Energy Technology, the solubility product for iron carbonate 

has been modelled as a function of temperature and ionic strength: 

( )10.13 0.0182 ( ) logsp spK T C f I= + ° − ⎡ ⎤⎣ ⎦  (II.26)

where f(Is) is given by: 
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( ) 0.6063

1 ;for I  > 0.17M
0.0115s s

s

f I
I −=  (II.27)

( ) 1 ;for I   0.17M
1 5.6517s s

s

f I
I

= ≤
−

 (II.28)

The equation (II.26) is based on the IUPA formula [78] for the effect of temperature and 

in-house calculations of the solubility product as a function of ionic strength performed 

with Thermo-Calc program. 

 The precipitation reaction kinetics of iron carbonate is well documented in 

literature. Johnson and Tomson suggested that the precipitation rate of iron carbonate is 

proportional to the supersaturation (S) [79]. That is: 

21
2 1R gr sp

AP k K S
V

⎛ ⎞
= −⎜ ⎟

⎝ ⎠
 

(II.29)

where A/V is the surface to volume ratio. The supersaturation is defined as: 

2 2
3

sp

Fe CO
S

K

+ −⎡ ⎤ ⎡ ⎤⎣ ⎦ ⎣ ⎦=  
(II.30)

The proportionality factor (kgr) is the crystal growth rate constant, which depends on 

temperature. The relationship between kgr and temperature is expressed in Arrhenius’ 

law-like form: 

aEB
RT

grk e
−

=  
(II.31)

where B and Ea are experimentally determined constants and have the values of 54.8 

and 123 kJ/mole (the activation energy), respectively.  Five years later, Van Hunnik et 

al. [80] proposed a slightly different expression for the precipitation rate. This 

expression showed a better agreement with experimental results, particularly at higher 

supersaturation: 
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( )( )11 1R gr sp
AP k K S S
V

−= − −  (II.32)

and they obtained the values B = 52.4 and Ea = 119.8 kJ/mole, accordingly. 

 

F. Steel Composition and Microstructure 

The severity of CO2 corrosion strongly depends on the composition and 

microstructure of the steel in use. These inherent characteristics influence corrosion 

rates in a complicated manner. A number of studies were nevertheless devoted to 

understand this influence. It was reported in early study that localized attacks at the 

upset ends of oil well tubing are ascribed to selective corrosion of spheroidized 

carbides, and that the spherodization damages the lamellar pearlite grain structure [81]. 

This last is believed to strengthen the adherence of protective films to the substrate [81, 

82]. Investigations of the structural characteristics of iron carbonate showed that the 

steel microstructure also have an effect on the thickness of corrosion product layers 

[82]. A corrosion process and a growth mechanism of FeCO3 were therefore proposed 

for ferritic-pearlitic steels [82, 83]. This corrosion process is schematically shown in 

Figure II.8.  For such steels, ferrite corrodes away and cementite lamellas (Fe3C) are 

left behind. Being electrically conductive, these lamellas were however shown to 

enhance hydrogen evolution [84, 85] and thus increase the corrosion rate [83-90]. 

Results obtained from experiments on sixteen distinct steels clearly showed that the 

corrosion rate increases with the carbon content, which is a direct consequence of the 

described effect of cementite [83]. Other works reported that ferritic-pearlitic steels are 

less prone to localized corrosion at temperature below 80 °C than martensitic materials 

[91-94]. Morphological observations of deposited corrosion products also showed that 

ferritic-pearlitic steels are efficient substrates for the formation of homogeneous layers, 

while porous FeCO3 layers were found to develop on martensitic specimens [95]. In 

some cases, the steel composition rather than the microstructure was shown to be 

responsible for a better resistance to CO2 corrosion [96]. A number of low carbon steels 

containing micro-alloying elements appear to be 3 to 10 times more resistant to CO2 

corrosion than conventional grades. As an example, it is known that chromium provide 



Chapter II: Literature Review 

 

 - 63 -

a mechanical strengthening of the surface films, although it is sometimes detrimental to 

certain corrosion inhibitors [83]. Other constituting elements such as vanadium can also 

have influential and complementary roles in the prevention of CO2 corrosion.  However, 

how these elements prevent CO2 corrosion is not clearly understood. Further research 

efforts are therefore required in this area.         

  

Figure II.8. Illustration of the corrosion process for ferritic-pearlitic steels as 
proposed in Refs. [82, 83]. Left: freshly ground surface. Right: corroded surface. 
Figure taken from Ref. [83]. 

 

II.3.4. Forms of CO2 Corrosion 

In CO2-containing aqueous media, corrosion attacks may take several forms that 

strongly depend on the inherent characteristics of the metal, the environmental 

conditions prevailing, and the kinetics of the interfacial corrosion processes. There are 

mainly two forms of corrosion often encountered in the field, namely uniform and 

localized corrosion. 

 

A. Uniform Attacks 

Uniform corrosion, known also as general corrosion, takes place across the entire 

exposed surface. Nevertheless, the damage caused by this form of corrosion is 

predictable. Uniform corrosion is also by far the most widely studied form of attack in 

oil and gas industry. A number of predictive models have been devoted to this form of 

corrosion over the last two decades. A comparison of the respective performances and 

accuracies of these models has been reported in literature [97-99]. Recently, Nyborg has 
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published a detailed overview on the major models used in the field [100, 101]. The 

history and mathematical schemes has also been summarized [102].  

 

B. Localized Attacks 

Localized corrosion is known to be more severe and more difficult to both 

predict and control than uniform corrosion due respectively to its latent incubation, 

quick propagation and stochastic nature. This form of attack implies that only discrete 

parts of the metal surface are attacked. Localized corrosion often results in deep 

penetration of the metal, thus inducing an impairment of its characteristics. In practice, 

localized corrosion is at the root of most corrosion failures of facilities encountered in 

oil and gas fields. This is particularly observed at low fluid velocities for flowing 

systems or in stagnant conditions. A rational explanation would be that a pre-initiated 

localized attack is prone to grow in such conditions due to local electrochemical 

concentration gradients between the attack and the outer surrounding surface. Due to its 

severity, localized CO2 corrosion attacks have been given an increasing attention [65, 

103-106]. Modelling approaches were also used to tackle the stochastic nature of this 

phenomenon [107].  

Under corrosion scaling condition, particular localized attacks known as mesa 

attacks can develop. These attacks are particularly observed at high fluid velocities. For 

this reason, the phenomenon of mesa attacks is generally categorized as flow-induced or 

flow-assisted localized corrosion. The prerequisite for the formation of mesa attacks is 

that partially protective corrosion scales must form first. Mesa attacks are typically 

characterized by deep and often flat-bottomed cavities. The mechanisms for initiation 

and growth of mesa corrosion attacks have not been given a satisfactory explanation 

until the work of Nyborg [108-110].  The mechanism suggested by Nyborg is sketched 

in Figure II.9. Some other efforts have been made to better understand this 

phenomenon [111-113]. Since mesa attacks are localized, their occurrence is also 

unpredictable.    
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Figure II.9. Mechanism for initiation and growth of mesa attacks according to 
Nyborg [110]. 

 

II.4. Top-of-Line Corrosion 

II.4.1. Introduction 

In natural gas production, a common practice to mitigate sweet corrosion in 

carbon steel pipelines carrying wet CO2-containing gas consists in drying the gas prior 

to its transport. For economical reasons, well gas streams are still being sent 

unprocessed into carbon steel pipelines over long-distances from wells to main 

platforms, existing installations on neighbouring fields or onshore processing units. Due 

to injection of corrosion inhibitors, transportation of natural gas under wet conditions or 

even in the presence of a water phase at the bottom the pipeline has been successfully 

practised over the world. However, it must be made certain that the active inhibitor 

reaches all parts of the pipeline under all transport conditions. At high gas flow rates, 

injected inhibitors are dispersed as a spray, and the micro-droplets are carried along the 

line, thus producing a protective film on over the internal parts of the pipeline. This is 

no more possible under stratified (-wavy) flow regime when injected inhibitors drain 

downward under gravity and collect at the bottom of the line. Under these conditions, 

the upper pipeline surface is not sufficiently supplied with inhibitors, and is therefore 

subject to sweet corrosion. Such phenomenon is commonly referred to as top-of-line 

corrosion (TLC).   
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II.4.2. Flow Patterns in Wet Gas Pipelines 

In wet gas pipelines, the multiphase downstream may be transported in a variety 

of flow patterns. These depend on the orientation of the pipeline and both the nature and 

the rate of the individual phase flow. The three common types of them are mist flow, 

annular (-mist) flow, and stratified (-wavy) flow regimes [114, 115]. These regimes are 

schematically illustrated in Figure II.10. The mist flow regime is typically observed at 

low quantity of liquid and at very high velocities of the gas flow. The liquid co-

produced with hydrocarbons is sprayed as micro-droplets and entrained in the vapour 

phase. In annular (-mist) flow regime, the liquid phase is swept up until it wets the 

entire circumference of the pipe with a gas core in the middle. This is particularly 

achieved when the gas velocity is high. A mist is often present in the gas core. In 

practice, an annular liquid film is however difficult to occur and a crescent shaped film 

is often observed at the bottom half of the pipe with liquid flowing as streaks along the 

the top surface [114]. Stratified (-wavy) flows are the most common patterns 

encountered in wet gas transportation, particularly at moderate velocities of the gas 

flow. This is the case where the liquid phase, a brine of water and condensed 

hydrocarbons, flows down the internal pipeline while the gas phase is carried along the 

internal upper part. Some liquid is dispersed into micro-droplets that are then entrained 

in the vapour phase. The micro-droplets can coalesce under favourable conditions on 

the top surface of the pipe and form thin liquid films, in which gaseous CO2 and other 

acidic gases, for instance hydrogen sulphide, are readily hydrated. In combination with 

organic acids, these condensates become potentially very aggressive and cause the 

upper part to corrode. It follows that TLC is relevant for wet gas pipelines, and more 

specifically for wet gas transportation in stratified flow regimes [116]. 
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Figure II.10. Main patterns of gas flow encountered in wet 
gas pipelines. (1) Mist flow regime; (2) Annular (-mist) flow 
regime; (3) Stratified flow regime. This last is the most 
common type, particularly observed at moderate velocities of 
the gas flow. 

 

II.4.3. Basic Mechanism of TLC  

Top-of-line corrosion is fundamentally CO2 corrosion. Therefore, the 

mechanisms of the underlying reactions in sweet systems still apply. In most of cases, 

TLC occurs in multiphase stratified flow or during wet gas transportation. It is typically 

associated with partially or completely failed thermal insulation of the pipeline. Due to 

the external cooling that induces large temperature gradients between the internal 

medium and the surrounding environment, the water vapour co-produced with 

hydrocarbons condenses on the whole circumference of the internal walls of the line. In 

such conditions, the condensed water is in equilibrium with the gas phase, thus allowing 

the hydration of gaseous carbon dioxide. The internal environment can become even 

much more corrosive when sweet conditions are associated with high partial pressures 

of other acidic gases such as hydrogen sulphide. Since most of the condensing water 

drains downward under the effect of gravity, CO2 corrosion is first expected to occur at 

the bottom of the line. Under sustained dewing conditions, a continuous thin film of 

liquid nevertheless forms on the internal top surface and this last is also subject to sweet 

corrosion. Although corrosion mitigation is usually achieved by injection of inhibitors, 
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TLC is still difficult to prevent and control. Indeed, as TLC occurs in wet gas lines often 

operated in stratified flow regime, corrosion inhibitors remain at the bottom and are not 

prone to reach and protect the top of the line. 

 

II.4.4. Key Factors in TLC  

The first case of TLC was reported in 1960 at a sour gas field in France, where 

severe localized TLC attacks with a penetration rate of around 5 mm/year were 

observed in the gas gathering system. Although laboratory studies were already initiated 

in early 1990 to provide a rational explanation for TLC phenomenon, it was only in 

1999 that a complete description of TLC case was made on the basis of field data and 

inspections results [117]. Since then, the issues related to TLC phenomenon have 

increasingly caught up the attention of the major industries in oil and gas fields. In 

practice, the majority of TLC cases are met offshore. Several field cases are 

nevertheless related to onshore gas gathering. The factors affecting top-of-line corrosion 

in sweet conditions are now identified. These factors have been extensively addressed in 

literature. The condensation rate, temperature and organic acids (mainly acetic acid) are 

by far the most influential parameters in TLC phenomenon. All of these factors 

influence the corrosion rate in a complicated way, but common behaviours are generally 

observed. These are briefly outlined hereafter. Since TLC phenomenon is fundamentally 

CO2 corrosion, the same observations can be made concerning the metallurgical effects. 

 

A. Condensation Rate 

Great research efforts have been undertaken to study the top-of-line corrosion 

and how the TLC rate is affected by the condensation rate. Most of the published 

experimental work has been performed at IFE in Norway and Ohio University in USA 

with Total as an active partner at both institutions. In simple cases, the TLC rate can be 

estimated from the water condensation rate and the concentration of ferrous ions that 

accumulate in the condensing water. The condensed water is pure and, due to the 

hydration of CO2, has typically a pH < 4. When the water condensation rate is low, the 

water film is not renewed. Corrosion products hence accumulate rapidly in the 
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condensed water and raise the local pH until the water is saturated with iron carbonate. 

Once the supersaturation is exceeded, precipitation reaction does occur and a protective 

scale of iron carbonate is formed. The top-of-line corrosion is therefore limited by the 

amount of ferrous irons that can be released and transported with the condensed water. 

On the other hand, fresh condensed water will dissolve the already formed iron 

carbonate scale. This implies that a minimum corrosion is required to increase iron 

content in the condensed water phase to at least the saturation point [Fe2+]sat. In such 

condition, the corrosion rate (CR) is simply expressed as follows [80]:   

2. .R corr cond sat
C f V Fe +⎡ ⎤= ⎣ ⎦  (II.33)

where Vcond is the condensation rate in liters per second. The conversion of one mole of 

Fe2+ per liter into mm/year may be achieved by using the correction factor (fcorr). At 

very high condensation rates, the supersaturation of the condensed water becomes very 

difficult to reach and unprotective iron carbonate layer is formed. As a consequence, the 

equation (II.3) is no longer valid and the corrosion rate is simply determined as a free-

scaling CR. One can therefore assume that there exists a critical condensation rate 

beyond which no saturation of the condensed water by corrosion products can be 

reached.  

 

B. Gas Temperature 

The temperature of the flowing gas influences TLC in a complex way. Since 

TLC occurs primarily in sweet conditions, the aforementioned effects of temperature on 

both CO2 corrosion kinetics and the formation of product scales still nevertheless 

apply.Temperature evenly plays other major role related to the condensation rate, and 

thus has an indirect effect on the overall TLC rate. As the temperature increases, more 

water is condensed on the top surface of the pipe. Beyond a certain temperature, 

protective -and hard to undermine- films are formed. TLC rate is hence governed by the 

counteracting actions of temperature and condensation rate. Further scenarios 

concerning the counteracting roles of these two parameters in sweet dewing conditions 

were suggested by Olsen and Dugstad [118]. 
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C. CO2 Partial Pressure 

CO2 partial pressure is also an influential parameter in TLC conditions. Top-of-

line corrosion rate increases with CO2 partial pressure. This is however less pronounced 

than in the uninhibited bottom of the line. This is particularly true, respectively at low 

temperatures and high condensation rates, or at high temperatures and low condensation 

rates [118, 119]. At high temperatures and large condensation rates, the effect of CO2 

partial pressure on the corrosion rate can become substantial. In both cases, the same 

reasoning adopted to explain the effects of temperature and condensation rate still 

applies.  

 

D. Gas Velocity 

Under dewing conditions, the corrosion rate is not directly proportional to the 

gas velocity [120]. Instead, the influence of the gas velocity is primarily related to the 

condensation rate. High gas velocities indeed enhance mass transfer and heat exchange, 

thus resulting in an increase in the condensation rate. One may go further by assuming 

that the overall TLC rate could be influenced via the impact of the gas velocity on the 

following parameters: 

 Water layer thickness – Depending on the gas velocity, condensates are spread 

on the top surface of the pipe with a varying thickness of the water layer. This 

case is similar to the one reported at low condensation rates (effect on the water 

supersaturation). 

 Condensate forms – At very low gas velocities, condensates may, for example, 

take the form of stagnant droplets. In such condition, one would deduce that 

TLC is different from the one occurring under thin liquid films. 

 Galvanic coupling – Once localized corrosion attacks have initiated, the 

condensed water may remain inside the cavity due to flowing gas. On the other 

hand, the growing external layer of the condensed water at the gas-liquid 

interface is carried away by the flowing gas at high velocities.   
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E. Acetic Acid 

Sweet TLC is often associated with the presence of short chain organic acids. 

These are naturally occurring compounds in unprocessed oilfield brines besides carbon 

dioxide. Table II.3 shows some organic acids frequently found in formation water.  

 
Table II.3. List of some short chain organic acids 
commonly found in formation water [121].  

Acid Concentration 
(mM) 

Concentration  
(mg/l) 

Acetic acid 10.1 609 
Propanoic acid 1.5 113 
Formic acid 0.3 14 
1-butanoic acid 0.3 27 
Malonic acid 0.2 21 
Oxalic acid 0.1 9 

 

Amongst these organic acids, acetic acid (commonly abbreviated as HAc) appears to be 

the most prevalent short chain carboxylic acids. It can be present with concentrations 

ranging from a few hundreds up to several thousands of ppm in the co-produced 

aqueous phase. Table II.4 lists some relevant information about the physicochemical 

properties of pure HAc.  

     
Table II.4. Some physicochemical properties of pure HAc. 

Fw Mw  
(g mol-1) 

ρliquid  
(g cm-3) 

ρsolid  
(g cm-3) 

Tmelt 
(°C) 

Tboil 
(°C) 

pKac 
 

Viscosity 
(mPa s) 

CH3COOH 60.05 1.049 1.266 16.5 118 4.80 1.22 
 

Since acetic acid is a weak acid (pKac = 4.80 at 25 °C), it partially dissociates into 

hydrogen ions and acetates according to the following reaction: 

; acHAc H Ac K+ −+  (II.34)

This dissociation is very fast with the forward reaction constant (kac,f) estimated to 3.2 x 

105 s-1 [122]. The equilibrium constant depends on temperature. The following 

expression for the pKac – T relationship is generally used in literature [123]: 
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( ) ( )256.661 0.013 2.378 10acpK T K T K−= − + ×  (II.35)

One matter of confusion was frequently encountered in literature concerning the effect 

of acetic acid, namely that HAc would be a stronger acid than H2CO3 (pKca =  3.5). This 

has been elucidated by Gulbrandsen and Bilkova in 2006 [10]. In CO2/ HAc brine, each 

of the two acids is a proton supplier. Carbonic acid becomes the main source of protons 

only when it is present at a concentration at least equal to acetic acid’s. This is 

particularly achieved at very high partial pressures of CO2.  

The knowledge of the role of HAc in sweet systems is as old as that of CO2 

corrosion itself [124]. The effect of HAc on the corrosion rate of carbon steel in CO2-

containing media has been extensively investigated over a wide range of conditions 

since the 1980’s [125-127]. That is to say much later since the presence of carboxylic 

acids was discovered in the early 1940’s. Literature relating to the role of HAc in CO2 

corrosion in oil and gas industry has been systematically reviewed. The most recent was 

provided by Gulbrandsen and Bilkova [10]. Their work throws light on literature 

addressing the effect of HAc over the period 1983-2006. Field experience shows that 

HAc is a key factor in the occurrence of localized TLC attacks in gas-condensate 

pipelines [128]. Crolet and Bonis [125] reported that the presence of HAc in 

unprocessed oil and gas brine could substantially increase the corrosion rate of carbon 

steel, even in small amounts [124]. This was corroborated sixteen years later by the 

work of McVeigh [129]. Since then, this fact has been generally acknowledged. There 

also seems a consensus that HAc entails a significant enhancement of the cathodic part 

reaction rate in two undistinguishable mechanisms. HAc acts as a proton supplier, with 

the subsequent buffering effect suggested by Crolet [124] et al. and also by Joosten et 

al. [130]. By analogy with carbonic acid, a direct cathodic reduction of undissociated 

HAc molecules is also assumed to occur:  

2
1

2HAc e H Ac− −+ +  (II.36)

This seems to be in line with the extensive cyclic voltammetry studies of Garsany et al. 

[131-134] and also by later work [135]. Due to the rapidity of HAc dissociation, 

distinguishing the direct reduction of HAc from the conventional reduction of protons 
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appears, however, to be a difficult experimental task. Some laboratory results on HAc 

corrosion in sweet conditions have nevertheless showed that acetic acid is particularly 

detrimental in its undissociated form [16, 136, 137]. The anodic inhibition effect was 

also observed in other studies on iron and steel corrosion in HAc-containing media 

[124, 135, 138]. This is still not elucidated, and a deep insight is then required into this 

area. Thermodynamically speaking, the precipitation of ferrous di-acetate complexes 

could occur via the following reaction:   

2
22 ; iaFe Ac FeAc K+ −+  (II.37)

The formation of protective FeAc2 layer is generally ignored. Indeed, the solubility of 

ferrous di-acetate is so much higher than iron carbonate’s that precipitation of FeAc2 is 

unlikely to be driven in practical situations (see Figure II.11). At pH higher than 6 and 

high acetate concentrations (typically several thousands ppm), nearly 60 % of divalent 

iron could be present as acetate complexes [10]. The precipitation of ferrous di-acetate 

products is no longer negligible, accordingly.         

 
Figure II.11. Variation of ferrous acetate’s solubility with temperature in 
0.3% NaCl. Data were obtained by polynomial fitting of those reported by 
Palmer and used later by Gulbrandsen and Bilkova [3, 10]. 
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II.5. TLC Models 

II.5.1. Introduction 

Several empirical and semi-empirical models have been proposed in literature to 

predict the occurrence of sweet TLC. Some others have also been developed from more 

mechanistic considerations. Five of them are briefly reviewed hereafter.   

 

II.5.2. de Waard et al. Model (1993) 

The model of de Waard and Milliams is probably one of the most well-known 

and referenced models. Based on their experimental results, the authors developed an 

empirical correlation allowing the prediction of CO2 corrosion rate in natural gas 

pipelines [139]. The model was upgraded in 1991 [30]. In 1993, de Waard and Lotz 

adapted the last version of the model for systems operating under dewing conditions by 

introducing a correction factor for the condensation rate (Fcond). The authors proposed a 

correction value of 0.1 for a condensation rate below 0.25 g m-2 s-1 [31]. Quantification 

of the influence of environmental parameters besides condensation rate such as scaling 

tendency and pH was also made by applying other correction factors. The generic 

formula is written in its following expression for uniform corrosion:    

( ) ( ) ( ) ( )
2

1710log / 5.8 log 0.67 log
273R condC mm year F P bar

T C CO⎡ ⎤= × − + ×⎡ ⎤⎣ ⎦ ⎣ ⎦+ °
 

(II.38)

 

II.5.3. Andersen and Valle Model (1993) 

The authors postulated that the TLC rate depends primarily on the CO2 partial 

pressure, the bulk temperature in the gas stream (Tbulk), and the condensation rate if the 

presence of hydrocarbons can be neglected. They accordingly proposed the following 

predictive expression for the corrosion rate [140]:  
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∑  

(II.39)

The polynomial coefficients (ti) were obtained experimentally by curve fittings. 

Although it involves the main influential factors in TLC, this model is exclusively valid 

in scale-free corrosion.   

 

II.5.4. Van Hunnik et al. Model (1996) 

Van Hunnik et al. noticed that the already developed models often over-predict 

the sweet corrosion rate in wet gas and oil systems. They argued that the observed 

inaccuracy is due mainly to the fact that corrosion scaling is not properly taken into 

account. Based on an evaluation of in-house and literature data, the authors developed 

equation (II.33), which is specific to practical situations where iron carbonate scaling is 

chosen as a control option of TLC [80]. At very high condensation rates, equation 

(II.33) is however no longer valid since in such conditions FeCO3 films are very 

unlikely to be protective. 

 

II.5.5. Pots and Hendriksen Model (2000) 

In order to tackle the conservatism present in the de Waard et al. model, Pots 

and Hendriksen developed a new correlation for TLC prediction. The so-called iron 

supersaturation model describes the competitive effects of iron discharge via the water 

condensation rate and the precipitation rate of iron carbonate. The model uses the Van 

Hunnik et al. expression [141] for FeCO3 precipitation. Under supersaturation 

condition, the corrosion rate is given by: 

( ) 8 2

supersat
/ 2.26 10 cond

R
w

VC mm year Fe
ρ

+⎡ ⎤= × × × ⎣ ⎦  (II.40)

ρw stands for the water density. Predictions were likened to experimental results 

obtained by Olsen and Dugstad [118], and also to field data reported by Gunaltun [117]. 

A good agreement was obtained. 
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II.5.6. Gunaltun et al. Model (2000) 

In 1999, Gunaltun et al. [117] published a case history of TLC in multiphase wet 

gas flowlines of Tunu field (Indonesia). One year later [128], Gunaltun and Larrey 

evaluated the condensation rates in sealines of four fields. The calculated condensation 

rates were thereafter correlated to the thickness losses measured by inspection of the 

Tunu case. The authors used a computational module for the simulation of the 

multiphase flow all along wet gas pipelines. The model included thermodynamics, 

hydrodynamics, and thermal exchange packages. In steady-state flow regime, the radial 

heat transfer in a pipeline was calculated via the integration of the following expression: 

( )0 02 fluid extdQ R U T T dL= Π − ×  (II.41)

where: 

dQ: differential radial heat loss 

dL: elementary pipe length 

U0: overall radial heat transfer coefficient (referred to R0) 

R0: arbitrary radius taken as reference 

Tfluid: bulk fluid temperature  

Text: external temperature 

 
II.5.7. Other Models 
 

During the period 2002-2007, several other models have been developed. 

However, this exceeds the scope of the present review, and the interested reader is 

invited to see the related references [119, 121, 142, 143]. 
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II.6. Mitigation and Control Techniques  

II.6.1. Introduction 

There are four requirements for any aqueous corrosion process: an anodic zone 

on which oxidation reaction occurs, a cathodic zone on which reduction reaction of a 

different species occurs, an aqueous solution that insures ionic conduction between the 

two reaction sites, and an electrical conductor for electrons transfer. It follows that any 

successful mitigation effort of corrosion must alter, at least, one of these requirements. 

Many control techniques have been developed and used in oil and gas industry to 

prevent and mitigate CO2 corrosion phenomena. These techniques include chemical 

inhibition, selection of more corrosion-resistant metals and alloys (eventually non-

metallic materials), protective coatings, cathodic protection etc…A short overview of 

these techniques is given hereafter. The same measures apply for sweet TLC. 

 

II.6.2. Injection of Corrosion Inhibitors 

Corrosion inhibitors have been shown to be very effective in CO2 corrosion 

condition and are therefore extensively used in oil and gas production. Since the 1940’s, 

the use of inhibitors has indeed slowed down the corrosion rates by a factor ranging 

from 4 to 15 [144]. Amines and their derivatives are the most commonly used 

commercial inhibitors. These are nitrogen-based organic surfactants with a long dipolar 

chain. Some inorganic inhibitors are also used. The corrosion protection is achieved 

through the physical adsorption and chemisorption of inhibitors onto the reacting 

surface. It follows that the inhibition (or the protection) efficiency is directly 

proportional to the fraction of the steel surface covered by the inhibitor [16]. Corrosion 

inhibitors can be generally classified into two principal groups according to the manner 

by which they are applied: continuous injection, and batch (intermittent) injection 

inhibitors. A more focused view would categorize inhibitors according to their basic 

roles or according to the electrochemical process being controlled: anodic, cathodic, 

film forming, passivating, and neutralizing. In addition to external injection of 

inhibitors, some naturally occurring components of crude oil are known to slow down 

CO2 corrosion rates either by wetting effect [145] or inhibitive effect [146-148].  
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II.6.3. Selection of Materials 

Control and mitigation of CO2 corrosion can evenly be done upstream by 

suitable choice of the material.  This implies the use of more corrosion-resistant metals 

and alloys such as stainless steels [149, 150]. These are indeed less prone to CO2 

corrosion. Their application is nevertheless still limited to highly corrosive 

environments in petroleum industry due to their cost impact. Non-metallic materials can 

also be used. In some practical situations, however, this can prove to be detrimental to 

the mechanical properties of facilities particularly under extreme conditions of 

temperature and pressure. The use of metallic materials is therefore recommended in 

such conditions.  

 

II.6.4. Application of Protective Coatings 

Corrosion alleviation is, in some cases, achieved by application of organic 

coatings. These, if properly applied, may extend the lifespan of engineering structures a 

few years [151]. However, coatings do not remain holiday-free for very long in 

saltwater service. Effective use of coatings should therefore be supplemented with 

cathodic protection.  

 

II.6.5. Cathodic Protection 

Cathodic protection provides a method of protecting large steel structures such 

as pipelines by supplying an electron flow to the active steel to reduce or eliminate 

oxidation reactions. This can be accomplished either by applying a cathodic potential 

(impressed potential) or by impressing a cathodic current (impressed current) from a DC 

generator across the steel-environment interface. This last is commonly used to 

supplement internal coatings and the injection of inhibitors. An alternative method of 

producing a similar effect is to couple a less noble metal (sacrificial anode) to the metal 

of interest.  
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II.6.6. Other Techniques 

Reduction of corrosion rates in sweet systems can also be performed through the 

control of the environmental conditions prevailing. A number of wet gas steel pipelines 

use glycol for hydrate prevention and the pH-stabilization technique [152]. This consists 

in adding alkaline chemicals such as aqueous sodium hydroxide (NaOH) or 

methyldiethanolamine (MDEA) to the corrosive environment in order to increase its 

pH, and thus improving the protectiveness of corrosion films [153]. In sweet systems, 

the control of other environmental factors such as temperature was also found to be 

beneficial in some practical cases [154]. Last but not least, upstream optimization of the 

design for engineering structures can result in less corrosion-induced damages, 

particularly in which relates to localized attacks or galvanic coupling when dissimilar 

metals are involved. 

 

II.7. Conclusions 

 The above bibliographical analysis shows that CO2 corrosion phenomena 

cannot be satisfactorily explained only on the basis of the acid character of carbonated 

water. Hence, it clearly appears that carbonic species are directly involved in the 

elementary cathodic processes. However, the underlying mechanism whereby these 

species are involved is still a subject of controversial theories. Besides the buffer effect 

of carbonic acid, the least controversial explanation would be that the acid molecules 

are directly reduced. This means that the respective reactions of proton reduction and 

carbonic acid reduction are independent, and that the overall cathodic process is the sum 

of both. In practice, internal CO2 corrosion of pipelines is even more complex.  This is 

due to the interacting effects of the environmental conditions prevailing as well as the 

metallurgical properties of the corroding steel.  

 Under sweet conditions, TLC is not more than a particular case of CO2 

corrosion and the same observations can therefore be made concerning the effects of all 

these parameters. A relative difference lies in the fact that sweet TLC occurs in wet gas 

lines operated in stratified flow regime, which enables the water condensation rate to 

play a major role in the overall corrosion process. At very high condensation rates and 
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very low gas velocities (i.e. stagnant conditions), however, a thick water layer can be 

formed on the top surface of the pipe, and TLC phenomenon can thus be treated in the 

same way as a “pure” CO2 corrosion phenomenon. For convenience, this approach was 

used in this work. Sweet TLC is commonly associated with the presence of weak 

organic acids. These are naturally occurring compounds in unprocessed oil and gas 

brine besides carbon dioxide. Amongst these organic acids, acetic acid appears to be the 

most abundant.  

 The effect of acetic acid on CO2 corrosion has been a poorly understood issue 

until recently. Since then, a significant progress has been achieved in understanding the 

effect of acetic acid on the uniform CO2 corrosion. Rudimentary understanding however 

exists regarding its basic role in the propagation of localized attacks, and no model has 

been proposed on this topic thus far. In practice, localized attacks are at the origin of 

most corrosion failures of pipelines. The consequences of uncontrolled and non-

predictable attack of large wet gas pipelines will have a large economical impact if the 

pipeline has to be replaced or built in a more expensive material or if the field has to 

close down before the field has been fully exploited. The environmental impact can also 

be substantial if a rupture takes place. Hence, understanding localized corrosion in such 

conditions is an important precondition for challenging the major actors in oil and gas 

industry to find the optimal techniques for mitigation and control. The present work 

comes within the scope of this major stake. It is anticipated that the results of this 

research effort provide an essential insight into the mechanism of localized attacks of 

carbon steel pipeline in the presence of acetic acid, namely in which concerns the 

stifling of growing pits often encountered in TLC conditions. Nevertheless, an 

investigation of the macroscopic behaviour of carbon steel in CO2/HAc aqueous 

solutions is worth the detour, and will be addressed in Chapter IV. By then, the 

experimental protocol, instrumentations and methods employed in this work are 

outlined in the next chapter. 
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III.1. Introduction 

The present work was performed using the facilities available at MetLab 

Laboratory at The Institute for Energy Technology (IFE, Kjeller) in Norway. This 

chapter presents both experimental conditions and methods used in this work. The first 

part deals with the protocol followed in the preparations of working electrodes and test 

solutions. The second part lists the different electrochemical instrumentations and 

techniques. For each method, the basic principle is briefly reviewed. The reader can 

refer to Chapter I for more details. The last part of this chapter is devoted to 

characterization methods. Their basic principles are also shortly described.   

 

III.2. Electrodes and Solutions 

The electrodes used in this work were made from API 5L X65 pipeline steel. 

The nominal chemical composition of the steel is given in Table III.1.  

 
Table III.1. The nominal chemical composition of API 5L X65 pipeline steel (wt. 
%). Microstructure: ferrite-pearlite. 

C Si Mn S P Cr Ni Mo Cu Al Fe 
0.08 0.25 1.54 0.001 0.019 0.04 0.03 0.01 0.02 0.038 Bal. 

 

The microstructure of the steel is depicted as an optical micrograph in Figure III.1-(a) 

and as SEM image in Figure III.1-(b) [1]. The SEM image reveals lamellar cementite 

typical of pearlite for API 5L X65 steel. The pearlite is more or less anisotropically 

oriented. In many ferritic-pearlitic steels, we see a pearlite sheet structure, the sheets 

being parallel to the pipe surface. For this reason we have systematically aimed to have 

the samples machined to be parallel to the inner pipe wall as illustrated in Figure III.2. 

The unexposed faces and edges of the working electrodes were coated with epoxy resin 

to prevent crevice corrosion leading to erroneous results. Prior to each corrosion test, 

the working surfaces were wet-ground with SiC papers up to 1200 grit finish, rinsed 

with distilled water and degreased with acetone.  
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Figure III.1. Microstructure of API 5L X65 pipeline steel after 30 s etch 
in 2% Nital solution. (a) optical micrograph. (b) SEM image [1]. 
 

 

Figure III.2. Radial cut of samples from X65 pipeline steel. 
 

All test solutions were prepared from analytical grade reagents and deionized water (18 

MΩ cm in resistivity). They consisted of aqueous NaCl solutions de-aerated and 

saturated by purging CO2 gas (>99.99%) at 1 bar for 2 hours. The electrodes were then 

installed through the pre-designed holders. The CO2 gas flow was maintained over the 

test solution throughout the measurement to prevent oxygen ingress. Different amounts 

of HAc within the range 0 to 1000 ppm were also added to the test solution prior to each 

experiment.  All tests were performed at room temperature. In this work, most of the 

experiments were performed at free pH. Experiments dealing with the pH effect were 
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however conducted by achieving the desired solution pH through minute adjustments 

using droplets of HCl or NaOH, respectively.  

 

III.3. Electrochemical Measurements 

III.3.1. Instrumentations  

Electrochemical records were monitored using PCI4/750 Potentiostat from 

Gamry Instruments installed in Intel Pentium 4-based workstation. The PCI4 

Potentiostat is a research electrochemical instrument, which consists of two printed 

circuit cards; the Potentiostat card and the Controller card. It can operate as potentiostat, 

galvanostat, or a precision zero resistance ammeter (ZRA). Data acquisition and 

analysis were performed using Gamry`s software support for the PCI4. They include the 

modules Gamry Framework and ESA 400. A brief listing of their corresponding 

applications and analysis software used in this work is given in Table III.2. 

 
Table III.2. Brief listing of the modules and their corresponding 
applications and analysis software used in this work. 
Module Applications Analysis software 
Gamry Framework Potentiodynamic; EIS Echem Analyst 
ESA 400 Acquisition & analysis of 

EN data  
ESA Analysis 

 

III.3.2. Potentiodynamic Polarization Measurements 

Electrochemical reaction kinetics is essential in evaluating the corrosion rate of a 

given metal exposed to the environment of interest. Although thermodynamics may 

predict the possibility of corrosion, it does not provide information on how slow or fast 

corrosion processes occur [2]. A characterization of electrochemical kinetics can be 

achieved by evaluating at least three polarization parameters, such as corrosion current 

density, icorr, corrosion potential, Ecorr, and Tafel slopes, ba and bc. For a corroding 

electrode at its open circuit potential Ecorr (net current = 0), as well as for IR-

compensated data in polarized conditions, the interfacial electrochemical processes can 
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be described in terms of current-potential relationships, namely Butler-Volmer 

equation: 

corr corr
corr

a c

E - E E - Ei = i exp 2.303 - exp - 2.303 
b b

⎡ ⎤⎛ ⎞ ⎛ ⎞
⎢ ⎥⎜ ⎟ ⎜

⎝ ⎠ ⎝
⎟
⎠⎣ ⎦

 
(III.1)

In this case, any anodic polarization induced by an anodic overvoltage, that is to say E > 

Ecorr, is referred to as an electrochemical process in which an electrode surface corrodes 

by losing electrons. Inversely, any cathodic polarization requires that electrons must be 

supplied to the electrode surface at a negative overvoltage which implies that E < Ecorr. 

In this work, potentiodynamic polarization measurements were performed in a 

conventional three-electrode cell shown in Figure III.3.  

 

 
Figure III.3. Experimental setup. 1 (RE): reference 
electrode; 2: pH probe; 3:  thermostatically controlled 
heating plate; 4: pH-meter; 5: temperature probe; 6: 
specimen holder; 7: bubble flask; CO2 IN: CO2 gas 
inlet; CO2 OUT: CO2 gas outlet. 

 

All potentials were measured against a saturated calomel electrode (SCE) being used as 

the reference electrode connected to the test solution through a Luggin capillary probe. 

A coiled titanium wire was used as a counter-electrode (CE). Prior to each 
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measurement, the specimen was kept in solutions during 2 h until a stable corrosion 

potential was reached. Both the anodic and the cathodic polarization curves were 

scanned separately at a rate of 1 or 5 mV s-1 from ±10 mV versus the corrosion potential 

in the cathodic-to-anodic direction for the anodic sweep and in the inverse direction for 

the cathodic sweep. 

 

III.3.3. EIS Measurements 

Electrochemical Impedance Spectroscopy is essentially a steady-state technique, 

which is capable of providing valuable and reliable information about interfacial kinetic 

and mechanistic phenomena with relaxation times varying over many orders of 

magnitude [3]. The advantage of EIS lies in the fact that the steady-state regime permits 

the use of signal averaging methods within a single experiment to reach the desired 

level of precision while the wide frequency range permits a wide range of interfacial 

processes to be disclosed. EIS technique consists of applying periodic signals of small 

amplitudes to perturb an electrode-electrolyte interface and measuring the cell response 

while varying the frequency. In corrosion experiments, it is common to apply a 

sinusoidal potential perturbation with amplitude ranging from 10 to 50 mVrms to a 

corroding electrode interface and measure the resulting current signal occurring at the 

same excitation frequency. In this case, the relationship between potential and current 

signals is simply expressed in Ohm’s law-like form in the frequency domain: 

( ) ( )
( )

E
Z

I
ω

ω
ω

=  
(III.2)

Here, the term Z (ω) stands for the complex impedance and accounts for the relationship 

between the amplitudes of the voltage and current signals as well as the phase shift 

between them. The spectroscopic character of EIS technique results from the fact that Z 

(ω) is measured over a range of discrete frequencies. The interpretation of EIS diagrams 

allows one to determine the electrochemical parameters that are useful to acquire 

information about corrosion process and mechanism. In corrosion context, the high-

frequency end of the measurement domain is determined by the frequency required to 

short-circuit the interfacial capacitance [4]. In this case, only the electrolyte resistance is 
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prevailing. As the frequency is lowered, both interfacial resistances and capacitances 

will contribute to the complex impedance. Local electrochemical phenomena including 

adsorption/desorption and diffusion associated with corrosion processes are commonly 

detected at frequencies lower than 10 Hz. In this work, EIS measurements were 

performed with a sinusoidal potential excitation of 10 mVrms amplitude in the 50 kHz – 

10 mHz frequency range. Unless stated otherwise, all EIS measurements were carried 

out in open-circuit conditions. 

 

III.3.4. EN Measurements 

Electrochemical noise is referred to the spontaneous current or potential 

fluctuations. The study of these fluctuations for the characterization of corrosion 

processes has received considerable attention over the recent years. In corrosion 

context, EN phenomena are considered as the result of stochastic processes that can 

arise from various sources such as time-related uniform or localized corrosion activities 

taking place on the surface of a corroding metal.  Valuable information about the 

corrosion mechanisms can be obtained from EN data [5]. EN measurements can be 

acquired in a conventional manner using electrochemical instruments configured as 

potentiostat and galvanostat. Reliable EN-based information are obtained by analyzing 

the spontaneous fluctuations in the potential record of a freely corroding electrode. 

Since the electrode is maintained in an entirely natural state, it is possible to obtain 

results with very high accuracy. A preferred alternative and non-invasive technique 

consists of combining the potential record with the measurement of the coupling current 

flowing between two freely corroding electrodes by a sensitive ZRA without any 

external perturbation, thus closely simulating ambient real-world conditions. The ZRA 

has become an integral part of EN measurements. On the basis of solid state electronics, 

it achieves simultaneous time records of the spontaneous changes in coupling current 

with low resistance and potential with high impedance. Figure III.4 illustrates the basic 

principle of ZRA measurements.  The biased ZRA mode also offers the possibility to 

apply a bias voltage between two electrodes that allows the anodic corrosion processes 

to occur on the positively polarized electrode. It also provides a useful way to 

electrochemically stress a material to measure its resistance to localized corrosion. EN 



Chapter III: Materials & Methods 

 

 - 98 -

measurements were performed within the PCI4/750 Potentiostat in ZRA mode. Two 

specimens made from the same steel were used as the working electrodes. Before 

recoding, the specimen was kept in the test solution during 2 hours until a steady-state 

regime is reached. The electrochemical current noise was measured as the coupling 

current between the coupled states kept at the same potential. EN data were 

simultaneously recorded during 12 hours with a sampling frequency of 1 or 10 Hz.  

 

 
Figure III.4. Basic principle of ZRA measurements. 

 

III.3.5. Artificial Pit Measurements 

Under certain circumstances, a metal surface exposed to an aggressive 

environment may undergo corrosion attack at discrete sites. Considering the area ratio 

between the attacked sites and the total exposed surface, the metal is said to be 

experiencing localized corrosion when this ratio is much smaller than unity [6]. In this 

situation, the dissolution rate is much higher at these sites than at the rest of the surface, 

either because of inherent characteristics of the corroding metal or because of 

environmental factors at the time of attack. Localized corrosion includes various forms 

of attacks such as pitting, crevice corrosion and stress corrosion cracking. Localized 

corrosion is also known to be more severe and more difficult to both predict and control 

than uniform corrosion due respectively to its latent incubation, quick propagation [7] 

and stochastic nature. Indeed, the highly localized damage can render the equipment 

unserviceable even if the attack on the rest of the exposed surface is negligible. In 

practice, localized corrosion is at the root of most corrosion failures of facilities 

encountered in oil and gas fields. One of the most destructive forms of attack is pitting 
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corrosion. In general, localized corrosion is categorized into three basic stages: 

initiation, growth and stabilization. Although much experimental data were gathered 

and considerable progress was made in the understanding of pitting phenomena, many 

issues still need to be cleared up, particularly in which concerns the initiation stage.  

Once they have initiated, pits propagate at a rate that strongly depends on 

intrinsic properties of the material (composition, microstructure …), pit electrolyte 

composition, and potential gradient along the pit. Local mass-transport characteristics 

also influence pit growth kinetics through the pit electrolyte concentration. In order to 

better understand pit growth and stability, it is essential to ascertain the rate-determining 

factors. As for any electrochemical reaction, pit growth can be governed by the same 

limiting factors: charge-transfer processes, ohmic drop effects, mass-transport 

considerations, or some combination of these factors. The unpredictability and random 

nature associated with pitting corrosion make it extremely difficult to both identify and 

understand the mechanisms controlling the pit behaviour and their respective 

interactions by classical electrochemical techniques. The current measured from a 

corroding electrode may indeed come from several pits with unknown active pit surface 

area. In order to alleviate this ambiguity, an alternative technique consists of studying a 

single attack in naturally simulated pit environments [8-10]. Multiple pits are therefore 

avoided, and only the dissolution kinetics of the active pit is probed. This was achieved 

in this work by using “artificial pit electrode” assembly schematically illustrated in 

Figure III.5. The potential and the net coupling current flowing between the two 

coupled electrodes were monitored with a ZRA, which was connected in such a way 

that any positive current was indicative of an anodic behaviour of the working electrode 

simulating the attack. The working surfaces were the cross sections of concentric, 

mutually insulated rods of 2 and 20 mm diameter for the artificial pit and the outer big 

surface, respectively. Pre-initiated pits were simulated by adjusting the inner electrode 

down to a given depth within the range 0 to 20 mm. More views of the assembly are 

given in appendix (see Figures III.A1a and III.A1b). 
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Figure III.5. Schematic diagram of the artificial pit electrode assembly. 

 

III.3.6. Split Cell Measurements 

Difficulty in studying localized corrosion arises due to the presence of both 

cathodic and anodic reactions occurring on the same nominal surface area of the 

corroding metal. Additional information about the coupling behaviour between the 

attack and the outer surface might be obtained by partial or complete segregation of the 

anodic and cathodic reactions. This approach involves two working electrodes in 

separate compartment cells, with one electrode acting as a net cathode (outer surface) 

and the other as a net anode (attack). By employing separate coupled electrodes, the 

coupling current may be studied as related to the individual reactions. The experimental 

setup used to simulate the coupling behaviour between the attack and the outer surface 

is illustrated in Figure III.6.  
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Figure III.6. View of the split cell assembly. 
 

It consisted of a split cell where the two working electrodes of the same exposed area (≈ 

1 cm2) were machined from API 5L X65 pipelines steel and immersed into two separate 

compartment cells connected to each other with a salt-bridge. The latter is connected to 

both compartment cells through porous glass frits that allow ion migration but restrict 

bulk mixing of the two solutions. Thanks to this setup configuration, the environments 

of the two compartment cells may be altered independently, thus allowing for more 

selective control of the anodic and cathodic reactions. All potentials were measured 

against a SCE through a Luggin capillary located in the cathodic compartment cell, 

which is assumed to simulate the bulk environment. It is finally worth pointing out that 

a potential drop existed between the two compartment cells; however the small current 

(~ μA) and good electrolyte conductivity limited the extent of the ohmic drop to less 

than 2 mV. 

 

III.4. SEM and EDS Characterizations  

Scanning Electron Microscopy is a technique, which is used for the observation 

and characterization of materials on a nanometer to micrometer scale [11]. This 
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technique requires conductive samples to avoid charging effects. The latter occur if a 

nonconductive or poor conductive sample is exposed to an electron beam. This imparts 

a negative charge that cannot be dissipated in non-conductive components. Coating 

samples with a thin layer of conductive material helps to overcome these problems. The 

basic principle of SEM consists of bombarding the sample surface to be examined under 

vacuum with a finely focused beam of electrons. The electron beam may be either 

scanned in a raster across the surface to obtain images or static for single position 

analyses. Interactions of the incident beam with the sample yield different types of 

signals including secondary electrons, backscattered electrons, characteristic X-rays and 

other photons at various energy levels. These signals are obtained from specific 

emission volumes within the sample. The intensity of the emitted signals depends 

mainly on the surface relief features (surface topography) and atomic weight and 

crystallographic arrangement of elements constituting the surface.  

Hereafter, surface and cross-sectional examinations were performed using S-

4800 Hitachi apparatus equipped with EDS detector. Data visualization and handling 

were thereafter made using Noran System Six software. The samples of interest were 

prepared according to the following experimental protocol. Prior to each examination, 

the samples were stored during 24 hours at least into a drying oven at 70 °C in order to 

remove unwanted liquid that could vaporize while in SEM vacuum. For cross-sectional 

examinations, the samples were mounted in epoxy resin. After mounting, the samples 

were sequentially wet-ground on a series of SiC papers with grit sizes of 80, 500, 1000 

and 4000, respectively. The grinded samples were then polished using alumina 

polishing powder suspended in distilled water down to 0.05 μm to produce a mirror-like 

surface. In order to prevent charging effects, thin carbon films of about 5 nm were 

deposited on the substrates using the CED 030 Carbon Thread Evaporation Device by 

flash evaporation process of carbon threads (BAL-TEC). The threads were kept to 

standard clamps. Each thread degassing was performed at room temperature during 5 

seconds under a pressure of 0.02 mbar and with a current value of 2.5 A. During the 

degassing process, the substrate was shielded by a shutter to prevent excessive heating 

and deposit of impure carbon. Subsequent flash evaporation (after shutter removal) was 

performed with a current value of about 16 A under a pressure of 0.02 mbar. 
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Appendix 

 

 

Figure III.A1a. Face view of the artificial pit device. 

 

 

Figure III.A1b. Detailed side view of the artificial pit 
device. 
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IV.1. Introduction 

CO2 corrosion is often associated with the presence of some other acidic gases 

or volatile short chain carboxylic acids usually co-produced with unprocessed 

hydrocarbons. Acetic acid appears to be one of the most prevalent organic acids found 

in oil and gas reservoirs with high concentrations up to thousands of ppm in the 

produced aqueous phase. The effect of HAc on the corrosion rate of carbon steel in 

CO2-containing media has been extensively investigated over a wide range of 

conditions during the last few years. To date, however, the fundamental role of acetic 

acid in CO2 corrosion of carbon steel has been the subject of apparent controversies, 

particularly in which concerns the eventual electroactive participation of this compound 

in the cathodic mechanism. The effect of HAc on the overall kinetic behaviour of 

carbon steel and corrosion scaling was addressed by means of electrochemical 

measurements and SEM examinations. Whether HAc acts as a specific cathodic reactant 

or just as a proton source is the central idea of the present chapter.     

 

IV.2. Chemical Equilibria and Electrode Reactions 

IV.2.1. Equilibrium Speciation of CO2/HAc Brine 

In oil and gas industry, CO2 and HAc gases readily dissolve into the condensed 

water. The latter has typically a pH lower than 4 and the concentration of carbonates is 

hence very low. It follows that the formation of a protective iron carbonate layer can be 

omitted in a first approach. This simplification is further supported by the fact that 

FeCO3(s) precipitation is very slow at moderate temperatures, and the formation of 

protective layers at such temperatures takes weeks even under conditions of artificially 

elevated pH [1, 2]. Assuming ideal-homogenous water chemistry, CO2/HAc system can 

be adequately described by the following set of chemical equilibria.  
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Table IV.1. List of chemical reactions associated with CO2/HAc system. 
Water dissociation  ( )2 ; IVwH O H OH K+ −+ .1  

Solubility of CO2 gas in water ( ) ( ) ( )2 2 ; IVsolCO g CO aq K .2  

CO2 hydration ( ) (2 2 2 3; IVhydCO aq H O H CO K+ ).3

.4

 

H2CO3 dissociation ( )2 3 3 ; IVcaH CO H HCO K+ −+  

HCO3
- dissociation ( )2

3 3 ; IVbiHCO H CO K− + −+ .5  

Solubility of HAc gas in water ( )( ) ; IV.6HHAc g HAc K  

HAc dissociation  ( ); IVacHAc H Ac K+ −+ .7  

 

At high concentrations, however, the infinite dilution theory does not hold anymore and 

concentrations must be replaced by activities to represent the solution non-ideality. The 

activity coefficients can be accurately calculated by considering the combination of 

long-range and short-range electrostatic interactions between cations and anions. This 

however exceeds the extent of this work and the interested reader is invited to see the 

related references [3]. On the other hand, acetic acid gas is strongly soluble in water 

with the Henry’s constant being KH = 4.1x103 M bar-1 [4, 5]. The equilibrium partial 

pressure of HAc over 1 mM (60 ppm) HAc solution is less than 1 Pa at temperatures up 

to 100 °C [6]. This means that the gas phase over the aqueous solution is not a big 

reservoir for HAc as it is the case for CO2. For this reason, acetic acid will be regarded 

only in its aqueous form (HAc), and the reaction (IV.6) is accordingly ignored. The pH 

of the brine was determined with a relative tolerance of 10-6 using Comsol Reaction 

Engineering Lab© module. Figure VI.1 shows the simulated variation of pH with the 

total amounts of HAc initially added to the simulated 17 mM (1 g/l or 0.1 wt-%) 

aqueous NaCl solution saturated with 1 bar CO2 at 25 °C. It is assumed that the brine is 

continuously loaded with carbon dioxide gas so that the level of aqueous CO2 (also 

H2CO3) is always kept constant throughout the liquid phase (open system). The ratio 

between acetates and the total amounts of HAc was also plotted. It is seen that acetates 

concentration is only a small fraction of less than 8 % of the total acetic species. In such 

a range of pH, acetic acid is clearly shown to be present mainly in its undissociated 

form (free HAc). 
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Figure IV.1. Simulated variation of pH with initial HAc concentration in 
simulated 17 mM aqueous NaCl solution saturated with 1 bar CO2 at 25 
°C (open system). In such a range of pH, acetic acid is clearly shown to be 
present mainly in its undissociated form (free HAc). 

 

By substituting the calculated concentration of H+ ions into equations IV.4, IV.5 and 

IV.7, a complete speciation of the system was then obtained. Table IV.2 lists the 

calculated concentrations at various initial concentrations of total acetic acid.  

 
Table IV.2. Calculated speciation at 25 °C as a function of the initial 
concentration of acetic acid. 17 mM NaCl, 1 bar CO2 (open system). 
Except for HAc0 and HAc, all concentrations are expressed in mol l-1. 
HAc0 
ppm 

pH HAc 
ppm 

Ac- HCO3
- CO3

2- 

0  3.931 0 0 1.17 x 10-4 4.67 x 10-11 
100 3.689 92.079 1.37 x 10-4 6.69 x 10-4 1.53 x 10-11 
200 3.574 187.591 2.15 x 10-4 5.13 x 10-4 8.99 x 10-12 
300 3.498 284.246 2.74 x 10-4 4.31 x 10-4 6.35 x 10-12 
400 3.442 381.473 3.23 x 10-4 3.79 x 10-4 4.90 x 10-12 
500 3.397 479.272 3.66 x 10-4 3.4 x 10-4 3.99 x 10-12 
600 3.360 577.071 4.04 x 10-4 3.14 x 10-4 3.36 x 10-12 
700 3.328 674.870 4.4 x 10-4 2.9 x 10-4 2.90 x 10-12 
800 3.300 773.241 4.72 x 10-4 2.74 x 10-4 2.56 x 10-12 
900 3.276 871.040 5.03 x 10-4 2.58 x 10-4 2.28 x 10-12 
1000 3.254 969.411 5.32 x 10-4 2.46 x 10-4 2.06 x 10-12 
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A related graph is also provided in Figure IV.2. For the sake of readability, the 

respective concentrations of hydroxide ions and carbonate ions were not shown in this 

figure. 

 
Figure IV.2. System speciation at 25 °C as a function of the initial 
concentration of acetic acid. 17 mM NaCl, 1 bar CO2 (open system). 

 

IV.2.2. Equilibrium Potentials 

The overall corrosion process of carbon steel in such conditions can be 

described by the electrode reactions listed in Table IV.3. As mentioned in the previous 

chapter, the direct reduction of water occurs at low potentials and can become 

influential only at pH > 5 and at partial pressures of CO2 far below 1 bar [7, 8]. Such 

conditions, however, do not reflect practical CO2 corrosion situations and this reaction 

was therefore not included in the overall electrochemical process. For each 

electrochemical reaction of Table VI.3, the standard electrode potential was calculated 

using the following expression for the standard Gibbs free energy change combined to 

equation (I.9) of Chapter I: 

( ) ( )0 0 0
, ,products reactantsi f i i f i

i i
G G Gν νΔ = −∑ ∑  (IV.16)

where νi is the stoichiometric coefficient of species i. 
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Table IV.3. List of the corresponding electrode reactions associated with 
carbon steel corrosion in the system of Table IV.1. 

( )2 0
1 12 ; , IV.8Fe Fe e E E+ −+  

( )0
2 3 3 2 22 2 ; , IV.Fe H CO FeCO H e E E+ −+ + + 9  

( )0
3 3 3 32 ; , IV.10Fe HCO FeCO H e E E− + −+ + +  

 
 
 
 

Anodic reactions 

( ) (0
2 42

2 2 2 ; ,Fe H O Fe OH H e E E+ −+ + + )4 IV.11  

( )0
2 5 52 2 ; , IV.1H e H E E+ −+ 2  

( )0
2 3 3 2 6 6

1 ; , IV.132H CO e HCO H E E− −+ +  

( )2 0
3 3 2 7 7

1 ; , IV.142HCO e CO H E E− − −+ +  

 
 
 

Cathodic reactions 

( )0
2 8 8

1 ; , IV.152HAc e Ac H E E− −+ +  

 

The standard Gibbs free energies of formation of individual species (Gf
0) are listed in 

the following table.  

 
Table IV.4. Standard Gibbs free 
energies of formation of individual 
species. 
Species Gf

0(kJ mol-1) References
H+ 0 [9, 10] 
H2O -237.18 [11] 
H2CO3 -623.2 [9, 10, 12] 
HCO3

- -586.85 [9, 10, 12] 
CO3

2- -527.9 [9, 10, 12] 
HAc -390.2 [9] 
Ac- -369.3 [9] 
Fe2+ -91.5 [11] 
Fe(OH)2 -492 [11] 
FeCO3 -681 [12] 

 

At 25°C, the corresponding values of E0 as well as the relative expressions for the 

equilibrium electrode potentials are given below in Table VI.5. The equilibrium 

potential of iron oxidation (IV.8) requires that the concentration of ferrous ions must be 

known. This issue could be overcome by considering that the presence of ferrous ions in 

the solution is only due to the anodic processes by which these species are released from 
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the active surface, i.e. [Fe2+]t=0 = 0. On the other hand, the self-dissociation of the acid 

molecules can be neglected in the buffer region, and a weak acid HA is converted to its 

conjugate base A- upon the overall corrosion reaction [6]: 

2
22 2HA Fe Fe A H+ −+ + +  (IV.17)

Thus: 

32

2
HCO Ac

Fe
− −

+
⎡ ⎤ ⎡ ⎤+⎣ ⎦ ⎣ ⎦⎡ ⎤ ≈⎣ ⎦  

(IV.18)

 
Table IV.5. Calculated standard equilibrium potentials as 
well as Nernst equations of the electrode reactions (ref. Table 
IV.2) associated with carbon steel corrosion in simulated 17 
mM aqueous NaCl solution saturated with CO2 at 25 °C. All 
potentials are expressed in volts versus a saturated calomel 
electrode (SCE). 

0
1 0.682E = −  2

1 0.682 0.029 logE Fe +⎡ ⎤= − + × ⎣ ⎦  
0
2 0.541E = −  ( )22 0.423 0.029 log 0.059COE P p= − − × − × H  
0
3 0.729E = −  ( )23 0.509 0.029 log 0.059COE P p= − − × − × H  
0
4 0.332E = −  4 0.332 0.059E pH= − − ×  
0
5 0.241E = −  5 0.241 0.059E pH= − + ×  
0
6 0.618E = −  6 0.411 0.059E pH= − − ×  
0
7 0.851E = −  7 0.241 0.059E pH= − − ×  
0
8 0.457E = −  8  0.176 0.059E pH= − − ×  

 

IV.3. Kinetic Behaviour of X65 Steel in CO2/HAc Brine 

IV.3.1. Introduction 

In order to evaluate the contribution of HAc to the overall CO2 corrosion process 

of X65 pipeline steel independently from what could be related to the pH effect, three 

sets of potentiodynamic measurements were performed at constant pH while varying 

HAc concentration. At a constant pH, indeed, the concentration of protons is fixed, and 

the effect of acetic acid on the anodic and cathodic reactions can be straightforwardly 

distinguished. The concentration of the undissociated HAc, HAcu, at equilibrium is 
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determined by considering the partial dissociation of the weak acid (IV.7) and the 

condition for mass conservation of total acetic species (IV.19), HAc0. That is to say:  

0 uHAc HAc Ac−= +  (IV.19)

Combining (IV.7) and (IV.19) yields: 

1

0 1 ac
u

KHAc HAc
H

−

+

⎛ ⎞
= +⎜ ⎟⎜ ⎟⎡ ⎤⎣ ⎦⎝ ⎠

 
(IV.20)

The total amounts of acetic species initially added to the test brine were 60, 180 and 600 

ppm. After each measurement, the working electrode was wet-ground according to the 

experimental protocol described in paragraph III.2 of Chapter III. The desired solution 

pH was achieved through minute adjustments using droplets of HCl or NaOH. Figure 

IV.3 shows the calculated equilibrium concentration of undissociated HAc as a function 

of pH at room temperature for different total amounts of acetic species.  

 
Figure IV.3. Calculated concentrations of undissociated HAc as a 
function of pH at room temperature for various total amounts of 
acetic species initially added to the test solution. 

 

It is worth pointing out here that the HAc concentration range was selected so that it 

reflects near-realistic service conditions.  
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IV.3.2. Polarization Curve Measurements 

The IR-compensated polarization curves are depicted in Figures IV.4 - IV.6. 

The values (A-D) are the calculated equilibrium concentrations of undissociated HAc 

corresponding to the total amounts of acetic species reported in Figure IV.3. Despite 

the four solutions had the same concentration of free proton for each pH, the responses 

were clearly different with the most prominent differences occurring at cathodic 

polarization. In all cases, characteristic active dissolution behaviour was more or less 

evident on the anodic branch. Upon the increase of the concentration of undissociated 

HAc, the cathodic part reaction rate was remarkably enhanced and well-defined limiting 

current plateaus were generally observed at high cathodic polarization. In HAc-free 

solutions, the limiting current density appears to be consistent with the diffusion of 

protons formed by the slow hydration of CO2 and followed by the dissociation of 

H2CO3 molecules. Instead, the appearance of different limiting current plateaus in the 

presence of acetic species at constant pH suggests that the diffusion of undissociated 

HAc becomes the rate-controlling step at high cathodic polarization.  

 
Figure IV.4. Polarization curves of X65 pipeline steel at room 
temperature in 1 bar CO2-saturated 17 mM NaCl solutions 
containing various amounts of free HAc (A-D) at pH 3.5. 
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Figure IV.5. Polarization curves of X65 pipeline steel at pH 
4.5. The experimental conditions are those of Figure IV.4. 

 

 
Figure IV.6. Polarization curves of X65 pipeline steel at pH 
5.5. The experimental conditions are those of Figure IV.4. 

 

IV.3.3. Cathodic Limiting Current vs. Corrosion Current 

Figure IV.7 shows the respective plots of the cathodic limiting current density 

and the corrosion current density vs. the concentration of undissociated HAc for such a 

range of pH. The corrosion current densities were determined using the linear 
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polarization resistance technique for a potential ramp of ± 10 mV vs. the corrosion 

potential with the Stearn-Geary factor BSG estimated to 20 mV (see equation I.27).  

 
Figure IV.7. Respective variations of the cathodic limiting current density 
( ) and the corrosion current density ( ) with the concentration of 
undissociated HAc for a pH within the range 3.5 – 5.5. Data were 
obtained for X65 pipeline steel corroding in 1 bar CO2-saturated 17 mM 
NaCl solutions at room temperature. 

 

It can be clearly seen that the limiting current density increases substantially with 

increasing the concentration of undissociated HAc and, indeed, the dependence is linear 

with a slope evaluated to 0.026 A m-2 ppm-1. The other feature to be noticed here is the 

significant intercept B (2 - 2.5 A m-2) on the limiting current density axis in HAc-free 

medium. In earlier work of Garsany et al. [13-17], this intercept has been interpreted as 

the kinetically controlled current arising from the slow formation of carbonic acid. The 

corrosion current density also proved to evolve linearly but very slightly with the 

concentration of undissociated HAc with a slope being 10 times smaller than the one for 

the cathodic limiting current density. Also, in pure CO2 corrosion or at very low 

concentrations of HAc, the corrosion current density was systematically shown to be of 

the same order of magnitude as the limiting current density, thus suggesting a mixed 

charge/ chemical control [18] (e.g. branches A in Figures IV.4 - IV.6). With the further 

increase of undissociated HAc concentration, the limiting current density becomes 



Chapter IV: Role of HAc in CO2 Corrosion 

 

 - 117 -

much more significant than the corrosion current density, thus indicating a pure (or at 

least a dominating) charge-transfer control at low cathodic polarizations. This is also 

corroborated by the fact that the limiting current plateau is retarded at high 

concentrations of undissociated HAc, for instance the cathodic branch of curve D in 

Figure IV.4. 

 

IV.3.4. Corrosion Potential 

The fact that the corrosion current density remained practically unchanged even 

in the presence of HAc rationalizes the general trend observed for the polarization 

curves. The kinetic behaviour in the vicinity of Ecorr depicted in Figures IV.4 - IV.6 

indicates that the overall effect of the HAc is a balance between a boosted cathodic 

branch and a depressed anodic one. The inhibition behaviour observed on the anodic 

part reaction rate, which is commonly reported in literature [19-21], must however be 

taken with an extreme caution regarding the relation of cause and effect in the presence 

of HAc. One possible explanation would be that the inhibition effect is a direct 

consequence of the substantial increase of the cathodic reaction rate with the 

concentration of undissociated HAc. Subsequently, the large changes observed for the 

partial cathodic current lead to an upward shift of the corrosion potential as featured by 

Figure IV.8. This upward shift means that the metal becomes nobler (more positive). 

On the other hand no clear sign appears thus far concerning an electroactive 

participation of undissociated HAc in the vicinity of Ecorr, and more particularly in the 

cathodic process. An insightful look at Figures IV.4 - IV.6 did not indeed reveal any 

significant change in what could be assimilated to the Tafel lines (low polarizations) for 

any of the conditions tested. The anodic Tafel slope was respectively found to be 50 

mV/decade in HAc-free solutions and 75 mV/decade in the presence of HAc. Instead, 

the cathodic Tafel slope was the lesser affected by the presence of HAc with an average 

value of -120 mV/decade. This means that in each case the corrosion mechanism is 

almost the same, and that only the partial reaction rates are affected by the presence of 

undissociated HAc.  
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Figure IV.8. Corrosion potential of X65 pipeline steel in 1 bar CO2- 
saturated 17 mM NaCl as a function of total HAc concentration at free pH. 
Room temperature. 

 

IV.3.5. Identification of the Possible Anodic Reaction Branches 

According to mixed potential theory, only reactions with more negative 

equilibrium potentials than the steady-state Ecorr are likely to be thermodynamically 

anodic processes. The measured corrosion potentials of Figure IV.8 were likened to the 

calculated equilibrium potentials (see Table IV.4) of the anodic reactions listed in 

Tables IV.2 for various concentrations of the total acetic species. The results are 

depicted in Figure IV.9. The filled area under Ecorr curve denotes the region, where 

anodic reactions are thermodynamically possible. Except for reaction (IV.11), the 

proposed anodic reactions prove to be thermodynamically possible regardless of the 

HAc concentration. The results also show that the formation of iron carbonate scale is 

unlikely to be driven via reaction (IV.9) at HAc concentration typically lower than a 

threshold of 30 ppm. In this exceptional case, FeCO3 film is likely to form rather 

according to reaction (IV.10), and, to some extent, according to the precipitation 

reaction Fe2+ + CO3
2- → FeCO3 if ferrous and carbonate ions are such that the saturation 

limit is exceeded. Above the threshold of 30 ppm HAc, the formation of iron carbonate 
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scale would therefore be the result of either two mechanisms below the saturation level 

or three mechanisms under saturation condition.  

 
Figure IV.9. Comparison between the measured corrosion potentials of 
X65 pipeline steel (red unfilled-square symbols) and the calculated 
equilibrium potentials of anodic reactions (see Tables IV.2 and IV.4) for 
various concentrations of total HAc at free pH.  1 bar CO2, 17 mM NaCl, 
room temperature. 
 

IV.3.6. Identification of the Possible Cathodic Reaction Branches 

Likewise, Figure IV.10 diagrams the calculated cathodic equilibrium potentials 

versus the measured corrosion potentials for various amounts of total acetic species. 

Generally, only those with less negative equilibrium potentials than the measured 

corrosion potentials are thermodynamically possible to be cathodic reactions. The filled 

area under Ecorr curve denotes the region, where cathodic reactions are 

thermodynamically unlikely. With an exception made for the direct reduction of H2CO3 

(reaction IV.13), all the cathodic reactions proposed are thermodynamically possible in 

such system. According to Figures IV.9 and IV.10, an electroactive participation of 

carbonic acid molecules is expected only at very low concentrations of HAc. One would 

also anticipate that carbonic acid dominates over HAc at high CO2 partial pressures. The 

results of Figure IV.10 also show that the cathodic reduction of free proton has the least 

negative equilibrium potential, and appears to be at present the prevailing cathodic 
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reaction. Even though no sign of any electroactive participation has appeared thus far, 

the results nevertheless indicate a potential occurrence of the direct reduction of HAc 

molecules.  

 
Figure IV.10. Comparison between the measured corrosion potentials of 
X65 pipeline steel (red unfilled-square symbols) and the calculated 
equilibrium potentials of cathodic reactions (see Tables IV.2 and IV.4) for 
various concentrations of total HAc at free pH.  1 bar CO2, 17 mM NaCl, 
room temperature. 

 

IV.3.7. EIS Measurements 

IR-compensated Nyquist plots for 17 mM NaCl solutions containing 0 and 600 

ppm of total acetic species at pH 3.5 are given in Figure IV.11. The respective values 

of the polarization resistance (Rp), as evaluated from the polarization curves A and D of 

Figure IV.4 according to  Stern-Geary’s relationship (equation I.27 in Chapter I), are 

also shown in the same figure. These values are pretty consistent with those estimated 

from the Nyquist plots. In both cases, the impedance diagrams exhibit a flattened semi-

circle at high frequencies, with a virtual center located under the real axis. This 

behaviour is typical for solid electrodes that show frequency dispersion of the 

impedance data. Influential factors such as the surface roughness and the current 

distribution were suggested to be at the origin of the depressed high-frequency loop [22, 
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23]. This last is indicative of a charge-transfer process through the double-layer 

capacitance.  

 
Figure IV.11. Nyquist plots obtained for a 2 mm diameter X65 electrode 
at the  corrosion potential in 1 bar CO2-saturated 17 mM NaCl solution 
for 0 ppm ( ) and 600 ppm (�) of total HAc. pH 3.5, room temperature. 
 

It is also important to mention that the low-frequency inductive loops revealed 

by the Nyquist diagrams, which can be ascribed to multi-step dissolution processes and 

the relaxation of adsorbed species or reaction intermediates [24, 25] are not 

straightforwardly related to the presence of HAc, but to the presence of CO2, as seen in 

Figure IV.12.  Indeed, no clear inductive loop appears in CO2-free solutions. The 

shapes of the Nyquist diagrams as well as the characteristic frequencies remain roughly 

invariant regardless of the presence of HAc. The uniform dissolution of carbon steel in 

these conditions would then be more liable to be a matter of what is generically referred 

to as CO2 corrosion, with HAc mainly being a proton source. 
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Figure IV.12. Nyquist plots obtained for a 2 mm diameter X65 electrode 
at the  corrosion potential in respectively CO2-free ( ) and 1 bar CO2-
saturated (�) solutions. 17 mM NaCl, 600 ppm of total HAc, pH 3.5, room 
temperature. 

 

IV.4. Adsorption of Acetic Acid on X65 Steel 

IV.4.1. Introduction  

The results of Figure IV.11 also reveal that the decrease of the polarisation 

resistance in the presence of acetic acid is accompanied by a less pronounced inductive 

loop. The fact that the obtained results have not showed any direct implication of HAc 

in the overall dissolution reaction thus far has prompted us to attribute this behaviour to 

the screen effect of adsorbed HAc molecules. These last would act as a barrier and 

cancel the interaction of the main actors in the dissolution reaction (i.e. carbonic 

species) with the metal surface at adsorption sites, which is also consistent with the 

slight inhibition of the anodic branch observed in the vicinity of Ecorr in the presence of 

HAc.  
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IV.4.2. Surface Coverage 

Figure IV.13 is an illustration of the adsorption isotherm of undissociated HAc 

molecules onto the electrode surface. The surface coverage (θ),which accounts for the 

slight inhibition effect of the addition of HAc as shown in the anodic branches of the 

polarization curves in the vicinity of Ecorr, was estimated according to the following 

correlation [26]: 

0

1 I
I

θ = −  (IV.21)

where I and I0 are the currents measured in HAc-containing and HAc-free solutions, 

respectively. It is seen that the adsorption of HAc fits the Temkin logarithmic isotherm 

as found elsewhere [26, 27]. It was argued that the Langmuir isotherm cannot be applied 

in this situation considering the deviations from the ideal behaviour of chemisorption 

[26]. These deviations can be ascribed to the non-homogeneity of the electrode surface 

and the presence of mutual interactions between adsorbed molecules.  

 
Figure IV.13. Adsorption isotherm of undissociated HAc molecules on 
X65 carbon steel electrodes in 1 bar CO2-saturated 17 mM NaCl solutions 
at E = -600 mVSCE. pH 3.5, room temperature. 
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The adsorption isotherm of undissociated HAc appears to be in conformity with the 

general trend of the corrosion potential observed in Figure IV.8 with the subsequent 

inhibition of the anodic part reaction rate. Which of acetate or undissociated HAc is at 

the origin of this behaviour is however a question that may arise. In order to dissipate 

this ambiguity, the corrosion potentials were recoded at constant pH for various 

concentrations of total acetic species. As featured in Figure IV.14, the corrosion 

potential was systematically shown to increase linearly with the concentration of 

undissociated HAc regardless of the solution pH.  

 
Figure IV.14. Linear dependence of the corrosion potential on the 
concentration of undissociated HAc at constant pH in 1 bar CO2-saturated 
17 mM NaCl solutions. Room temperature. 

 

Furthermore, the evolution of the corrosion potential was found to be linear even when 

acetates dominate over the undissociated molecules of HAc, for instance at pH 5.5. 

Such observation can be considered as evidence that Ac- ions are at least much less 

active than the undissociated HAc in the adsorption onto the electrode surface. Similar 

observations were also made concerning the adsorption of acetic acid onto other metals 

[27]. One possible rationalization of the lack of large adsorption of acetates even at high 

pH is that the surface binding of acetates is significantly prevented by a more 

competitive formation of hydroxyl-containing adsorbed species, as also suggested by 

other authors [28]. Also, it is worth pointing out that even though the presence of a 
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strong electric field across the double layer is likely to enhance the dissociation rate of 

HAc molecules, this effect could not be high enough so that the Ac- to HAcu ratio is 

affected in a decisive way [27].  Overall, the above observations suggest that the large 

change in the corrosion potential is closely connected to the adsorption of undissociated 

HAc onto the steel surface.       

  

IV.4.3. Effect of Hydrodynamic Conditions 

Thus far, the results have dealt with the adsorption of HAc under unstirred 

conditions. One simple way to assess the effect of hydrodynamic conditions on the 

adsorption of HAc molecules would thus consist in measuring the corrosion potential in 

stirred electrolytes. Figure IV.15 pictures the variation of the corrosion potential with 

the rotation rate of the magnet stirrer.  

  

 
Figure IV.15. Corrosion potential of X65 pipeline steel at various rotation 
rates of the magnet stirrer in 1 bar CO2-saturated 17 mM NaCl solution 
containing 600 ppm of total HAc. pH 3.5, room temperature. rpm = 
rotation per minute. 

 

It is seen that the corrosion potential underwent an upward shift upon the increase of the 

rotation speed. A similar behaviour on rotating disk electrode was also reported very 
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recently [29]. Starting from the static condition (ω = 0 rpm), the corrosion potential was 

shown to evolve in a roughly linear manner to level off thereafter.  In view of the 

elements argued above, the monotonic evolution of Ecorr with the rotation rate can be 

inferred to the increased HAc adsorbates onto the electrode surface. On the other hand, 

the deviation from the linear trend observed at higher rotation rates is likely to be a sign 

of a surface saturation with HAc adsorbates. Stirring of the solution is therefore a 

stimulating factor for the adsorption rate of HAc molecules, which also indicates that 

the kinetics of adsorption is diffusion-controlled under such conditions. The number of 

adsorbed HAc molecules can otherwise be estimated via the surface concentration, Γ. 

 

IV.4.4. Surface Concentration 

Assuming a linear diffusion process, the maximum concentration of HAc 

adsorbates onto the electrode surface should obey the following equation [27]: 

( )
max

2 A u bulk ac

f

N HAc D t
Rθ π

Γ =  
(IV.22)

where NA is the Avogadro constant and Rf is the roughness factor. Dac is the diffusion 

coefficient of HAc estimated to 1.24 x 10-5 cm2 s-1 at room temperature [9]. The 

roughness factor is defined as the real surface area to the geometric surface area ratio. In 

the present study, all the working surfaces were ground with SiC papers up to 1200 grit 

finish, which approximately corresponds to a roughness factor of 5. The maximum 

surface concentration was evaluated one second (t = 1 s) after the steady-state condition 

is achieved. This was made by incorporating the values of the surface coverage of 

Figure IV.13 into equation (IV.22). The results are featured in Figure IV.16. It is 

unsurprising that the number of adsorbed HAc molecules is markedly increased with the 

bulk concentration of the same compound, which is in agreement with the important 

enhancement of the cathodic reaction rate revealed by the potentiodynamic results. The 

respective trends of the isotherm and the surface concentration also indicate that a 

monolayer adsorption of HAc molecules is most likely taking place, i.e. contact 

adsorption [27]. The adsorption of acetic acid in its undissociated form on top of 

adsorbed water molecules was also envisaged [27, 30]. This alternative adsorption 
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process would involve water hydrogen-bonding interaction with the carbonyl group of 

the HAc molecule.      

 
Figure IV.16. The dependence of the maximum surface concentration of 
undissociated HAc on the bulk concentration of this compound in 1 bar 
CO2-saturated 17 mM NaCl solutions at E = -600 mVSCE. pH 3.5, room 
temperature. Unstirred conditions. 

 

IV.5. Role of Acetic Acid in the Overall Cathodic Reaction 

IV.5.1. Acetic acid Acting as a Buffer 

The fact that the cathodic polarization behaviour was fairly similar in the 

vicinity of Ecorr regardless of the presence of acetic acid indicates that the adsorption is 

not accompanied by a “direct” charge transfer process between the HAc molecules and 

the electrode surface. It was also found that the presence of HAc even at high 

concentrations does not cause the hydrogen suppression, thereby meaning that the rate 

of HAc chemisorption in the hydrogen region is a very slow process [27]. Similarly, no 

(or negligible) charge transfer was detected between the chemisorbed molecules of HAc 

and the active surface. In view of the elements discussed thus far, undissociated HAc 

would therefore not act more than a buffer via its ability of proton-delivering 

compound, and thus preserving the pH at the electrode surface [31]. The resistance to 
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pH change, particularly in the vicinity of the corroding surface, is quantitatively 

measured via the buffer capacity of acetic acid. In the present range of pH, the buffer 

capacity of HAc can be approximated by [32]: 

( )
0

22.303 1 ac
buffer

ac

K HAcC H
K H

+

+

⎛ ⎞
⎜ ⎟⎡ ⎤= × × +⎣ ⎦ ⎜ ⎟⎜ ⎟⎡ ⎤+ ⎣ ⎦⎝ ⎠

 
(IV.23)

As an illustration, Figure IV.17 shows how the buffer capacity varies with pH for 600 

ppm of total acetic species. Theoretically, a relative maximum of resistance to pH 

change is obtained when acetate and undissociated HAc are equimolar, i.e. pH = pKac. 

At pH typically lower than 4, acetic acid is mainly present in its undissociated form. 

Accordingly, the presence of HAc adsorbates with sufficient amounts onto the steel 

surface enables hydrogen evolution at much higher rates.  

 
Figure IV.17. Variation of the buffer capacity for 600 ppm of total acetic 
species with pH at room temperature. 

 

This interpretation is in line with the pure charge-transfer control observed at low 

cathodic polarizations (see comparison between iL and icorr, Figure IV.7), on the one 

hand, and with the retardation of the limiting current plateau at high concentrations of 

undissociated HAc (see curve D in Figure IV.4), on the other hand. The present 
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observations are also in agreement with a previous study of Singh and Gupta [33]. 

Indeed, the authors found that the cathodic reaction was fundamentally unaffected by 

changing either the concentration of the weak acid or the temperature of the system. 

They accordingly suggested a mechanism for hydrogen evolution reaction in HAc-

containing solutions that was adopted in a later work [34]. According to their 

mechanism, Singh and Gupta interpreted the observed upward shift of the cathodic 

reaction rate in terms of the increase in molecular concentration of HAc. However, the 

proposed mechanism tacitly involves an electroactive participation of HAc, and an 

alternative route is therefore required. 

 

IV.5.2. Proposal for a Mechanism 

Following a classical approach, the hydrogen evolution reaction is assumed to 

occur via a pathway that initially involves the discharge of a soluble oxidant on an 

active site of the surface, i.e. Volmer step. Since in HAc-containing medium the 

discharge of HAc molecule is unlikely, an apparent Volmer step would be rather 

preceded by the fast dissociation of the adsorbed HAc molecule. Garsany et al. argued 

that HAc dissociation can be too fast to allow the distinction of the reduction of free 

proton from the direct reduction of HAc [13]. Once the H+ ion has been reduced, the 

Volmer step can be followed by either an electrochemical desorption (Heyrovsky step) 

or a recombination of two adsorbed hydrogen atoms (Tafel step). It follows that the 

rate-determining step is established by the strength of the Had–metal surface bond, and 

the energetic balance of the overall mechanism is determined by the nature of the 

substrate [35]. The mechanism proposed by Singh and Gupta considers Tafel step rather 

than the Heyrovsky step. The recombination of adsorbed hydrogen atoms does not 

involve any charge-transfer, thus implying a chemical control.  This recombination 

process however appears to hold only at very low concentrations of HAc, where a 

mixed charge/chemical control was observed. On the other hand, the recombination 

process becomes a controlling step only if the degree of coverage of the surface by 

hydrogen atoms remains small. This is unlikely since the influence of the overvoltage 

upon the Volmer step leads to an increase of the degree of coverage in order to reach the 

steady-state condition [36]. When HAc is present in the medium with reasonable 
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concentrations, Tafel step can be disregarded and the overall cathodic reaction is likely 

to follow Volmer-Heyrovsky route instead of Volmer-Tafel route proposed by Singh 

and Gupta. In addition, the hydrogen evolution reaction via Volmer-Heyrovsky route 

has a theoretical Tafel slope of -118 mV/decade at room temperature [37], which agrees 

well with the experimental bc. The Volmer-Heyrovsky route could hence be the 

following:  

( ) ;  
e

adad
HAc H Ac H Ac Volmer step

−+
+ − −+ +  

(IV.24)

2;  adH H e H Heyrovsky step+ −+ +  (IV.25)

 

IV.6. Corrosion Scaling in CO2/HAc Brine  

One of the difficulties that may arise when predicting CO2 corrosion rate is 

related to the formation of corrosion scales.  In oxygen-free CO2 saturated medium, 

most of the research efforts indicate that solid iron carbonate is the main compound of 

corrosion product scales. Protectiveness as well as growth rate of FeCO3 film are factors 

that depend primarily but not exclusively on the environmental conditions prevailing. 

At elevated temperature, precipitation of solid FeCO3 proceeds at high rates and very 

dense and protective films can be formed even at low supersaturation. The “worst case” 

for CO2 corrosion is obtained when poorly protective iron carbonate films are formed. 

In this case, the corrosion process undermines the newly growing film faster than 

precipitation can follow. This is particularly encountered at room temperature when 

precipitation rate is very slow, thus leading to the formation of porous and unprotective 

films even at high levels of supersaturation. The growth rate of iron carbonate in units 

of meter per second can be predicted by rearranging the rate equation of Van Hunnik et 

al. (Eq. II.32, Chapter II): 

( )( )3

3

1. . . 1 1FeCO
gr gr sp

FeCO

M
R k K S S

ρ
−= − −  

(IV.26)
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Here MFeCO3 and ρFeCO3 stand for the molar mass (116 g mol-1) and the density (3800 kg 

m-3) of solid iron carbonate, respectively. In the above equation, the solubility product is 

expressed in molality units, i.e. mole2 kg-2.  

In order to assess whether HAc influences the protectiveness and morphology of 

FeCO3 corrosion product film, two identical X65 coupons of 2.5 cm x 2.5 cm were left 

corroding freely during 30 days in respectively HAc-free and 600 ppm HAc- containing 

solutions under 1 bar of CO2. The pH of the two solutions (150 mL) was initially 

adjusted to 3.5. No HAc replenishment was made thereafter. Iron (II) content was 

determined by spectrophotometry at 508 nm as ortho-phenanthrolin complex. The 

results are featured in Figure IV.18.  

 
Figure IV.18. Experimental iron (II) content-time curves in respectively 
HAc-free and 600 ppm HAc-containing solutions saturated with 1 bar 
CO2. 17 mM NaCl, initial pH 3.5, room temperature. No HAc 
replenishment was made thereafter. 

 

The two iron (II) content-time curves exhibit a similar general trend regardless of the 

presence of HAc. Once again, the dissolution of carbon steel in these conditions seems 

to be rather a matter of what is generically referred to as CO2 corrosion. It is also seen 

that the two curves level off at roughly 400 ppm up from the second half of the test 

duration, thus indicating saturation behaviour. At the end of the experiment, the 
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measured pH of the two solutions was about 4, which corresponds to a supersaturation 

of 43. A rough calculation by means of equation (IV.26) would predict an average 

growth rate of FeCO3 film of 0.1 mm/year, accordingly.       

Figures IV.19 and IV.20 show SEM front view images of the two samples 

before and after removing the corrosion product layers. These layers were stripped 

using inhibited HCl solution. In both cases, the resulting films were soft and easily 

peeled off from the sample surface. Even though the both corrosion layers exhibited a 

poor protectiveness, the film formed in HAc-containing medium was nevertheless 

shown to be much less porous than the one formed in the absence of HAc. One could 

therefore postulate that HAc caused corrosion products to precipitate as fine grain 

particles. This is a case which is commonly observed in acidic solutions [38]. 

Preserving the pH of the environment adjacent to the steel surface due to the buffer 

capacity of adsorbed HAc could be at the origin of this prominent difference. On the 

other hand, visual inspection showed that the film formed in HAc solution did not a 

priori present cracks right after having removed the sample from the test solution. It was 

therefore concluded that the cracks observed in Figure IV.19 (b) were simply formed 

upon drying in the oven, and that the pronounced porous microstructure of the film 

formed in HAc-free medium prevented the formation of such cracks. Examination of 

the samples after removing the corrosion layers showed a rough and uniformly corroded 

surface in both cases.   

 

 
(a) (b) 

Figure IV.19. SEM front view images of X65 samples after 30 days immersion 
in HAc-free (a) and 600 ppm HAc-containing (b) solutions saturated with 1 bar 
CO2. 17 mM NaCl, initial pH 3.5, room temperature. Magnification = 50X. 
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(a) (b) 

Figure IV.20. SEM front view images of sample surfaces after removing the 
corrosion product layers. 1 bar CO2-saturated 17 mM NaCl with 0 ppm (a) and 
600 ppm (b) of HAc, initial pH 3.5, room temperature. Magnification = 100X. 

 

Cross-sectional analyses as well as the corresponding EDS patterns of the two 

corrosion films are shown in Figures IV.21 and IV.22, respectively.  

 

 
(a) (b) 

Figure IV.21. SEM images of sample cross-sections. 1 bar CO2-saturated 17 
mM NaCl with 0 ppm (a) and 600 ppm (b) of HAc, initial pH 3.5, room 
temperature. Magnification = 500X. 

 

A rather thin film with a thickness estimated to 8 µm (i.e. 0.09 mm/year) was observed 

in both cases. This is in good agreement with the predicted growth rate (0.1 mm/year). 

Also, one would anticipate from EDS patterns that iron carbonate is the main compound 

of the resulting films. A very small quantity of calcium (Ca) was also found in the film 

formed in HAc solution. Overall, no appreciable effect of HAc on the composition of 
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the corrosion film was observed at least in the experimental conditions of the present 

study. 

 

 
(a) (b) 

Figure IV.22. EDS patterns of the two corrosion films. 1 bar CO2-saturated 17 
mM NaCl with 0 ppm (a) and 600 ppm (b) of HAc, initial pH 3.5, room 
temperature. 

 

None of the above surface examinations revealed pitting tendency. However, few but 

deep pits were systematically observed in the presence of HAc at higher initial pH. For 

instance, Figure IV.23 shows typical pitting morphologies observed on X65 sample 

immersed during 30 days in 600 ppm HAc solution at an initial pH of 5.5.  

   

 
(a) (b) 

Figure IV.23. Pitting morphologies on X65 sample immersed during 30 days in 
600 ppm HAc-containing solution. 1 bar CO2-saturated 17 mM NaCl, initial 
pH 5.5, room temperature. Magnification = 100X (a), 500X (b). 
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This seems to agree with other observations reported in the literature concerning the 

pitting behaviour of X65 pipeline steel, where HAc was found to promote the formation 

of deep corrosion pits at room temperature to the detriment of an inhibition of the 

general corrosion [6]. 

 

IV.7. Conclusions 

Although the direct reduction of acetic acid was thermodynamically shown to be 

a potential cathodic reaction, the electrochemical results of the present study did not 

show a clear sign of an electroactive participation of adsorbed HAc molecules. The 

significant increase of the cathodic reaction rate observed in the presence of acetic acid 

appears to be rather related to the cathodic reduction of free proton. Adsorbed HAc 

molecules would therefore act as a local proton reservoir. This is likely to preserve the 

pH of the micro-environment adjacent to the steel surface by minimizing the limiting 

current induced by the mass transfer of H+ from the bulk solution. The buffering effect 

of HAc also seemed to have an effect on the compactness of corrosion product films as 

revealed by SEM analyses. On the other hand, neither polarization curves nor EIS 

measurements did show any appreciable effect of HAc on the anodic reaction 

mechanism. The present results cannot give a direct answer concerning the inhibited 

rate of the anodic reaction observed in the vicinity of Ecorr in the presence of HAc, but 

suggest that the adsorbed HAc molecules render the steel surface less accessible for 

carbonic species to drive the anodic dissolution. In these conditions, the uniform 

dissolution of carbon steel would then be more liable to be a matter of what is 

generically referred to as CO2 corrosion.  

In summary, the kinetic behaviour of carbon steel in such brine indicates that the 

overall effect of the HAc is a balance between a boosted cathodic rate and an inhibited 

anodic one without any significant increase of the uniform corrosion current. This 

scenario seems then to be consistent with either field observations or laboratory studies 

of localized attack of carbon steel in the presence of both CO2 and HAc. It is also 

conceivable that non-uniformly adsorbed molecules of HAc induce a substantial 

difference in pH between anodic and cathodic sites. The acting potential gradient, i.e. 
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the driving corrosion force, between the two sites could therefore be large enough to 

allow the formation of deep pits as observed in the present study.  The pitting behaviour 

particularly observed in the presence of HAc has prompted us to study the role of this 

organic compound in the mechanisms of propagation and stifling of localized attacks. 

This issue will be insightfully addressed in the next chapter. 
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V.1. Introduction 

Despite comprehensive studies have been devoted to the effect of HAc on the 

uniform corrosion in CO2-containing media, rudimentary understanding however exists 

regarding the basic role of this organic compound in localized corrosion. This is of 

particular interest in the case of the so-called TLC which is recognized as the most 

severe form of internal corrosion encountered in wet gas transportation. The underlying 

mechanisms controlling TLC attacks are still not well understood, and this makes TLC 

phenomenon even more difficult to predict. The purpose of the present chapter is to go 

deeper in the analysis of the qualitative behaviour often found in actual situations of 

TLC phenomenon, that is, increasing corrosion rates and steep shrinkage after certain-

not predictable - time delay. The focus is on how acetic acid influences the mechanisms 

of growth and stifling of localized corrosion attacks.   

 

V.2. Analysis of Electrochemical Noise   

V.2.1. Introduction 

In practice, localized corrosion is at the root of most corrosion failures of 

facilities encountered in oil and gas fields. Pitting is one of the most destructive forms 

of localized corrosion that occurs at discrete sites of the metal surface exposed to an 

aggressive environment. While the rest of the exposed surface can remain largely free of 

corrosion, narrow pits are formed. This form of attack is more difficult to both predict 

and control than uniform corrosion due respectively to its stochastic nature, latent 

incubation and quick propagation. Indeed, initiated pits can propagate deeply into the 

metal and impair its properties that are to be preserved, thus rendering the equipment 

unserviceable. The stochastic nature (both in space and time) of pitting corrosion makes 

the phenomenon even more complex to study. With respect to this complexity, the 

electrochemical noise technique has been promoted as a tool for both corrosion science 

and corrosion engineering with unparalleled advantages compared with other classical 
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techniques. Electrochemical noise refers to the spontaneous fluctuations of current or 

potential. The study of these fluctuations has provided information about pitting 

phenomena. In particular, analysis of individual noise transients can give valuable 

insight into fundamental corrosion mechanisms.   

 

V.2.2. Features of Potential and Current Fluctuations  

Typical time records of the potential and current fluctuations generated on freely 

corroding carbon steel are shown in Figures V.1 and V.2. The tests were performed in 

HAc-free and HAc-containing solutions of 17 mM NaCl saturated with 1 bar CO2 at pH 

3.5 and room temperature. The patterns were measured in flat configuration (i.e., zero 

pit depth) using the assembly of Figure III.5 after 2 hours immersion. In the absence of 

HAc, the noise signals were found to exhibit stochastic fluctuations with low frequency 

and small amplitudes. No sharp potential or current transients were however observed. 

 
Figure V.1. Time records of current and potential for a freely 
corroding X65 electrode in 17 mM NaCl solution saturated 
with 1 bar CO2 at pH 3.5 and room temperature. 

 

Upon addition of HAc, the noise signals fluctuated in more irregular patterns with 

higher frequency and amplitudes, thus suggesting a higher local electrochemical 

activity. 
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Figure V.2. Time records of current and potential for a freely 
corroding X65 electrode in 17 mM NaCl and 600 ppm HAc 
solution saturated with 1 bar CO2 at pH 3.5 and room 
temperature. 

 

V.2.3. Analysis in the Time Domain 

Metastable pitting is generally associated with the appearance of typical current 

transients that are well described by current growth laws. Regardless of the presence of 

HAc, careful examination of a large population of metastable pitting events showed that 

transients did not all have the same time evolution. Most of the events decayed rapidly, 

but there were also a significant number of events, which decayed more slowly, or were 

virtually rectangular in form. Typical current transients generated on freely corroding 

X65 steel in CO2/HAc brine are shown in Figure V.3. Analysis of the shape variability 

nevertheless revealed a pattern that was the most frequently observed in the present 

conditions. Also, shown in Figure V.3 is an expanded time scale featuring an individual 

metastable pit current spike. The latter is characterized by a quick rise followed by an 

exponential recovery to the baseline current. Such electrochemical noise signature was 

reported for A516 carbon steel in a brine of sodium bicarbonate and sodium chloride, 

and is known to display the typical shape of metastable events on carbon steel [1]. This 

also indicates that metastable pitting on carbon steel is quiet different from that 
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EΔ

observed on iron and stainless steels [2]. The localization of the dissolution inherent in 

localized corrosion implies a spatial separation of the anodic and cathodic reactions, 

which leads to the formation of a galvanic couple. Since the two electrodes were 

coupled through a ZRA with a zero bias voltage applied between them, the observed 

current transients were consequently the galvanic currents induced by the steel surface 

condition and local chemistry differences between the two electrodes. It has been shown 

that the sharp rise of the current is indicative of a pit initiation [3, 4]. According to the 

principle of galvanic coupling, the total charge (Qpit) generated during the pit initiation 

must be simultaneously consumed by the cathodic reaction occurring on the boldly 

exposed surface. However, the exponential recovery of the current suggests that the 

charge balance is not immediately fulfilled. A first explanation would be that the freshly 

initiated pit undergoes a progressive repair due to a change in the chemistry inside the 

pit, thereby implying a mass transport control. A second rationalization would be that 

the cathodic reaction is not fast enough to consume all the charge released from the 

freshly initiated pit, thus suggesting an IR-drop control. It is therefore anticipated that a 

part (i.e., non-faradaic charge) of the total charge is used for the charging of the double 

layer capacitance. The slow discharging of this last would then explain the slow current 

decay observed in Figure V.3. The overall charge balance must hence obey the 

following balance [1]:  

cathodic charge capacitive chargepit charge

.pit cath dlQ Q C= +  (V.1)

In the above equation, Cdl and ΔE denote the double layer capacitance and the potential 

drop, respectively. When a metastable growth is involved, the total charge consumed 

during the time period between the pit initiation and the peak pit current can be 

calculated by integrating the current-time curve. The metastable pit size is then 

estimated using a faradaic relationship assuming hemispherical pit morphology: 

( )( )
0

3
3 .

2

peakt
w

pit baseline
t

Ar I t I
nFπ ρ

= −∫ dt  
(V.2)

where rpit is the pit radius, t0 is the time at which the pit initiates, and tpeak is the time at 

which the peak current is reached. The peak pit current, denoted hereafter as Ipeak, is 
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defined as the maximum pit current minus the baseline current. Faradaic calculations 

done on metastable current data of Figures V.1 and V.2 yielded pit radii at the peak pit 

current ranging between 0.1 and 6 μm. For instance, integration of the linear portion of 

the current-time curve shown in the inset of Figure V.3, gave a pit radius at the peak 

current of 3.25 μm.   

 
Figure V.3. Typical current transients generated on freely corroding X65 
electrode in CO2/HAc brine at room temperature. Also shown is an 
expanded time scale featuring an individual metastable pit current spike. 

 

V.2.4. Analysis in the Frequency Domain 

From the expanded time scale of Figure V.3, it can be seen that the elapsed time 

from the peak pit current to the baseline current is typically much larger than the 

elapsed time from the pit initiation to the peak pit current. Also, the current rise is so 

fast so that it is difficult to discern the pit initiation from its metastable growth. This 

observation has prompted us to consider the growth stage as overlapped by the initiation 

stage. Over the lifetime of such elementary transient, the following mathematical 

relationships can therefore adequately describe the current fluctuation: 
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( ) 0 ; 0I t t= <  (V.3)

( ) .exp ; 0peak
tI t I t
τ

⎡ ⎤= −⎢ ⎥⎣ ⎦
≥  

(V.4)

where τ is the recovery time. The Fourier transform of the above fluctuation into the 

frequency domain can be written as: 

( ) ( ) ( ).exp 2 .F f I t j ft dtπ
+∞

−∞

= −∫  
(V.5)

with f being the frequency in Hertz. Supposing that pits are uniformly distributed along 

the metal surface, that is, considering that the number of metastable pits N(T) observed 

during a period T evolves linearly with the area of the exposed surface (S), the power 

spectrum density ψI, also denoted as PSD, is simply given by [5, 6]: 

( ) 2 2 2

2 2 2
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λ τ
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Ψ = =
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(V.6)

Here, λ denotes the average initiation rate of metastable pits per unit area or the 

fluctuation rate. At frequencies typically far below 1/2πτ, ψI becomes independent of 

the frequency and the noise spectrum is referred to as “white” noise. That is:   

2 22I peaSI kλ τΨ =  (V.7)

Inversely, when the frequency is far larger than 1/2πτ, then:   
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f f
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π

−Ψ =  
(V.8)

The roll-off frequency (fc) is calculated by equating expressions (V.7) and (V.8), that is 

fc = 1/2πτ. More generally, the power spectrum density exhibits fα behaviour. The 

parameter α is commonly called the roll-off slope, which depends on the transient 

pattern and is believed to reflect the type of corrosion attack [7-9]. For such a type of 

transient as represented in Figure V.3, equation V.7 indicates a theoretical slope of -2. 
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To examine quantitatively the influence of HAc on the susceptibility of carbon steel to 

metastable pitting, the current noise data were transformed into the frequency domain 

using Fourier Power Spectrum transform (FPS). Data de-trending was performed by a 

linear fitting method prior to each FPS conversion to exclude eventual DC components. 

Figure V.4 shows the respective current PSD plots of the electrochemical noises of 

Figures V.1 and V.2. On the whole, the current PSD increased in the presence of HAc 

as a result of the higher fluctuation rate (λ) and the higher transient amplitude (Ipeak) 

observed in the time domain. In both cases, the noise spectra were shown to exhibit fα 

behaviour in the high frequency range with the values of α in agreement with the 

theoretical slope. Since the two slopes of the PSD were fairly the same, it is likely that 

the pit initiation kinetics did not change remarkably in the presence of HAc. The other 

feature to be noted is the significant increase of the recovery time upon addition of HAc 

to the corrosive medium. Indeed, fc values showed a shift of τ from 12 s in HAc-free 

solution to 24 s in the presence of 600 ppm of HAc. The recovery time is indicative of 

the rate at which the metastable current decays to its baseline value. Regardless of 

whether the exponential recovery bears on the pit repair or the discharging of the 

interfacial capacitance, the increase of the transient variable τ suggests that metastable 

pitting events are more sustained in the presence of HAc.  

 
Figure V.4. The current PSD plots calculated from the noise data of 
Figures V.1 and V.2. 
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V.3. Kinetic Behaviour of a Single Pit in CO2/HAc Brine 

V.3.1. Introduction 

The current measured from a corroding electrode may come from several pits 

with unknown active pit surface area. This fact points to the need for other approaches 

to alleviate this ambiguity. One alternative technique consists of studying a single attack 

in naturally simulated pit environments. Multiple pits are therefore avoided, and only 

the dissolution kinetics of the active pit is investigated. In the section hereafter, stable 

pit growth has been emphasized much more directly and quantitatively. A thorough 

investigation was undertaken using artificial pit electrode assembly to probe the effect 

of acetic acid on pit behaviour. The focus was on how acetic acid hinders pit growth. 

Another important goal was to better define whether pit growth is kinetically, 

ohmically, mass transport controlled or some combination thereof may emerge.  

 
V.3.2. Foreword on the Artificial Pit Setup 
 

Unless specifically mentioned, the set of measurements consisted of pit 

propagation experiments performed using the asymmetric assembly schematically 

illustrated by Figure III.5. The specimen was positioned vertically in the test cell with 

the electrode surfaces facing upwards. All measurements were carried out in a large 2 

liters cell to prevent any significant depletion of either free proton or undissociated HAc 

in the bulk. It must be emphasized that the lateral walls inside the pit consisted of 

insulating epoxy resin; only the pit bottom was then made of steel. The electrochemical 

measurements were carried out on the large outer surface and the inner artificial pit 

electrodes connected through the ZRA by applying a zero-voltage difference between 

them. Real-time records of the current flowing between the coupled electrodes as well 

as their coupled potential measured against a saturated calomel reference electrode with 

the help of a Luggin capillary probe located at the pit mouth were then simultaneously 

measured. The electrical connections of the ZRA setup were kept in such a way that a 

net anodic current to the inner electrode is reported as positive. Due to the 100 fold 

surface ratio, the potential of the couple was approximately equal to that of the outer 

large one, which means that whenever the electrodes were coupled by the ZRA, the 
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potential value sensed was assimilated to the corrosion potential of the outer large 

electrode. In Chapter IV, we have emphasized that the kinetic behaviour of X65 carbon 

steel in CO2/HAc brine indicates that the overall effect of acetic acid is a balance 

between a boosted cathodic branch and a depressed anodic one, with no uniform 

corrosion current increase related to the presence of HAc. As a consequence, the 

corrosion potential was shown to increase monotonically with HAc concentration. The 

constant supply of fresh solution indeed yielded a larger range of potential shift. This 

scenario appears to be consistent with field and laboratory observations of localized 

attack of carbon steel in the presence of both CO2 and HAc. For the aims of the present 

section, the important effect of the presence of HAc is the shift of the corrosion 

potential to less negative values. 

 

V.3.3. Effect of Acetic Acid on Pit Growth 

The role of HAc on the pit growth has been evaluated taking advantage of the 

specific experimental arrangement described above. If no preferential attack of the 

artificial pit takes place, the current is expected to remain close to zero, because of the 0 

V applied by the ZRA. This is what was actually observed in the absence of HAc even 

in the case of pre-initiated pits as shown in Figure V.5. In comparison, the introduction 

of HAc even at small concentrations induced an always positive current, monotonically 

increasing with the acid concentration. The fact that the pre-initiated pit did not start 

growing in the absence of HAc is strong evidence that geometric constraints only are 

not enough to trigger pitting in CO2 environments, at least in the experimental 

conditions of the present study. On the other hand, even small quantities of HAc seem 

to be sufficient to trigger and sustain pit growth. This can be ascribed to the combined 

effect of geometric constraints and the presence of HAc. As seen in the previous 

chapter, the presence of HAc strongly enhanced the cathodic activity. Inside the pre-

initiated pit, the acid is more rapidly depleted because of mass transport limitations that 

establish a HAc concentration gradient between the artificial pit surface and the outer 

one. This is confirmed from Figure V.5, since the current is lower for higher magnet 

rotation speeds that increased HAc supply to the artificial pit, hence reducing the 

potential difference between the pit and the outer surface. It is worth noticing that a 
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coupled current density of about 1-2 A m-2 can be inferred from Figure IV.4 for the 

fully depleted 0 ppm and the 600 ppm HAc solutions (I ≈ 3-6 μA for a 0.03 cm2 surface 

as that of the artificial pit). This is about the order of magnitude of the values given in 

Figure V.5, which indicates that the artificial pit assembly gives reliable results. 

 

 
Figure V.5. Average values after 12 h of exposure, of the current flowing 
to a pre-initiated 2 mm depth artificial pit as a function of HAc 
concentration. 17 mM NaCl and 1 bar CO2. ( ) ω = 100 rpm. ( ) ω = 
200 rpm. 

 

V.3.4. Distribution of the Coupling Current 

The idea that the HAc depletion inside the pit is at the origin of the pit growth 

leads to an important issue related to the monotonic evolution of the corrosion potential 

with HAc concentration. Shallow pits must be more easily fed by mass transport of HAc 

than deep ones. This entails that the potential difference, and hence the current should 

increase with the pit depth till a certain critical value for which the HAc depletion is 

complete inside the pit. Results shown in Figure V.6 indicate that the pit growth is self-

sustained only to a certain critical depth, beyond which the dissolution current vanishes. 

One of the possible reasons of this behaviour is the ohmic potential drop between the 

electrodes. For very deep pits, where the supply of HAc is strongly restrained, the 

ohmic drop may be a major component and the current would then be expected to 
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decrease, which is in agreement with the experimental results. After reaching a 

maximum at about 8 mm, however, the current drops too sharply to be only ascribed to 

the ohmic drop. This has been the matter of repeated experiments that always yielded 

the typical profile of Figure V.6. Another possible explanation would be the 

accumulation of corrosion products, or the presence of small hydrogen bubbles trapped 

inside the pit [10, 11], which could act as a gas-cavity [12]. The described pit growth 

mechanism hence deviates in several ways from that of stainless steels and other passive 

metals. The pit growth is self-sustained only to a certain depth, and it occurs under 

anaerobic acid corrosion conditions, with no acidic cations present. The pKa of the first 

hydrolysis step of Fe2+ is 9.6, compared to 2.2 for Fe3+ [13]. Since the acid is consumed 

inside the pit, a local alkalinisation is rather expected to occur, which would also 

contribute to hinder the dissolution at the pit bottom as a result of FeCO3 precipitation. 

These results suggest that a real pit may grow spherically until a certain radius is 

reached, followed by opening of the pit mouth and lateral growth, which is the 

morphology observed in laboratory tests [14] and in actual TLC cases [15]. 

 
Figure V.6. Average coupling current vs. pit depth in 17 mM NaCl, 
600 ppm HAc and 1 bar CO2. 
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V.3.5. Distribution of the Potential Drop 

The two electrodes depicted in Figure III.5 being of the same material and 

exposed to the same electrolyte, the corrosion potential is a priori expected to be the 

same for the outer and the inner electrodes so that a mean current value close to zero is 

supposed to be sensed by the ZRA setup. This is what effectively happens for zero pit 

depths or even shallow pits. Nevertheless, for deeper pits (typically > 1 mm), a net 

current different from zero was always and reproducibly sensed. Furthermore, this 

current being always positive indicated that the small inner electrode was anodically 

polarized by the outer one. This means that the anodic polarization inside the pit is 

actually changed in the sense of easier dissolution, this change being caused by the local 

fluctuations of the environment inside pit. The potential difference between the outer 

and the inner electrodes is not straightforwardly accessible since the ZRA imposes a 

zero bias voltage between the two electrodes. It can nevertheless be evaluated by 

intermittently disconnecting the ZRA for short time intervals, as illustrated in Figure 

V.7 taking as an example the case of an 8 mm depth artificial pit.  

 
Figure V.7. Interrupting the ZRA connection for the determination of the 
potential difference between the outer large electrode (O) and the inner 
artificial pit electrode (pit) for the case of a 8 mm depth pit after 2 hours of 
immersion in 17 mM NaCl, 600 ppm HAc and 1 bar CO2. Arbitrary time 
origin. 
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During disconnection, the outer large electrode was kept out of the circuit and the 

system directly measured the potential difference between the reference electrode and 

the small inner one. This overall procedure allowed hence the potential difference 

between the pit bottom (as mentioned before, lateral walls were insulated) and the outer 

surface to be monitored as well as the current flowing between them. Since the 

interruption is short (few seconds), the concentration profiles approximate those of the 

coupled state, and the measured potential difference is not other than the polarization of 

the inner electrode plus the IR-drop. As expected, immediately after uncoupling the 

electrodes, the current fell to zero and the potential of the artificial pit dropped about 45 

mV in respect with the coupled state in the case illustrated by Figure V.7. It is 

interesting to see that applying the 45 mV found in Figure V.7 to the pH 3.5 curve in 

Figure IV.14 would effectively correspond to a strong ca 15-fold depletion of HAc 

inside the pit. This is consistent with results from other works, where the concentration 

of free HAc, rather than pH, was shown to be a critical factor in CO2 corrosion of X65 

steel [16, 17]. These results seem to be a sound although indirect corroboration of the 

basic idea that the potential drop illustrated in Figure V.7 can be ascribed to the HAc 

depletion inside the artificial pit due to hindered hydrodynamic conditions. This 

scenario is expected to be dependent on the pit depth due to the increasing difficulty of 

supplying the reactant the deeper the pit is. One should hence expect an in principle 

monotonic increase of the potential difference till a given limit depth beyond which the 

acid would be completely depleted and the potential difference should reach a 

maximum. This issue is illustrated in Figure V.8. It can be seen that the potential 

difference (measured in each case after two hours of exposure to the corrosive solution) 

does not increase indefinitely. It goes through a maximum at 8 mm depth before slightly 

decreasing again. This seems consistent with the previous results of Figure V.6, where 

the dissolution rate has been shown to reach its maximum value at about 8 mm beyond 

which it sharply drops off. Similar behaviours have also been reported for iron [18] and 

steel [19] in NaAc/HAc buffer solution. 
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Figure V.8. Potential difference between the outer large electrode and the 
artificial pit electrode as a function of the pit depth in 17 mM NaCl, 600 
ppm HAc and 1 bar CO2. 

 

V.3.6. HAc Depletion - Experimental Validation Using Split Cell Technique 

To validate the hypothesis of HAc depletion as the key parameter behind the 

electrochemical asymmetry between the inner and the outer electrodes, some specific 

measurements were carried out with a split-cell (see Figure III.6) in which two 

identical electrodes were placed in two identical compartments separated by a salt 

bridge, so that no geometric differences were present. The salt bridge is connected to 

both compartments through porous glass frits that allow ion migration but restrict bulk 

mixing of the two solutions. One of the compartments was filled with the same base 

solution of that in previous measurements, that is, CO2 saturated (1 bar CO2) 17 mM 

NaCl aqueous solution containing 600 ppm of HAc, the second being filled with 

different electrolytes depending on the experiment. Figure V.9 depicts the current flow 

between the two electrodes in distinct conditions simulating no depletion (solutions 

were strictly the same in both compartments) and total depletions (no HAc was added in 

the second compartment). Also shown in the inset is the current flow in the condition of 

total depletion of HAc in both compartments. To simulate the pH gradient expected in 

the case x = 0, the pH of one of the two solutions was adjusted to 3.5. Results clearly 
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point out a net anodic polarization -resulting in a net anodic current - of the electrode 

exposed to the electrolyte simulating depleted conditions as seen in the figure (x = 0). It 

is worth noticing that regardless of the pH gradient, an expected ca zero current was 

also found between the two electrodes when the HAc concentration was set to the same 

value in both compartments, which is also consistent with the idea of HAc 

concentration gradient triggering the current flow.  

 
Figure V.9. Current flow between two identical electrodes in a split-
cell composed of two identical compartments separated by a high 
conductivity salt bridge. One of the compartments contained the base 
CO2 saturated (1 bar CO2) 17 mM NaCl aqueous solution containing 
600 ppm. The other compartment simulated distinct conditions of no 
depletion (x = 600 ppm) and total depletion (x = 0 ppm) of HAc. 
Also shown in the inset is the current flow in the condition of total 
depletion of HAc in both compartments (1 bar CO2, 17 mM NaCl). 
For the results shown in the inset, the pH gradient expected in the 
case x = 0, was simulated by adjusting the pH of one of the two 
solutions to 3.5. 

 

V.3.7. Relationship between the Potential Drop and the Coupling Current  

Before analyzing the relationship between the potential difference and the 

current flow between the outer surface and the artificial pit, Figure V.10 shows their 

time evolution for two cases, 8 mm and 20 mm depth artificial pits. As well as in 

Figure V.8, potentials were measured after 2 hours of exposure. Unlike the coupled 
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potential, which was stable over the whole period of the experiment, the potential at the 

pit bottom increased slightly but gradually with time. As a consequence, the potential 

difference decreased monotonically during several hours before reaching a steady 

behaviour as seen in Figure V.10-A, which is consistently followed by a decreasing 

tendency of the current flowing between the outer surface and the pit, as shown in 

Figure V.10-B. This slow evolution may be ascribed to the concentration changes due 

to the consumption of reactants and production of reaction products coupled to the 

restricted mass transfer.  

 
Figure V.10. Typical time evolution of the potential difference (A) and the 
coupling current flow (B) between the outer large electrode and the 
artificial pit electrode for 8 mm and 20 mm depths in 17 mM NaCl, 600 
ppm HAc and 1 bar CO2. 

 

It is worth noticing that the coupling current and the potential difference behaved in a 

very reproducible way reflecting the intrinsic kinetic behaviour of the coupled interface. 

Indeed, while rearranging the results depicted in Figure V.10, it appeared that the joint 

evolution of the potential difference and the coupling current between the two 

electrodes follows a linear trend as seen in Figure V.11 for the 8 and 20 mm depth 

artificial pits, respectively. This linear correspondence appeared for all pit depths not 

only when following their time evolution, as done in the case of Figure V.10, but also 
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when computing values issued from different experiments performed in similar 

conditions. 

 
Figure V.11. Potential-current relationship for 8 mm (A) and 20 mm (B) 
pit depth during the time evolution of the potential difference and the 
coupling current between the outer large surface and the artificial pit as 
depicted in Figure V.10. 17 mM NaCl, 600 ppm HAc and 1 bar CO2. 

 

V.3.8. Distribution of the Overall Macroscopic Resistance 

The persistence of this current-potential linearity brings to the forefront of the 

problem the idea of a macroscopic overall resistance that controls this behaviour, at 

least in steady-state conditions as discussed in this work. Figure V.12 shows the 

evolution with the pit depth of the slope R, directly obtained from the E – I plots like 

those in Figure V.11. It is interesting to see that the curve goes through a minimum 

value at the same 8 mm depth for which the maximum current flowing between the two 

electrodes is reached as shown in Figure V.6. This indicates that this current behaviour 

is not merely a coincidence but is clearly related to the intrinsic kinetic behaviour of the 

interface illustrated by Figure V.11. Previously, the steep decrease of the current for 

deeper pits was tentatively ascribed to the increase of the electrolyte resistivity ρ inside 

the pit. The validity of such hypothesis can be verified by incorporating in Figure V.12 

the linear evolution of the theoretical electrolyte resistance, Rs , calculated by applying 
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the measured electrolyte conductivity ρ at different pH values to a perfect cylindrical pit 

of a length L and a cross-sectional area S: 

s
LR
S

ρ≈  (V.9)

It appears hence that the pure electrolyte resistance, being always smaller than the slope 

R, cannot account for the overall ohmic behaviour of the pit electrode.  

 
Figure V.12. Experimental values of the slope R of the potential-current 
linear relationship as shown in Figure V.11 as a function of the pit depth 
( ); theoretical electrolyte resistance Rs at different pH values for a 
perfect cylindrical geometry (solid lines) and R values computed from 
equation (V.13) with Rs and Rp, pit obtained from electrochemical 
impedance measurements ( ), see Figure V.14 below. 

 

In order to assess the role of HAc in the pit propagation stage independently from the 

IR-drop effect, potentiodynamic measurements were performed on the uncoupled inner 

at different depths. Figure V.13 shows the IR-compensated data obtained at three 

depths in the base solution. Increasing the depth unsurprisingly yielded a downward 

shift of the polarization curves, which indicates that the deeper the attack, the more 

anodically polarized will it be when coupled to the large outer surface. The effect of the 

pit depth on the local kinetics is in line with the general trend observed for the corrosion 

potential while varying the concentration of HAc. Furthermore, the fact that the 
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corrosion potential dropped significantly even at moderate depths constitutes strong 

evidence that the local depletion of HAc is mainly at the origin of this behaviour. It is 

worth noticing, however, that the results shown in Figure V.13 are only representative 

of the uncoupled condition, which may be biased by starting the scan at high cathodic 

polarization. In comparison, the procedure described in Figure V.7 appears to be a 

better approximation for the description of the attack behaviour in the coupled state. 

 
Figure V.13. IR-compensated polarization curves of the uncoupled 
inner electrode of Figure III.5 at different depths in 17 mM NaCl, 
600 ppm HAc and 1 bar CO2. 

 

V.3.9. Equivalent Circuit of the Coupled Interface 

The general behaviour of the slope R in Figure V.12 must thus be addressed by 

considering that the small potential differences involved in the coupled measurements 

(typically less than 50 mV as seen in Figures V.8 and V.10) allow the current-potential 

curves to be investigated with the help of a simple linear equivalent circuit analysis in 

the frequency domain [20, 21] according to Figure V.14 that yields  
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( )
-  
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(V.10)

where Zo and Zpit account for the electrochemical impedances of the outer large surface 

and the artificial pit, respectively. Rs is the actual resistance of the narrow electrolyte 

path inside the pit. Since we were interested only in the steady values of both the 

potential difference and the current flow obtained under stationary conditions, the 

electrochemical impedance of each electrode can be assimilated to its polarization 

resistance:  

  0
lim ( )pR Z
ω

ω
→

=  (V.11)

 

 
Figure V.14. Equivalent circuit for the asymmetric 
artificial pit electrode assembly of Figure III.5. 

 

Besides, taking into account the 100-fold surface ratio, one can estimate the polarization 

resistance of the inner electrode, , to be 100 times larger than that of the outer one: ,p pitR

-

,

o pit
o pit

s p pit

E
I

R R−

Δ
≈

+
 

(V.12)

Accordingly, the slope R of the current-potential curves as those in Figure V.11 is 

hence given by:  
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,    s p pitR R R= +  (V.13)

This hypothesis was evaluated with the help of electrochemical impedance 

measurements, shown in Figure V.15, performed on the smallest electrode at different 

depths in the range 2-20 mm. The electrode was DC polarized to the coupled potential  

 
Figure V.15. Nyquist plots of the electrochemical impedance of artificial 
pits at different depths in 17 mM NaCl, 600 ppm HAc and 1 bar CO2. ( ) 
2 mm; ( ) 6 mm; ( ) 10 mm; (Ο) 16 mm ; ( ) 18 mm. Frequency values 
in Hz. 
 

prior to and during the EIS measurements in order to establish the actual concentration 

profiles inside the pit. It must be noticed that we were interested in the goodness of 

equation (V.13) to describe the overall macroscopic behaviour and not in the deep 

analysis of the impedance behaviour that is beyond the aim of the present study and is 

not discussed here accordingly. The impedance modulus decreased with depth till the 

critical 8 mm value beyond which it increased again, which reflects very well the 

qualitative behaviour of the coupling current observed in Figure V.6. For the sake of 

comparison, the values of R obtained from the Nyquist diagrams according to equation 

(V.13) were also plotted in Figure V.12. A good general agreement between these 

values and those issued from the overall kinetic behaviour appearing from the ZRA 

measurements and illustrated in Figure V.11 indicates that equation (V.13) represents a 
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good approximation for the description of the macroscopic behaviour of the artificial pit 

at different depths.  It must be noticed that the Rs values obtained from the Nyquist 

diagrams are smaller than those predicted by the theoretical curves for deeper pits, 

probably because of changes in the composition of the confined electrolyte. This 

confirms that purely ohmic effect related to Rs is not the only factor contributing to the 

inversion of the curve tendency beyond 8 mm.    

 

V.4. Morphological Trend - Proposal for a Scenario  

In view of the elements argued above, the role of HAc is likely to be related to 

the pit growth.  The complete scenario can then be described as follows: the coupling 

current is related to the potential difference induced by the HAc depletion inside the pit. 

The inner electrode is hence anodically polarized and corrodes according to its 

polarization resistance for shallow pits, for which the depletion and hence the potential 

difference between the electrodes is not too high and the electrolyte resistance can be 

neglected. As the pit goes deeper towards the critical depth, the depletion and hence the 

anodic polarization increases yielding a strong decrease of the polarization resistance. 

Beyond the critical depth the decreasing current may tentatively be explained by a 

further depletion of HAc and CO2, which leads to a decrease of the corrosiveness and 

thus an increase of the polarization resistance. However, the solution resistance does not 

seem to contribute substantially to the overall resistance at this stage. It must be 

emphasized however, that these results were obtained with inert, electrically insulating 

lateral walls of the artificial pit, which is obviously not a realistic configuration. In this 

sense, experiments were also performed on artificial pits with corroding steel walls, and 

with the same geometrical proportions as that in Figure III.5. The corroding lateral 

walls were part of the external electrode, while the inner electrode was located in the 

bottom of the pit as before. The results showed that the peak in the coupling current 

occurred at present closer to the pit mouth (2 instead of 8 mm critical depth as seen 

Figure V.16), thus minimizing the polarization of the deeper portions [22].  
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Figure V.16. Average coupling current versus pit depth with corroding 
steel sidewalls in 17 mM NaCl, 600 ppm HAc and 1 bar CO2. 
 

This also suggests that the concentration gradients were steeper due to the increased 

area of the corroding steel inside the pit. The results have nonetheless yielded a similar 

qualitative dependence for the coupling current versus the pit depth. This justifies to 

some extent the extrapolation of the results obtained with non-reactive wall pits to 

undertake our following reasoning on the morphological trend of the growing pit. For a 

pre-formed artificial pit but with corroding lateral walls, the vanishing coupling current 

beyond a critical depth as shown in Figure V.16 would confine the high dissolution 

region to the sidewalls around this critical depth with a concomitant rapid slowdown of 

the growth rate at the pit bottom as the pit grows deeper. This would then trigger the 

lateral growth of the pit, which leads to an important issue related to the morphological 

trend of actual growing pits. In that case, a possible scenario, schematically represented 

in Figure V.17, would be such that at the first stages, the pit bottom would increasingly 

dissolve as and when HAc is depleted and not sufficiently fed because of diffusion 

constraints. As the critical depth is approached, the faster dissolving region is shifted to 

the lateral walls and moves gradually towards the pit mouth. The pit should therefore 

progressively become hemispherical and the pit mouth would widen to the extent where 

mass transport is no more seriously limited, the concentration gradient and consequently 
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the potential difference between the pit mouth and bottom vanishes as well as the 

driving force for the pit growth: the pit is then stifled.  

 

 
Figure V.17. Schematic illustration of the hemispherical morphology trend of 
the propagating attack after an initial period of growing down till the critical 
depth Lc. From the left to the right, the scheme illustrates the pre-initiated 
attack, the lateral growth, the mouth opening and the final shape. Once the 
attack undergoes a sufficient mouth widening (step 3), the growth process may 
stifle due to increased convection and inward mass transfer. Clustering of 
attacks may also be envisaged. 

 

This morphological trend is in good agreement with the typical hemispherical shape 

observed for localized attacks as illustrated in Figure V.18, and the further development 

into mesa attacks, which is commonly reported from laboratory studies and field 

observations, and particularly found in actual situations of TLC. 

 

 
Figure V.18. SEM image of a pit cross-section showing a 
hemispherical morphology typically observed for attacks 
on carbon steel in CO2/HAc brine at room temperature. 
0.051 M NaCl, 1 bar CO2, 600 ppm HAc. Magnification = 
250X. 
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V.5. Conclusions 

Analyses of the current fluctuations generated on carbon steel in the 

experimental conditions of the present study showed that the noise signals fluctuated in 

more irregular patterns with higher frequency and amplitudes in the presence of HAc, 

thus suggesting a higher local electrochemical activity. Regardless of the presence of 

HAc, insightful examination of the shape variability suggested that the initiation of 

metastable pits is characterized by a sharp and stochastic current fluctuation with the 

typical transient of a quick rise preceding an exponential decay to the baseline level. In 

view of the results acquired subsequently using artificial pit measurements, this 

exponential decay is likely to bear on a progressive repair of the freshly initiated pit due 

to a change in the local chemistry (i.e., mass transport control) rather than a slow 

discharging of the double layer capacitance. On the other hand, analyses in the 

frequency domain indicated that HAc does not affect appreciably the initiation kinetics, 

but sustains metastable pitting events. 

ZRA measurements on an artificial pit electrode assembly showed that HAc 

triggers and sustains the pit growth through a galvanic coupling between the pit bottom 

and the outer surface. Consumption of HAc inside the pit, in combination with restricted 

convection and the extended diffusion path gives rise to a HAc concentration gradient 

along the occluded geometry. That is, a HAc differential concentration cell is formed. 

Since the corrosion potential increases with HAc concentration, this differential cell 

establishes a potential difference so that the pit bottom is anodically polarized by the 

outer surface. This scenario would predict a monotonic increase of the corrosion rate as 

long as the organic compound is depleted. Nevertheless, measurements of the coupling 

current flowing between the pit base and the outer surface at different depths within the 

range 0-20 mm  evidenced the existence of a critical depth below which the coupling 

current increases and beyond which it sharply drops off as it effectively occurs in actual 

TLC cases. The peak value of the coupling current reached at this critical depth 

suggested a total depletion of HAc for which the potential difference between the pit 

base and the outer surface is maximum. On the basis of the obtained results, a scenario 

was therefore proposed for the morphological trend of localized attacks, which is in 
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good agreement with laboratory studies and field observations. The results of the 

present study also showed that the IR-drop formalism is unlikely to operate for localized 

corrosion of carbon steel in CO2/HAc brine, thereby suggesting that the process of 

stifling is rather induced by other influential factors. In order to elucidate the origin of 

the abrupt current-pit depth profile, this issue as well as the inferred alkalinization 

inside the pit will be the matter of numerical modelling and simulation in the next 

chapter. 
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VI.1. Introduction 

In the previous chapter, acetic acid has been identified as a driving factor that 

triggers and sustains the growth of localized attacks through galvanic coupling effect. 

Although common behaviours are generally observed, the key factors involved in CO2 

corrosion of carbon steel in the presence of HAc influence the pitting behaviour in a 

complex way. It was therefore worthwhile to develop a computational model that could 

help overcoming this complexity by solving the large set of equations of tightly coupled 

and non-linear nature, thereby enabling a complementary analysis and a better 

understanding of the underlying mechanism of pit growth. The present chapter covers a 

numerical model of steady-state behaviour of a single corrosion pit in CO2-containing 

media in the presence of HAc. The model was based on mass-conservation statement 

and consisted of 2D axis-symmetric attack in representative working conditions. The 

kinetics of the electrochemical reactions occurring on the electrode surface was 

described by Tafel equations fitted to the experimental data obtained on X65 pipeline 

steel. We anticipated that the simulation results provide an essential insight into both the 

chemistry and electrochemistry inside the active pit. Particular attention was paid to the 

effect of HAc on the coupling behaviour between the attack base and the outer 

surrounding surface. 

 

VI.2. Localized Corrosion - Brief Review   

VI.2.1. Introduction 

Pitting and crevice corrosion are two of the most destructive forms of localized 

corrosion.  These two forms of attack are different in the sense that a pit generates the 

required geometry spontaneously instead of relying on an outside former as in crevice 

corrosion. Despite this difference, there are many mechanistic similarities associated 

with the self-sustaining nature of the growth process of established pits and crevices. 

Foremost among these is the formation a locally occluded region which causes high rate 
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localized attack. It has been suggested that pitting is a (special) form of crevice 

corrosion on a smaller scale, with either micropores or surface heterogeneities acting to 

form the crevice [1, 2]. It is becoming increasingly clear that much can be understood 

about the fundamental mechanisms of pitting and crevice corrosion by considering them 

as manifestations of the same set of basic phenomena. No particular distinction between 

established pits and crevices will then be made in the next subsections.  

 

VI.2.2. Theories of Localized Corrosion - Propagation Mechanism 

Modern theories of localized corrosion ensue from the active dissolution theory 

developed in the 1960’s [3, 4]. According to this theory, the local conditions become 

substantially aggressive so that the metal dissolving inside the cavity is in the active 

state. This implies that the potential drops inside the cavity and lies often in the active 

region of the polarization curves [5]. The active dissolution theory was further 

challenged by the later observations of large potential drops as high as 1 V [6-9]. A 

competing theory based on IR-drop concept was therefore formulated. The IR theory 

assigns paramount importance to electrical change (instead of compositional change) as 

the factor controlling both the rate and the location of attack. 

 

A. Compositional Change Theory 

It is generally accepted that in all cases the activation of established pits or 

crevices stems from the driving force induced by the environmental difference between 

the localized corrosion site and its surrounding [3, 10, 11]. The compositional change 

theory stipulates that the paramount role of the occluded geometry is to act as a barrier 

to chemical fluxes by restricting mixing of the cavity solution with the bulk. The change 

in the electrolyte composition includes metal ion concentration cell [12], differential 

aeration cell [13, 14], inhibitor concentration cell [15], pH [16, 17], and chloride ion 

concentration cell [18, 19]. Each of all these chemical gradients may drive the active 

dissolution of the metal inside the occluded region at a much higher rate than on the 

boldly exposed surface. This also supposes that the cavity solution must reach a critical 

degree of aggressiveness to trigger the active dissolution. The concept was originally 
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proposed by Mears and Evans [14], and it has become known as the critical crevice 

solution criterion (CCS). Oldfield and Sutton [20-22] were the first to develop a 

mathematical model based upon the CCS concept explicitly formulated by Fontana and 

Greene [3]. Even though it was developed specifically for crevice corrosion of stainless 

steel in neutral halide solutions, the Fontana and Greene concept has nevertheless been 

adapted with minor modifications for most alloys. Basically, the concept identifies four 

stages. In the first stage, the metal dissolves over the entire surface. The cathodic 

reaction occurs both inside the cavity and on the boldly exposed surface. However, 

owing to the restricted mass transport to the occluded site, the oxidant is progressively 

depleted inside the cavity until the spatial separation of the anode and cathode becomes 

effective. The cavity then corrodes as being galvanically coupled to the outer surface. 

This marks the onset of the second stage. The accumulation of metallic cations Mn+, 

enhanced by the mass transport restrictions inherent in the geometry, is concomitantly 

balanced by the electromigration of aggressive X- anions into the cavity from the bulk 

solution. Upon reaction with metallic cations, some of X- anions are tied up in instable 

complexes (MXn), which are then quickly hydrolyzed. The hydrolysis lowers the local 

pH through the production of hydrogen ions, thereby increasing the dissolution current 

inside the cavity. Likewise, the increase of the dissolution current leads to a further 

ingress of X- into the crevice with the subsequent decrease in pH. For passive metals, 

the third stage is characterized by the breakdown of the passive film inside the cavity 

once the CCS criterion is achieved (critical pH and critical [X-]). In a later stage, the 

large cathode-to-anode area ratio and the self-sustaining nature of the process stabilizes 

the active dissolution by exceeding the rate at which the Fickian driving force can upset 

the established balance. Overall, a self-sustained growth mechanism of any established 

form of localized corrosion must meet three requirements; the CCS, the spatial 

separation of anode and cathode, and the stability of these two processes.  

All the mechanisms based on the compositional change theory were however 

questioned by Vetter and Strehblow [23]. The authors stipulated that the deterministic 

factors of pitting should be influential during all the stages of pit growth even for the 

detectable pits as small as one micron in diameter, and that such compositional changes 

would be initially meaningless to be considered at the origin of pitting phenomena. 
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B. IR-drop Theory 

The inability of the compositional change theory to rationalize some observed 

cases of active dissolution in the absence of local acidification or large influx of 

aggressive anions (anions build-up), which are the two pre-requisites for the Fontana 

and Greene model, has prompted Pickering et al. to propose the IR-drop theory [8, 9, 

24, 25]. Unlike the former theory, the IR-drop mechanism ascribes primacy to the 

electrical changes inside the occluded site. Once the oxidant is totally depleted inside 

the cavity, the spatial separation of the anode and cathode becomes effective, thus 

resulting in net current flowing through the resistive electrolyte path towards the boldly 

exposed surface. The basic feature of the theory is that the ohmic drop in the cavity 

electrolyte causes the local electrode potential to become less oxidizing than the 

electrode potential at the outer surface until it lies in the active region of the polarization 

curve. In this case, the cavity dissolves actively at a much higher rate than the outer 

surface. However, the effect of the resulting potential drop strongly depends on the 

electrochemical kinetics of the metal. For a metal exhibiting anodic Tafel behaviour, a 

potential drop is always protective as it lowers the driving force for the active 

dissolution. The IR-drop mechanism does therefore operate only for passive metals 

exhibiting an active peak on the anodic branch. By analogy with the CCS theory, 

Pickering et al. conceptualized the critical potential drop IR* as a pre-requisite for the 

onset of active dissolution inside the cavity. Since then, the IR* criterion, defined as the 

difference between the (corrosion or applied) potential at the outer surface and the 

passivation or Flade potential [8, 24], has lent its name to the entire theory. According 

to the critical potential drop concept, the cavity potential must therefore be below the 

Flade potential for a stable local cell (pit crevice, or crack) to exist, i.e. IR > IR*.  

One of the aspects that Pickering and co-authors have emphasized is the ability 

of the IR-drop theory to anticipate and rationalize the morphological trend of corrosion 

attacks [25, 26]. Since the potential inside the cavity is being continuously shifted 

towards the less noble direction, the expected morphology would be related to the 

polarization curve as a function of the position inside the cavity. The concept thus 

anticipates the existence of a critical depth around which the active dissolution is 

confined. The maximum dissolution rate at the critical depth corresponds to the active 
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peak on the anodic branch of the polarization curve. Both the amount of IR-drop needed 

to shift the electrode potential into the active region and the location inside the cavity at 

which the IR* criterion is attained strongly depend on the cavity geometry and the local 

chemistry (e.g. conductivity). Although they are not necessary for stability, both of 

these factors evolve during active dissolution and can influence the local cell processes. 

For instance, acidification of the local solution induces an upward shift of the Flade 

potential and, therefore, the criterion IR > IR* is more readily met. Overall, the IR-drop 

mechanism is not other than a direct consequence of the compositional change theory in 

poorly conductive electrolytes. 

 

VI.2.3. Modelling Localized Corrosion  

A. Motivation  

Despite the technical challenges posed by the geometric constraints, a 

considerable progress has been made concerning the experimental characterization of 

single corrosion pits. Because of these constraints, however, experimental 

measurements can only be performed at discrete points in time and space, and can 

therefore only provide limited information about the key factors controlling the pit 

behaviour.There are many difficulties associated with the experimental characterization 

of the local conditions inside corrosion pits. Pit dimensions are exceedingly tight and 

the insertion of probes can influence the corrosion process, thereby rendering the 

measured values unrealistic. Also, there is a small solution inside a pit available for 

analysis. As a result, a number of mathematical pitting models have been developed 

over the last years. Mathematical modelling can bridge the gaps between experimental 

values and allows prediction of the impact of a range of variables, helping to provide a 

more complete framework of the pit behaviour. One of the major advantages of 

modelling is also its ability to uncouple factors that in practice cannot be separated. 

Indeed, the implementation of virtual experiments with only a subset of gathered data 

can sometimes be used to gain a valuable insight into the interrelations between 

experimentally inseparable factors. 
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B. Common Simplifying Assumptions 

To date, most of modelling and simulation approaches of localized corrosion 

attacks have been fundamentally based on Newman’s mass transport theory for dilute 

electrolytes [27, 28]. From a broad point of view, modelling localized corrosion must 

involve consideration of the environmental conditions and the interfacial processes that 

occur between the metal and its environment. These considerations include; chemical 

equilibria, mass transport modes, and interfacial kinetics.  In most cases, however, the 

governing processes are described by a large set of equations of tightly coupled and 

non-linear nature. A number of models in literature have therefore had recourse to 

simplifying assumptions to make the problem easier to solve. Also, the scarce of either 

theoretical or experimental data does not permit use of the complete solution and 

making assumptions may prove to be essential in certain cases. The simplifying 

assumptions that are commonly made in the area of modelling localized corrosion can 

be categorized into four broad groups: 

 Thermodynamic variables: The attack to be modelled is often assumed to remain 

at constant temperature and pressure; standard conditions are usually considered. 

This is justified by the fact that the attack is not supposed to undergo substantial 

fluctuations in these variables in practical situations. 

 Chemistry effects: The governing processes are usually described according to 

the mass transport theory for dilute electrolytes. Long-range and short-range 

electrostatic interactions between solute ions are often ignored so that the mass 

transport coefficients (diffusion and mobility) are independent of the electrolyte 

chemistry. Also, in the absence of stirring or hydrodynamic transport, the natural 

convection is assumed to be largely overlapped by diffusional and 

electromigrational components, and the convection term is therefore rarely 

included in the modelling approaches (stagnant condition). Precipitation and 

accumulation of corrosion products are also not taken into account in 

circumstantial cases, particularly in a short-term context.    

 Potential effects: One of the major assumptions often encountered in this area 

concerns the charge neutrality condition, thereby implying a uniform repartition 
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of the space charge density in the electrolyte. Recall that the electrostatic 

potential in the electrolyte is related to the charge separation that is inherent to 

the difference in the respective diffusion rates of solute ions. Simplified 

representations of the boundary conditions are also systematically used, 

particularly in which relates to the potential-current relationship. 

 Dimensionality (time and space):  A number of models assume that the reaction 

mechanisms are fast enough so that the system reaches its steady-state shortly. 

In this way, computations are performed for steady-state corrosion conditions. 

Also, for the sake of minimizing the computation speed, geometrical 

simplifications are often made. The cavity is usually reduced to two- or even 

one-dimensional pattern, so a high degree of symmetry is possible. 

 

C. Few Illustrative Models 

Most of pit and crevice corrosion models have been developed on the basis of 

infinite dilution theory. A few illustrative examples of steady-state models are presented 

hereafter. Comprehensive literature reviews of a variety of models have nevertheless 

been proposed by Evitts [29] and Stewart [30], and the interested reader is invited to 

refer to their respective works.    

In a series of papers, Galvele [31, 32], and Galvele and Gravano [33] developed 

three CCS pitting corrosion models. Unlike the two first models, where mass transport 

was assumed to occur exclusively via the diffusion mode, the final model included the 

electromigration term and the electroneutrality condition was applied. The results were 

drawn in terms of concentration profiles as a function of the parameter “depth x current” 

for a unidirectional pit. The authors attributed the pit activation to the local acidification 

arising from the metal ions hydrolysis with the major change occurring near the pit 

opening. Sharland and Tasker [34] simulated the propagation stage of a pit on carbon 

steel. The pit was modelled as a parallel-sided slot in a dilute sodium chloride solution. 

Mass transport process was described in terms of diffusion and electromigration and 

convection was neglected. The authors also assumed the electroneutrality condition. An 

extension to the model incorporated the effect of precipitation of ferrous hydroxide. The 
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model predicts the steady-state chemistry and kinetics inside the active cavity as a 

function of many parameters such as external electrode potential and cavity dimensions. 

A comparison was made between pits with reactive and non-reactive sidewalls, 

respectively. The one-dimensional pit model developed by Walton [35] was based on 

dilute electrolyte theory. It accounted for the mass transport in acetic and sulphuric 

solutions by diffusion and electromigration. The condition for the local charge 

neutrality was applied and the concentrations were assumed to be constant at the pit 

mouth. The model was drawn in a general form to accommodate various techniques for 

evaluating the current density. Predictions were in good agreement with experimental 

results of Valdes-Mouldon [36]. Upon a dimensional analysis of the governing 

equation, Walton concluded that the condition inside the corrosion cell is no other than 

a consequence of the counteracting effects of mass transport and species generation. By 

analogy with the “severity factor” of Bernhardsson [37], Walton determined the 

“geometry factor” (depth2/width) as a key indicator of the solution aggressiveness inside 

the cavity.  A transient version of this model was also presented later by Walton et al. 

[38]. 

 
 

VI.3. Pit Model - Conceptual Description  

VI.3.1. Theoretical Background 

In aqueous environments, mass transfer of species from one location to another 

is driven either by differences in electrical or chemical potential between the two 

locations or by motion of a volume element of the electrolyte. The modes of mass 

transfer are thus: 

 Migration (also called electromigration): motion of charged species subjected to 

an electric field, i.e. electrical potential’s gradient. 

 Diffusion: motion of species subjected to a concentration gradient, i.e. chemical 

potential’s gradient. 

 Convection: motion of species occurs under the influence of stirring or 

hydrodynamic transport, i.e. forced convection or advection. In natural 
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convection, the motion of volume elements of the electrolyte is induced by the 

density gradient. More generally, the fluid flow is characterized by stagnant 

regions, laminar flow, and turbulent flow.  

This underscores the need for the concept of the electrochemical potential ( ) that 

obeys the same criteria at equilibrium as the chemical potential. In a stagnant electrolyte 

subjected to diffusion and migration, where mass transfer phenomena due to the 

convective forces are relatively small so that they can be ignored, the net molar flux of a 

species j is written in a functional form of the electrochemical potential: 

jμ

( )j j jN = - u C μ∇ j  (VI.1)

where uj is the mobility and Cj is the concentration. The electrochemical potential is 

formally the sum of the chemical potential (μj) and the contribution from charged 

species described by the electrostatic potential (V) in the electrolyte:  

j j jμ  = μ  + z FV  (VI.2)

with zj being the charge number and F being the Faraday’s constant. Since,  

( )j j0 j jμ  = μ  + RT ln γ C  (VI.3)

Then, 

( )j j j j j jN  = - D C  - u z C F V∇ ∇  (VI.4)

Here, γj and μj0 denote the activity coefficient and the standard chemical potential, 

respectively. The diffusion coefficient varies with the mobility according to the 

following correlation: 

j
j j

j

lnγ
D  = u RT 1 + 

lnC
⎛ ⎞∂
⎜ ⎟⎜ ⎟∂⎝ ⎠

 
(VI.5)

The above equation still holds even under the influence of long-range and short-range 

electrostatic interactions between cations and anions. For electrolytes that are 
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sufficiently diluted so that the infinite dilution theory may apply, the expression in the 

brackets is close to 1. That is, 

j

j

C 0
j

lnγ
lim = 0

lnC→

∂

∂
 

(VI.6)

In equation (VI.4), the first term on the right hand side represents the diffusion 

contribution arising from a concentration gradient while the second term represents the 

migration contribution induced by the electric field in the electrolyte. Assuming a mass-

conservation condition, the full transport-reactive phenomena may be fundamentally 

described by: 

( )j
j j

C
+ N  = R

t
∂

∇
∂

 
(VI.7)

Rj stands for the reaction rate including both the production and the consumption parts. 

Substituting Nj in equation (VI.7) yields the following general form: 

( ) ( )j 2
j j j j j j  

C
 = D C  + z u F C V  + R

t
∂

⎡ ⎤∇ ∇ ∇⎣ ⎦∂

(VI.8)

The second order gradient of the electrostatic potential is related to the space charge 

density (ρ) in the electrolyte via Poisson’s equation that operates on a much faster time 

scale than electromigration and diffusion:

( )2
j j

j0 r 0 r

ρ FV  = -  = - z C
ε ε ε ε

∇ ∑  
(VI.9)

where ε0 and εr denote the vacuum permittivity and the relative permittivity of the 

electrolyte, respectively. The solution conductivity (σ) is given by: 

2
2

j
j

 = z Cj j
F D
RT

σ ∑  
(VI.10)
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VI.3.2. Assumptions 

The model consisted of a single pit in a dilute electrolyte. All the diffusion 

coefficients were assumed isotropic and constant. A major geometrical simplification 

was made by assuming the pit as a perfect cylindrical hole with a base diameter of 2 

mm and a finite depth within the range 0-20 mm. Note that the pit dimensions were 

selected so that a comparison between the simulation results and the experimental 

findings was feasible (see Figure VI.2 and Figure III.5 for comparison). Thanks to the 

cylindrical symmetry, the model was reduced to a two-dimensional pattern. The axial 

symmetry also allowed the consideration of only the one-half of the model, thus 

reducing substantially the resolution time. On the other hand, it was assumed that 

natural convective forces were sufficiently large so that the homogeneity and 

equilibrium conditions were ascertained in the bulk. As illustrated in Figure VI.1, the 

calculation domain for the outer electrode was then set within the Nernst diffusion layer 

of a thickness δ estimated to 300 μm for natural convection conditions [39]. Inside the 

cavity, however, this mode of mass transfer was neglected due to the geometrical 

restrictions. According to Poisson’s equation (VI.9), the term (  is sufficiently 

large (∼109) so that any slight deviation from the charge neutrality would induce very 

large electrical restoring forces [40, 41]. These forces tend to remove the charge 

gradients on a much faster time scale than those associated with pure electromigration 

or diffusion processes [34]. The issue was actually circumvented by considering the 

motion of charged species so fast so that the condition for the local charge neutrality of 

volume elements is met at any time. That is, 

)0 rε ε 1−

j j
j

z C  = 0∑  (VI.11)
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Figure VI.1. Concentration profile for a species j as a function of 
the distance from the outer surface in steady-state diffusion - 
convection regime. The terms eq

jC  and s
jC  stand for the 

equilibrium and surface concentrations, respectively. 
 

VI.3.3. Boundary Settings 

The boundary settings are particularly important since they describe both the 

chemical and electrochemical processes occurring at the metal-electrolyte interface. The 

molar fluxes are proportional to the overall current density generated by the cathodic (ia) 

and anodic (ic) reactions at the metal surface through Faraday’s law: 

a c j
j

i  =  i  + i  = F z N j∑  (VI.12)

A dimensional description of the model and the corresponding boundary settings are 

schematically represented in Figure VI.2. To allow for the comparison between the 

predictions and the experimental results, the simulations were performed on a single 

attack with non-reactive and electrically insulating sidewalls. 
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Figure VI.2. Dimensional description of the 2D-axisymmetric pit and the 
corresponding boundary settings. 1- Axial symmetry; 2- Pit bottom: i = ia + ic; 3- Cj = 

eq
jC ; 4- Pit sidewall: Electric insulation; 5- Chamfer: Electric insulation; 6- Outer 

surface: i = ia + ic; 7- Electric insulation. The chamfer (boundary 5) was used to 
smooth the straight corner, thereby simplifying the numerical grid pattern. 
 

The kinetics of electrochemical reactions occurring on the electrode surface is essential 

for determining the corrosion rate of a metal exposed to a corrosive medium. These 

reactions strongly depend on the electrode potential, E: 

E = φ - φWE RE  (VI.13)

where ϕWE and ϕRE are the Galvani potentials of the working electrode and the reference 

electrode, respectively. For a freely corroding electrode (net current = 0) at its open 

circuit potential, Ecorr, as well as for IR-compensated data in polarized conditions, the 

interfacial electrochemical processes can be described in terms of the current-potential 

relationships, for instance Tafel equations if appropriate (equation III.1). To simulate 

the galvanic coupling effect, the sum of the partial currents integrated over the area of 

the pit base must balance the total current integrated over the area of the boldly exposed 

surface. In the finite-element calculations, both the potential and the current 

distributions are rather calculated in the electrolyte domain according to the 

configuration (B) of Figure VI.3.  
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Figure VI.3. Determination of the electrode potential according to the experimental 
approach (A) and the modelling approach (B). RE = reference electrode. 

 

In this case, the working electrode is just represented as a boundary condition 

describing the current-potential relationship at the metal-electrolyte interface. This 

underscores the need for a new formalism that relates to the electrolyte domain. Instead, 

an alternative concept, which is directly related to the experimental measurements, can 

be adopted by expressing the potential V(r, θ, z) of a reference electrode versus the 

corroding electrode. That is, 

( ) ( )V r,θ,z  = φ r,θ,z  - φRE WE  (VI.14)

with r, θ and z being the cylindrical coordinates. The potential V(r, θ, z = 0) at a given 

point of the boundary representing the working electrode surface as well as the new 

open circuit potential Vcorr are hence given by: 

( )V , ,0 = - Er θ  (VI.15)

V  = - Ecorr corr  (VI.16)

Here E denotes the IR-compensated potential of the working electrode versus the 

reference electrode located at a given point of the active surface. Note that the new 

electrode polarization ΔV remains unchanged as if it would have been obtained in a 

more conventional manner according to the scheme (A) of Figure VI.3: 

( ) ( ) ( )corrΔV = V  - V , ,0 = - E  - - E  = E - Ecorr corrr θ  (VI.17)
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VI.3.4. Model Application 

The electrochemical kinetics was described by Tafel equations fitted to the 

experimental data obtained on X65 pipeline steel in CO2-containing media in the 

presence of HAc. In Chapter IV, the corrosion potential has been shown to increase 

monotonically with HAc concentration. In the present model, we accordingly used the 

Ecorr data reported in Figure IV.8. Likewise, a similar fitting of icorr - HAc data was 

used (see Figure IV.7). The anodic and cathodic Tafel slopes were experimentally 

found to be fairly independent of HAc concentration. For the purpose of this model, 

these parameters were assumed constant with a ba value of 50 mV/decade and a bc value 

of -120 mV/decade. Since proton reduction and iron dissolution were the only 

electrochemical reactions considered in this model, the net fluxes of H+ and Fe2+ at the 

metal boundaries were given by equation (VI.12); the fluxes for all other species were 

hence assumed zero. The simulated electrolyte consisted of 17 mM aqueous NaCl 

containing different amounts of HAc and saturated with 1 bar CO2. The chemical 

reactions as well as their respective equilibrium (Kj) and reaction rate (kj) constants at 

25 °C are listed in Table VI.1.  

 
Table VI.1. List of the chemical reactions considered in this model and their 
respective thermodynamic and kinetic constants at 25 °C. The subscripts “b” and “f” 
stand for backward and forward (reactions), respectively. All the reaction rate 
constants are in s-1 units, except for kw,b expressed in units of M-1s-1.    
Chemical reaction pKj kj References 

1. + -  2H O H  + OH 14 10
,  7.85 10w bk = ×  [42] 

2.  ( ) ( )2 2CO g CO aq 1.468 - [43, 44] 

3.  ( )2 2 2CO aq  + H O H CO3
2.588 2

,  3 10hyd fk −= ×  [43, 44] 

4. - +  2 3 3H CO HCO  + H 3.5 6
,  7.80 10ca fk = ×  [43-45] 

5.  - 2-
3 3HCO CO  + H+ 10.33 ,  6.07bi fk =  [45-47] 

6. + -  HAc H  + Ac 4.80 5
,  3.20 10ac fk = ×  [45, 48] 

 

In addition to water, these reactions involved eleven aqueous species. They are reported 

in Table VI.2 along with their diffusion coefficients and initials concentrations. The 

sodium and chloride ions do not take part in the chemical reactions, but help preserving 

the local charge neutrality. A further simplification of the model was made by omitting 
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the formation of iron carbonate layers. This simplification sounds reasonable since 

FeCO3 precipitation is very slow at room temperature [45, 49], and the formation of 

protective layers takes weeks at such temperatures even under conditions of artificially 

elevated pH [49]. 

 
Table VI.2. List of aqueous species considered in the model along with their diffusion 
coefficients and initial concentrations. (*) pH; (**) calculated from Kj; (***) 
calculated using the condition for mass conservation of total acetic species. The 
concentration of undissociated HAc is expressed in ppm units and corresponds to 600 
ppm of total acetic species (HAc + Ac-) at pH 3.38.  

 

Species 
 

Na+ Cl- H+ OH- Fe2+ CO2 H2CO3 HCO3
- CO3

2- HAc Ac-
 

Diffusion coefficients at 25 °C in units of 10-9 m2 s-1 
 

1.3 2 9.3 5.3 0.7 1.96 2 1.1 0.92 1.2 1.1 
 

Initial conditions  
 

17 mM 17 mM 3.38* ** 0 1 bar ** ** ** 578  *** 
 

VI.4. Simulation Results 

VI.4.1. Pit Chemistry 

Since no moving boundaries were involved in the model, each calculation was 

therefore carried out independently in a static geometry (i.e., at a given depth) using 

Comsol Multiphysics© with a convergence criterion of 10-4. The predicted steady-state 

composition of the pit electrolyte is shown in Figure VI.4. Large quantities of ferrous 

ions are generated by the metal dissolution with concentrations exceeding 100 mM 

deeper into the cavity. At such concentrations, the dilution theory still nevertheless 

applies. The major impact of high ionic concentrations is through the IR-drop in 

electrolyte. Within this range, the maximum error in the calculation of the electrostatic 

potential is less than 1 %. Also, most of the ionic flux within the pit is diffusive. The 

effect that this error would have on the rate of ionic transport through the 

electromigration mode is hence negligible. The increasing positive charges of metallic 

cations are balanced by a large migration of chloride ions from the bulk electrolyte and 

the formation of bicarbonate and acetate anions. Figure VI.4 also indicates that the 
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model keeps all reactions at equilibrium and ensures the local charge neutrality 

throughout the pit electrolyte. The relatively high concentration observed for 

bicarbonate anions is likely to ensue from a high dissociation rate of carbonic acid as it 

will be confirmed later by the simulated pH profile.  

 
Figure VI.4. Simulated steady-state composition of the electrolyte along 
the pit depth. 

 

VI.4.2. CO2 Depletion 

According to the Law of Mass Action, a high dissociation rate of carbonic acid 

should boost the hydration reaction of carbon dioxide (reaction 3, Table VI.1). 

Moreover, the geometric constraints would limit the ability of aqueous carbon dioxide 

to move into the pit so that CO2 depletion occurs faster than diffusion can follow. This 

is what was actually observed as shown in Figure VI.5. The predicted depletion of CO2 

is of major importance regarding the steep decrease of the coupling current beyond a 

certain depth (Figure V.6). Beyond a critical depth, the depletion of CO2 should in 

principle lead to a decrease of the corrosiveness and thereby an increase of the 

polarization resistance. To validate the hypothesis of CO2 depletion as the key 

parameter behind the process of stifling observed in Figure V.6, some specific 

measurements were performed with the help of the split-cell setup described in Chapter 
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III (see Figure III.6). One of the compartments was filled with the same base solution 

of that in previous measurements, that is, CO2  

 
Figure VI.5. Simulated steady-state profile of CO2 concentration, reported 
as equilibrium partial pressure. 

 

saturated (1 bar CO2) 17 mM NaCl aqueous solution containing 600 ppm of HAc, the 

second being filled with HAc-free solutions of 17 mM NaCl saturated with x bar CO2. 

Figure VI.6 depicts the current flow between the two electrodes in distinct conditions 

simulating no depletion (x = 1) and total depletion (x = 0) of CO2. For the latter case, 

the solution was de-aerated by purging nitrogen for 2 hours prior to each experiment, 

and the nitrogen gas flow was maintained over the solution throughout the measurement 

to prevent oxygen ingress. In order to make the comparison feasible, the pH difference 

that would have been established between the two compartments in the case of x = 1 

was reproduced in the situation of total depletion by adjusting the pH to the same value 

as in the situation of no depletion. Results clearly point out a net anodic polarization 

induced by the HAc depletion -resulting in a net anodic current - of the electrode 

exposed to the electrolyte simulating no CO2 depletion (x = 1). In comparison, a 

significant shrinkage of the coupling current was found between the two electrodes in 

CO2 depleted conditions, that would make the solution less aggressive. This is 

consistent with the idea of CO2 depletion causing the stifling of pit growth. In this case, 
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pits would thus propagate and stifle mainly according to the counteracting depletions of 

acetic acid and CO2. 

 
Figure VI.6. Current flow between two identical electrodes in a split-cell 
composed of two identical compartments separated by a high conductivity 
salt bridge. One of the compartments contained the base CO2 saturated (1 
bar CO2) 17 mM NaCl aqueous solution containing 600 ppm HAc. The 
other compartment was filled with HAc-free solution of 17 mM NaCl 
saturated with x bar CO2, thus simulating distinct conditions of no 
depletion (x = 1) and total depletion (x = 0) of CO2.  

 

As demonstrated in Chapter IV, the onset of the active dissolution is not 

straightforwardly related to the presence of HAc, but rather to the presence of CO2. A 

SEM cross-section of a pre-initiated pit after immersion during three months in 17 mM 

NaCl and 600 ppm HAc showed that propagation did not occur in CO2 free-solutions 

regardless of the presence of HAc as illustrated by Figure VI.7, which also agrees well 

with the results of Figure VI.6. This suggests that the potential difference induced by 

HAc differential concentration cell, only, is not enough to trigger the active dissolution 

inside the pit in the absence of CO2. In such case, pit activation would be a matter of 

interfacial interactions of carbonic species with the metal (anodic control), with HAc 

concentration gradient being a supplementary driving force.  
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Figure VI.7. SEM cross-section of 2 mm-depth attack on X65 
sample after immersion during 3 months in 17 mM NaCl and 600 
ppm HAc (0 bar CO2). The solution was continuously purged with 
nitrogen to prevent oxygen ingress. 

X 65 Steel Epoxy resin 

 

VI.4.3. HAc Depletion 

The other important feature of the steady-state behaviour of the pit is related to 

the variation of undissociated HAc concentration between the bulk electrolyte and the 

cavity as depicted in Figure VI.8. The simulated profile clearly shows a depletion of 

HAc inside the pit. This depletion is not only due to the consumption of protons by the 

cathodic reaction at the pit base but also to mass transfer limitations induced by the 

geometric constraints. Shallow pits are indeed more easily fed by mass transport of HAc 

than deep ones. The acid depletion inside the pit induces a concentration gradient in 

respect with the bulk. That is, HAc differential concentration cell is formed. The 

depletion of HAc is also an important factor since the corrosion potential decreases with 

decreasing HAc concentration as reported in the previous chapter. The differential cell 

thus establishes a potential difference so that the pit is anodically polarized by the outer 

large surface. This result is in good agreement with the experimental findings, where 

HAc (coupled to CO2 as discussed before) was clearly found to trigger and sustain pit 

growth via galvanic coupling mechanism.  
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Figure VI.8. Simulated steady-state profiles of HAc concentration 
and pH as predicted by simulation results. 

 

SEM cross-sections of two pre-initiated pit immersed during 3 months in HAc-

containing and HAc-free solutions indeed showed that propagation is appreciably 

enhanced in the presence of HAc (Figures IV.9 and IV.10). As HAc depletion goes on 

deeper into the attack, CO2 corrosion is expected to become prevailing, thus resulting in 

a local alkalinization as evidenced by the simulated steady-state pH profile of Figure 

VI.8. In a similar way to the aforementioned study, a complementary investigation was 

performed by means of the split-cell technique to assess the effect of HAc on the 

coupling behaviour. One of the two compartments was filled with CO2 saturated (1 bar 

CO2) 17 mM NaCl aqueous solutions containing x ppm of HAc, the second contained a 

CO2 saturated (1 bar CO2) 17 mM NaCl aqueous solution and simulated a total 

depletion of HAc. 
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X 65 Steel 
Epoxy resin 

 

 Attack 

 
 

Figure VI.9. SEM cross-section of 2 mm-depth attack on X65 
sample after immersion during 3 months in 17 mM NaCl and 0 
ppm HAc saturated with 1 bar CO2. 

 

 
Figure VI.10. SEM cross-section of 2 mm-depth attack on X65 
sample after immersion during 3 months in 17 mM NaCl and 600 
ppm HAc saturated with 1 bar CO2. 

Epoxy resin 
X 65 Steel 

 

 Attack 

 

The variation of the current flow between the two electrodes as a function of HAc 

concentration is featured in Figure VI.11. Considering the Ecorr-HAc relationship, 



Chapter VI: Numerical Simulation of a Single Corrosion Pit  

 

 - 192 -

increasing HAc concentration was unsurprisingly shown to enhance the net anodic 

polarization -resulting in an increase of the net anodic current - of the electrode exposed 

to the electrolyte simulating depleted conditions. Results also show that the current 

levels off towards high concentrations of the organic compound, thereby suggesting a 

saturation of the electrode surface with HAc adsorbates as also discussed in Chapter IV. 

 
Figure VI.11. Current flow between two identical electrodes in a 
split-cell composed of two identical compartments separated by a 
high conductivity salt bridge. One of the compartments contained the 
base CO2 saturated (1 bar CO2) 17 mM NaCl aqueous solution 
containing x ppm of HAc. The other compartment was filled with 
HAc-free solution of 17 mM NaCl saturated with 1 bar CO2. 

 

VI.4.4. Comparison of Model Predictions with Experimental Data 

The simulated values of the IR-uncompensated potential difference between the 

outer surface and the pit base at distinct positions inside the cavity were likened to the 

previous experimental data of Figure V.8. As indicated by Figure VI.12, the agreement 

between the model predictions and the experimental results is very good. In both cases, 

the potential difference was shown to increase monotonically with pit depth until it 

levels off for deeper pits. This is unsurprising considering the monotonic depletion of 

HAc depicted in Figure VI.8, on the one hand, and the close relationship between the 

organic compound and the corrosion potential evidenced in Chapter IV, on the other 
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hand. Also shown in Figure VI.12 is an inset featuring a comparison between predicted 

and measured values of the pure ohmic resistance of the narrow electrolyte path inside 

the pit. The predicted Rs values were calculated via equation (VI.10). In the previous 

chapter, it was demonstrated that the IR-drop mechanism does not operate for localized 

corrosion of carbon steel in CO2/HAc brine. It was therefore concluded that the process 

of stifling might be induced by other factors rather than the IR-drop. This assumption 

was actually corroborated by the low values of Rs. In combination with the results of 

Figures VI.5 - VI.7, the Rs profile also suggests that the local depletion of CO2 is the 

main cause of stifling. 

 
Figure VI.12. Simulated and measured IR-uncompensated distributions of 
the potential difference between the outer large surface and the pit base. 
Also shown in the inset is a comparison between predicted and measured 
values of the ohmic resistance of the narrow electrolyte path inside the pit. 

 

The simulated distribution of the coupling current between the pit bottom and 

the outer large surface is depicted in Figure VI.13. Recall that the coupling current is 

the sum of the individual current densities integrated over the area of the exposed 

surface. The model reveals that the current reaches a maximum at 12 mm. The 

calculated distribution corroborates the experimental results obtained with the help of 

ZRA and artificial pit electrodes. Indeed, typical distributions of the coupling current 

flowing between the actively corroding attack bottom and the outer large surface clearly 
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showed the existence of a transition depth at 8 mm below which the current increases 

and beyond which it sharply drops off. It is also worth noticing that the magnitude of 

the calculated current is in fair agreement with the experimental data of Figure V.6. The 

predicted current-depth peak however seems not as sharp as that found experimentally. 

This may be ascribed to the fact that the measured electrochemical data implemented in 

the present model are limited to pH ≤ 5.5 and PCO2 = 1 bar. Implementation of data for 

higher pH and lower PCO2 would probably give a sharper current-depth peak. 

Nevertheless, the model helps us to identify a need for further experimental data within 

the predicted ranges. This will be a matter of recommendations for future work. At 2 

mm depth, however, the partial pressure of CO2 is practically 1 bar (see Figure VI.5) 

and the pH is almost 4.5 (see Figure VI.8). This gave a good agreement between 

predicted and experimental results as illustrated by Figure VI.14. 

 
Figure VI.13. Simulated and measured distributions of the coupling 
current. 
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Figure VI.14. Simulated and measured coupling currents vs.  the 
initial concentration of HAc for a pit of 2 mm diameter and 2 mm 
depth in 17 mM NaCl and 1 bar CO2. 

 

VI.5. Conclusions 

A flexible and predictive model of steady-state behaviour of a single pit was 

developed and applied to X65 pipeline steel in CO2/HAc media. The model is general in 

form, thus allowing extension and application to a variety of systems. A promising 

agreement was obtained between the model predictions and experimental data acquired 

with the help of artificial pit measurements. This agreement gave complementary 

evidence about the major role played by HAc in the growth mechanism of actively 

corroding pits through galvanic coupling effect. The predicted results clearly showed a 

local depletion of HAc, which is due not only to the consumption of protons by the 

cathodic reaction inside the pit but also to mass transport restrictions that are inherent to 

the occluded geometry. Shallow pits were indeed found to be more easily fed by mass 

transport of HAc than deep ones. The model also predicted a progressive depletion of 

CO2 inside the pit. The depletion of CO2 should in principle lead to a decrease of the 

corrosiveness and thereby an increase of the polarization resistance as indicated by the 

general trend of the overall resistance in the previous chapter. This finding is of a major 

importance in the sense that it rationalizes the steep decrease observed for the coupling 
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current towards deeper pits. In view of all these elements, established pits propagate 

according to the counteracting depletions of HAc and CO2. As indicated by the 

predicted pH-depth profile, a local alkalinization is therefore expected rather than an 

acidification, which would also contribute to hinder the active dissolution inside the pit 

as a result of FeCO3 precipitation. In agreement with experimental observations, the 

simulated distribution for the coupling current versus depth relation showed the 

existence of a transition depth beyond which the pit is no more self-sustained. The 

magnitude of the predicted coupling current was in fair agreement with experimental 

data. The predicted current-depth peak was however not as sharp as that found 

experimentally. The overestimation of the coupling current, particularly for deep pits, 

was ascribed to the restricted range of experimental data implemented in the model. 

This will be a matter of recommendations for future work in the next chapter, 

notwithstanding the fact that for shallow pits, simulations and experiments were in very 

good agreement. Overall, even though a certain similarity with the compositional 

change theory can be inferred from the described pit growth mechanism, the latter 

deviates nevertheless in several ways from that of stainless steels and other passive 

metals. The IR-drop formalism is hence unlikely to operate in such conditions. 
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VII.1. Main Conclusions 

Although a considerable development of mitigation and control strategies has 

been achieved over the last few decades, internal CO2 corrosion of pipelines is still a 

major concern to the petroleum industry that relates to the transportation of crude or 

semi-processed well streams. CO2 corrosion is often associated to the presence of some 

other acidic gases and volatile short chain carboxylic acids usually co-produced with 

hydrocarbons. Acetic acid is one of the most prevalent organic acids found in oil and 

gas reservoirs with high concentrations up to thousands of ppm in the co-produced 

aqueous phase. Comprehensive studies have been devoted to the effect of HAc on the 

uniform corrosion in CO2-containing media. However, the basic role of this organic 

compound in the initiation and growth of localized attacks is still a poorly understood 

issue. This is of particular interest in the case of the so-called top-of-line corrosion, 

which is the most severe form of internal corrosion encountered in wet gas lines 

operated in stratified flow regime. The main objective of this thesis has been the 

analysis of the qualitative behaviour often found in actual cases of TLC, that is, 

increasing corrosion rates and steep shrinkage after certain - not predictable- time delay. 

The focus has been on understanding and quantifying the underlying mechanisms 

controlling the growth and stifling of localized corrosion attacks in CO2 and HAc 

environment and providing a complete scenario for the morphological trend.  

The macroscopic kinetic behaviour of carbon steel in such brine indicated that 

the overall effect of the HAc is a balance between a boosted cathodic rate and an 

inhibited anodic one without any significant increase of the uniform corrosion current. 

The dissolution processes are therefore not straightforwardly related to the presence of 

acetic acid but rather to what is generically referred to as CO2 corrosion. Also, the 

electrochemical results of the present study did not show a clear sign of an electroactive 

participation of adsorbed HAc molecules. The significant increase of the cathodic 

reaction rate observed in the presence of acetic acid appears to be rather related to the 

cathodic reduction of free protons. In this case, adsorbed HAc molecules would 

therefore act as a local proton reservoir. This is likely to preserve the pH of the micro-
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environment adjacent to the steel surface by minimizing the limiting current induced by 

the mass transfer of H+ from the bulk solution. Although the present results cannot give 

a direct answer concerning the inhibited rate of the anodic reaction observed in the 

vicinity of the corrosion potential in the presence of HAc, they nevertheless suggest that 

the adsorbed HAc molecules render the steel surface less accessible for carbonic species 

to drive the anodic dissolution. Further investigations are however required to elucidate 

this issue. 

Careful examination of the shape variability in the current fluctuations generated 

on carbon steel in the experimental conditions of the present work showed that 

metastable pitting events are characterized by a quick rise followed by an exponential 

decay to the baseline level. It was suggested that the slow decay bears on a progressive 

repair of the freshly initiated pit due to a change in the local chemistry (i.e., mass 

transport control) rather than a slow discharging of the double layer capacitance. This 

was corroborated by both artificial pit measurements and simulation results where the 

effect of the purely ohmic drop on the pit growth mechanism was shown to be unlikely. 

On the other hand, analyses in the frequency domain indicated that the presence of HAc 

does not affect appreciably the initiation kinetics of metastable pitting events. Instead, 

the role of HAc in localized corrosion appears to be related to the growth mechanism.  

HAc was indeed shown to trigger and sustain the pit growth through a galvanic 

coupling between the pit bottom and the outer surface. Consumption of HAc inside the 

pit, in combination with the restricted convection and the extended diffusion path, gives 

rise to HAc concentration gradient between the pit bottom and the bulk solution. That 

is, HAc differential concentration cell is formed. Considering the monotonic evolution 

of the corrosion potential with HAc concentration, a potential difference induced by 

HAc depletion inside the pit is established between the occluded geometry and the 

boldly exposed surface. This implies that as long as HAc is depleted, the pit is 

galvanically coupled to the outer surface and propagates according to its polarization 

resistance for shallow pits, for which the depletion and hence the potential difference 

between the two environments is not too high and the electrolyte resistance can be 

neglected. Furthermore, the observed distribution for the coupling current versus depth 

relation indicated that the pit growth is self-sustained only to a certain pit depth, beyond 

which the dissolution current at the pit bottom vanished as it effectively occurs in actual 
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TLC cases. The steep decrease of the coupling current towards deeper pits, i.e. the 

mechanism of stifling, was rationalized on the basis of the progressive depletion of 

carbon dioxide as revealed by the simulated steady-state distribution of CO2 along the 

cavity. Indeed, the depletion of CO2 leads to a decrease of the corrosiveness and thereby 

an increase of the polarization resistance as indicated by the general trend of the overall 

resistance. Accordingly, established pits propagate and stifle according to the 

counteracting depletions of HAc and CO2. This complete scenario is schematically 

featured in Figure VII.1. The proposed scenario has an important consequence for the 

pit morphology. The anticipated development will then be a radial growth from the pit 

mouth till the critical depth, whereupon the lateral growth and opening of the pit mouth 

will dominate. After a sufficient widening, the pit growth process may increasingly 

stifle due to enhanced mass transfer to the occluded site. This morphological trend is in 

line with field observations of TLC. Clustering of attacks may also be envisaged.  

 
Figure VII.1. Schematic illustration for the mechanisms of 
growth and stifling of localized corrosion attacks according to 
the counteracting depletions of HAc and CO2. ΔE = potential 
difference. 

 

While likening artificial pit measurements for pits with electrically insulating sidewalls 

and with corroding sidewalls, the coupling current was unsurprisingly shown to be 



Chapter VII : Conclusions and Future Direction 

 

 - 204 -

lower in the latter case, since also the sidewalls become anodic. Furthermore, the critical 

depth of self-sustained pit growth is smaller than for the pit with insulated walls. Even 

though the pit with reactive sidewalls is the most realistic one, the pit with insulated pit 

walls is nevertheless a valuable simplification for understanding and demonstrating the 

concepts. 

 

VII.2. Future Direction 

This research raises some new questions and possibilities for future work: 

 How do the operating conditions such as temperature, condensation rate, and 

solution conductivity affect the corrosion characteristics and the pit growth? 

 Is there any contribution of FeCO3 precipitation inside the pit to its stabilization? 

 How can the pit geometry, particularly depth to width ratio, affect the pit 

growth? 

 Does the steel microstructure, e.g. cementite structure orientation with respect to 

rolling direction, influence the pit growth (see Figure VII.2)? 

 

 
Figure VII.2. Orientation of pearlite bands in ferrite-pearlite steel 
pipeline. 
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We also saw that the predicted coupling current was overestimated particularly for deep 

pits, notwithstanding the fact that for shallow pits, simulations and experiments were in 

very good agreement. This underscores the need for further extension of the model, 

including: 

 Further input data for pH > 5.5 and PCO2 < 1 bar 

 CO2 reaction part: polarization curves versus PCO2 and reaction limiting current 

for H2CO3 

 Diffusion limiting current for HAc 

 Corroding sidewalls  
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1. Introduction

Modern theories of localized corrosion ensue from the active
dissolution theory developed in the 1960s [1,2]. According to this
theory, the local conditions become substantially aggressive so
that the metal dissolving inside the cavity is in the active state. This
implies that the potential drops inside the cavity and often lies in
the active region of the polarization curves [3]. The active dissolu-
tion theory was further challenged by the later observations of
large potential drops as high as 1 V [4–7]. A competing theory
based on IR drop concept was therefore formulated. The IR theory
assigns major importance to potential (instead of compositional
change) as the factor controlling both the rate and location of
attack.

It is generally accepted that in all cases the activation of estab-
lished pits or crevices stems from the driving force induced by the
environmental difference between the localized corrosion site and
its surrounding [1,8,9]. The compositional change theory stipulates
that the basic role of the occluded geometry is to act as a barrier to
chemical fluxes by restricting mixing of the cavity solution with
the bulk. The change in electrolyte composition includes metal
ion concentration cell [10], differential aeration cell [11,12], inhib-
itor concentration cell [13], pH [14,15], and chloride ion concentra-
tion cell [16,17]. Each of all these chemical gradients may drive the
active dissolution of the metal inside the occluded region at a
much higher rate than on the boldly exposed surface. This also sup-
poses that the cavity solution must reach a critical degree of
aggressiveness to trigger the active dissolution. The concept was
ll rights reserved.

R.P. Nogueira).
originally proposed by Mears and Evans [12], and it has become
known as the critical crevice solution criterion (CCS). Oldfield
and Sutton [18–20] were the first to develop a mathematical model
based upon the CCS concept explicitly formulated by Fontana and
Greene [1]. Even though it was developed specifically for crevice
corrosion of stainless steel in neutral halide solutions, the Fontana
and Greene concept has nevertheless been adapted with minor
modifications for most alloys and can also be extended to other
phenomena as those intervening in CO2 corrosion. Basically, the
concept identifies four stages. In the first stage, the metal dissolves
over the entire surface. The cathodic reaction occurs both inside
the cavity and on the boldly exposed surface. However, owing to
the restricted mass transport to the occluded site, the oxidant is
progressively depleted inside the cavity until the spatial separation
of the anode and cathode becomes effective. The cavity then cor-
rodes as being galvanically coupled to the outer surface. This marks
the onset of the second stage. The accumulation of metallic cations,
enhanced by the mass transport restrictions inherent in the geom-
etry, is concomitantly balanced by the electromigration of aggres-
sive anions into the cavity from the bulk solution. Upon reaction
with metallic cations, some of aggressive anions are tied up in
instable complexes, which are then quickly hydrolyzed. This
hydrolysis lowers the local pH through the production of hydrogen
ions, thereby increasing the dissolution current inside the cavity. In
a later stage, the large cathode-to-anode area ratio and the self-
sustaining nature of the process stabilize the active dissolution
by exceeding the rate at which Fickian driving force can upset
the established balance. All the mechanisms based on the compo-
sitional change theory were however questioned by Vetter and
Strehblow [21]. The authors stipulated that the deterministic fac-
tors of pitting should be influential during all the stages of pit
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growth even for the detectable pits as small as one micron in diam-
eter, and that such compositional changes would be initially mean-
ingless to be considered at the origin of pitting phenomena.

The inability of the compositional change theory to rationalize
some observed cases of active dissolution in the absence of local
acidification or large influx of aggressive anions (anions build-
up), which are the two pre-requisites for the Fontana and Greene
model, has prompted Pickering et al. to propose the IR drop theory
[6,7,22,23]. Unlike the former theory, the IR-drop mechanism as-
cribes primacy to the electrical changes inside the occluded site.
Once the oxidant is totally depleted inside the cavity, the spatial
separation of the anode and cathode occurs. This results in a net
current flowing through the resistive electrolyte path towards
the boldly exposed surface. The basic feature of the theory is that
the ohmic drop in the cavity electrolyte causes the local electrode
potential to become less oxidizing than the electrode potential at
the outer surface until it lies in the active region of the polarization
curve. In this way, the metal inside the cavity dissolves actively at a
much higher rate than the outer surface. However, the effect of the
resulting potential drop strongly depends on the electrochemical
kinetics of the metal. For a metal exhibiting anodic Tafel behaviour,
a potential drop is always protective as it lowers the driving force
for active dissolution. The IR-drop mechanism does therefore oper-
ate only for passive metals exhibiting an active peak on the anodic
branch. By analogy with the CCS theory, Pickering et al. conceptu-
alized the critical potential drop IR� as a pre-requisite for the onset
of active dissolution inside the cavity. One of the aspects that Pick-
ering and co-authors have emphasized is the ability of the IR drop
theory to anticipate and rationalize the morphological trend of cor-
rosion attacks [23,24]. Since the local potential is being continu-
ously shifted towards the less noble direction, the expected
morphology would be related to the polarization curve as a func-
tion of the position inside the cavity. The concept thus anticipates
the existence of a critical depth around which the active dissolu-
tion is confined. The maximum dissolution rate at the critical depth
corresponds to the active peak on the anodic branch of the polari-
zation curve.

These two major lines of interpretation, compositional changes
and IR drop, can be considered when dealing with some particular
corrosion cases in CO2-containing media (sweet systems). Internal
CO2 corrosion of carbon steel pipelines for transportation of crude
or semi-processed oil and gas is still a major concern in the petro-
leum industry. In the absence of preventive and corrective mea-
sures like injection of inhibitors, the engineering structure can
suffer high corrosion rates up to 10 mm per year (mm/y). Besides
CO2 and water, other acidic gases such as hydrogen sulphide
(H2S) or volatile short chain carboxylic acids are usually co-pro-
duced with hydrocarbons. Acetic acid, commonly denoted as
HAc, is one of the most prevalent organic compounds found in oil-
field brines with concentrations ranging from a few hundreds up to
thousands of ppm. Results reported from either field observations
or laboratory investigations have shown that the presence of HAc
may induce a detrimental effect on the overall corrosion rate and
the pitting morphology in sweet systems [25]. For this reason,
the role of organic acids in general and HAc in particular has
increasingly caught up the attention of the major actors in oil
and gas fields over the last few years. The HAc issue has been ad-
dressed in a large number of independent studies over a wide
range of operating conditions as discussed and summarized in re-
cent literature reviews [26,27]. Even though considerable progress
has been achieved on the understanding of the effect of HAc on the
uniform corrosion of carbon steel in CO2 environments, little infor-
mation however exists regarding the basic role of this organic acid
in the growth mecanism of localized attacks [28–32]. This is partic-
ularly relevant in the case of the so-called top of line corrosion
(TLC), which is recognized as the most severe forms of internal cor-
rosion encountered in wet gas transportation. In which is referred
to as TLC, the fast pit initiation stage (that can be assimilated to the
Fontana and Greene model) is often followed by the stifling of the
pit growth which could be related to ohmic drops along the pit
depth. In some previous works [30–32] we have been dealing with
this issue by means of specific experimental assemblies, where it
was possible to reproduce this growth-stifling behaviour. Such
behaviour was ascribed to the competing effects of the concomi-
tant depletion of both CO2 and HAc inside the pit. In the present
paper we tried to validate these results thanks to a numerical mod-
el that could better control or emulate some of the key parameters
involved in the evolution of single pit in CO2–HAc containing med-
ia as discussed hereafter. Before going deeper in the subject, it is
important to mention that what is here called pit is not to be
straightforwardly associated with the ubiquitous passive film –
corroding pit systems in chloride rich environments. Indeed, the
reaction mechanisms in that case are certainly different from the
one discussed hereafter. Nevertheless, in which concerns the cur-
rent distribution behaviour and the simulation inputs, our central
pit did behave as a purely anodic region fully surrounded by a pas-
sive large surface. More precisely, even if the localized attack
mechanism is not related to an active–passive transition as in
the case of chloride attack of passive films, the macroscopic fea-
tures of the pit evolution in the present case does approach the
behaviour of a corroding pit separated from the surrounding sur-
face. References to the chloride pitting literature are hence pro-
posed as a bridge between the two phenomena that also help the
non expert reader to have a more clear insight in what we do be-
lieve take place in terms of current distribution between the inner
and the outer electrodes as a consequence of the presence of both
CO2 and HAc inside the pit.
2. Modelling localized corrosion

Despite the technical challenges posed by the geometric con-
straints, considerable advances have been achieved in the experi-
mental characterization and modelling of localized corrosion of
passive metals. Particularly, recent studies have made strides to-
ward advancing of the fundamental understanding of the role of
some key factors [33] in localized corrosion such as temperature
[34,35], metal microstructure [36–39] and electrolyte composition
[40,41]. Difficulty in studying pitting corrosion also arises due to
the fact that the current measured from a corroding electrode
may flow from several indiscriminate sites with unknown active
pit surface area. In order to alleviate this ambiguity, an alternative
technique consists of studying a single attack in naturally simu-
lated pit environments. Multiple pits are therefore avoided, and
only the dissolution kinetics of the active pit is probed. This has
been made technically feasible by means of artificial pit assembly.
Such technique has been successfully used in our recent works
[30–32] and in a number of previous studies [42–44]. Because of
these geometric constraints, however, experimental measure-
ments can only be performed at discrete points in time and space,
and can therefore only provide limited information about the key
factors controlling the pit behaviour. There are many difficulties
associated with the experimental characterization of the local con-
ditions inside corrosion pits. Pit dimensions are exceedingly tight
and the insertion of probes can influence the corrosion process,
thereby rendering the measured values unrealistic. Also, there is
a small solution inside a pit available for analysis. As a result, a
number of mathematical models have been developed in literature
over the last years. Mathematical modelling can bridge the gaps
between experimental values and allows prediction of the impact
of a large range of variables, thus helping to provide a more com-
plete framework of the pit behaviour. One of the major advantages
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of modelling is also its ability to uncouple factors that in practice
cannot be separated. Indeed, the implementation of virtual exper-
iments with only a subset of gathered data can sometimes be used
to gain a valuable insight into the interrelations between experi-
mentally inseparable factors.

To date, most of modelling (and simulation) approaches of
localized corrosion attacks have been fundamentally based on
Newman’s mass transport theory for dilute electrolyte [45,46].
From a broad point of view, modelling localized corrosion must in-
volve consideration of the environmental conditions and the inter-
facial processes that occur between the metal and its environment.
These considerations include; chemical equilibria, mass transport
modes, and metal kinetics. In most cases, however, governing pro-
cesses are described by a large set of equations of tightly coupled
and non-linear nature. A number of models in literature have
therefore had recourse to simplifying assumptions to make the
problem easier to solve. Also, the scarce of either theoretical or
experimental data does not permit use of the complete solution
and making assumptions may prove to be essential in certain cases
and this will not be different here.

Most of pit and crevice corrosion models have been developed
on the basis of infinite dilution theory. A few illustrative examples
of steady-state models are presented here In a series of papers,
Galvele [47,48], and Galvele and Gravano [49] developed three
CCS pitting corrosion models. Unlike the two first models, where
mass transport was assumed to occur exclusively via diffusion
mode, the final model included the electromigration term and
the electroneutrality condition was applied. The results were
drawn in terms of concentration profile as a function of the product
‘‘current � depth” for a unidirectional pit. The authors attributed
the pit activation to the local acidification arising from the metal
ions hydrolysis with the major change occurring near the pit open-
ing. Sharland and Tasker [50] simulated the propagation stage of a
pit on carbon steel. The pit was modelled as a parallel-sided slot in
a dilute sodium chloride solution. Mass transport process was de-
scribed in terms of diffusion and electromigration and convection
was neglected. This assumption deserves an important comment.
At these dimensions, convection should probably not be formally
disregarded. Nevertheless, we preferred to proceed to this simpli-
fying assumption held to approach experiments results obtained
with the 2 mm artificial pit assembly. This has been also the case
in several other papers from different authors [51–53] that also
worked with pits or crevices larger than 1 mm radius without find-
ing major drawbacks from this assumption. A physical justification
for this to be held is related to the fact that natural convection is dri-
ven by density gradients caused by concentration or temperature
differences. In the present case, the solution density is expected to
increase continuously downwards into the pit as a consequence of
the increasing Fe2+ and Cl�, i.e. the heaviest liquid in the bottom of
the pit. If this holds true the density gradient would not contribute
to convection (this would be different for an actual top-of-line pit,
but holds for our experimental setup which we intend to model
and compare to). The lower part of the pit would have the lowest
solution resistance, hence more heating and lower liquid density to-
wards the top of the pit. This could cause some natural convection at
the pit mouth, but at deeper depths the temperature/density gradi-
ent would again oppose convection.

The model predicts the steady-state chemistry and kinetics in-
side the active cavity as a function of many parameters such as exter-
nal electrode potential and cavity dimensions. A comparison was
made between pits with reactive and non-reactive sidewalls. The
one-dimensional pit model developed by Walton [54] accounted
for mass transport in both acetic and sulphuric solutions by diffusion
and electromigration. The condition for local charge neutrality was
also applied and the concentrations were assumed to be constant
at the pit mouth. Upon a dimensional analysis of the governing equa-
tion, Walton concluded that the condition inside the corrosion cell is
no more than a consequence of the counteracting effects of transport
process and species generation. By analogy with the ‘‘severity factor”
of Bernhardsson [55], Walton determined the ‘‘geometry factor”,
depth2/width, as a key indicator of the solution aggressiveness inside
the cavity. A transient version of this model was also presented later
by Walton et al. [56]. In recent years, modelling studies of corrosion
phenomena, including stochastic modelling [57] and neural net-
work modelling [58], have been paid increasing attention and valu-
able advances have been made in this area.

In spite of the large amount of information brought by these
precursor works, it is worth noticing that much is still to be done,
mainly in which concerns the combined effects of reactants as in
the case of CO2–HAc corroding systems. The presence of HAc and
other weak organic acids, indeed, makes the water chemistry much
more complex, thereby making this sound like a difficult proposal
for modelling. Based on mostly field reports, the presence of organ-
ic acids was associated with the onset of localized attacks, little is
however understood about the role of these compounds in the
growth mechanism. In a recent review devoted to the key issues
related to modelling internal corrosion of oil and gas pipelines
[27], Nešić identified one of the main drawbacks of this subject
as being the scarce information concerning the role of HAc in local-
ized attacks. This was precisely the aim of the present paper as well
as that of our previous recent articles [30–32].

3. The pit model – conceptual description

3.1. Theoretical background

In aqueous environments, mass transfer of species from one loca-
tion to another is driven either by differences in electrical or chem-
ical potential between the two locations or by motion of a volume
element of the electrolyte. The modes of mass transfer are thus
migration, diffusion and convection. This underscores the need for
the concept of the electrochemical potential ð~ljÞ that obeys the same
criteria at equilibrium as the chemical potential. In a stagnant elec-
trolyte subjected to diffusion and migration, where mass transfer
phenomena due to the convective forces are relatively small so that
they can be ignored, the net molar flux of a species j is written in a
functional form of the electrochemical potential:

Nj ¼ �ujCjrð~ljÞ ð1Þ

where uj is the mobility and Cj is the concentration. The electro-
chemical potential is formally the sum of the chemical potential
(lj) and the contribution from charged species described by the
electrostatic potential (V) in the electrolyte:

~lj ¼ lj þ zjFV ð2Þ

with zj being the charge number and F being the Faraday’s constant.
From rigorous thermodynamic considerations, Eq. (2) must be re-
garded as a simplifying postulate since chemical interactions of gi-
ven species with its environment are also electrical in nature. Since

lj ¼ lj0 þ RT lnðcjCjÞ ð3Þ

Then,

Nj ¼ �DjrCj � ujzjCjFrV ð4Þ

Here, cj and lj0 denote the activity coefficient and the standard
chemical potential, respectively. The other parameters have their
usual meanings. The diffusion coefficient varies with the mobility
according to the following correlation:

Dj ¼ ujRT 1þ
@ ln cj

@ ln Cj

� �
ð5Þ
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The above equation still holds even under the influence of long-
range and short-range electrostatic interactions between cations
and anions. For electrolytes that are sufficiently diluted so that
the infinite dilution theory may apply, the expression in the brack-
ets is close to 1. That is

lim
Cj!0

@ ln cj

@ ln Cj
¼ 0 ð6Þ

In Eq. (4), the first term on the right hand side represents the diffu-
sion contribution arising from a concentration gradient while the
second term represents the migration contribution induced by the
electric field in the electrolyte. Assuming a mass-conservation con-
dition, the full transport-reactive phenomena may be fundamen-
tally described by:

@Cj

@t
þrðNjÞ ¼ Rj ð7Þ

Rj stands for the reaction rate including both production and con-
sumption parts. Substituting Nj in Eq. (7) yields the following gen-
eral form:

@Cj

@t
¼ Djr2ðCjÞ þ zjujFr½CjrðVÞ� þ Rj ð8Þ

The second order gradient of the electrostatic potential is related to
the space charge density (q) in the electrolyte via Poisson’s equa-
tion that operates on a much faster time scale than electromigration
and diffusion:

r2ðVÞ ¼ � q
e0er
¼ � F

e0er

X
j

zjCj ð9Þ

where e0 and er denote the vacuum permittivity and the relative
permittivity of the electrolyte, respectively. The solution conductiv-
ity (r) is given by:

r ¼ F2

RT

X
j

z2
j DjCj ð10Þ
3.2. Assumptions

The model consisted of a single pit in a dilute electrolyte. All the
diffusion coefficients were assumed isotropic and constant. A major
geometrical simplification was made by assuming conveniently the
pit as a perfect cylindrical hole with a base diameter of 2 mm and a
finite depth within the range 0–20 mm. Note that the pit dimensions
were selected so that a comparison between simulation results and
experimental findings recently published by the authors [30,31] was
feasible. Thanks to the cylindrical symmetry, the model was reduced
to a two-dimensional pattern. The axial symmetry also allowed the
consideration of only the one-half of the model, thus reducing sub-
stantially the resolution time. On the other hand, it was assumed
that natural convective forces were sufficiently large so that the
homogeneity and equilibrium conditions were ascertained in the
bulk. The calculation domain for the outer electrode was then set
within the Nernst diffusion layer of a thickness d estimated to
300 lm for natural convection conditions [59]. Inside the cavity,
however, this mode of mass transport was neglected due to the geo-
metrical restrictions. According to Poisson’s Eq. (9), the term ðe0erÞ�1

is sufficiently large (�109) so that any slight deviation from the
charge neutrality would induce very large electrical restoring forces
[60,61]. These forces tend to remove charge gradients on a much fas-
ter time scale than those associated with pure electromigration or
diffusion processes [50]. The issue was actually circumvented by
considering the motion of charged species so fast so that the condi-
tion for the local charge neutrality of volume elements is met at any
time and any point. That is
X
j

zjCj ¼ 0 ð11Þ
3.3. Boundary settings

The boundary settings are particularly important since they de-
scribe both the chemical and electrochemical processes occurring
at the metal-electrolyte interface. In this condition, the molar
fluxes are proportional to the overall current density generated
by the cathodic (ia) and anodic (ic) reactions at the metal surface
through Faraday’s law:

i ¼ ia þ ic ¼ F
X

j

zjNj ð12Þ

A dimensional description of the model and the corresponding
boundary settings are schematically represented in Fig. 1. To allow
the comparison between predictions and experimental results,
simulations were exclusively carried out on a single attack with
non-reactive and electrically insulating sidewalls. The kinetics of
electrochemical reactions occurring on the electrode surface is
essential for determining the corrosion rate of a metal exposed
to a corrosive medium. These reactions strongly depend on the
electrode potential E:

E ¼ uWE �uRE ð13Þ

where /WE and /RE are the Galvani potentials of the working elec-
trode and the reference electrodes, respectively. For a freely corrod-
ing electrode (i.e. at zero net current) at its open circuit potential,
Ecorr, as well as for IR-compensated data in polarized conditions,
the interfacial electrochemical processes can be described in terms
of current–potential relationships, for instance Tafel equations if
appropriate. To simulate the galvanic coupling effect, the sum of
the partial currents integrated over the area of the pit base must
balance the total current integrated over the area of the boldly ex-
posed surface. In the finite-element calculations, both the potential
and the current distributions are rather calculated in the electrolyte
domain. In that case, the electrode is just represented as a boundary
condition describing the current–potential relationship at the me-
tal–electrolyte interface. This therefore underscores the need for a
new formalism that relates to the electrolyte domain. One simple
definition, which directly relates to experimental measurements,
is the potentialV(r, h, z) of a reference electrode versus the corroding
electrode. That is,

Vðr; h; zÞ ¼ uREðr; h; zÞ �uWE ð14Þ

with r, h and z being the cylindrical coordinates. Hence, the electro-
lyte potentialV(r, h, 0) at a given point of the boundary representing
the working electrode surface as well the new open circuit potential
Vcorr are given by:

Vðr; h; 0Þ ¼ �E ð15Þ
Vcorr ¼ �Ecorr ð16Þ

Here E denotes the potential of the working electrode versus the
reference electrode located at a given point of the surface (i.e. IR-
compensated data). Note that the new electrode polarization DV
remains unchanged as if it would have been obtained in a more
conventional manner:

DV ¼ Vcorr � Vðr; h;0Þ ¼ ð�EcorrÞ � ð�EÞ ¼ E� Ecorr ð17Þ
3.4. Model application

The electrochemical kinetics was described by Tafel equations
fitted to experimental data obtained on API 5L X65 pipeline steel
(see Ref. [32] for steel composition) in CO2-containing media in
the presence of HAc. According to experimental results, the corro-



Fig. 1. Dimensional description of the 2D-axisymmetric pit and the corresponding boundary settings. 1- Axial symmetry; 2- Pit bottom: i = ia + ic; 3- Cj ¼ Ceq
j ; 4- Pit sidewall:

Electric insulation; 5- Chamfer: Electric insulation; 6- Outer surface: i = ia + ic; 7- Electric insulation. The chamfer (boundary 5) was used to smooth the straight corner,
thereby simplifying the numerical grid pattern.
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sion potential has been shown to increase monotonically with HAc
concentration [30–32]. In the present model, we implemented the
Ecorr data reported in Fig. 3 of Ref. [31]. A similar fitting of icorr – HAc
data was also used. The anodic and cathodic Tafel slopes were
experimentally found to be fairly independent of HAc concentra-
tion for a pH within the range 3.5–5.5 and were hence assumed
constant with ba and bc being 50 mV/decade and �120 mV/decade,
respectively. Since proton reduction and iron dissolution were the
only electrochemical reactions considered in this model, the net
fluxes of H+ and Fe2+ at the metal boundaries were given by Eq.
(12); the fluxes for all other species were hence assumed zero.
The simulated supporting electrolyte consisted of 17 mM aqueous
NaCl solutions containing different amounts of HAc and saturated
with 1 bar CO2. The chemical reactions as well as their respective
equilibrium (Keq) and reaction rate (kj) constants at 25 �C are listed
in Table 1. In addition to water, these reactions involved eleven
aqueous species. They are reported in Table 2 along with their dif-
fusion coefficients and initial concentrations [26,62–67]. The so-
dium and chloride ions do not take part in the chemical
reactions, but help preserving the local charge neutrality. Further
simplification of the model was made by omitting the formation
of iron carbonate layers. This simplification sounds reasonable
since FeCO3 precipitation is very slow at room temperature
[26,68], and the formation of protective layers takes weeks at such
temperatures even under conditions of artificially elevated
pH [67].
Table 1
List of the chemical reactions considered in this model and their respective
thermodynamic and kinetic constants at 25 �C. The subscripts ‘‘b” and ‘‘f” stand for
backward and forward (reactions), respectively. All the reaction rate constants are in
s�1 units, except for kb expressed in m�1 s�1.

Chemical reactions pKeq kj (reaction rate
constant)

Refs.

1. H2O�Hþ þ OH� 14 kb ¼ 7:85� 1010 [62]

2. CO2ðgÞ�CO2ðaqÞ 1.468 – [63,64]
3. CO2ðaqÞ þ H2O�H2CO3 2.588 kf ¼ 3� 10�2 [63,64]

4. H2CO3�HCO�3 þ Hþ 3.5 kf ¼ 7:80� 106 [26,63,64]

5. HCO�3 �CO2�
3 þHþ 10.33 kf ¼ 6:07 [26,65,66]

6. HAc�Hþ þ Ac� 4.80 kf ¼ 3:20� 105 [26,67]
4. Simulation results

4.1. Pit chemistry

Since no moving boundaries were involved in the model, each
calculation was therefore carried out independently in a static
geometry (i.e. at a given depth) using Comsol Multiphysics� with
a convergence criterion of 10�4. The predicted steady-state compo-
sition of the pit electrolyte is shown in Fig. 2. Large quantities of
ferrous ions are generated by the metal dissolution with concen-
trations exceeding 100 mM deeper into the cavity. At such concen-
trations, the dilution theory still nevertheless applies. The major
impact of high ionic concentrations is through the IR drop in elec-
trolyte. Within this range, the maximum error in the calculation of
the electrostatic potential is less than 1%. Also, most of the ionic
flux within the pit is carried by diffusion. The effect that this error
would have on the rate of ionic transport via electromigration
mode is hence negligible. The increasing positive charges of metal-
lic cations are balanced by a large migration of chloride ions from
the bulk electrolyte and the formation of bicarbonate and acetate
anions. The relatively high concentration observed for bicarbonate
anions results from a high dissociation rate of carbonic acid.
4.2. CO2 depletion

According to the Law of Mass Action, a high dissociation rate of
carbonic acid should boost the hydration reaction of carbon diox-
ide (cf. reactions 3 and 4 in Table 1). Moreover, the geometric con-
straints would limit the ability of aqueous carbon dioxide to move
into the pit so that CO2 depletion occurs faster than diffusion can
follow. This is what was actually observed as shown in Fig. 3.
The predicted depletion of CO2 is of major importance regarding
the steep decrease of the coupling current beyond a certain depth
that has been observed in recent work [32]. Indeed, beyond a crit-
ical depth the depletion of CO2 should in principle lead to a de-
crease of the corrosiveness and thereby an increase of the
polarization resistance. To validate the hypothesis of CO2 depletion
as the key parameter behind the process of stifling observed in
Fig. 4 of Ref. [32], some specific measurements were performed
with a split-cell in which two identical electrodes were placed in
two identical compartments separated by a salt bridge, so that



Table 2
List of aqueous species considered in the model along with their diffusion coefficients and initial concentrations. (�) pH; (��) calculated from Kj; (���) calculated using the condition
of mass conservation of total acetic species. The concentration of undissociated HAc is expressed in ppm units and corresponds to 600 ppm of total acetic species (HAc + Ac�) at
pH 3.38.

Species
Na+ Cl� H+ OH� Fe2+ CO2 H2CO3 HCO�3 CO2�

3
HAc Ac�

Diffusion coefficients at 25 �C in units of 10�9 m2 s�1

1.3 2 9.3 5.3 0.7 1.96 2 1.1 0.92 1.2 1.1
Initial conditions
17 mM 17 mM 3.38� �� 0 1 bar �� �� �� 578 ���
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Fig. 2. Simulated steady-state composition of the electrolyte along the pit depth in
the base solution (17 mM NaCl, 600 ppm HAc, 1 bar CO2).
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Fig. 3. Simulated steady-state profile of CO2 concentration, reported as equilibrium
partial pressure, along the pit depth in the base solution (17 mM NaCl, 600 ppm
HAc, 1 bar CO2).

Fig. 4. Current flow between two identical electrodes in a split-cell composed of
two identical compartments separated by a high conductivity salt bridge. One of the
compartments (cathode) contained the base 17 mM NaCl aqueous solution
containing 600 ppm HAc and saturated with 1 bar CO2. The other compartment
(anode) was filled with HAc-free solution of 17 mM NaCl saturated with ‘‘x” bar CO2,
thus simulating distinct conditions of no depletion (‘‘x” = 1) and total depletion
(‘‘x” = 0) of CO2.
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no geometric differences were present. The salt bridge was con-
nected to both compartments through porous glass frits that allow
ion migration but restrict bulk mixing of the two solutions. One of
the compartments was filled with the simulated supporting elec-
trolyte, that is, 17 mM NaCl aqueous solution containing
600 ppm HAc and saturated with 1 bar CO2, the second being filled
with HAc-free solutions of 17 mM NaCl saturated with ‘‘x” bar CO2.
Fig. 4 depicts the current flow between the two electrodes in dis-
tinct conditions simulating no depletion (‘‘x” = 1) and total deple-
tion (‘‘x” = 0) of CO2. For the latter case, the solution was de-
aerated by purging nitrogen for 2 h prior to each experiment, and
the nitrogen gas flow was maintained over the solution throughout
the measurement to prevent oxygen ingress. To make the compar-
ison feasible, the pH of the HAc depleted compartment (i.e. anode)
was adjusted to 3.80 in the case ‘‘x” = 0. This value refers to the pH
measured in the anodic compartment in the condition ‘‘x” = 1. Re-
sults clearly point out a net anodic polarization induced by the HAc
depletion – resulting in a net anodic current – of the electrode ex-
posed to the electrolyte simulating no CO2 depletion (‘‘x” = 1) as
seen in the figure. This anodic polarization of the HAc depleted
compartment was always and reproducibly observed throughout
the test duration. In comparison, a significant shrinkage of the cou-
pling current was found between the two electrodes in CO2 de-
pleted conditions that would make the solution less aggressive.
This is consistent with the idea of CO2 depletion causing the stifling
of pit growth [32]. In this case, pits would thus propagate and stifle
mainly according to the counteracting depletions of acetic acid and
CO2. A SEM cross-section of a pre-initiated pit after immersion dur-
ing 3 months in 17 mM NaCl and 600 ppm HAc showed that prop-
agation did not occur in CO2 free-solutions regardless of the
presence of HAc as illustrated by Fig. 5, which also agrees well with
the results of Fig. 4. This suggests that the potential difference in-
duced by HAc differential concentration cell, only, is not enough to
trigger the active dissolution inside the pit in the absence of CO2. In
such case, pit activation would be a matter of interfacial interac-
tions of carbonic species with the metal, with HAc being a driving
factor.



Fig. 5. SEM cross-section of 2 mm-depth attack on API 5L X65 sample after
immersion during 3 months in 17 mM NaCl and 600 ppm HAc (0 bar CO2). The
solution was continuously purged with nitrogen to prevent oxygen ingress.
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4.3. HAc depletion

The other important feature of the steady-state behaviour of the
pit is related to the variation of undissociated HAc concentration
between the bulk electrolyte and the cavity as depicted in Fig. 6.
The predicted profile clearly shows a depletion of HAc inside the
pit. This depletion is not only due to the consumption of protons
by the cathodic reaction at the pit base but also to mass transport
limitations induced by the geometric constraints. Shallow pits are
indeed more easily fed by mass transport of HAc than deep ones.
The acid depletion inside the pit induces a concentration gradient
in respect with the bulk, that is, a HAc differential concentration
cell is formed. The depletion of HAc is also an important fact since
the corrosion potential decreases with decreasing HAc concentra-
tion as reported in our previous studies [30–32]. The differential
cell thus establishes a potential difference so that the pit is anodi-
cally polarized by the outer large surface. This result is in good
agreement with the experimental findings, where HAc was clearly
found to trigger and sustain pit growth via galvanic coupling
mechanism in CO2-containing environments [30]. SEM cross-sec-
tions of two pre-initiated pits immersed during 3 months in HAc-
containing and HAc-free solutions indeed showed that propagation
Fig. 6. Simulated steady-state profiles of HAc concentration and pH in the base
solution (17 mM NaCl, 600 ppm HAc, 1 bar CO2).
is appreciably enhanced in the presence of HAc (Figs. 7 and 8). For
instance, a rough estimation of the corrosion rate from the depth of
attack inside the pit in both cases indicated that propagation was
three times larger in CO2–HAc corroding systems. As the HAc
depletion goes on deeper into the attack, CO2 corrosion is expected
to become prevailing, thus resulting in a local alkalinization as
evidenced by the predicted steady-state pH profile of Fig. 6. In a
similar way to the aforementioned study, a complementary inves-
tigation was performed by means of the split-cell technique to as-
sess the effect of HAc on the coupling behaviour. One of the
compartments was filled with 17 mM NaCl aqueous solutions con-
taining ‘‘x” ppm HAc and saturated with 1 bar CO2, the second con-
tained 17 mM NaCl aqueous solution saturated with 1 bar CO2 and
simulated a total depletion of HAc. The variation of the current
flow between the two electrodes as a function of HAc concentra-
tion is featured in Fig. 9. Considering the Ecorr –HAc relation [31],
increasing HAc concentration was unsurprisingly shown to en-
hance the net anodic polarization – resulting in an increase of
the net anodic current – of the electrode exposed to the electrolyte
simulating depleted conditions. Results also show that the current
levels off towards high concentrations of the organic compound,
thereby suggesting a saturation of the electrode surface with HAc
adsorbates.

4.4. Comparison of model predictions with experimental data

The simulated values of the IR-uncompensated potential differ-
ence between the outer surface and the pit base at distinct posi-
tions inside the cavity were likened to the previous experimental
data [31]. As indicated by Fig. 10, the agreement between the mod-
el predictions and the experimental measurements is very good. In
both cases, the potential difference was shown to increase mono-
tonically with pit depth until it levels off for deeper pits. This is
unsurprising considering the monotonic depletion of HAc depicted
in Fig. 6, on the one hand, and the close relationship between the
organic compound and the corrosion potential, on the other hand.
Also shown in Fig. 10 is an inset featuring a comparison between
simulated and measured values of the pure ohmic resistance (Rs)
of the narrow electrolyte path inside the pit. The predicted Rs val-
ues were calculated via Eq. (10). Recently [31], it was demon-
strated that the IR-drop mechanism is unlikely to operate for
localized corrosion of carbon steel in CO2/HAc brine. This was actu-
ally corroborated by the low values of Rs, which also suggest that
the local depletion of CO2 is the main cause of stifling. The simu-
Fig. 7. SEM cross-section of 2 mm-depth attack on API 5L X65 sample after
immersion during 3 months in 17 mM NaCl and 0 ppm HAc saturated with 1 bar
CO2.



Fig. 8. SEM cross-section of 2 mm-depth attack on API 5L X65 sample after
immersion during 3 months in 17 mM NaCl and 600 ppm HAc saturated with 1 bar
CO2.

Fig. 9. Current flow between two identical electrodes in a split-cell composed of
two identical compartments separated by a high conductivity salt bridge. One of the
compartments (cathode) contained the base 17 mM NaCl aqueous solution
containing ‘‘x” ppm HAc and saturated with 1 bar CO2. The other compartment
(anode) was filled with HAc-free solution of 17 mM NaCl saturated with 1 bar CO2.
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lated distribution of the coupling current between the pit bottom
and the outer large surface is depicted in Fig. 11. Recall that the
coupling current is the sum of the individual current densities inte-
grated over the area of the exposed surface. The model reveals that
the current reaches a maximum at 12 mm. The simulated distribu-
tion corroborates the experimental result obtained with the help of
zero resistance ammeter and artificial pit electrodes [30]. In fact,
typical distributions of the coupling current flowing between the
actively corroding attack bottom and the outer large surface clearly
showed the existence of a transition depth at 8 mm below which
the current increases and beyond which it sharply drops off. It is
also worth noticing that the magnitude of the calculated current
is in fair agreement with the experimental data. The predicted cur-
rent-depth peak however seems not as sharp as that found exper-
imentally. This may be ascribed to the fact that measured
electrochemical data implemented in the present model were lim-
ited to pH 6 5.5 and PCO2 ¼ 1 bar. Implementation of data for high
pH and lower PCO2 would probably give a sharper current-depth
peak. This issue is discussed further in the section hereafter. At
2 mm depth, however, the partial pressure of CO2 is practically
1 bar (see Fig. 3) and the pH is almost 4.5 (see Fig. 6). This gave very
good agreement between predicted and experimental results as
illustrated by Fig. 12.
4.5. Model limitations and proposal for future improvements

The steady-state model described in this paper gives some rea-
sonable qualitative predictions, which are globally and quantita-
tively in fair agreement with experimental results. However, the
comparisons also reveal some weakness of the model primarily re-
lated to the limited range of the key input parameters. For instance,
the overestimation of the coupling current particularly towards
deeper pits underscores the need for reliable empirical input data
required for modelling the system at higher pH and lower CO2 par-
tial pressures. Indeed, the electrochemical kinetic correlations
implemented in the present model are strictly valid for 1 bar CO2

and for a pH within the range 3.5–5.5. In contrast, the actual results
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cover the CO2 partial pressure range from 1 to 0.15 bar and the pH
range from 3.5 to 7.5 down the pit as illustrated in Figs. 3 and 6,
respectively. The sensitivity of the model results to the key input
parameters must therefore be analyzed with an extreme caution
regarding the reaction orders of the anodic and cathodic reaction
kinetics with respect to H+ (i.e. pH) and CO2. The pH dependency
of the overall anodic dissolution of iron in CO2 corroding systems
has been controversial until the detailed mechanistic studies of
Nešić et al. [69]. The authors have experimentally showed that a
direct extrapolation of the mechanism developed by Bockris et al.
[70] to CO2 corrosion at pH > 4 is unreliable. An alternative reaction
scheme accounting for the effects of pH and CO2 partial pressure
has therefore been proposed. In comparison to strong acids, the
new scheme emphasizes that the elementary dissolution kinetics
of iron in CO2 solutions is catalyzed by carbonic species acting as
adsorbed chemical ligands, Fe–CO2 [27,69]. On the other hand, it
has been demonstrated that the anodic dissolution of iron does
not depend significantly on OH� concentration above pH 4, but is
affected by the presence of CO2 [69]. This also corroborates the pre-
vious studies of Davies and Burstein [71] who suggested that the
active dissolution of iron in bicarbonate solutions is triggered by
the formation of the complex FeðCO3Þ2�2 . Likewise, Videm [72] re-
ported that the presence of CO2 increased the anodic part reaction
rate, being otherwise independent of pH at values higher than 4.2.
This effect was tentatively ascribed to bicarbonate anions. Consid-
ering the pH range of interest in the present study and the weak
dependency of the anodic process on OH� above pH 4, it is unlikely
that the local alkalinization observed in Fig. 6 would at once accel-
erate corrosion and hinder the precipitation of iron carbonate
within the pit. A more rigorous consideration of the effect of CO2

partial pressure on the anodic reaction inside the pit would never-
theless have been made in the present model over the whole range
of pH studied. In their work, Nordsveen et al. [73,74] reported a
reaction order with respect to PCO2 changing from 2 at pH < 4 to
1 within an intermediate pH range 4 < pH < 5 and completely van-
ishing for higher values. At 1 bar CO2, the anodic reaction is inde-
pendent of pH [73,74]. The profile of Fig. 3, however, indicates
that CO2 is progressively depleted inside the cavity. To allow for
this local CO2 fluctuation, a reaction order of 1 with respect to H+

[73,74] could have been used for the anodic reaction inside the
pit beyond 4 mm depth. In addition, a better representation of
the pH dependency of the overall cathodic reaction for pH > 5.5,
for instance a reaction order of 0.5 [73,74], is also required and
should be a subject for future improvements of the model. The
anodic Tafel slope was also shown to be pH-dependent
[69,73,74]. In comparison, ba and bc were experimentally found
to be fairly independent of HAc concentration for a pH within
the range 3.5–5.5 in this study, and were hence assumed constant.
According to Bockris et al. [70] an apparent transfer coefficient of
1.5 for the anodic reaction and 0.5 for the cathodic reaction gives
an anodic Tafel slope of 40 mV/decade and cathodic Tafel slope
of 118 mV/decade at 25 �C, which agreed well with the input data
and other experimental findings [75].
5. Conclusions

A flexible and predictive model of steady-state behaviour of a
single pit was developed and applied to API 5L X65 pipeline steel
in CO2/HAc media. The model is general in form, thus allowing
extension and application to a variety of systems. A promising
agreement was obtained between the model predictions and
experimental data acquired with the help of artificial pit measure-
ments. This agreement gave complementary evidence about the
major role played by HAc in the growth mechanism of actively cor-
roding pits through galvanic coupling effect. The predicted results
clearly showed a local depletion of HAc, which is due not only to
the consumption of protons by the cathodic reaction inside the
pit but also to mass transport restrictions that are inherent to
the occluded geometry. The model also predicted a progressive
depletion of CO2 with depth. The depletion of CO2 should in prin-
ciple lead to a decrease of the corrosiveness and thereby an in-
crease of the polarization resistance. This finding is of a major
importance in the sense that it rationalizes the steep decrease ob-
served for the current-depth distribution towards deeper pits. In
view of all these elements, established pits are likely to propagate
according to the counteracting depletions of HAc and CO2. As indi-
cated by the predicted pH-depth profile, a local alkalinization is
therefore expected rather than an acidification, which would also
contribute to hinder the active dissolution inside the pit as a result
of FeCO3 precipitation for a wide time scale. In agreement with
experimental observations, the predicted distribution for the cou-
pling current versus depth relation showed the existence of a tran-
sition depth beyond which the pit is no more self-sustained. The
magnitude of the predicted coupling current was in fair agreement
with experimental data. The predicted current-depth peak was
however not as sharp as that found experimentally, notwithstand-
ing the fact that for shallow pits, simulations and experiments
were in very good agreement. The overestimation of the coupling
current particularly for deep pits was ascribed to the restricted
range of experimental data implemented in the model. Overall,
even though a certain similarity with the compositional change
theory can be inferred from the described pit growth mechanism,
the latter nevertheless deviates in several ways from that of stain-
less steels and other passive metals. The IR-drop formalism is
hence unlikely to operate in such conditions.
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[27] S. Nešić, Corros. Sci. 49 (2007) 4308.
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[75] S. Nešić, J. Postlethwaite, S. Olsen, Corrosion 52 (1996) 280.



CORROSION SCIENCE SECTION

CORROSION—Vol. 66, No. 3 035001-1

  Submitted for publication April 6, 2009; in revised form, Septem-
ber 28, 2009.

 ‡ Corresponding author. E-mail: jamel.amri@ife.no.
 * Institute for Energy Technology, PO Box 40, N-2027 Kjeller, 

Norway.
 ** REC Solar AS, PO Box 594, NO-1302, Sandvika, Norway.
 *** Grenoble INP, SIMAP and LEPMI BP. 75, 38402 St. Martin 

d’Hères, France.

Propagation and Arrest of Localized Attacks 
in Carbon Dioxide Corrosion of Carbon Steel 
in the Presence of Acetic Acid 

 J. Amri,‡,*  E. Gulbrandsen,** and  R.P. Nogueira***

ABSTRACT 

The presence of acetic acid (HAc) has been identifi ed as one 
factor that may contribute to enhance localized top-of-the-
line corrosion attacks in gas condensate pipelines. The role of 
free HAc on the growth of localized attacks in carbon dioxide 
(CO2) corrosion of carbon steel pipelines therefore was studied 
by means of a preinitiated localized attack electrode assem-
bly (“artifi cial pit electrode”). The current fl owing between the 
localized attack and the outer surface was measured with 
a zero-resistance ammeter. It is shown that the corrosion 
potential increases with increasing free HAc concentration. 
Depletion of free HAc inside the attack imposed a potential 
difference that triggered the propagation of the attack at room 
temperature. The pit growth was self-sustained in CO2 and 
HAc environments only to a certain depth, beyond which the 
dissolution current at the bottom of the attack vanished. This 
is in good agreement with fi eld observations in the case of top-
of-the-line corrosion phenomena.

KEY WORDS:     acetic acid, carbon dioxide corrosion, localized 
attack, pipeline steel 

INTRODUCTION

Internal carbon dioxide (CO2) corrosion of pipelines 
for transportation of unprocessed oil and gas con-
stitutes a major problem to the petroleum industry, 

where carbon steel is still the principal material of 
choice.1 In the absence of preventive mitigation efforts 
like injection of inhibitors, the corrosion rates may be 
several mm per year, thus leading to premature fail-
ure of installations.2 Top-of-the-line corrosion (TLC) is 
the most serious concern encountered in the trans-
portation stage of hydrocarbons.3 TLC occurs in wet 
gas transportation when the co produced water vapor 
condenses on the internal upper part of the pipe due 
to external cooling. TLC rates signifi cantly increase 
with water condensation rate, which can be too high 
if the pipe is not properly thermally insulated. TLC is 
also diffi cult to mitigate by corrosion inhibition in wet 
gas lines operated in stratifi ed fl ow regime, since the 
inhibitors cannot easily reach and protect the upper 
part of the pipe. The TLC rate can even be increased 
dramatically in the presence of short chain carbox-
ylic acids. Acetic acid (CH3COOH), denoted as HAc, 
is frequently the most abundant organic acid found 
with high concentrations up to thousands ppm in the 
coproduced aqueous phase. 

Increasing attention has been paid to the effect 
of HAc on the corrosion of carbon steel over the 
last years. On the basis of results issued from fi eld 
observations and laboratory investigations, HAc is 
recognized to contribute considerably to the over-
all corrosion rate.3-5 Recent results showed that the 
type of corrosion in the presence of HAc is infl uenced 
by the operating temperature.4 According to these 
results, HAc was found to inhibit general corrosion 
while promoting the propagation of few, but deep, 
localized attacks at room temperature. At elevated 
temperatures, however, the corrosion was high but 
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uniform with rates exceeding several tens of mm per 
year.4 In a previous laboratory study on CO2 corrosion 
of carbon steel, results obtained with artifi cial pit elec-
trodes at room temperature also identifi ed free HAc as 
a driving factor that triggers and sustains the growth 
of localized attacks through a coupling effect.6 

Inspection of gas lines from different fi elds indi-
cates that the TLC attacks have stabilized in many 
cases (i.e., stopped growing) after an initial period of 
high rates.7 Despite comprehensive studies that have 
been devoted to the effect of HAc on the uniform cor-
rosion in CO2-containing media, rudimentary under-
standing however exists regarding the basic role of 
this organic compound in localized corrosion. This is 
of particular interest in the case of TLC, which is the 
most severe form of internal corrosion encountered in 
wet gas transportation. The underlying mechanisms 
controlling TLC attacks are still not well understood, 
and this makes TLC phenomenon even more diffi cult 
to predict. The goal of the present chapter is therefore 
to go deeper in the analysis of the qualitative behavior 
often found in actual situations of TLC phenomenon, 
that is, increasing localized corrosion rates and steep 
shrinkage after certain—not predictable—time delay. 
The focus is on how free HAc infl uences the mecha-
nism of the growth of localized corrosion attacks. 

EXPERIMENTAL PROCEDURES

Potentiodynamic polarization measurements were 
performed in a conventional three-electrode cell on 
coupons machined from API 5L X65 pipeline steel. 

The elemental composition of the steel is given by 
Table 1. The working electrodes were wet-polished 
with silicon carbide (SiC) papers down to 1200 grit 
size, rinsed with distilled water, and cleaned with ace-
tone (CH3COCH3). The test solutions were 0.1 wt% 
aqueous sodium chloride (NaCl) saturated with 1 bar 
CO2 during 2 h prior to each experiment. The CO2 gas 
fl ow was maintained over the solution throughout the 
measurement. Different amounts of HAc, within the 
range from 0 to 600 ppm, were also added initially 
to the test solution. The potential was scanned at a 
rate of 1 mV/s in the cathodic-to-anodic direction. 
Slower sweep rates also would certainly be appropri-
ate, but this could entail compositional changes in the 
electrolyte inside the artifi cial pit assembly described 
below. In this sense, in order to perform polarization 
curves in equivalent experimental conditions all over 
the study, we preferred to keep the 1 mV/s, which is 
nonetheless very frequently used in the literature. A 
coiled titanium wire was used as the counter electrode 
and all potentials were measured against a saturated 
calomel electrode (SCE) connected to the cell via a 
Luggin capillary. For all the sections hereafter, the 
term “base solution” is referred to as 0.1 wt% NaCl, 
600 ppm of total acetic species (575.40 ppm free HAc 
and 24.60 ppm Ac– at free pH 3.38) saturated with 
1 bar CO2. 

Artifi cial pit measurements were acquired thanks 
to the asymmetric assembly successfully used in pre-
vious studies8-9 and schematically illustrated in Fig-
ure 1. The working electrode surfaces were the cross 
sections of two concentric rods of 2 mm and 20 mm 
diameters, respectively, embedded in epoxy resin. Pre-
initiated attacks were simulated by adjusting the cen-
tral electrode to a given depth within the range from 
0 to 20 mm. The specimen was positioned verti-
cally into the cell with the electrode surfaces fac-
ing upward. Real-time record of the current fl owing 
between the two coupled electrodes was monitored 
with a zero-resistance ammeter (ZRA). Considering 
the large ratio between the two exposed surfaces 
(1:96), the measured couple potential was governed 
practically by the electrochemical reactions occurring 
on the outer large electrode. The ZRA setup was con-
nected in such a way that any positive current fl ow 
is indicative of an anodic behavior of the central elec-
trode (i.e., the pit bottom). Such technique was used 
successfully to investigate the propagation of local-
ized CO2 corrosion attacks on mild steel induced by 
the galvanic effect between scale-covered and scale-
free surfaces, respectively.10 This technique was also 

TABLE 1
Elemental Composition of X65 Pipeline Steel

 C Si Mn S P Cr Ni V Mo Cu Al Sn Nb

 0.08 0.25 1.54 0.001 0.019 0.04 0.05 0.095 0.01 0.02 0.038 0.001 0.043

FIGURE 1. Schematic illustration of the artifi cial pit assembly. 
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shown to be useful in the evaluation of the corrosion 
inhibitor's ability to slow down the propagation rate of 
localized attacks.11

Unless stated otherwise, all measurements were 
performed on preinitiated pits with inert, insulating 
sidewalls (insulating epoxy resin).

RESULTS AND DISCUSSION

The effect of free HAc on the polarization curves 
of carbon steel at three pH values was investigated at 
room temperature. The choice of room temperature 
was intended to overcome some diffi culties that may 
rise while investigating the pit behavior at elevated 
temperatures such as the high risk of crevice corro-
sion and the presence of hydrogen bubbles trapped 
inside the pit, which could act as a gas-cavity. This 
work constitutes, nevertheless, a fi rst understanding 
and a basis for future studies at high temperatures. 
For all measurements at a given pH value, the total 
concentrations of acetic species (free HAc + acetate) 
added to the test solution were 60, 180, and 600 ppm. 
Figure 2 shows the variation of free HAc concentra-
tion with pH at different total acetic species concen-
trations. The bulk pH was held constant to assess the 
contribution of free HAc to the cathodic and anodic 
reactions, respectively. This was achieved by measur-
ing regularly the pH and, if needed, adjusting with 
the addition of droplets of hydrochloric acid (HCl) or 
sodium hydroxide (NaOH). Also, measurements were 
carried out in a large 2-L cell to prevent any signifi -
cant depletion of free HAc in the bulk. The concen-
tration of free HAc at equilibrium was determined by 
considering the partial dissociation of the weak acid 
and the condition for mass conservation of total ace-
tic species. It clearly appeared from Figures 3 through 

FIGURE 2. Variation of the free HAc concentration with pH at 
different amounts of total acetic species. 0.1 wt% NaCl, 1 bar CO2, 
room temperature. 

5 that free HAc entails a signifi cant enhancement 
of the cathodic part reaction rate (hydrogen evolu-
tion). A slight shift of the anodic polarization branch 
toward higher potentials was also observed. Further 
increase of the pH, however, resulted in a less posi-
tive shift of the anodic branches. The cathodic reac-
tion acceleration in the presence of free HAc results 
in a subsequent monotonic evolution of the corrosion 
potential (Ecorr), as depicted in Figure 6. Systematic 
measurements at constant pH indeed showed a posi-
tive shift of Ecorr with increasing free HAc concentra-
tion. Previous results issued from a laboratory study 
on CO2 corrosion of carbon steel pipeline showed that 
free HAc acts as a driving factor in the propagation 
stage of localized corrosion attacks.6 It is worth stress-

FIGURE 3. Polarization curves of X65 steel at different concentrations 
(A, B, C, D) of free HAc at pH 3.5. 0.1 wt% NaCl, 1 bar CO2, room 
temperature. 

FIGURE 4. Polarization curves of X65 steel at different concentrations 
(A, B, C, D) of free HAc at pH 4.5. 0.1 wt% NaCl, 1 bar CO2, room 
temperature.
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ing, however, that the corrosion potential reported in 
Figure 6 is actually referring to the uncoupled poten-
tial of the outer large electrode of Figure 1. Based 
on those results and the monotonic evolution of the 
Ecorr with free HAc concentration, a scenario was 
therefore proposed for the propagation mechanism. 
Results obtained, thanks to the asymmetric assembly 
described above, also showed that shallow attacks 
do not propagate in the absence of free HAc.6 This 
behavior indicates that mass-transfer limitations 
induced by geometric constraints and the solution 
resistance (IR drop) only are not enough to trigger the 
propagation in CO2 environment, at least for shallow 
attacks. 

To assess the role of free HAc in the pit propa-
gation stage independently from the IR effect, poten-

tiodynamic measurements were performed at room 
temperature on the uncoupled inner electrode for 
shallow attacks. Figure 7 shows the IR-compen-
sated polarization curves obtained at three depths in 
the base solution. It can be seen, as expected, that 
increasing the depth leads to a horizontal displace-
ment of the polarization curves toward lower poten-
tial values. This indicates that the deeper the attack, 
the more anodically polarized it will be when coupled 
to the external electrode. The effect of depth on the 
local kinetics behavior inside the attack goes together 
with the general trend observed for Ecorr while vary-
ing the concentration of free HAc. The fact that Ecorr 
signifi cantly dropped even for shallow attacks consti-
tutes strong evidence that this behavior is not mainly 
due to the presence of acetic acid, but to the lack of 
undissociated HAc in the system. This also has been 
supported by recent computed results as shown by 
Figure 8.12 It is worth noticing, however, that the 
results shown in Figure 7 represent the behavior of 
the uncoupled inner electrode, which may be biased 
by starting the scan at high cathodic polarization. An 
alternative way is to study the steady-state behavior 
of the attack coupled to the outer surface by taking 
advantage of the ZRA setup described in the previous 
section with a zero bias voltage applied between the 
two electrodes.

The ZRA circuit was broken periodically for short 
time intervals (few seconds) as illustrated by Fig-
ure 9, and the corrosion potential of the central elec-
trode was measured against the reference electrode in 
a Luggin capillary located at the mouth of the artifi -
cial pit. The potential difference (∆E) between the cou-
pled state (dominated by the corrosion potential of the 
outer surface) and the corrosion potential of the cen-
tral electrode in the cavity was therefore evaluated. 

FIGURE 6. Variation of the corrosion potential of X65 steel with free 
HAc concentration at different pH values. 0.1 wt% NaCl, 1 bar CO2, 
room temperature.

FIGURE 7. Polarization curves of the attack bottom at different 
depths in the base solution at room temperature.

FIGURE 5. Polarization curves of X65 steel at different concentrations 
(A, B, C, D) of free HAc at pH 5.5. 0.1 wt% NaCl, 1 bar CO2, room 
temperature.
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Since the interruption is short, the local conditions 
approximate those of the coupled state. The poten-
tial difference is therefore a measure of the polariza-
tion of the central electrode plus the IR drop. As HAc 
is progressively depleted deeper into the attack, the 
Ecorr-free HAc evolution implies the establishment of 
an increasing ∆E as shown by Figure 10. The attack 
hence propagates as anodically polarized by the outer 
surface. It also can be seen from Figure 10 that ∆E 
does not increase indefi nitely and reaches a limit-
ing value. This is consistent with the results of Figure 
8, which indicate a total depletion of free HAc toward 
much deeper attacks. On the other hand, numerical 
simulation results also revealed a similar depletion 
of CO2 as depicted in Figure 11.12 Once free HAc is 

FIGURE 8. Simulated concentration profi le of free HAc at the bottom 
of the attack for each given depth in the base solution at room 
temperature.

FIGURE 9. Interruption procedure of the ZRA circuit for the estimation 
of the corrosion potential difference between the outer surface and 
the electrode at the bottom of the pit.

FIGURE 10. Variation of the potential difference ∆E with attack depth 
with insulating sidewalls in the base solution at room temperature. 
At a given depth, ∆E is reported as the average of many interrupt 
measurements during 2 h of exposure time.

totally depleted, it should be expected that a decrease 
of the dissolution current at the lower part of the 
attack (Figure 12) will occur. Although the ohmic 
drop may contribute to slow down the growth of 
the attack, the overall dissolution current evolves, 
mainly according to the counteracting effects of free 
HAc and CO2 as it has already been discussed in a 
recent work.13 This also corroborates the general trend 
observed for the coupling current versus depth rela-
tion as depicted in Figure 13, which revealed the exis-
tence of a critical depth beyond which the attack is no 
longer self-sustained.

It is however worth stressing that the previous 
results related to the behavior of preinitiated attacks 
were obtained in the case of inert, electrically insu-
lating sidewalls thus far. Artifi cial pit electrode mea-
surements acquired thanks to the same experimental 

FIGURE 11. Simulated concentration profi le of CO2, reported as 
equilibrium partial pressure, at the bottom of the attack for each 
given depth in the base solution at room temperature.



CORROSION SCIENCE SECTION

035001-6 CORROSION—MARCH 2010

setup with corroding carbon steel sidewalls nonethe-
less yielded a similar trend for the current versus 
depth as illustrated in Figure 13. The critical depth 
was shown, however, to shift toward smaller values, 
thus minimizing the polarization of the deeper por-
tions.14 In view of the elements argued above, a sche-
matic scenario is therefore proposed in Figure 14 and 
can be described as follows: once the critical depth is 
reached, the attack stops growing downward and the 
highest dissolution rate is confi ned to the sidewalls. 
The attack thereafter opens upward and completely 
loses its cover. Mass transfer, therefore, is restricted 
no longer. As a consequence, the driving force for the 
growth vanishes and the attack undergoes the fi nal 
process of stifl ing. This morphological trend is in 
good agreement with the hemispherical shape 
observed for developing localized attacks (Figure 15) 
and the further development into mesa attacks, 
which is commonly reported from laboratory studies 
and fi eld observations, particularly in the case of TLC 
phenomena.3-4

CONCLUSIONS

❖ The monotonic evolution of the corrosion potential 
with free HAc concentration was identifi ed as a driv-
ing force in the propagation stage of localized attacks. 
The results acquired with the help of artifi cial pit elec-
trode measurements indeed showed that the depletion 
of free HAc induces a local potential difference. Attack 
growth was also shown to be self-sustained only to 
a critical depth, beyond which the coupling current 
sharply drops off as it effectively occurs in actual TLC 
cases.
❖ Artifi cial pit measurements performed on the same 
experimental arrangement but with corroding side-
walls nonetheless yielded a similar qualitative depen-
dence for the coupling current versus the attack 
depth with the current peak occurring closer to the 
attack mouth. For a preformed attack, but with cor-
roding sidewalls, the vanishing coupling current 
beyond a critical depth would confi ne the high dis-
solution region to the sidewalls around this critical 
depth. This would then trigger the lateral growth of 
the attack, which leads to an important issue related 
to the morphological trend of actual growing attacks. 

FIGURE 12. The effect of CO2 partial pressure on the corrosion 
current density at different pH values. Data were estimated from 
polarization curves measured on X65 steel under different CO2 
partial pressures and pH. 0.1 wt% NaCl, 600 ppm of total acetic 
species, room temperature.

FIGURE 13. Average coupling current for artifi cial pits with 
(▫) reactive and (�) inert insulating sidewalls in 0.1% NaCl, 600 ppm 
of total acetic species, 1 bar CO2, room temperature.

FIGURE 14. Descriptive scenario for propagation and stabilization of localized attacks. (a) The attack stops propagating 
downward when reaching the critical depth Lc. (b) The attack undergoes a lateral growth. (c) The attack propagates upward. 
(d) The attack is stabilized.
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a b s t r a c t

CO2 corrosion of carbon steel pipelines in the presence of acetic acid was studied using artificial pit
electrode assembly. The potential difference and the coupling current between the small attack and the
outer large surface were monitored by means of a zero resistance ammeter (ZRA). The results give strong
and complementary evidence about the major role of acetic acid in the growth mechanism of localized
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eywords:
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attacks in CO2 corrosion. Pits seem to propagate and stifle mainly according to counteracting depletion
effects of respectively acetic acid and CO2. It is also shown that the purely ohmic drop is not the only factor
contributing to the stifling of localized corrosion attacks in systems like those of top of line corrosion.
On the basis of the obtained results, a complete scenario was therefore proposed for the morphological
trend of localized attacks, which is in good agreement with field observations.
cetic acid
RA

. Introduction

CO2 corrosion of carbon steel is still a major concern partic-
larly encountered in oil and gas production and transportation

ndustry [1,2]. Carbon steel is widely used in the field for being
resently the only economically feasible material. Being however
ighly vulnerable to CO2 corrosion, carbon steel can experience
evere damages leading to premature failure of installations in
he absence of preventive mitigation efforts like injection of cor-
osion inhibitors [3–5]. CO2 corrosion is often associated to the
resence of some other acidic gases such as hydrogen sulphide
H2S) or volatile short chain carboxylic acids usually co-produced
ith unprocessed hydrocarbons. Acetic acid (CH3COOH, commonly
enoted HAc) is one of the most prevalent organic acids found in
il and gas reservoirs with high concentrations up to thousands of
pm in the produced aqueous phase.

The effect of HAc on the corrosion rate of carbon steel in CO2-
ontaining media has been extensively investigated over a wide
ange of conditions during the last few years, as summarized in

ecent literature reviews [6,7]. Results issued from field observa-
ions and laboratory studies have shown that HAc has an additional
ontribution to the overall CO2 corrosion rate [6,8,9]. There seems
consensus that HAc entails a significant enhancement of the
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© 2009 Elsevier Ltd. All rights reserved.

cathodic reaction due to proton reduction either after acid dissoci-
ation or directly from the undissociated acid or the combination of
both [10,11]. The presence of HAc has also been observed to cause
a shift of the anodic polarization branch towards higher potentials,
i.e. an inhibition of the anodic branch [6,12–15]. The latter effect is
however not well understood yet.

Furthermore, even though comprehensive studies have been
devoted to the effect of HAc on the uniform corrosion in CO2-
containing media, little information however exists regarding its
basic role in the initiation and growth of localized attacks [14]. This
is of particular interest in the case of the so-called top of line cor-
rosion (TLC) which is recognized as one of the most severe forms
of internal corrosion encountered in wet gas transportation [3]. It
is typically associated with partially or completely failed thermal
insulation of the pipeline. Due to the external cooling that induces
large temperature gradients, the co-produced water vapour con-
tained in the gas phase condenses on the whole circumference of
the internal walls of the line. As most of the condensing water
drains under the effect of gravity to the lower part, corrosion is
first expected to occur at the bottom of the line. Under sustained
dewing conditions, a continuous thin film of liquid nevertheless
forms on the upper parts, which is saturated with the acidic gases
present in the gas phase. In this case, the top of the line is also sub-

ject to corrosion. Although corrosion prevention is usually achieved
by injection of inhibitors, TLC is still difficult to mitigate. Indeed, as
TLC occurs in wet gas lines operated in stratified flow regime, cor-
rosion inhibitors remain at the bottom and are not prone to reach
and protect the top of the line. Although significant efforts have

http://www.sciencedirect.com/science/journal/00134686
http://www.elsevier.com/locate/electacta
mailto:ricardo.nogueira@phelma.grenoble-inp.fr
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een undertaken to understand TLC, the underlying mechanisms
ontrolling the propagation and stifling of localized TLC attacks is
till not well understood. This makes TLC difficult to both predict
nd control.

The main goal of the present paper is to go deeper in the analysis
f previous results that seemed to succeed to reproduce this qual-
tative behaviour often found in the case of TLC, that is, increasing
orrosion rates and steep shrinkage after a certain – not predictable
time delay. In that previous work [16], the corrosion potential,

cor, was found to increase monotonically with HAc concentration
n CO2 saturated electrolytes. A similar result was also reported
or low carbon steel in acetic acid ethanolic solutions [17]. Zero
esistance ammeter (ZRA) measurements on an artificial pit elec-
rode assembly to be described below showed that HAc triggers
nd sustains the pit growth through a galvanic coupling between
he pit bottom and the surrounding outer surface. Consumption of
Ac inside the pit, in combination with restricted convection and

he extended diffusion path give rise to a HAc concentration gra-
ient between the pit bottom and the bulk of the solution. That is,
HAc differential concentration cell is formed. Since the corrosion
otential increases with HAc concentration as shown in Ref. [16],
his differential cell establishes a corrosion potential difference so
hat the pit bottom is anodically polarized by the outer surface.
his scenario would predict a monotonic increase of the corrosion
ate as long as the acetic acid is depleted. Nevertheless, measure-
ents of the coupling current flowing between the pit base and the

uter surface at different depths within the range 0–20 mm showed
he existence of a critical depth below which the coupling current
ncreases and beyond which it sharply drops off as it effectively
ccurs in TLC cases. The peak value of the coupling current reached
t this critical depth suggested a total depletion of HAc for which
he potential difference between the pit base and the outer sur-
ace is maximum. These results are in line with field observations.
ndeed, inspections of gas lines operated by different companies in
he field indicate that the propagation rate of TLC attacks in many
ases slows down with time and stabilizes at low rates. The present

aper goes further in the analysis of this issue, mainly in which con-
erns the mechanisms of growth and stifling of localized corrosion
ttacks. In particular, it is shown that ohmic drops across the pit
nly cannot explain this corrosion current decrease.

Fig. 1. Artificial pit assembly
ta 54 (2009) 7338–7344 7339

2. Experimental

All electrodes were made from API 5L X65 pipeline steel. Sam-
ples were wet-ground with SiC papers up to 1200 grit finish,
rinsed with distilled water and degreased with acetone. The cor-
rosive medium consisted of CO2 saturated (1 bar CO2) 0.01 M NaCl
aqueous solutions containing different amounts of HAc at room
temperature.

The solution pH, depending on the HAc concentration, was
measured before and after the experiments. For long range experi-
ments, the bulk pH was regularly measured and, if needed, adjusted
with the addition of droplets of HCl or NaOH. It is worth stressing,
however, that for 1 bar CO2 saturated solution of 0.01 M NaCl and
600 ppm of total acetic species, the pH is 3.38. In this case, most of
acetic acid is still in its undissociated form. Some complementary
experiments have been carried out at pH 4.5 and 5.5 to evaluate
the corrosion potential behaviour with increasing HAc concentra-
tions at different fixed pH values. Measurements were carried out
in a large 2L cell to prevent any significant depletion of either free
proton (by H+ reduction) or undissociated HAc (by the increase of
pH and/or direct reduction of HAc) in the bulk.

Unless specifically mentioned, the ensemble of measurements
consisted in pit propagation experiments performed thanks to
the asymmetric assembly schematically illustrated by Fig. 1. The
working surfaces were the cross sections of concentric, mutually
insulated rods of 2 mm and 20 mm diameter for the inner and the
outer electrodes, respectively. The specimen was positioned ver-
tically in the test cell with the electrode surfaces facing upwards.
Pre-initiated attacks were simulated by adjusting the central elec-
trode to a given depth within the range 0–20 mm. It must be
emphasized that, as appears in Fig. 1, the lateral walls inside the
pit consisted of insulating epoxy resin: only the pit bottom was
then made of steel.

The electrochemical measurements were carried out on the
large outer surface and the inner artificial pit electrodes connected
through the ZRA by applying a zero-voltage difference between

them. Real-time records of the current flowing between the cou-
pled electrodes as well as their coupled potential measured against
a saturated calomel reference electrode with the help of a Luggin
capillary probe located at the pit mouth were then simultaneously

and ZRA connection.
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ig. 2. Interrupting the ZRA connection for the determination of the potential dif-
erence between the outer large electrode (o) and the inner artificial pit electrode
or the case of a 8 mm depth pit after 2 h of immersion in 0.01 M NaCl, 600 ppm HAc
nd 1 bar CO2. Arbitrary time origin.

easured. The electrical connections of the ZRA setup were kept
n such a way that a net anodic current to the inner electrode is
eported as positive. Due to the 100-fold surface ratio, the poten-
ial of the couple was approximately equal to that of the outer big
ne, which means that whenever the electrodes were coupled by
he ZRA, the potential value sensed was assimilated to the corrosion
otential of the outer big electrode, Eo. To estimate the potential at
he pit base, Epit, the ZRA circuit was periodically broken as illus-
rated in Fig. 2. During disconnection, the big outer electrode was
ept out of the circuit and the system directly measured the poten-
ial difference between the reference electrode and the small inner
ne. This overall procedure allowed hence the potential difference
etween the pit bottom (as mentioned before, lateral walls were

nsulated) and the outer surface to be monitored as well as the
urrent flowing between them.

Electrochemical impedance measurements were also per-
ormed on the small inner electrode in both flat and mechanically
rilled conditions in a conventional three electrodes cell with a

arge titanium plate as the counter-electrode. The excitation was
10 mVrms sinusoidal signal in the 50 kHz to 10 mHz frequency

ange.

. Results and discussion

The two electrodes depicted in Fig. 1 being of the same mate-
ial and exposed to the same electrolyte, the corrosion potential is
priori expected to be the same for the outer and the inner elec-

rodes so that a mean current value close to zero is supposed to
e sensed by the ZRA setup. This is what effectively happens for
ero pit depths or even shallow pits. Nevertheless, for deeper pits
typically > 1 mm), a net current different from zero was always
nd reproducibly sensed. Furthermore, this current being always
ositive indicated that the small inner electrode was anodically
olarized by the outer one. This potential difference between the
uter and the inner electrodes is not straightforwardly accessible

ince the ZRA imposes a zero-voltage difference between the two
lectrodes. It can nevertheless be evaluated by intermittently dis-
onnecting the ZRA, as illustrated in Fig. 2 taking as an example the
ase of an 8 mm depth artificial pit. Since the interruption is short
few seconds), the concentration profiles approximate those of the
Fig. 3. Corrosion potential as a function of the undissociated HAc concentration at
different pH values in 0.01 M NaCl saturated with 1 bar CO2. The total concentrations
of acetic species were 0, 60, 180 and 600 ppm.

coupled condition. As expected, immediately after uncoupling the
electrodes, the current fell to zero and the potential of the artificial
pit dropped about 45 mV with respect to the coupled condition in
the case illustrated by Fig. 2.

The interpretation of this potential difference can be related
to the fact that the corrosion potential of X65 steel monotoni-
cally decreases with decreasing HAc concentration as reported in
the literature [6,10,11,18,19]. This dependence of the corrosion
potential on the HAc concentration is confirmed in Fig. 3 which
depicts the monotonic increase of the corrosion potential of a sin-
gle electrode exposed to a CO2 saturated electrolyte containing
increasing amounts of undissociated HAc at distinct fixed pH val-
ues. Once acetic acid was added to the test solution, the pH was
adjusted using HCl and NaOH droplets as mentioned before. Assum-
ing an equilibrium state, the concentration of undissociated HAc
is straightforwardly estimated according to the postulate of mass
conservation of acetic species (acetates + HAc).

As proposed in Ref. [16], in the case of the artificial pit assembly,
geometrical constraints would restrain solution renewal inside the
pit. Thus, the consumption of HAc inside deep artificial pits would
entail a difference in HAc concentration and hence different poten-
tial values between the outer and the inner electrodes. In other
words, the depletion of HAc inside the pit would trigger its anodic
polarization and hence the preferential dissolution at the bottom
of the pit. This means that the anodic polarization inside the pit
is actually changed in the sense of easier dissolution, this change
being caused by the change of the environment inside pit. It is inter-
esting to see that applying the 45 mV found in Fig. 2 to the pH 3.5
curve in Fig. 3 would effectively correspond to a strong ca 15-fold
depletion of HAc inside the pit. This is consistent with results from
other works, where the concentration of the undissociated form of
the weak acid, rather than pH, was shown to be a critical factor
in CO2 corrosion of X65 steel in the presence of HAc. Indeed, the
undissociated HAc would act as the main reactant in the cathodic
process rather than the reduction of proton or carbonic acid [10,11].

To validate this hypothesis of HAc depletion as the key parame-
ter behind the electrochemical asymmetry between the inner and
the outer electrodes, some specific measurements were carried out
with a split-cell in which two identical electrodes were placed in

two identical compartments separated by a salt bridge, so that no
geometric differences were present. The salt bridge is connected
to both compartments through porous glass frits that allow ion
migration but restrict bulk mixing of the two solutions. One of the
compartments was filled with the same base solution of that in
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Fig. 4. Current flow between two identical electrodes in a split-cell composed of
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centration changes due to consumption of reactants and production
of reaction products coupled to restricted mass transfer.

It is worth noticing that the coupling current and the potential
difference behaved in a very reproducible way reflecting the intrin-
wo identical compartments separated by a high conductivity salt bridge. One of the
ompartments contained the base CO2 saturated (1 bar CO2) 0.01 M NaCl aqueous
olution containing 600 ppm. The other compartment simulated distinct conditions
f no depletion (x = 600 ppm) and total depletion (x = 0 ppm) of HAc.

revious measurements, that is, CO2 saturated (1 bar CO2) 0.01 M
aCl aqueous solution containing 600 ppm of HAc, the second being
lled with different electrolytes depending on the experiment.
ig. 4 depicts the current flow between the two electrodes in dis-
inct condition simulating no depletion (solutions are strictly the
ame in both compartments) and total depletions (no HAc is added
n the second compartment). Results clearly point out a net anodic
olarization – resulting in a net anodic current – of the electrode
xposed to the electrolyte simulating depleted conditions as seen
n the figure. It is worth noticing that an expected ca zero current

as also found between the two electrodes when the HAc concen-
ration was made zero at both sides, which is also consistent with
he idea of HAc concentration gradient triggering the current flow.

These results seem to be a sound although indirect corrobora-
ion of the basic idea that the potential drop illustrated in Fig. 2
an be ascribed to the HAc depletion inside the artificial pit due to
indered hydrodynamic conditions. This scenario is expected to be
ependent on the pit depth due to the increasing difficulty of sup-
lying the reactant the deeper the pit is. One should hence expect
n in principle monotonic increase of the potential difference till a
iven limit depth beyond which the acid would be totally depleted
nd the potential difference should reach a maximum. This issue is
llustrated in Fig. 5 where it can be seen that the potential difference
measured in each case after 2 h of exposure to the corrosive solu-
ion) does not increase indefinitely. It goes through a maximum for
mm depth before slightly decreasing again. This seems consistent
ith our previous results [16], where the dissolution rate has been

hown to reach its maximum value at about 8 mm beyond which
t sharply drops off. Similar behaviours have also been reported for
ron [20] and steel [21] in NaAc–HAc buffer solution.

Before analysing the dependence between the potential dif-
erence and the current flow between the outer surface and the
rtificial pit, Fig. 6 shows their time evolution for two cases, 8 mm
nd 20 mm depth artificial pits. As well as in Fig. 5, potentials
ere measured after 2 h of exposition. Unlike the coupled poten-

ial, which was stable over the whole period of the experiment, the
otential at the pit bottom slightly but gradually increased with

ime. As a consequence, the potential difference monotonically
ecreased during several hours before reaching a steady behaviour
s seen in Fig. 6A, which is consistently followed by a decreasing
endency of the current flowing between the outer surface and the
it, as shown in Fig. 6B. This slow evolution may be ascribed to con-
Fig. 5. Potential difference between the outer large electrode and the artificial pit
electrode as a function of the pit depth in 0.01 M NaCl, 600 ppm HAc and 1 bar CO2.
Fig. 6. Typical time evolution of the potential difference (A) and the coupling current
flow (B) between the outer large electrode and the artificial pit electrode for 8 mm
and 20 mm depths in 0.01 M NaCl, 600 ppm HAc and 1 bar CO2.
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Fig. 7. Potential–current relationship for 8 mm (A) and 20 mm (B) pit depth during
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Fig. 8. Experimental values of the slope R of the potential–current linear relation-

According to Eq. (2), the slope R of the current–potential curves
as those in Fig. 7A and B is hence given by

R = Rs + Rp,pit (3)
he time evolution of the potential difference and the coupling current between the
uter large surface and the artificial pit as depicted in Fig. 5. 0.01 M NaCl, 600 ppm
Ac and 1 bar CO2.

ic kinetic behaviour of the coupled interface. Indeed, rearranging
he results depicted in Fig. 6 A and B, it appeared that the joint evo-
ution of the potential difference and the current coupling between
he two electrodes behaves linearly as seen in Fig. 7A and B for the
mm and 20 mm depth artificial pits, respectively. This linear cor-

espondence appeared for all pit depths not only when following
heir time evolution, as done in the case of Fig. 6, but also when
omputing values issued from different experiments performed in
imilar conditions.

The persistence of this current–potential linearity brings to the
orefront of the problem the idea of a macroscopic overall resistance
alue that controls this behaviour, at least in steady state condi-
ions as discussed in this paper. Fig. 8 shows the evolution with the
it depth of the slope R, directly obtained from the E–I plots like
hose in Fig. 7. It is interesting to see that the curve goes through a

inimum value at the same 8 mm depth for which the maximum
urrent flowing between the two electrodes is reached as shown in
ig. 4 of Ref. [16]. This indicates that this current behaviour is not
erely a coincidence but is clearly related to the intrinsic kinetic

ehaviour of the interface illustrated by Fig. 7. In that previous
ork, the steep decrease of the current for deeper pits was tenta-
ively ascribed to the increase of the electrolyte resistivity � inside
he pit. The validity of such hypothesis can be verified by incorpo-
ating in Fig. 8 the linear evolution of the theoretically estimated
lectrolyte resistance, Re, obtained by applying the measured elec-
ship as shown in Fig. 6 as a function of the pit depth (�); theoretical electrolyte
resistance Re at different pH values for a perfect cylindrical geometry (solid lines)
and R values computed from Eq. (3) with Rs and Rp, pit obtained from electrochemical
impedance measurements (©), see Fig. 9.

trolyte conductivity at different pH values to a perfect cylindrical
geometry of a length L and a cross-sectional area S simulating the
artificial pit, Re ≈ �(L/S). It appears hence that the pure electrolyte
resistance, being always smaller than the slope R, cannot account
for the overall ohmic behaviour of the pit electrode.

The general behaviour of the slope R in Fig. 8 must thus
be addressed by considering that the small potential differences
involved in the coupled measurements (typically less than 50 mV as
seen in Figs. 5 and 6) allow the current–potential curves to be inves-
tigated with the help of a simple linear equivalent circuit analysis
in the frequency domain [22,23] according to Fig. 9 that yields

Io-pit = �Eo-pit(
Zo + Rs + Zpit

) (1)

where Zo and Zpit account for the electrochemical impedances of
the outer large surface and the artificial pit, respectively, and Rs

the actual solution resistance. Since we were interested only in
the steady values of both the potential difference and the cur-
rent flow obtained under stationary conditions, the electrochemical
impedance of each electrode can be assimilated to its polarization
resistance (Rp lim

ω → 0
Z(ω) = Rp). Besides, taking into account the 100-

fold surface ratio, one can estimate the polarization resistance of
the inner electrode, Rp,pit, to be 100 times greater than that of the
outer one and write

Io-pit ≈ �Eo-pit

Rs + Rp,pit
(2)
Fig. 9. Equivalent circuit for the asymmetric artificial pit electrode assembly of Fig. 1.
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tory studies [6,8]. In that case, a possible scenario, schematically
represented in Fig. 12, would be that at the first stages, the pit bot-
tom would dissolve faster and faster as the HAc is depleted and
not sufficiently fed because of diffusion constraints. As the critical

Fig. 12. Schematic illustration of the hemispherical morphology trend of the propa-
ig. 10. Nyquist plots of the electrochemical impedance of artificial pits of different
epths in 0.01 M NaCl, 600 ppm HAc and 1 bar CO2: (�) 2 mm; (©) 6 mm; (�) 10 mm;
�) 16 mm; (�) 18 mm. Frequency values in Hz.

This hypothesis was evaluated with the help of electrochemi-
al impedance measurements, shown in Fig. 10, performed on the
mallest electrode at different depths in the range 2–20 mm. The
lectrode was DC polarized to the coupled potential prior to and
uring the EIS measurements in order to establish the actual con-
entration profiles inside the pit. It must be noticed that we were
nterested in the goodness of Eq. (3) to describe the overall macro-
copic behaviour and not in the deep analysis of the impedance
ehaviour that is beyond the aims of the present paper and is
ot discussed here. The general behaviour of Nyquist diagrams is,
owever, in good agreement with previous results from the recent

iterature [24]. The impedance modulus decreased for increasing
epths till the critical 8 mm value beyond which it increased again,
hich reflects very well the qualitative behaviour of the coupling

urrent. For the sake of comparison, the values of R according to
q. (3) and obtained from the Nyquist diagrams were also plot-
ed in Fig. 8. A good general agreement between these values and
hose issued from the overall kinetic behaviour appearing from the
RA measurements and illustrated in Fig. 7 indicates that Eq. (3)
epresents a good approximation for the description of the macro-
copic behaviour of the artificial pit at different depths. It must be
oticed that the Rs values obtained from the Nyquist diagrams are
maller than those predicted by the theoretical curves for deeper
its, probably because of changes in the composition of the con-
ned electrolyte. This confirms that purely ohmic effects related to
s are not the only factor contributing to the inversion of the curve
endency beyond 8 mm.

In view of the elements argued above, the role of HAc is likely
o be related to the pit growth. The complete scenario can then be
escribed as follows: the coupling current is related to the potential
ifference induced by the HAc depletion inside the pit. The inner
lectrode is hence anodically polarized and corrodes according to
ts polarization resistance for shallow pits, for which the deple-
ion and hence the potential difference between the electrodes is
ot too high and the electrolyte resistance can be neglected. As
he pits go deeper towards the critical depth, the depletion and
ence the anodic polarization increase yielding a strong decrease

f the polarization resistance. Beyond the critical depth the decreas-
ng current may tentatively be explained by a further depletion of
Ac and CO2, which leads to a decrease of the corrosiveness and

hus an increase of the polarization resistance. This hypothesis is
Fig. 11. Average coupling current versus pit depth with corroding steel sidewalls in
0.01 M NaCl, 600 ppm HAc and 1 bar CO2.

supported by preliminary results of numerical simulations, which
indicate a significant depletion of CO2 beyond the critical depth
[25]. The solution resistance does not seem to contribute substan-
tially to the overall resistance in this stage. It must be emphasized
however, that these results were obtained with inert, electrically
insulating lateral walls of the artificial pit, which is obviously not
a realistic configuration. In this sense, experiments were also per-
formed on artificial pits with corroding steel walls, and with the
same geometrical proportions as that in Fig. 1. The corroding lateral
walls were part of the external electrode, while the inner electrode
was located in the bottom of the pit as before. The results showed
that the peak in the coupling current now occurred closer to the
pit mouth (two instead of 8 mm critical depth as seen Fig. 11). This
suggests that the concentration gradients were steeper due to the
increased area of corroding steel inside the pit. The results have
nonetheless given a similar qualitative dependence for the cou-
pling current versus the pit depth. This justifies to some extent the
extrapolation of the results obtained with non-reactive wall pits to
undertake our following reasoning on the morphological trend of
the growing pit.

For a pre-formed artificial pit, but with corroding lateral walls,
the vanishing coupling current beyond a critical depth as shown in
Fig. 11 would confine the high dissolution region to the sidewalls
around this critical depth with a concomitant rapid slowdown of
the growth rate at the pit bottom as the pit grows deeper. This
would then trigger the lateral growth of the pit, which leads to an
important issue related to the hemispherical morphology trend of
actual growing pits particularly reported in the case of Top-of-line
corrosion phenomena according to field observations and labora-
gating attack after an initial growing down period till the critical depth Lc. From the
left to the right the scheme illustrates the pre-initiated attack, the lateral growth, the
mouth opening and the final shape. Once the attack undergoes a sufficient mouth
widening (step 3), the growth process may stifle due to increased convection and
inward mass transfer. Clustering of attacks may also be envisaged.
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epth is approached, the faster dissolving region is shifted to the
ateral walls and gradually moves towards the pit mouth. The pit
hould therefore progressively become hemispherical and the pit
outh would widen to the extent where mass transport is no more

eriously limited, the concentration gradient and consequently the
otential difference between the pit mouth and bottom vanishes
s well as the driving force for the pit growth: the pit is then stifled
s found in actual situations of TLC.

. Conclusions

Results acquired thanks to artificial pit electrodes showed that
Ac has a substantial effect on the propagation stage of localized
ttacks in CO2 corrosion of carbon steel pipelines. As a conse-
uence of the Ecorr–HAc relation observed in our previous work, the
epletion of HAc induces a potential difference so as the attack is
nodically polarized by the outer surrounding surface. The present
tudy also demonstrated that the IR drop mechanism of localized
orrosion does not operate for this system and the process of stifling
eems to be rather induced by CO2 depletion inside the attack.
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Abstract

The role of acetic acid (HAc) on the pit growth in CO2 corrosion of carbon steel pipelines is studied by means of an artificial pit elec-
trode. The current flowing between the artificial pit and the outer surface was measured with a zero resistance ammeter. It is shown that
the corrosion potential increases with increasing HAc concentration. Depletion of HAc inside the pit imposed a potential difference that
triggered the pit growth. The pit did not grow in absence of HAc. The pit growth was self-sustained only to a certain pit depth, beyond
which the dissolution current at the bottom of the pit vanished. This is in good agreement with field observations mainly in the case of
top-of-line corrosion phenomena.
� 2007 Elsevier B.V. All rights reserved.

Keywords: CO2 corrosion; Carbon steel; Top-of-line corrosion; Acetic acid; ZRA
1. Introduction

Internal corrosion of pipelines constitutes a significant
problem to the petroleum industry [1]. Water and acidic
gases (carbon dioxide (CO2), hydrogen sulphide (H2S),
and volatile organic acids) co-produced with the hydrocar-
bons constitute the corrosive environment. Carbon steel is
presently the only economically feasible material for such
pipelines. The corrosion rates may reach 10 mm per year
(mm/y) or more [2–4] in absence of mitigation efforts, like
injection of corrosion inhibitors.

Acetic acid (HAc) is one of the most abundant volatile
organic acids, and can be present in concentrations up to
several thousand ppm in the aqueous phase. The effect of
HAc on the internal corrosion has been investigated in sev-
eral studies during the last few years; see Ref. [5] for a
recent review. Field experience shows that HAc is a key
1388-2481/$ - see front matter � 2007 Elsevier B.V. All rights reserved.
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factor in the localized top-of-line corrosion attacks in
gas-condensate pipelines [6].

In a recent laboratory study on CO2 corrosion it was
shown that presence of HAc caused pitting at room tem-
perature [5]. Few, but deep pits were formed, i.e. the pit
growth dominated over the pit nucleation. At 80 �C, the
corrosion rate was uniform. Being a weak acid, the HAc
accelerated the cathodic part reaction. It was furthermore
observed that the HAc inhibited the anodic part reaction.
The average corrosion rate at room temperature, decreased
slightly with increasing HAc concentration, despite the sig-
nificant increase of the cathodic reaction. The pit penetra-
tion rate increased with increasing concentration, however.
The anodic inhibition effect was also observed in other
studies on iron and steel corrosion in HAc containing
media [7–10]. The mechanism of the pit initiation and
growth in HAc/CO2 environments is however not studied.
The present paper reports the overall mechanism of the pit
growth in terms of galvanic effects caused by the presence
of HAc.

mailto:ricardo.nogueira@enseeg.inpg.fr
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2. Experimental

All electrodes were made from API 5L X65 steel. Sam-
ples were wet-ground with SiC papers up to 1200 grit fin-
ish, rinsed with distilled water and degreased with
acetone. The corrosive medium consisted of 0.01 M NaCl
solutions containing different amounts of HAC (0–
1000 ppm) saturated with 1 bar CO2 at room temperature.
Unless otherwise noted, the electrolyte was permanently
stirred with a rotating magnet at 100 or 200 rpm speed,
placed at the bottom of the cell.

Potentiodynamic measurements (5 mV s�1) were per-
formed in a three-electrode cell, with a coiled titanium wire
as the counter-electrode and a saturated calomel (SCE) as
the reference one.

The pit growth was studied using an artificial pit elec-
trode assembly successfully employed in previous studies
[13,14]. The working surfaces were the cross sections of
concentric, mutually insulated rods of 2 and 20 mm diam-
eter for the artificial pit and the outer big surface, respec-
tively. Pre-initiated pits were simulated by machining the
inner electrode down to different depths (0–20 mm). The
current (I) flowing between the inner and the outer elec-
trodes was measured by a zero resistance ammeter. The
inner small electrode was connected as the working elec-
trode, which means that positive current values indicate
anodic behaviour of the pit. See Fig. 1 of Ref [13] for a
schematic representation of the electrode assembly.

3. Results and discussion

Fig. 1 shows the polarization curves with 0 and 600 ppm
of acetic acid under natural convection conditions. HAc
entails an important enhancement of the cathodic branch,
probably due to both proton reduction after acid dissocia-
tion and to the direct reduction of the undissociated acid
Fig. 1. Polarization curves of X65 steel in 0.01 M NaCl and 1 bar CO2 at
0 (h) and (j) 600 ppm of HAc. Natural convection.
[11,12]. For the aims of the present work, however, the
important effect of the presence of HAc is the shift of the
corrosion potential to less negative values.

The corrosion potential (Ecorr) increased monotonically
with HAc concentration, as illustrated in Fig. 2 for forced
convection conditions. The constant supply of fresh solu-
tion yielded a larger range of potential shift when com-
pared to Fig. 1. On the other hand, the corrosion
current, which can be roughly estimated as ffi 0.5 A m�2

from the curves in Fig. 1, remained practically unchanged.
The kinetic behaviour depicted in Figs. 1 and 2 thus indi-
cates that the overall effect of the HAc is a balance between
a boosted cathodic branch and a depressed anodic one,
with no uniform corrosion current increase related to the
presence of HAc. This scenario seems then to be consistent
with field and laboratory observations of localized attack
of carbon steel in the presence of both CO2 and HAc [5,6].

Figs. 1 and 2 are obtained from measurements per-
formed with a single electrode so that they deliver only
macroscopic global information. On the other hand, the
role of HAc on the pit growth has been evaluated taking
advantage of the specific experimental arrangement
described in the previous section. If no preferential attack
of the artificial pit takes place, the current is expected to
remain close to zero, because of the 0 V applied by the
ZRA. This is what was actually observed in the absence
of HAc even in the case of pre-initiated pits as shown in
Fig. 3. On the contrary, the introduction of HAc even at
small concentrations induced an always positive I, mono-
tonically increasing with the acid concentration.

The fact that the pre-initiated pit did not start growing
in the absence of HAc is a strong evidence that geometric
constraints only are not enough to trigger pitting in CO2

environment, at least in the experimental conditions of
the present study. On the other hand, even small quantities
of HAc seem to be sufficient to trigger and sustain pit
Fig. 2. Corrosion potential of X65 steel in 0.01 M NaCl and 1 bar CO2 as
a function of HAc concentration. In this case, Ecorr ðmVÞ ¼ �740þ
27 lnð½HAc� þ 6Þ. Magnet stirrer rotation x = 100 rpm.



Fig. 4. Average coupling current versus pit depth in 0.01 M NaCl,
600 ppm HAc and 1 bar CO2.

Fig. 3. Average values after 12 h of exposure, of the current I flowing to a
pre-initiated 2-mm depth artificial pit as a function of HAc concentration.
0.01 M NaCl and 1 bar CO2 .(j) x = 100 rpm. (h) x = 200 rpm.
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growth. This can be ascribed to the combined effect of geo-
metric constraints and the presence of HAc. As shown in
Fig. 1, the presence of HAc strongly enhanced the cathodic
activity. Inside the pre-initiated pit, the acid is more rapidly
depleted because of mass transport limitations that estab-
lish a HAc concentration gradient between the artificial
pit surface and the outer one. This is confirmed from
Fig. 3, since the current I is lower for higher magnet rota-
tion speeds that increased HAc supply to the artificial pit,
hence reducing the potential difference between the pit
and the outer surface. It is worth noticing that the coupled
current density at point A in Fig. 1 for the fully depleted
0 ppm and the 600 ppm HAc solutions, is of about
1.0 A m�2 (I ffi 3.0 lA for a 0.03 cm2 surface as that of
the artificial pit). This is about the order of magnitude of
the values given in Fig. 3, which indicates that the artificial
pit assembly gives reliable results.

The idea that the HAc depletion inside the pit is at the
origin of the pit growth leads to an important issue related
to the monotonic evolution of the corrosion potential
observed in Fig. 2. Shallow pits must be more easily fed
by mass transport of HAc than deep ones. This entails that
the potential difference, and hence the current I should
increase with the pit depth till a certain critical value for
which the surface HAc depletion is total inside the pit.
Results shown in Fig. 4 indicates that the pit growth is
self-sustained only to a certain critical depth, beyond which
the dissolution current vanishes. One of the possible rea-
sons of this behaviour is the ohmic potential drop between
the electrodes. For very deep pits, where the supply of HAc
is strongly restrained, the ohmic drop may be a major com-
ponent and I would then be expected to decrease, which is
in agreement with experimental results. After reaching a
maximum at about 8 mm, however, I drops too sharply
to be only ascribed to ohmic drop. This has been the matter
of repeated experiments that always gave the typical profile
of Fig. 4. Another possible explanation would be the accu-
mulation of corrosion products, or the presence of small
hydrogen bubbles trapped inside the pit [15,16], which
could act as a gas-cavity [17]. The described pit growth
mechanism hence deviates in several ways from that of
stainless steels and other passive metals. The pit growth
is self-sustained only to a certain depth, and it occurs under
anaerobic, acid corrosion conditions, with no acidic cations
present. The pKa of the first hydrolysis step of Fe2+ is 9.6,
compared to 2.2 for Fe3+ [18]. Since acid is consumed
inside the pit, alkalinization is expected rather than an
acidification, which would also contribute to hinder the
dissolution at the bottom of the pit as a result of FeCO3

precipitation.
These results suggest that a real pit may grow spherically

until a certain radius is reached, followed by opening of the
pit mouth and lateral growth, which is the morphology
observed in previous laboratory tests [5] and top-of-line
corrosion attacks in the field [6]. This issue, as well as the
inferred alkalinization inside the pit will be matter of
numerical simulation that can help elucidating the origin
of this abrupt current – pit depth profile.
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