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To see this opposition between Hugh’s science and ours neady; per-
haps we should stick to Hugh's term, and with Dindimus, spaabut it
asphilosophia— as “the caring pursuit of truth, motivated not by that love
which cherishes the well-known, but driven by the desireuispe further
what has been tasted and has been found pleasing”, as Disidays.

Ivan IIIicHﬂ

1 From lllich (1981). The excerpt is from Hugh of Saint Vict&pitome Dindimi in philosophiam
circa 1129 (of Saint Victor, 1966).
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Preface

From Molecular Biology to Computer Graphics

Before stepping into the subject of this thesis, | would ligetalk a little bit about
its ontogenesis, or in other terms, the circumstances afevglopment. Above all,
| would like to explain what motivated the quite bold curdfzumove of mine from
molecular biology to computer graphics.

When | graduated in 1997, | realized that my interest in lgglanitially moti-
vated by the pleasure found in the contemplation of livingdk, had been seriously
challenged by years of manipulating test tubes filled witm$parent liquids. | had
to find something else to do. By an incredible stroke of lu¢kha same moment |
was looking for a research laboratory interested in computadeling of biological
forms, Marie-Paule Cani proposed a research subject on mine@t motion simu-
lation. This was the ideal occasion to bridge the gap betvieeriwo distant fields
of biology and computer science. But this also entailedging my own knowledge
gap: a few classes on Ada language for biological simulgiioposes were obviously
not suficient, and my programming inexperience was only the emgrgmof the
immense iceberg of my ignorance in computer matters (sogalgp

Sometimes, it helps to know that you don’t know, because yoidahinking that
you have the solution even before looking at the problem eitbeless, the pessimistic
diagnosis of Joe Marks (Marks et al., 1994) on the capacity sihgle individual to
embrace computer graphics as a whole was not very encogragiis words were
resonating in my (empty) head as a menacing thunder:

Just a few years ago, all one needed to be a competent researginacti-
tioner in computer graphics was a solid background in gegmagebra,
calculus, topology, probability, mechanics, electronegm, signal pro-
cessing, image processing, electrical engineering, nmecilaengineer-
ing, optics, information theory, structured programmibgsic algorithms
and data structures, complexity theory, computer architechuman fac-
tors, perceptual psychology, colorimetry, graphic desigdustrial de-
sign, semiotic, and art! Unfortunately, the list is growing.

Ignoring these warnings, and some might say, foolishlycidiesd to embark on a
three-year voyage on the wide open sea of image synthesen iEwinds were not

7



8 Preface

always with me, | finally reached a few islands, and foundelstrange fruits | hope
you will find tasteful.
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Chapter 1

Introduction

1.1 User-centered Computer Graphics

Computer graphics is a burgeoning field that goes far beytsnskensu stricto defini-
tion as “the branch of science and technology concernedmatiinods and techniques
for converting data to or from visual presentation using patars” (Hapeman et al.,
2001). By its interdisciplinary nature, it tends to absoelary all the computer-related
fields under its broad paradigm of visual data processings @mormous diversity of
subjects of interest is the common fortune and also the camifaite of computer
graphics researchers: the creative bursts in every imblgimdrection also have their
drawbacks when it comes to defining pertinent criteria tduata research or simply
finding structuring principles to teach what the field is abou

This thesis presents contributions ranging from animatanodeling, and in that
respect it is faithful to the eclectic tradition of compuggaphics. However, we would
like to take a step back and think about one of its underlyimgivations as a key to
understanding the choices that have been made. In factighowit our work, we have
been mostly interested in user-centered computer grapghisis an approach of the
process of image synthesis where the point of view of the ps®rails over all the
others. We will make the case for this position by startinthva few reminders on
computer graphics history.

1.1.1 A Brief History of Computer Graphics

Computer graphics is a young field. It takes its roots in caepaided design (CAD),

which emerged in the 1960’s due to the increasing need feetdimensional proto-

typing in the automotive and aerospace industries. Thuspater graphics was built
upon the discoveries of engineers during a decade, for eeamierms of surface rep-
resentations and object visibility calculations, but tli@lgvas much more ambitious
than simply providing three-dimensional blueprints of m@acal parts: it was about
a new medium for creating mirror images of Nature.

9



10 Chapter 1. Introduction

Rapidly growing in possibilities and scope during the 18&0id 1980’s, computer
graphics explored more and more complex problems in moglelendering and an-
imation. Therefore, computers invested domains where wesg previously absent:
either traditional image industries, such as publishielgvision and movies, or fields
demanding visualization such as medicine and engineefifagh time, this caused
profound changes in the ways the work was done because tkis\@taa mere im-
provement over previous practice but a complete redesigheopipeline. So much
that people could clearly distinguish before and after coteys entered their profes-
sional lives.

Now, achievements speak for themselves: from highly dedainages rendered
at interactive rates on commodity graphics hardware, tepdi booming computer
game industry, to speciattfects allowing movie directors to nearly forget limitations
of traditional film making, thanks to virtual sets and dig@deowds, computer graphics
is as pervasive as computers in many aspects of our liveseder, the historical goal
of physical realism has been met in some cases (Nasfront, 2002a).

Nevertheless, the fully computer-generated mé&unal Fantasy: The Spirits With-
in (Sakaguchi and Sakakibara, 2001), whose tag line was ‘Sartacomes reality”,
and can be considered as state-of-the-art in physicalligtieacomputer graphics im-
agery, was still carefully crafted by hand for more than 10ion USD. Actually, the
ever increasing complexity of scenes and the raw econoruictat silicon chips are
much cheaper than human brains call for innovative solattorhandle the workload.

This could be an explanation for the recent rise of the “cagitparadigm, or the
measurement of an augmenting number of real world progeiri®rder to feed an
image synthesis process. Capture technologies have walbegth used for recording
human motion, for recovering objects surface geometrygitt linteraction behavior,
but we expect that many other possibilities are waitingatthrner. Moreover, the fact
that most of these measurements are image-based, maylfihretedvent of a “super
camera” device, where everything could take place at theedane, from the same
viewpoint. In the long term, this approach could complenuemeplace proceduralism
as a solution for tackling the problem of creating complesrss.

Thus, one possible answer to the expanding workload is tendsimthe amount
of human intervention by using even more automatic systémsanother possible
answer, which we are interested in, is to present to usetsrbedys for performing
their tasks, thereby making their work easier, faster, andenenjoyable. Of course,
these answers are not mutually exclusive, and in what fallome will explore this
alternative as one among all the other computer graphissitilzations.

1.1.2 A Simple Computer Graphics Taxonomy

Building a taxonomy of a problem is an interesting way to foam the big picture
without getting lost in details, but also a powerful tool isabver fresh ideas (lvan E.
Sutherland, cited by Sun microsystems, 2002). In order tthidp one must define a
few axes, each representing a separate dimension of theeproffhe combinations
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of the axes values provide theffidirent classes, or taxons, of the taxonomy. A careful
inspection of these may lead to unexpected insight.

If we are considering the computer graphics input problemcan define an axis
that focuses on the amount of human intervention, and gees fully automated
systems, which do not need user input, to fully controllafstems which require
user input from the beginning to the end of the task. To sunthipaxis could also be
defined by the following opposing pairs:

with user «—— without user
controllable «—— automatic
human-centered «—— machine-centered

Another interesting axis that can be defined around the @iiem concerns how
much knowledge of the worlds encoded into the system: does the system generate
new images because it has been given examples of expectdts res because it has
the knowledge of the laws of optics? As before, one can gl#énis opposition using
a few word pairs:

with knowledge «— without knowledge
procedural «—— statistical
rule-based «— data-based

From this simple two-axis taxonomy, it seems obvious thgstesn requiring user
input can be obtained by a wide diversity of computer prograetause, theoretically,
axes of the taxonomy are orthogonal descriptions of the gaoidem, and thus all
combinations are possible. But it is not what is observedrattice. In fact, some
programs lend themselves easily to user interaction witlilers do not. If our primary
concern is the way the user interacts with the system, thheisystem interface, we
will always face limitations, since points of interactioewan dfer are constrained by
those dfered by the program itself and its underlying model. Thersfm designing a
system, we cannot consider the model and the interfaceatepatecause somehow
the model is the interface.

This claim has a direct consequence on the problem solvingegs in computer
graphics. It involves devising the solution to a problem orly in terms of the strict
requirements of the end result (e.g., images of trees) botialterms of the kind of
interaction that will be necessary for a user to actuallypagalish the task (e.g., model
and render trees). This seems trivial but it is not: becalsechoices made during
the model definition phase have already reduced the set siipp@snteractions, it is
too late to change anything if in the end the interface prowemg. In that respect,
computer graphics is a tool making activity, and the tootslpced must obey general
usability principles, but also specific ones. We will disstisis point of view in the
next section.

1 We mean by knowledge the explicit, formalized knowledgeaoied by the scientific method.



12 Chapter 1. Introduction

1.2 Computer Graphics as Tool Making

Tool making has been a distinctive activity of the memberthefgenudHomofor at
least 2 million year@. Amidst today’s profusion of tools invented by our industiso
species, recently developed information processing systeccupy a position apart,
because their “abstract nature [...] poses a particuldleritge for the designer” (Nor-
man, 1988, p. 177). Compared to prehistoric tools still ia teday (the knife, the
needle, etc.), the current usability of computer systemkesidome people suggest
humorously that we are facing a regression in that matterfsg 1.1).

Somewhere, something went terribly wrong

Figure 1.1:A cartoonist’s view of evolution. Legend: “Somewhere, stinivey went terribly
wrong.” (We do not know the author of this satirical drawing)

Computer graphics tools have evolved tremendously ovepé#st thirty years.
In the early days, tools were limited to a programming lamguand its compiler,
and eventually a graphics application programming interfgdPI). The user was the
programmer. Then, software with remarkably well-thougtapdpical user interface
(GUI), such as Photoshop (Adobe Systems, 2002), appeatied i980’s, introducing
progressively non-programmer users, such as traditiotiatsy to computer graphics.
Now, tools usability have nearly reached a standstill, afeisers tasks have never
been so complex and various. However, we believe therellisraich room for im-
provement. In fact, computer graphics system design, agl artaking process, has a
lot to learn from ergonomics.

1.2.1 Classic Ergonomics

Ergonomics, from the Greedpyov (work) andvouog (laws), is “the scientific disci-
pline concerned with the understanding of interactionsragrttumans and other ele-
ments of a system [...]. Ergonomists contribute to the deaigl evaluation of tasks,
jobs, products, environments and systems in order to madga tompatible with the
needs, abilities and limitations of people. [...] That iIg@omics promotes a holistic
approach in which considerations of physical, cognitieeial, organizational, envi-

2 Famous stone tools discovered by Mary Leakey at Olduvai §oirg Tanzania, are dated at
1.7 My BP, but recent findings could be as old as 2.4 My BP.
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ronmental and other relevant factors are taken into actdimternational Ergonomics
Association, 2000).

The science of ergonomics provides the methods we need igndesable tools.
In the best possible world, this knowledge would be used aargelscale, resulting
in the best possible tools, up to what we know about user negdfortunately, an
objective look at the situation in the computer industryeag impressive failures. Of
course, there are always plenty of possible explanatiarthém, related to technical,
industrial, commercial, historical, etc., constraintewéver, there is another possible
explanation that sums up the others: the user is too oftelashéctor to be taken into
account (see Fig. 1.2).

OFF THE LEASH By W.B. Park

“Darn these hooves! | hit the wrong switch again! Who
designs these instrument panels, raccoons?”

Figure 1.2:The need for user-centered toolSff the leashby W. B. Park. Legend: “Darn
these hooves! | hit the wrong switch again! Who designs tiregeument panels, raccoons?”
Cited by Norman (1988, p. 187).

Progress has occurred in computer systems since, for egathplfirst word pro-
cessors. They are no longer the primitive tools describeddsynan (1988). Thanks to
cognitive ergonomics studies, they now have self-modgyimenus, contextual help,
automatic spell checking, etc. But these beautiful pie¢ssfiware are using age-old
input devices that are one of the causes of an epidemy ofitiepstrain injuries (RSI),
due to the neglect of basic ergonomic principles. We comglds as a prototypical
example of our previous assertions.

“The RSI, also known as cumulative trauma disorder or ovesyadrome, consists
of many diferent injuries: carpal tunnel syndrome, tendinitis, tymawitis, thoracic
outlet syndrome, lateral epicondilitis, etc.” (Luskin @3). They are mainly caused by
the excessive usage of the computer mouse and keyboardxampées of ergonomic
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disasters. “We couldn't find a single mouse or trackball wevias safe to use for ex-
tended periods of time” (Pascarelli, 1994). However, theggies have other possible
causes that go beyond repetitive motiBrBhysicaI factors (screen position, etc.) and
organizational factors (intensified workload, etc.) asmakesponsible (Koehoorn et al.,
2001). The percentage of RSI among all occupational illeeéss regularly grown
since the release of the IBM PC, starting from less than 20%9Bil, passing 50%
in 1992, and reaching 70% by the year 2000, according to astsr(Putz-Anderson
et al., 1997). Pascarelli evaluates that RSI cost 20 bili&@D a year: this is one of
the hidden costs of present computer systems.

Thus, it seems that, in many cases, computer system destgaped in some
local optimum that satisfies many constraints, except thbility of the system. This
gloomy perspective applies also to computer graphics sydtsign, the problem of
usable input devices being even more acute since tasksfédginvolve manipulating
complex three-dimensional dgtaChanging this state of facts will imply much more
than a few good design iddgsNevertheless, considering that the goal is still out of
reach does not forbid thinking ahead of it. We have emphddize importance of
classic ergonomics factors in general system design, babowsider that they are not
suficient to describe all the requirements for creation toalshsas computer graphics
systems. Therefore, we will risk the definition of a new damafi this discipline that
could be of great interest in creation tool design.

1.2.2 Creative Ergonomics

In The Ultimate Design TopBlinn (1990) defines creation as a two-phase process
that starts with ideation and finishes with implementatibte makes the point that
paper and pencil is the perfect tool for the ideation pha€emputers help a lot with
implementation, but idea generation is still done with pleartd paper. Can computers
help here too? | don’t think so. Why try to cram something o puter when there

is a cheap andfiective alternative?” We entirely agree with this. Given tuerent
software, hardware, input, and output technology, themmisuch thing as paper and

3 That is why ergonomists prefer to call RSI work-related nulsskeletal disorders of the upper
limb (WMSD).

4 “While the essence of artists are reflected in their works iioted in skill — skill which is hard
earned, and therefore worthy of respect by the instrumefddsyor ‘luthier’. But it is precisely these
same skills which are so poorly captured by most computsedbéools. | maintain that the skills (and
therefore needs) of the artist aréfdrent from those of, say, an accountant. Yet, based on theused,
when | walk through Disney Feature Animation, for exampleat hardly tell if | am in the accounting
or character animation department.” (Buxton, 1997).

5 “It will take extra efort to design systems that complement human processing nétedlill not
always be easy, but it can be done. If people insisted, it dvdal done. But people don't insist:
Somehow, we have learned to accept the machine-dominatéd. wib a system is to accommodate
human needs, it has to be designed by people who are sensitared understand human needs. |
would have hoped such a statement was an unnecessary trdias, it is not” (Norman, 1993,
p. 227).



1.2. Computer Graphics as Tool Making 15

pencil available on computers: architects still sketch apgp for early design, but the
definite building plans are obtained using CAD td%lsowever, we do not agree with
the fact that the ideation phase is the only one to take adgerntf creation-friendly
tools: after working out his sculpture on paper, a sculparat simply following his
previous studies as rigid blueprints when he handles tteethimplementation is as
creative as ideation.

As a result, it is necessary to evaluate tools used duringripeementation phase
of the creative process, not only for their classic ergomsnproperties, but also for
their creative potential, or in other terms their “creatvgonomics” properties. Before
giving a precise definition of what we mean by creative ergoies, we will illustrate
this idea with an example in an unrelated domain: childreays.

For our demonstration, we classify toys in two categories tl@ one hand, there
are toys that are multipurpose, such as a doll or a ball. THeydainvention of many
different sorts of games because thégioa good support to children’s imagination.
On the other hand, there are “monopurpose”, single-gang smch as a jigsaw puz-
zle. This toy obeys to a fixed set of rules and evolves from andédfinitial state (all
pieces apart) to a defined final state (jigsaw puzzle conglelde game is over when
this state is attained. Of course, one could object thatisis possible to invent games
with such toys, that it is only a matter of individual cre#iyv This is absolutely true.
But the point is that some toys are on the average bettematilstiing children’s fan-
tasy than others. Understanding this property is what imeeatgonomics is about. In
the spirit of the definitions of physical, cognitive, andangzational ergonomics given
by the International Ergonomics Association (see AppeAdjphere is a tentative def-
inition of the domain:

Creative ergonomicis concerned with mental processes, such as inspiratioh, an
association, as theyffact production of original work through interactions amdng
mans and other elements of a system. Relevant topics intipdedevice expressive-
ness, output device stimulating quality, absti@tibiguougmprecise representation
handling (Goel, 1995; Gross and Do, 1996), and non-vertbataotion.

To begin with, the creative ergonomics properties of toals be analyzed from
the point of view of objectsfﬁ)rdanceg. In fact, we distinguish between two kinds
of affordance.Cognitive dfordances the kind of &ordance considered by Norman
(1988), it is about the tool's cognitive usage. Succességdigh makes the tool as
strictly defined as possible, so that there is no possilofitypisunderstanding the use
intended by the designelCreative &ordanceis a diferent kind of #&ordance, it is

6 We heard recently of a software design tool named SketchUméBSoftware, 2002) that could
modify architects work habits, by filling the gap betweentskang with paper and pencil, and modeling
with CAD tools. This tool seems inspired by the work of Zeliézzt al. (1996).

" “There already exists the start of a psychology of matesats of things, the study ofiardances
of objects. When used in this sense, the taffordancerefers to the perceived and actual properties
of the thing, primarily those fundamental properties thetedmine just how the thing could possibly
be used [...]. A chair fiiords (‘is for’) support and, thereforeffards sitting. A chair can also be
carried.” (Norman, 1988, p. 9)
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about the tool’s creative usage. Successful design makdsdhas loosely defined as
possible, so that there is a wide range of possibilities\w#mting uses intended or not
by the designer. These two kinds df@dance have sometimes opposite goals and the
resulting tool design is in fact a tradéfbetween them.

Of course, this framework explores only a small part of theplexity of creative
ergonomics, and we are aware of the necessity of other agipsdBoden, 1992). In
the future, creative ergonomics could lead to a new successafor computer graph-
ics systems, diierent from the technology-centered metric in use today. é¥aw with
current dfficulties for evaluating it (Eysenck, 1994), we cannot ex@autthing but
gualitative results for the moment.

After this discussion on the underlying motivations of tthissis, we will precise
how the previous considerations influenced our contrilmstioFor this, we will de-
scribe briefly the application contexts, the problems ppaed the solutions chosen.

1.3 Interactive Animation and Modeling by Drawing

The possibilities fiered by information technologies for teaching are enormand
they now define a new field of scholarly research, with a grgv@cademic commu-
nity (e.g., the Stanford Center for Innovations in Learmvas established in 2002).
Among the disciplines, biology has long been an obviousahbecause of the com-
plexity of the field of study: living beings have a three-dms®nal, dynamic structure
that poses diicult teaching challenges. Moreover, ethical problemsctpral avail-
ability, etc., are also to be considered. To tackle theseeisvarious projects have
proposed virtual dissection kits, frogs being by far the tpogpular (SUMMIT, 2002b;
Hill, 2002).

Medicine is a discipline where visualization is an esséminponent of learn-
ing. Anatomy is a visual discipline in essence, but dissectf cadavers conveys
only a portion of the necessary information to understaratialprelationships be-
tween organs: the heart does not beat, the diaphragm doesavet etc. The time
dimension is missing. Moreover, when three-dimensionalgimg data are at hand,
there are no editing tools available that are as easy to usdiés chalk and black-
board. Thus, teacher and student are maintained in a passever attitude with
respect to these data. The existing teaching tools are éi#ised on anatomical image
databases (Walsh et al., 2002), or multimedia documentd{@T, 2002a). There
is a need for truly interactive teaching tools that will eleateacher and students to
create and manipulate computer models, not just watch thdith.that goal in mind,
we have proposedfiierent approaches, all having pedagogical applicationsuical
education.

First, we were interested in interactive physically-baaagmation of anisotrop-
ic elastic materials. The envisioned application scenari@ physiological anatomy
course on the human cardiac muscle. Using our model, teaddestudents can build
interactive samples of cardiac muscular tissue in ordeetoahstrate organ function,



1.3. Interactive Animation and Modeling by Drawing 17

and experimentféects of various pathologies. Possible exercises includatitgtive
influence of fibers orientation on the mechanical behavidhetardiac pump, quanti-
tative influence of ischaemic necrdis selected areas of the tissue on the mechanical
efficiency of the muscle, etc.

To achieve this, our model exhibits two key features. The éine is low compu-
tational cost that results in high frame rates, a sine quafoiomteractivity. Thanks
to this, the user can play with the model, picking it with cartgy mouse-generated
forces, and tweaking it to understand its rich behaviorhwistant visual feedback.
Besides, this also allows simulations to be rerun immeljiatiéer changing parame-
ters. The second feature is an intuitssestem imad%that ensures easy control by the
user. Most of the time, physically-based models lead toegy$tem images that are
simple translations of the model parameters in terms of ®dpending on the target
user, e.g., a medical student, requiring expert knowledgmntrol the system, e.g.,
continuum mechanics, might not be a good design idea.

Next, we were interested in interaction in three dimensiisg two-dimensional
input, either for annotating existing models, or for cregthew models. The fact that
drawing practice is still considered a fundamental leaymrethod by some anatomy
teachers in French medical school curriculum, presentseaoportunity to take ad-
vantage of a previous know-how for reusing it in a computesda tool. During a
typical course session, the teacher draws on the blackibio@etdimensional anatom-
ical structures with colored chalks, either as perspeginggections, or as (sagittal,
transverse, or frontal) sections. At the same time, theestis following the examples
on the blackboard, draw the same structures in their sketiitsh This process facili-
tates memorization of the shapes and spatial relationghgeause a structure is better
“understood” once it has been implicitly analyzed by drayvin

Thus, a simple application scenario is a human anatomy eauingre the teacher
draws functional schemas using a computer tablet. The imadgés computer screen
is projected on the wall behind him for the students to se@édJsur system for illus-
tration and annotation in 3D, he can draw and visualize eebhrsa under dierent
viewpoints, drawing new information when the inferred soaebecomes obviously
wrong. If he is presenting an existing model, for examplesasurface of a femur
bone extracted from imaging data, he can still annotatettinée-dimensional model
as he would have for a paper diagram. Finally, if he wants topgtement the femur
model, as if by sculpting it, for example to indicat@eets of partial bone fracture, he

8 |schaemic necrosis is the death of cells as a result of démé blood flow in a tissue or an organ.

9 “Three diferent aspects of mental models must be distinguisheddéis@gn modelthe user’s
mode| and thesystem imagé...]. The design model is the conceptualization that thagieer has in
mind. The user’s model is what the user develops to explarofieration of the system. Ideally, the
user's model and the design model are equivalent. Howéwerser and designer communicate only
through the system itself: its physical appearance, itsaijps, the way it responds, and the manuals
and instructions that accompany it. Thus 8ystem imagés critical: the designer must ensure that
everything about the product is consistent with and exdiaplthe operation of the proper conceptual
model.” (Norman, 1988, pp. 189-190)
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can do it using our (nearly finished) modeling by drawing tool

All this is possible because our 3D drawing system has ast@giresentation that
enables drawing redisplay when the viewpoint changes. M@rethis representation
can be mixed freely with existing polygonal surfaces for@tation purposes. Dif-
ferently, our modeling by drawing tool strives téer a sketching interface using both
strokes geometry and drawing image information to allowéhdimensional modeling
without explicit depth specification.

We will present our contributions in the next three chapters model of aniso-
tropic elastic materials in chapter 2, our drawing systenilligstration and annotation
in 3D in chapter 3, and our modeling by drawing tool in chagteYVe will conclude
by presenting the current limitations and the future extarssof these approaches in
chapter 5.



Chapter 2

Animating Anisotropic Elastic
Materials

2.1 Introduction

Many natural objects are strongly anisotropic, due to teucture (crystalline, fi-
brous) or the composite materials they are made of (tre&grumammal organs). For
example, human heart motion simulation is a challengindplera since the heart is
a muscle of complex geometry, where anisotropy caused byaityéng directions of
muscle fibers (see Fig. 2.1a) plays an important role (Hhe human liver
is also a good example of anisotropic material, althouglag been previously ani-
mated using isotropic elastic models (Cotin et al., 199%Dee et al., 1999, 2001).
In fact, it can be seen as a composite material: the rootslikectures of rather rigid
vessels are embedded in the liver tissue itself, which idtaxsaterial (see Fig. 2.1b).

(a) (b)

Figure 2.1: Two examples of complex anisotropic materials. In (a), éngmaps of mus-

cle fiber direction obtained on a human heart (Usson et am4)3,9eft, map of the azimuth

angle; right, map of the elevation angle. In (b), a humarr liwvgh the main venous system
superimposed (courtesy of Epidaure project, INRIA).

19
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We would like to dfer a tool for easy creation and interactive animation of@nis
tropic elastic materials. For example, we envision the diskgital biological samples
that could be edited and manipulated interactively durimgraatomy course on human
liver structure or a physiology course on human heart muskfter reviewing liter-
ature on deformable models, with special emphasis on rtiteeasystems that could
allow simple anisotropy specification, we have found thassrspring systems pre-
sented an interesting possibility because of their tratiéeiween model complexity
and expressiveness.

In fact, mass-spring systems have been extensively usexripwter graphics over
the last fifteen years, and are still very popular. Easientplément than finite ele-
ment methods, these systems allow animation of dynamicvimisa They have been
applied to the animation of inanimate bodies such as clotofirmaterial (Luciani
et al., 1991; Provot, 1995) and to the animation of organiivadodies such as mus-
cles in character animation (Miller, 1988; Chadwick et 5089).

However, modeling specific biological material is impossibsing mass-spring
systems: as will be shown, neither isotropic materials misaropic materials can
be generated easily. Another problem is that most of theditissues, which are
essentially made of water, maintain quasi-constant voldoreng deformations (this
is well known for muscles, but also holds for other tissuddqss-spring systems do
not have this property.

Overview

We present an alternative model to classical mass-sprisigisy that enables one to
specify isotropic or anisotropic properties of an elastatenial, independently of the
3D mesh used for sampling the object. The approach we us# i®ktted to mass-
spring systems in the sense that we animate point massescstijapplied forces.
However, the forces acting on each point mass are derivedtfie anisotropic behav-
ior specified for each of the volume elements that are adjdaoen

Since there are no springs along the mesh edges, the geandttgpology of the
mesh do not restrict the simulated behavior. Moreover, ieg@sstant volume defor-
mations can be obtained by adding extra forces acting as@astraints. We illustrate
this on both tetrahedral and hexahedral meshes. Our reshdts that computation
time remains low, while more controllable behaviors arei@adad. Finally, we vali-
date our model by testing its ability to simulate nonlinemess-strain relationships,
and by comparing its behavior forfterent resolutions of the mesh.

Part of this work has been previously published in Breceedings of the 11th
Eurographics Workshop on Animation and SimulatiBourguignon and Cani, 2000).
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2.2 Previous Work

Despite extensive computer graphics literature on defbkenaodels, commented in
recent surveys (Gibson and Mirtich, 1997; Debunne, 200@)gtare, to the best of our
knowledge, only a few papers mentioning the possibility oldeling anisotropic ma-
terials. Continuum mechanics has been modeling compositerrals for a long time
and biomechanics is now facing the challenge of modelingdivnaterials (Ohayon
et al., 2001), but the complexity of the phenomena involvetiices highly detailed
mathematical models that are also very demanding in cormpatame. Interactive
deformable models of anisotropic materials thus remaisiatu

We will review the two main kinds of physically based defobieamodels de-
scribed in the literature, with an emphasis on interactirggesns and volumetric ap-
proaches. We will then investigate the advantages and \diséaljes they would
present for modeling anisotropic nonlinear materials wjlasi-constant volume de-
formations.

2.2.1 Continuous Models

Continuum mechanics and elasticity theofjeo a general framework for modeling
deformable materials. However, most of the continuous nsodecomputer graph-

ics make assumptions concerning the simulated materiahugit be homogeneous,
isotropic and follow a linear stress-strain relationshier the small deformations
hypothesis (geometrical linearity) in order to simplifyuagions. Because it is nec-
essary to understand these assumptions before discussiigys work, we present
below a very brief survey of the theory of linear elasticilyoflister, 2002). For a

thorough introduction, we refer the reader to the classicak of Fung (1965).

Indicial Notation
In what follows we will use indicial notation. In a Cartesiarthonormed coordinate

systemR (O, e, &, &), afirst order tensor (a.k.a. vect@has componenis, i.e.,

a=a€g=a;6+ape +aze;3

according to the rule of summation over the range of the tepeiadex (a.k.a. Ein-
stein summation convention). Similarly, a second ordesdelfa.k.a. tensorh has
componentsy;, i.e.,

A=Aija®q

and it is now possible to write equations in a basis-indepehchanner, e.g,

ae=Abe iswriten a=A;b,
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reference

deformed

Figure 2.2:Elasticity definitions. A body initially in reference conigation 8 at timet = 0
undergoes deformation and is now in deformed configurafioat timet. Positionx = x g

of material pointP in reference configuration is expressed in a Lagrangiandaoate system;
positionx” = x g of material pointP in deformed configuration is expressed in an Eulerian
coordinate system. Displacement of material p&itt timetisu = X’ — X

Small Deformation Elasticity

The strain tensor describes, given a point of the matehialgdeformation w.r.t. the rest
state, in every possible direction. It is represented byxa33symmetric matrix with
six strain components: three principal strains (diagos@hs of the matrix) and three
shear strains. A classical strain metric is the Cauchyrsteaisors; defined by

1[0y 0y . oy
6 =5 |z=+5=| with e
]

1 Vi vi
2\ax, ¥ ox < YI,VY|

Where% is the derivative of the ith coordinate of the displacemgni.r.t. the jth

coordinate of the reference configuration. The displaceémeis defined for every
point as the vector between reference and deformed pasition

The stress tensor describes, given a point of the matdrafptce acting on every
infinitesimal surface element (stress is thus equivaleatpgcessure). It is represented
by a 3x3 symmetric matrix with six stress components: three nostnasses (diagonal
terms of the matrix) and three shear stresses. A classreslssietric is the Cauchy
stress tensar; defined by

ti = Oijj N;

wheret; is the traction vector, i.e., areal density of force amds the unit normal to
the surface.

The simplest stress-strain relationship is Hooke’s lawedr constitutive law first
stated in the one-dimensional case of springs. In the gecesa of three-dimensional
bodies, it states that stress is proportional to strain, i.e
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oij = Ciju €

whereCjjq is the tensor of elasticity, a rank four symmetric tensothwhirty-six
different terms, since;; and e are rank two symmetric tensors with sixfféirent
terms. It is the constitutive law for a linear, elastic, amiepic and homogeneous
material.

When the material is assumed to be isotropic, i.e., the mahterhavior is the same
in every direction, only two elastic constants are necgssarepresent the behavior
and the constitutive law becomes

gij = /1€kk6ij +2,ueij with (5” :{ (])- :; : ; i

whered andyu are the Lame elastic constants (equivalent to pressuresj;ais the
Kronecker delta. In practice, two other elastic constardéslatermined by rheological
experiments: Young’s modulus, that gives a measure of mteyidity, and Poisson’s
ratio, that gives a measure of its incompressibility. Larogstants can be expressed
using these constants, thus

Ev E
=Tiya-2 M 4= 2ay

whereE is Young’s modulus (equivalent to a pressure) amsiPoisson’s ratio (without
dimension). Since varies from 0 to% with the incompressibility of the material,is
infinite when the material is perfectly incompressible.

Volume conservation is achieved by introducing an extraabde called the La-
grangian term. In fact, for perfectly incompressible miater we have

ImA=+c0 and Ilimgy=0
V_’:‘zl V—>%

then,

ogij = P6ij +2,ueij

is the new formulation for the constitutive law given pravsty, whereP = A e IS
an unknown finite quantity (the Lagrangian term). Howevematerial is generally
considered dticiently incompressible whea > 100u, and no Lagrangian term is
introduced. But increasingleads to stt equations and numerical instability.

Anisotropy can be introduced straightforwardly using apragimate formulation,
e.g., for incompressible material with unidirectional éibs reinforcement, the consti-
tutive law becomes

gij = P5ij + 2/16” +Thbj
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whereT is the fiber constraint antglb; is the tensor product of the fiber direction vector
b with itself. Of course, an exact formulation would use thestar of elasticity with
as many elastic constants as necessary to represent tha@pis behavior.

Newton’s second law is expressed as

80'”' f

— 4+ T = .

8Xj F=PY
wheref; is the sum of external forces,is the mass density of the material ands its
acceleration.

Rewriting Hookean isotropic constitutive law using dis@ment, we have

Aauk 5 4 oy, N du;

o= 1 2K s 9,77

. ox T H % 0%

and using Newton’s second law, neglecting external foroes, obtains the Navier
equation

9 9?uy ou Py

— = A 5ij o +

0X; 0% 0% 0%, 0% 0% 0%,

d0ij 92U AU, 82U, _

o = 4 since a;dij = &

ax axox  F\axax  axox j0ij = &
GZU' (92U'

pyi = (A+p) ) !

0%; 0X; ¥ #an 0X;

that can be rewritten, for perfectly incompressible matsrias

U L
0%, K AX; OX; X

these two equations being solved for the two unknown vaes®handu;.

0

pYi=

Large Deformation Elasticity

We define the deformation gradient tenggras

ox ou;
Fij=a—)):|j=6ij+a—)(;

Whereg—z is the derivative of the ith coordinate of positighin the deformed config-
uration w.r.t. the jth coordinate of the reference confitjora It has to be noted that
Fi; is not a symmetric tensor.

A classical strain metric is the Green-Lagrange straindeBs defined by
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1
Ej = E(Fkiij_(Sij)
E:. = :_L %4_%4_%%
Do 2\ax  ax o ax 0x

This tensor is nonlinear because second order terms (gaoahetonlinearities)
are not neglected. We also note that Cauchy strain tensofasti a first order approx-
imation of the Green-Lagrange strain tensor.

A classical stress metric is the second Piola-KifEstress tensd®; defined by

Sy = Fijtow IRy

whereJ = detF;; is the determinant of the deformation gradient tensor amthitd
invariant.

This tensor is used in the reference configuration and theswaoids the problem
of using the Cauchy stress tensor for materials undergangg ldeformation when the
area in the deformed configuration is unknown. Moreoves énergetically consis-
tent with the Green-Lagrange strain tensor, i.e., therseaergy density calculated
with these tensors is equal to the one calculated with thel@astress tensor and the
Cauchy strain tensor:

Sij Bij = 01 &j

The second Piola-Kirchb stress tensor has very little physical meaning and is
mainly used to compute the Cauchy stress tensor. Howewtraight Cauchy stresses
are used, incorrect results will be obtained, because theytlitake into account the
effect of rigid body rotations.

Papers Overview

A classic way to solve elasticity equations is to use finirents method (FEM) in
the static case, the simulation consisting of a series dfibgum states, thus with no
dynamic behavior. Gourret et al. (1989) propose one of teedpplications of FEM
to computer animation by simulating deformations of a harakging and pressing
a ball. The material is considered isotropic and obeyingké®law. To take into
account geometrical nonlinearities, the second PiolaH{t stress tensor and Green-
Lagrange strain tensor are used. Classical FEM is thusaigpty employed, but as a
result the method is very time consuming.

Chen and Zeltzer (1992) model human skeletal muscle usifagaic biomechan-
ical model of muscle contraction to apply nonlinear forcedinite elements mesh
nodes. Active and passive muscle force generators andrsrfdoce generators act
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along the longitudinal direction of the muscle. The FE mddeh simulates the dy-
namic behavior of an isotropic linear elastic passive ntsubmitted to external
forces. Even though this model is a rough approximation efltehavior of a living

muscle tissue, it gives good results when validated usiagsad muscle physiology
experiments.

Sagar et al. (1994) present a model of the eye and surroufaltegfor use in a
surgical simulator. Mechanical properties of the cornessanulated in the static case
using a large deformation finite element model of an homogeseorthotropic and
nonlinear elastic material with a J-shaped uniaxial stetssn behavior. Using a high-
end machine with multiple processors, the authors achiepéddte rates significantly
greater than 10 Hz, which is barelyfBaient for interactive use, but is still impressive
considering this is a very complex biomechanical model.

Interactivity is achieved by precomputing matrix inversessuming they are con-
stant when the elements geometry does not change too mudhulsipreventing any
change in mesh topology. Bro-Nielsen and Cotin (1996) siteudn isotropic material
obeying Hooke’s law. Under the small deformation hypotetsiree simplifications
are made to speed up computations. First, tHensss matrix obtained with FEM is
rewritten: it takes only surface nodes into account, buit diplays the volumetric
behavior of the object. Second, the matrix inverse is prgnded. Third, a selective
matrix vector multiplication is used to exploit the sparseicture of the force vec-
tor. However, it is impossible to impose displacements tramgs and only a static
equilibrium position is obtained after application of fesc

James and Pai (1999) use the boundary elements method (BEBIyE the Navier
equation for compressible materials in the static case.y finepose a fast update
method of the sfiness matrix when few boundary conditions change, whicheeorr
sponds to the application scenario where a virtual tookiditig an object, resulting
in only a few nodes being#ected. By exploiting the coherence of thefsiess matrix
inverse, modification is achieved at the expense of prectatipn and memory usage.

Zhuang and Canny (1999) propose a real-time simulatiorotfdpic linear elastic
material under the large deformation hypothesis. The usermdnlinear strain ten-
sor prevents employing the preprocessing step previosslg tor achieving real-time
performance. Since internal force vector is no longer lingat. nodal displace-
ment vector, there is no constanttess matrix inverse to be precomputed. Instead
of a sequence of static equilibria, an explicit time intéigrascheme allows dynamic
behavior. To simplify the Lagrange equation of motion, gllaimass and damping ma-
trices are diagonalized. A graded mesh is used instead af@mmmesh to speed up
computations, at the expense of limited object geometrytabexahedral elements.

Explicit FEM avoids stifhess matrix inversion by considering only a superposition
of local solutions. O’Brien and Hodgins (1999) simulatdiation and propagation of
cracks in 3D objects. Linear elastic fracture mechanicseduwith homogeneous,
isotropic material, under the large deformation hypotheBbllowing fracture devel-
opment requires local remeshing, and brittle materialsluesstit equations that are
solved using small time steps with an explicit integratichesme; thus, computation
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is very slow. Debunne et al. (2001) reuse the previous apprtmasimulate soft mate-
rials but speed it up and reach interactivity with multidesion techniques. However,
this requires precomputing a mesh hierarchy, and thus pteasy change in object
topology during simulation.

Related to explicit FEM, the “tensor-mass” model of Cotiraket(1999) simulates
dynamic deformations of an isotropic material with a lineanstitutive equation, un-
der the small deformation hypothesis. The main idea is tib, $pf each tetrahedron,
the force applied at a vertex in two parts: a force createchbyertex displacement
(w.r.t. rest position) and a force produced by the displaa®nof its neighbors, i.e.,
vertices that are linked to it by mesh edges. This is possibileg local tensors that
relate force to displacement. Evaluation of these tensgaires evaluation of the
stiffness matrix associated to each tetrahedron adjacent tof dhe edges linked to
the vertex. New positions of the vertices are obtained fromeds using a dynamic
explicit integration scheme.

Picinbono et al. (2000, 2001) have improved this model talleaanisotropic be-
havior and nonlinear elasticity under the large defornmaligpothesis. For this, strain
is measured using Green-Lagrange strain tensor (calledn&se Venant by the au-
thors) and elastic energy is rewritten from a quadratic fioncinto a fourth order
polynomial of the displacement gradient (St Venant-Kitttetasticity). Transversally
isotropic materials are supported. This a special caseisbtnopy where a material
has a diferent behavior in one given direction (see Fig. 2.3a). Tantipe compu-
tation time, nonlinear elasticity is used only for nodes sadisplacement is larger
than a given threshold, otherwise linear elasticity is aered as a dticiently good
approximation (see Fig. 2.3b).

Finally, for the sake of completeness, we mention contisunadels that simulate
only global deformation without using FEM for solving eliagty equations. Pentland
and Williams (1989) simulate global deformation by modadlgsis. The Lagrange
equation of motion is rewritten by diagonalizing the globedss, damping and ft
ness matrices. Thus, the previous system is now composed&bendent equations,
each describing a fierent vibration mode of the object. Linear superpositiothete
modes determines how the object responds to a given forgg; tieglecting the high
frequency, low amplitude modes, it allows interactive demion. Terzopoulos et al.
(1987) propose a model based on minimization of deformagioergy that is more
concerned with dferential geometry properties of objects (either curvedasas or
solids) and use only the analysis of deformations part ofiittear elasticity frame-
work. Dynamic dfferential equations are solved using finitéfeliences method and
implicit integration, thus limiting the model to regular sfes and non-interactive ap-
plications.

Discussion

In continuum mechanics, hyperelasticity theory is usednfamlinear elastic materi-
als under the large deformation hypothesis. Constitutoygagons are written us-
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\
(@) (b)

Figure 2.3:Continuous models. Results from Picinbono et al. (2000120@ (a), deforma-
tion of tubular structures with top and bottom faces fixedhrsitted to the same forces (from
left to right, isotropic model, anisotropic models along tieight direction, with rightmost
being twice as sfi as the middle one in the anisotropic direction). In (b), @éais applied to
the right lobe of the liver with linear (wireframe, top) andntinear (solid) liver models. The
linear model displays an unrealistic volume increase dubedinear strain tensor. The rest
shape is indicated (wireframe, bottom).

ing Green-Lagrange strain tensor and the second Pioldétirstress tensor. This
framework could be used for non-interactive simulationswth materials in com-
puter graphics. O'Brien and Hodgins noted that there isingtthat would preclude
switching the linear isotropic formulation used in theippato anisotropic formula-
tion or even to a nonlinear stress-strain relationship.

Among all the papers presented, only the work of Picinborad.dbcused specifi-
cally on anisotropic materials under large deformationdtlgpsis. However, this does
not imply that other previous interactive approaches cowltibe adapted to simu-
late these materials. Handling anisotropic Hookean elasaterial is straightforward,
since anisotropy is encoded in the tensor of elasticity. él@, it is not clear whether
or not the framerate would remain acceptable for interacpplications, because the
constitutive law would now contain matrix-matrix multigéition, that may slow com-
putations down in the case of explicit FEM. The approachd&rofNielsen and Cotin
and James and Pai, based on processing of the gloffaless matrix could still be
valid, but only under the small deformation hypothesis. €wning nonlinear ma-
terials, an entirely new constitutive law is needed, whidghthbe computationally
intensive. FEM or BEM solutions of Bro-Nielsen and Cotin akasnes and Pai would
have to be completely rewritten. But a first approximationldaise piecewise linear
formulations, as suggested by Debunne (2000).

The modal analysis approach of Pentland and Williams (1888)d handle an-
isotropic material, since anisotropy would be encoded englobal stifthess matrix.
According to the authors, nonlinear materials may be madayesumming the modes
at the end of each time step to form the material stress stateh can then be used to
drive nonlinear material behavior.

Incompressible materials remains an unsolved problenilftireapapers presented.
Exact solution using a Lagrangian term is never used aneéadsthey increase the
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Lamé constant, since a material is generally consideredisiently incompressible
whena > 100u (Debunne, 2000), but at the risk of an increased numeristlmility.
Picinbono et al. address the problem by adding an incomipiktgsconstraint using
a penalty method: volume variation is penalized by apphtmgach vertex of the
tetrahedron a force directed along the normal of the opptate, the norm of the force
being the square of the relative volume variation. Theirrodtis quite &ective: they
obtain on their example.P to 1% volume variation with incompressibility constraint
as opposed to0.8 to 2% without this constraint.

This last example emphasizes the complexity of recentantme models based
on elasticity theory; however, parameter setting is simyten data are available in
continuum mechanics literature. When this is not the cdss,possible to conduct
experiments according to standardized protocols, butln@tys without encountering
difficulties. In fact, obtaining these measurements on bictbgnaterials is currently
an active research area.

Finally, continuous models are particularly adapted totmagdolution in anima-
tion. Debunne et al. proposed a space and time adaptivenmredittenethod to simu-
late linear isotropic visco-elastic materials in real tjmasing a non nested multireso-
lution hierarchy of tetrahedral meshes. In such a modelponsgimulated at diierent
resolutions must vibrate at the same frequency, with theesamplitude, otherwise
discrepancies at the interfaces between regions will causerical instability. A lin-
ear isotropic elasticity formulation using the Green-laagge strain tensor meets such
requirements.

2.2.2 Discreet Models

Discreet models approximate a continuous material by afggtroitives (point mass-
es) linked by constraints. Each primitive neighborhoodtiseg limited to the nearest
nodes in the graph of primitives, as in mass-spring systenystentially extended to
all primitives, but generally function of distance, as intjde systems.

The animation algorithm consists in integrating w.r.t. dinfior each point mass,
the Lagrange equation of motion, written as

X, Ox
mw +d E +kx=f
where m is the mass of the primitiveeandk are respectively the damping andistess
constants and is point position. Moreoverm% is the inertial forced g—’t‘ is the
damping forcekx is the internal elastic force arfds the sum of the external forces,

such as gravity and constraint forces.

Papers Overview

Mass-spring systems are intuitive, simple to implemerst gnd easily amenable to
parallelization. They are less physically accurate thartinaum mechanics models
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but they do not introduce any geometric distortion due tedinstrain metric. They
are generally built by discretizing the deformable objedhva given 3D mesh and
setting point masses on the mesh nodes and damped springe oresh edges (for

a tetrahedral mesh). This simplicity explains why massagpsystems proposed in
literature do not dfer a lot from paper to paper except for the geometry of mesh
elements, the number of springs per element (due to a varnungper of diagonal
springs for an hexahedral element) and slightijedent force formulations. However,
there is a great diversity of applications of these systemisadso of solutions given

to mass-spring systems drawbacks. The latter point willfadyaed in the discussion
section.

Cloth simulation has been one of the most popular applioatmf mass-spring
systems, with either quadrilateral or triangle meshesvd®rd 995) improves the clas-
sical cloth mass-spring model in order to take into accowm-@lastic properties of
woven fabrics. In fact, when linear springs are used, canagon of high stresses
in small regions of the surface produce unrealistic defdiona. Increasing spring
stiffness is a straightforward but computationally expensivetiem to this problem.
Provot’s method, inspired from inverse dynamic procedupesjects overstretched
springs back into the acceptable range of elongation arslsiimulates nonlinear cloth
behavior without sff equations.

Complex living materials, such as muscles, have also beeulaied with mass-
spring systems, using nonlinear, active springs and voloomservation constraints.
Miller (1988) animates snakes and worms by simulating neusohtractions; direc-
tional friction is included and thus locomotion results.ck@aegment of the creature
is modeled as a cube of masses with springs along each edgeirsds the diagonal
of each face. Spring rest length is animated as a functiomma to simulate muscle
contractions. Rest length for the springs around the cifetence of the creature is
scaled to keep the total volume of the creature constant.

Chadwick et al. (1989) propose a complete system for crgatiad animating char-
acters defined with three layers: skeleton, muscle andtiatiye, and skin. The skele-
ton layer is an articulated hierarchy which controls theiorobf the character. The
muscle and fatty tissue layer is composed of free-form aeddion (FFD) lattices and
is attached to the skeleton. These deformations act on thaefeic skin. Deforma-
tions are based on either kinematic, dynamic or sculptedtcaints. With kinematic
constraints, the kinematic joint angles of the skeletontroban abstract muscle be-
havior. Muscle deformation is thus caused by muscle cotiraand tendon influence
on the shape of the joint. With dynamic constraints, FFDda$t are mapped to hex-
ahedral mass-spring systems of the same topology. Dynamidagion of the point
masses is mapped back onto the FFD control points, thudiresud damped oscilla-
tions of the fatty tissue layer caused by character motiea Esg. 2.4a). With sculpted
constraints, the animator entirely controls the deforaratly moving control points of
the FFD lattices.

The face animation system of Lee et al. (1995) gives a gooa adehe simula-
tion complexity one can achieve using mass-spring systdrusctional models of
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the heads of human subjects are built automatically fromriasanned range and re-
flectance data. The skull is covered by deformable tissuewtmas five distinct layers.

Each layer has its own mechanical properties modeled bgrlioe piecewise linear

spring laws, some of them with time varying parameters,tautate muscles. Incom-

pressibility of real human skin is enforced for each tridagprism element using a
volume constraint force based on the change of volume ofldraent and displace-

ments of its nodes (see Fig. 2.4b).

Finally, the muscle model of Ng-Thow-Hing and Fiume (199&pabnstrates that
nonhomogeneous anisotropic material can be simulated us#ss-spring systems. It
uses a B-spline solid for muscle geometry and attaches gartgple points a lattice
of springs, partitioned into radial and longitudinal greug hus, a set of dependency
constraints exists between sample points and allows egsgtacknt of many control
points simultaneously. Since sample points exist withi ¢blid as well as on the
surface, the B-spline solid can model microstructuresiwithe solid, such as fiber
bundles, using the mass-spring lattice.

Cheeks Example
Dynamic Fatty Tissue

spring element mass element
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Figure 2.4.Discreet models. In (a), results from Chadwick et al. (1988)namic constraints
for fatty tissue deformation: FFD lattices are mapped tahexiral mass-spring systems of the
same topology to simulate the damped oscillations of the fessue layer caused by character
motion. In (b), results from Lee et al. (1995). Skin tissuartgular prism element (top left)
with a close-up view of a face mesh (top right); volume covason and skull nonpenetration
element (bottom left) and assembled layered tissue elemerder multiple muscle forces
(bottom right).

Classical particle systems are well adapted for unstradtoraterials, because they
are not &ected by topology changes. Terzopoulos et al. (1989) mod#ing mate-
rial by decreasing dtiness of a mass-spring system and then replacing it by alpartic
system beyond melting point. Most of the time, interpatticdorces are based on
long range attraction — short range repulsion laws, withcanldérium distance where
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force disappears; e.g., Miller and Pearce (1989) use a lénlumes force formula-
tion that is used in physics to model interatomic forces. &bitrarily complex force
formulations can be used; e.g., Szeliski and Tonnesen j188filate particles that
model surface elements instead of volume elements and whidérgo forces accord-
ing to the orientation of their neighbors. However, claalparticle systems, with their
“soft” particle’s neighborhood definition has been mosthypoyed for unstructured
rather than deformable materials.

The smoothed particles hydrodynamics (SPH) method has beeth to model
gaseous phenomena, such as smoke, or unstructured nsatsuict as mud (Desbrun
and Gascuel, 1996). But particles are rather considereahagle points of continuous
fields than point masses discretizing an object. They alleauation of the values
of these fields and their derivatives by local filtering. Thibhey enable simulation of
state equations that describe the physical behavior cbwarinaterials.

Discussion

We will not discuss particle systems and SPH models heraisedhey are tailored for
unstructured materials. Thefflirence between mass-spring and particle approaches
is in fact quite analogous to theffirence between continuum mechanics and fluid
mechanics: each theory is grounded on the basic hypothesteming the material
simulated.

Simulating anisotropic materials with mass-spring syste&wery dificult. Since
springs are positioned along the edges of a given mesh, thraejacal and topolog-
ical structure of this mesh strongly influences the matsrlzhavior. Whatever the
spring law used, the mesh geometry may generate uncowttisotropy, as shown
in Fig.[2.5a for a tetrahedral mesh. However, the undesiebadvior disappears when
hexahedral elements aligned with the forces directionsised, as shown in Fig. 2.5b.
Of course, if the tiling of the object volume was computedhirihe tetrahedrization of
random uniformly-distributed sample points, the unwaraeigotropy problem would
tend to disappear when the density of the mesh increasese\ldowising an extremely
dense mesh would reducsieiency.

The most common approach to controlling the behavior of a&smspsing system, at
least along a few “directions of interest”, is to specifigalesign the mesh in order to
align springs on these specific directions. This was donaftance in Miller's mod-
els of snakes and worms and in the muscle model of Ng-Thowvg-Biivdl Fiume, where
some of the springs were aligned with the muscle fibers ane#tevere set perpendic-
ular to them. Unfortunately, creating such meshes manuallyld be time consuming
in a general case, where fiber directions generating angptrary in an arbitrary way
inside the object (see Fig. 2.1). We are rather looking forpproach that takes as
input a 3D volume mesh obtained with a volume meshing paglagdh as Simulog’s
TetMesh-GHS3D, fed with a 3D surface mesh, and outputs tfeerdable model be-
havior with specified properties in specific directions. Assult, this approach would
decouple the simulation model from the graphical model ZBar1992).
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Figure 2.5:Mass-spring systems drawbacks. Left, comparison betweemteshes, under
the action of gravity, undergoing a downward pull at theitttwm end while their top end is
fixed. We observe uncontrolled anisotropy in the tetraHedesh (a), but not in the hexahedral
mesh with springs aligned in the gravity and pull force dits (b). Right, equilibrium state
of a cantilever beam, which left end is fixed, under the actibgravity (c). Obviously, the
mass-spring system considered (tetrahedral mesh) is aitaldustain flexion. The spring
configurations used for tetrahedral and hexahedral mesaegven in (d).

As opposed to what is observed for anisotropy, it is easy sigdearbitrary non-
linear stress-strain relationship with springs, e.g., &€sighing a piecewise linear or a
nonlinear spring law or even by imposing a constraint on maxn spring length, as
Provot does. Concerning volume conservation, the solsfpooposed are based on the
penalty method. These soft constraints are either veryifspéibe case of tube-like
shapes animated by hexahedral mass-spring systems far)Mil more general (tri-
angular prism element for Lee et al.). In both cases, we davaduate the ficiency
of the constraint since no indication of volume variatiogigen. Meseure and Chail-
lou (2000) give an intermediate solution to the problem dbering constant volume
deformation. They simulate human organs using a deformatndea rigid compo-
nent: a mass-spring system fixed on the surface of a virtgidl lbody (virtual because
its only purpose is to provide rigid body behavior). Thug thass-spring system is
constrained to have only one rest position, and the volumiati@n of the object is
kept within boundaries, depending on thefstess of the zero-length springs tying the
surface deformable component and the virtual rigid compbne

Among the intrinsic limitations of mass-spring systems ohthe main problems
remains parameter setting. In the case of a tetrahedral, o@siputing the masses in
order to set up a homogeneous material can be done apprekrbgitcomputing each
point mass according to the volume of the Voronoi region agdatt However, there
is no easy solution for spring parameters. Approximatingsiréd behavior using a
given mesh can be achieved using optimization to tune iddali spring stinesses.
Louchet et al. (1995) apply an evolutionary genetic techaitp the identification of
internal parameters of a physical model of fabrics that asesss-spring mesh and
Provot’s method to model nonlinear elastic behavior. Idieation of the internal pa-
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rameters from geometric data is based on a cost functiorrwheasures the fierence
in behavior between the reference and the model, and anter@ny minimization al-
gorithm. On a 1%k17 mesh, convergence is obtained after about 50 to 100 gemmexra

Deussen et al. (1995) use simulated annealing to obtaimaptnass-spring sys-
tems approximations of deformable bodies obeying to liesticity. It is a two-step
process: first, find positions and masses of the points th@bajpnate the mass dis-
tribution, second, define the topology of the connections aptimize their spring
constants. Four test configurations were used for optimiglasticity on a 2D de-
formable body: two with stretching loads and two with shegiioads. The quality
criterion used is the standard deviation between actuatefedence displacements of
all points. This method allows approximation of homogerseasi well as inhomoge-
neous and anisotropic materials. Two-dimensional masegspystems containing up
to some hundred points are optimized successfully and amgxin to 3D with nine
basic loads is suggested but not tested, due to the largeutatiymal cost.

These two optimization methods prove the possibility ofragpnating mechan-
ical behaviors with mass-spring systems but van Gelderg)jL88monstrates the im-
possibility of setting the dfinesses of a mass-spring system to obtain an exact simu-
lation of the elastic material properties of a continuousieloHowever, this doesn’t
mean that global behavior, i.e., stress-strain relatipssttannot be reproduced with
a mass-spring system. In fact, Boux de Casson (2000) sietulatear and nonlin-
ear stress-strain relationships using linear and nonlisigang laws, proving that the
behavior at the spring level is conserved at the object level

Finally, since mass-spring system behavior changes wipeiagy or geometry of
the mesh is modified, dynamic behavior dtelient resolutions is fferent. Thus, very
few papers address the issue of physical simulation at phelltevels of detail with
mass-spring systems. Hutchinson et al. (1996) proposeearscfor adaptively refin-
ing portions of mass-spring systems to a required accuprogucing visually more
realistic results at a reduced computational cost. Detecif inaccuracy is performed
using an angle criterion between springs joining a mass trpposite directions. The
response is the addition of masses and springs around thevaeze the discontinuity
occurs: point masses keep the same value but sprifigestses double at each level
of refinement to prevent regions of increased mass from lepaltterently. How-
ever, this approach is possible only for quadrilateral orahedral meshes (here, for
simulating a deformable sheet) because they lend thenssehtarally to regular sub-
division. Debunne has submitted a mass-spring system teahme multiresolution
“aptitude test” that was used for continuous models. Residimonstrated without
ambiguity that the motion of an oscillating mass-springayscannot have the same
frequency and amplitude atftkrent mesh resolutions.
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2.3 Modeling Anisotropy

Our aim is to specify the mechanical properties of the malténdependently from
the mesh geometry and topology. In usual mass-spring sgstetarnal forces acting
inside the material are approximated exclusively by formeting along the edges of
the mesh (i.e., along the springs). This is the reason foutlwentrolled anisotropy
problem described earlier, and for thédiulty in specifying desired anisotropic prop-
erties.

The basic idea of our method is to let the user define, evemgnminethe object,
mechanical characteristics of the material along a givenber of axes corresponding
to orientations of interest at each current location, sischieer and cross-fiber direc-
tions in a muscular tissue. All internal forces will be agtimlong these axes instead
of acting along the mesh edges. For instance, in the cas@anhigrmaterials such as
muscles, one of the axes of interest should always corresfmthe local fiber ori-
entation. Since the object is tiled using a mesh, axes ofasteand the associated
mechanical properties are specified at the barycenter &f w@ame element inside
the mesh. We currently use three orthogonal axes of interest

General Scheme

During deformations of the material, the three axes of edgrof given initial orien-
tation, evolve with the volume element to which they belohgorder to be able to
know their position at each time step, we express the pogitiche intersection point
of one axis with one of the element faces as a linear combimafithe positions of the
vertices defining the face. The corresponding interpatatiodficients are computed
for each face in the rest position (see Figlres 2.7 and 2.8).

Given the position of the point masses of a volume elementareehus able to
determine the coordinates of the six intersection points @nsequently the three
axes that constitutes the local frame, up to the precisioouoflinear interpolation.
From the deformation of the local frame, we can deduce thdtneg forces on each
intersection point. Then, for a given face, we can computeftince value on each
point mass belonging to this face by “inverse” interpolataf the force value at the
intersection point. The interpolation d@ieients previously defined are therefore also
considered as weighting ceients of the force on each point mass.

2.3.1 Forces Calculations

Damped springs with associated®tess and damping cfieients are used to model
stretching characteristics along each axis of interesirder to specify shearing prop-
erties, angular springs are added between each pair of Bess lengths and rest an-
gles are pre-computed from the initial position of the objbat defines its rest shape.
The equations we use for these springs are detailed below.
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Axial damped spring

The spring force$;, andf, between a pair of intersection poirRg andP, at positions
X1 andx, with velocitiesv, andv, are

loq - 1 |
fr=—|ks(llzall = 1) + ke2 |2 f,= —fy
2all | 11124l

wherel,; = X1 — Xo, r is the rest Iengthi,21 = V; — V, is the time derivative of,;, ks
andky are respectively the $fhess and damping constants (see [Fig. 2.6a). This is the
classical formulation for a Hooke’s law spring (Witkin, 19$), but we could easily
extend the approach to model nonlinear spring behaviorgeadiavin Section 2.6.1.

Angular spring

The spring forcegfy, f>) and(fs, f4) between two pairs of intersection poirfi3;, P,)
and(Ps, P,) are

I21'|43 )] |43
fi = |kl _c||-2  f,=—f
! [ S(||121||||I43|| 13l 2

lo1 - lag )] I
fa = —|k|——"—-c||—=— fo=—f
s [ S(|||21|||||43|| Moyl 47 3

wherel,; = X; — X, andlsz = X3 — X4, € is the cosine of the rest angle betwdgnand
l43 (equal to zero for orthogonal axes) akds the stifness constant (see Fig. 2.6b).
We have chosen this formulation because it is related tossiclaistortion metric in
continuum mechanics: the “loss of right angle”. We constdervectorsu andv such
as the anglgu, v) = 7. After distortion, let the angléu, v) = 5 — 6. The “loss of right
angle” is equal t@.

Here, two approximations are made since we assume a smalioarnof the angle
arounds, i.e.,@ small. First, we have sif) = cos( — §) ~ 6, and we take as metric
the variation of th€u, v) angle’s cosine. Second, we consideffisient to use as unit
vector the other vector of the pair, instead of a vector nbtoéne one considered, in
the plane where the angle is measured. These two approgimajave good results
in practice. Furthermore, we found no necessity to use ddrapgular springs.

2.3.2 Application to Tetrahedral Meshes

Many objects in computer graphics are modeled using tri@mgurface meshes. Gen-
erating a 3D mesh from such a description, using tools likeuBg’s TetMesh, yields
tetrahedral volume meshes. This section details our methiis case.
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Figure 2.6:1n (a), spring force$; andf, between a pair of intersection points 1 and 2 for
our axial damped spring. In (b), spring fordés f,) and(fs, f4) between two pairs of intersec-
tion points(P1, P2) and(Ps, P4) for our angular spring (b). See corresponding paragraphs fo
equations.

Figure[ 2.7 depicts a tetrahedral element, with the assatimhme defining the
three axes of interest. We express the posikprof point P as a function of the
positions of vertice#\, B andC of the given face, using barycentric coordinates:

Xp = a Xpa +ﬁXB+’}/XC

for example, ife = 1 andB = y = 0, we getxp = Xa. Therefore, a forcé applied to
pointP is split into forcesy fp, B fp andy fp, respectively applied on poings B andC.
We can note that since the elementary volume has four fandsiace there are three
axes of interest defining six intersection points, two sucimgs may lie on the same
face of the volume element. This was not a problem in pracsicee forces applied
on mesh nodes are correctly weighted.

C c

Figure 2.7: Tetrahedral element. A point mass is located at each veiebcal frame is
defined at the barycenter of the element (left). Each axibasacterized by the barycentric
coordinatesy, g andy (with « + 8+ y = 1) of its two intersection points (right, for a given
face). These coordinates are easily obtained using anatiea r
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2.3.3 Application to Hexahedral Meshes

The use of hexahedral meshes is not as common as tetrahedsalsince the range
of geometries they can define is more limited. However, timesghes may be useful
for animating objects modeled using free form deformatatdtides (Chadwick et al.,

1989) or voxels (Chen et al., 1998). This kind of data, witfoimation about ma-

terial characteristics specified in each voxel (possibtyuding anisotropy), may be
provided by medical imaging applications.

Applying the general method presented in Section 2.3 to heskal meshes is
straightforward. Figure 2.8 depicts an hexahedral elepveittt the associated frame
defining the three axes of interest. We express the positiai point P as a function
of the positions of vertices, B, C andD of the given face, using bilinear interpolation
coordinates:

Xp={nXa+(1-)nxe+(1-)A-nmxc+{(1-n)Xo

forexample, it = 1 andp = 1, we gexp = Xa. Therefore, a forc& applied to poinP

is splitinto forces nfp, (1-4) nfp, (1-¢) (1—n) fp andZ (1-n) fp, respectively applied
on pointsA, B, C andD. Here, there is only one intersection point per face of the
volume element. Since the element has eight vertices, gtermyis under-constrained
instead of being over-constrained, as in the tetrahedsa.cAs a consequence, each
elementary volume may have several equilibrium statesesponding to the same
rest position of the three axes of interest but thedent positions of the vertices, if
volume conservation forces are not applied.

Figure 2.8: Hexahedral element. A point mass is located at each vertexoc& frame
is defined at the barycenter of the element (left). Each axisharacterized by the bilinear
interpolation coordinates andn, (with 0 < ¢ < 1 and 0< n < 1) of its two intersection points
(right, for a given face).
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2.4 \Volume Conservation

Living tissues such as muscles undergo quasi-constantmeotieformations. Thus, it
is important to be able to simulate this property with our elo€lassical mass-spring
systems have no constraint on volume, thus the amount omekariation depends
largely on mesh geometry. Animating constant volume defdions with a classical
mass-spring system is not simple: forces are only appliedgathe edges of each
volume element, while maintaining a constant volume bélgicaquires adding radial
forces. We have devised a solution for tetrahedral and leetahmeshes that uses soft
constraints to ensure volume conservation on each elememnder to simulate more
or less compressible materials.

2.4.1 Tetrahedral Meshes

To ensure volume conservation of a tetrahedral mesh, glstfarward solution would
be to set a constraint using a force proportional to the trarieof volume of each
tetrahedron. After conducting experiments similar to thesopresented in Fig. 2.9,
we can conclude that this solution does not work as well asomdd expect. In
fact, constraint forces applied on vertices of each tettedreare competing with other
forces to modify the position of each vertex in order to $atike constraint. If the
metric chosen for the constraint is a nonlinear functiomefosition of the vertices, as
the volume is, a nonconstantfiiess cofficient will be needed to compensate for the
variations of the sffness of the constraint itself. If this is not the case, thestamt
becomes very sloppy for small displacements of the vertiessilting in oscillations.

Even if it is not sensu stricto a constraint on volume, a lirfeaction of the posi-
tion of the vertices would be a better choice for the metritte Aseveral attempts, the
sum of the distances between each vertex and the baryceasecamsidered a good
compromise. Moreover, since in any case we need to computedrder-vertex vec-
tors for the directions of application of our radial consttdorces, it is much more
efficient to use these already computed vectors to evaluate eticmThis constraint
force formulation is loosely related to the soft volume amation constraint of Lee
et al. (1995).

We definexg as the position of the barycenter of the tetrahedral elemetit

wherex; is the position of the ith vertex. We introduce our metric las $um of the
distances between each vertex and barycenterﬁ]f’g),nxi - xg|l, then, we define the
force applied on the jth vertex as

e =

BII
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whereks is the constraint sfiness aan;o lIXi — Xgllo IS the rest length of this “volume
spring”. It was not necessary to add damping forces withdarsstraint.

This method gives satisfactory results in practice: we ggt khan 5% volume
variation in our experiment (see Fig. 2.9); however, rasditpend on the material
parameters chosen and the type of experiment conductede 8ur model is much
more mesh-independent than a mass-spring system, it giéslaleger volume varia-
tion than the corresponding mass-spring system when nanetionservation forces
are used. But our model displays five times less volume vanidhan mass-spring
systems when we enforce constant volume with a soft constrai

Volume relative variation (in %)

0 5 10 15 20 25
Time (in s)

Figure 2.9: Volume conservation experiments using the same tetrahedsh lying on a
table under force of gravity. In our model, one axis of insérie set to the vertical direction
(the direction of application of gravity) and the two other$iorizontal directions. Parameters
are chosen identical along the 3 axes. The sanfinesis and damping values are used in
all experiments. Bottom graph (dashed line): our model euithvolume conservation forces.
Middle graph (solid line): mass-spring system (using thmesanesh). Top graph (dotted line):
our model with volume conservation forces.

2.4.2 Hexahedral Meshes

Given the characteristics of hexahedron geometry, we carthes same expression
for volume conservation forces, acting in radial direcsiovith respect to the volume
element.

We definexg as the position of the barycenter of the hexahedral elemaitht,
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wherex; is the position of the ith vertex. Then, we define the forceliadmon the jth
vertex as

(Z I = Xell - an. xB||oﬂ ]

- —XBII

whereks is the constraint sfiness an(ﬂ:0 IIX;i — Xg|lo is the rest length of this “volume
spring”. As in the tetrahedral case, it was not necessargldodamping forces with
this constraint.

2.4.3 Alternative Formulations

The volume conservation constraints presented in Secfigh and 2.4.1 are quite
coarse, to say the least. They were considerdificgnt at the time this work was
published; however, we see two ways of improving them, gesta the cost of an
increase in computation time.

First, we could rewrite our constraints using Witkin's mathto design energy
functions, formulated as positive definite functions on thedel parameter space
with zeroes at points satisfying the constraints, and tiveaonstraint forces from
them (Witkin et al., 1987; Witkin, 1999a). But this solutianll still have the draw-
backs of penalty methods, i.e., constraints are not fulfpeecisely and lead to numer-
ical instability due to sft equations. Second, volume conservation could be enforced
directly as a hard constraint, i.e., a constraint verifiemhgttime during the simulation.
There is a rich body of literature on the subject.

Promayon et al. (1996) propose a method for constrainingipaly-based de-
formable objects described by a set of mass points on thdircgu All constraints that
can be defined as a region in the position or velocity spackttat are dferentiable,
can be used in this method: constant volume constraints fixanoving position
constraints, and velocity constraints. For each pointctiraputed position using all
applied forces is projected to the nearest position in tgmreof parameter space that
satisfies the constraint. However, this is a projection wetthat manipulates physical
state variables (position, velocity) directly and we wopidfer force-based constraint
methods that are more appropriate for physically-basedation.

Platt and Barr (1988) present two methods that fulfill caaiats exactly: reaction
constraints and augmented Lagrangian constraints. Reaobnstraints are based on
projection method but manipulate forces only. A reactionstraint simply adds a
force to cancel parts of the applied forces that will not rteimthe constraint, instead
of using displacements to trigger restoring forces that fight with applied forces
to meet the constraint criterion, as in penalty methods. Mermted Lagrangian con-
straints are a dlierential version of the method of multipliers from optintina theory.
They require extra dierential equations. Both approaches might be useful (see al
Witkin and Welch, 1990).
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Of course, we face the problem of competing constraints émferce volume con-
servation on an element-by-element basis using eithesdfard constraints. Han-
dling this issue will require further research.

2.5 Results for Hexahedral and Tetrahedral Meshes

All the experiments presented in this section have been atedpby setting point
masses to the same value. Thus, objects sampled usingettaaimeshes are gen-
erally heavier than those sampled using hexahedral mesflescover, objects are
slightly inhomogeneous in the former case, since mesh nadesot evenly dis-
tributed. Better results would be obtained by computingrtass values according
to the density of the simulated material and to the volumenhef\foronoi region as-
sociated with each point mass. However, we found the requlte demonstrative as
they are.

Numerical simulation of all experiments was achieved ustgermer’s explicit
integration method (Press et al., 1992) with no adaptive sitap, and therefore might
be improved. In some experiments, viscous drag was useditoimerical drift. The
viscous drag forcé for a point mass with velocity is f = —KgragV Wherekyqg is the
drag constant (Witkin, 1999b). We added gravity to simutatdistic load conditions
for the model. The gravitational forédor a point mass with masaisf = mgwhereg
is a constant vector (presumably pointing down) whose ntagdeiis the gravitational
constant (Witkin, 1999b).

Each figure depicts outer mesh edges and one of the three faxeerest inside
each elementary volume. In Fig. 2|11 this axis represeststientation along which
the material is the dfiest. Stithess has been set to the same value in the two other
directions.

Comparison with Mass-Spring Systems

The same experiments as in Fig.|2.5 are performed using odelnrestead of a clas-
sic mass-spring system (see Fig. 2.10). Here, one axisareisitis set to the vertical
direction (the direction of application of gravity and pfdlces) and the two others in
horizontal directions. The samefitiess and damping values are used in each direc-
tion. The equilibrium states observed are the consequenite anterplay of forces
opposing stretch and shear, and forces conserving volunie ahaterial.

Controlling Anisotropy

A set of experiments with élierent anisotropic behaviors using the same tetrahedral
mesh is presented in Fig. 2/11. Anisotropy is tuned by chantiie stifest direction

in the material. All dynamic behaviors obtained corresptmavhat we intuitively
expected when we designed these materials. Moreovernitageisting to note that an
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Figure 2.10: Experiments similar to those of Fig. 2.5, but computed witih model. As
expected, we do not observe uncontrolled anisotropy in tiethetrahedral (a), and the hexa-
hedral (b) meshes. All things being equal, with the same raeshmaterial parameters as in
Fig./2.5, our tetrahedral model is perfectly able to susflexion, as shown by its equilibrium
state (c).

isotropic material can be modeled using a random oriemtdto the stifest axis in
each volume element.

Performance Issues

Our benchmarks are on an sgi O2 workstation with a MIPS R5080 &t 300 MHz
with 512 MB of main memory. Experiments use tetrahedral agxhhedral meshes
lying on a table under force of gravity. Other conditionssirailar to those of volume
conservation experiments (see caption of [Fig. 2.9). Naterttaterial stiness strongly
influences computation time since we use an explicit integramethod.

The maximum number of springs per element varies betweetiftieeent models.
Since it gives a rough indication of the number of operatjmer$ormed at each simula-
tion step, itis also related to computational load. For asitaal mass-spring system, a
tetrahedral element has 6 structural springs along itssdgel an hexahedral element
has 12 structural springs along its edges plus 4 shear splogg its main diagonals.
Bending springs between hexahedral elements (Chen ef8B) Were not used. This
has to be compared with 3 axial springs, 3 angular springgtardume springs (un-
damped), making approximately 10 springs for our tetraddeglement, and 3 axial
springs, 3 angular springs and 8 volume springs, making dgspfor our hexahedral
element.

We can conclude from the results displayed in Table 2.1 thatlating anisotropic
behavior and ensuring volume conservation are not very restpe in our model.
These properties make it suitable for interactive appbcat However, the cost of
our method is directly related to the number of elements. sThmlike mass-spring
systems, our benchmark experiment using the tetrahedsii meslower than the one
using the hexahedral mesh.
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Figure 2.11:Different anisotropic behaviors were obtained using the satmahégiral mesh
undergoing a downward pull at its bottom end while its top enfixed. Anisotropy is tuned
by changing the dfiest direction in the material. This direction is: horizdn{&, as a result,
the material tends to get thinner and longer; diagonal (lit)) angle ofZ, which constrains
the material to bend in this manner; semicircular (c), as @#&ps, which causes a snake-
like undulation of the material; concentric helicoidallesi(d) and top view (e), the material
successively twists and untwists upon itself; random (i material exhibits an isotropic
behavior.

Masses Elements Springs Sprififement Time (in s)

Mass-Spring Tetra 222 804 1175 1.461 0.129
Hexa 216 125 1040 8.320 0.117

Our model Tetra 222 804 =~ 8040 ~ 10 1.867
Hexa 216 125 1750 14 0.427

Table 2.1:Benchmarks results for classical mass-spring system anchodel with tetrahe-
dral and hexahedral meshes. See explanations in the tesgrcmng the estimated number of
springs per element in our model. Time: time spent to compuéesecond of animation, with

atime step of 0.01 s.
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2.6 Validation for Tetrahedral Meshes

The results presented in Section 2.5 concerned the quaitaehavior of our model
with respect to a mass-spring system. Now, we would like smen quantitatively two
guestions in order to validate our model. First, are we ab&rmulate a wide range of
stress-strain relationships using our model? It is necgdechave a versatile model
for simulating nonlinear materials undergoing large defations, i.e., more than 10%
strain. Second, what is the behavior of our model when weg#re sampling of the
object simulated, i.e., the number of points and tetral®etirs important to maintain
a consistent behavior across levels of detail for managioljiresolution in anima-
tion. This way, the user will not notice sudden changes wherlation quality or
computation time constraints impose a transition from ewellto another.

For the experiments in this Section, point masses were setdi@r to obtain a
homogeneous material, as opposed to what has been done fxghariments in Sec-
tion|2.5. In our model, one axis of interest is set to the waltilirection (the direction
of application of gravity) and the two others in horizontaledtions. Parameters are
chosen identical along the 3 axes.

Judl =l

O'=§

1 x() - %(0)

% —;—> f ’,"’ eZ L
i €

() (b)

Figure 2.12:Validation experiments for stress-strain relationship éad multiresolution be-
havior (b). In (a), a forcé is applied to one side of the cube (initial surfasgg lengths before
and after deformationf§ and¢) are measured; Lagrangian stresand Lagrangian straia
are computed in the direction of application of the forcee(Section 2.6.1). In (b), a cube
sustains flexion under force of gravity the cube oscillates and the position of one of its free
corners is recorded (see Section 2.6.2). The cube drawnswliith lines represent the cube
before deformation; the cube drawn with dashed lines reptabe cube after deformation.

2.6.1 Stress-Strain Relationship

Here we use variants of the experiments conducted preyidosimass-spring sys-
tems (Boux de Casson, 2000). A cube of homogeneous matengbased of 346
points and 1350 tetrahedra has one of its sides fixed; we appiyistant force to the
opposite side and then measure the strain of the cube attemuni in the direction of
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application of the force. We repeat this measure by vanfiegntensity of the force
(see Figl 2.12a). This is equivalent to an uniaxial traceé&periment conducted in
continuum mechanics to determine stress-strain reldtipa®f various materials.

We adopted Boux de Casson’s spring model, whichfiedent from the one used
in Section 2.3.1. The spring forcésandf, between a pair of intersection poirg
andP, at positionsx; andx, with velocitiesv, andv, are

| .
fi=—[o(h)]-2= fo=-f  with dy=
[Il2]]

wherel,; = X1 — Xo, 1 is the rest length and (d,,) can be

(24l =)
r

linear: @ (da1) = ke, O1
quadratic: ¢ (da1) = ks,d2,
cubic: @ (d21) = k53d§1 + kSngl + ksld21

whereks is the stithess constant of the ith order termgrid,;).

In the first experiment, we used linear and quadratic springets to simulate the
corresponding behavior. We fixed thefgtess parameteks, andks, to the same value.
In the second experiment, we used a cubic polynomial spriodeito simulate the
nonlinear stress-strain relationship of a continuum meidsamodel (Ohayon et al.,
2001). To obtain the value of the parametieysve fitted a cubic polynomial to refer-
ence data points obtained with the continuum mechanics mdtie £it command,
from thegnuplot package (Williams et al., 2001), fits a user-defined functma
set of data points using an implementation of the nonlineastisquares Marquardt-
Levenberg algorithm.

Results for the first experiment are shown in Fig. 2.13a. Asewgeected, the
stress-strain relationship exhibits a linear or quadiagicavior. Moreover, fit results
displayed on Table 2.2 confirm that higher-ordeffséiss parameters are equivalent
for both the linear and quadratic cage< 69.062 versus = 72.752). This indicates
that properties at the spring level are conserved at thecolgeel. Results for the
second experiment are shown in Fig. 2.13b. We obtain a sitesis relationship very
similar to the one obtained with the continuum mechanicsehdbus demonstrating
the versatility of our model.

All these results are comparable to those obtained prelyitaysBoux de Casson
for mass-spring systems. However, it should be noted thatadeto apply a scale
factor to the parameters to obtain quantitatively similegss-strain relationships. This
is mainly due to the interplay of two phenomena. We know thaivalent stifnessks
for two springs in parallel is such &s = kg, + ks, and that for two springs in series is
suchag: = §+é Since the parallel case seems preponderant in our modehahe
elements yoﬁ have, the §&r the object becomes. But, because this has only a linear
effect on the stress-strain relationship, it is easy to cobrgccaling parameters. We
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consider this “tweaking” process more usable than bruteefoptimization techniques
previously used for mass-spring systems (Deussen et 85, 19uchet et al., 1995).

Fit Function Parameters Value (in kPa) Asymptotic Standardr

f(x) = ax a= 69.062 +0.126 (0183%)
f(x) = ax +bx a=72752 +0.199 (0Q273%)
b= 2645 +0.094 (3555%)

Table 2.2:Fit results with linear and quadratic polynomials on theadsgts from our first
experiment, displayed on Fig. 2.13a.

2.6.2 Multiresolution Behavior

We performed the experiments presented in this sectiorgudgbunne’s software
testbed, used for evaluating multiresolution behavior arious deformable models
(Debunne, 2000; Debunne et al., 2001). The example studisdéen described in
detail elsewhere (Debunne, 2000) but we recall its mairufeathere. A cube of elas-
tic material (10 cm edge length, 1 kg mass) is attached by bitg faces to a vertical
surface. At time zero the cube is released from its horizamdeformed position,
with no initial velocity. Then, we measure position of oneitsffree corners when
the cube oscillates under the action of gravity (see [FigRt?.1Neither internal nor
external dissipative forces are used, in order to easilypawmthe vibration modes
obtained with the dferent resolutions.

Numerical simulation was achieved using the Desbrun et1&899) integration
method, which allows to double the integration time stepstdividing by two the
time needed to compute one second of animation. This metttoatiuces an addi-
tional “numerical drag” &ect but this was not considered an issue. Experiments are
conducted for three resolution levels of the cube, with Z7abd 135 points (corre-
sponding to 48, 122 and 448 tetrahedra, respectively). Wd apring formulation
from Section 2.3.11, but without damping term.

Results obtained with the mass-spring system are disptay€th. 2.14a. It clearly
demonstrates that mass-spring systems fail to ensure the fsaquency and ampli-
tude of oscillations at dierent resolutions. This is comparable to Debunne’s observa
tions. Results obtained with our model are displayed onZEiytb. Oscillation curves
are smooth and have nearly the same frequency for all resdu5.882, 5.769 and
6.122 Hz for 27, 57 and 135 points, respectively). For the lengel, the variation in
amplitude is comparable to the one observed for the magsgsgpystem: a main oscil-
lation modulated by a lower frequency oscillation (only & pariod of this “carrier”
oscillation is shown here).

The decrease of amplitude between levels in our model is aluket increased
damping &ect of the integration method. It is purposely more pronednihan for
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Figure 2.13:Stress-strain relationships obtained with our model:dirend quadratic behav-
iors are simulated (a); cubic behavior has been obtained) astubic polynomial interpolation
of reference data points obtained with a continuum meckamiodel (b). In abscissa, La-
grangian strain (in %); in ordinate, Lagrangian stress Ba)k Lagrangian strain is the relative
extension in the considered direction; Lagrangian stresbd force per unit of undeformed
surface. Circles()) are data points obtained with our experiments; crossgsafe reference
data points obtained with the continuum mechanics modshethlines are polynomials fitted
to the experimental data sets.
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the mass-spring system to avoid numerical instability fgnois, because our model has
been set much ster than the mass-spring system in order to obtain the samigadep
of oscillations. However, results for our model show mekwlution behavior that
compares favorably with Debunne’s approaches, since ¢ggiéncy of oscillations is
similar at diferent resolutions.

2.7 Conclusion and Future Work

We have presented an alternative formulation for massggsistems, where anisotro-
py of a deformable volume is specified independently fromgbemetry of the un-
derlying mesh. There is no special requirement for the megich may be built
from either tetrahedral or hexahedral elements. Moreavenethod for generating
guasi-constant volume deformations is provided. The neweahstays very close to
mass-springs systems, since it is as easy to implementidmredistient in computation
time. It also benefits from the ability of mass-spring systémanimate deformations
without a priori hypothesis of geometrical or physical hnigy.

Future work includes possible generalization to surfacéenas, such as cloth,
which exhibits interesting anisotropic behavior in garisen.g, the wrists of a sweat
shirt. To do so, extra parameters controlling bending walvdto be added to the
current volume model. Otherwise, interesting possib#ittould arise by combining
different volume element types to obtain an hybrid mesh whidiehb&bproximates the
shape of the object; or by using elements dfatient orders (linear versus quadratic
interpolation, etc.), in the same mesh.

Finally, we envision that our model would lend itself easdy creating “animated
sketches” or “interactive illustrations” (Beall et al., 49, exploring a new way of
specifying animation parameters. In this application user could define by drawing
both the shape of the object and its anisotropy, describeex@ample by fiber direc-
tions. The shape and anisotropy information would be psEstseparately, then used
to animate the sketch and manipulate it at user’s will.
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Figure 2.14:Multiresolution experiments: a cube, fixed on one side to réioz surface,
oscillates under force of gravity, with a mass-spring systa) or our model (b). In abscissa,
time (in s); in ordinate, vertical displacement relativeindial position of one of the free
corners of the cube (in cm). The cube is sampled @édint resolutions, with 27, 57 or 135
points (solid line, dashed line, dotted line, respectiyely



Chapter 3

Drawing for lllustration and
Annotation in 3D

3.1 Introduction

Drawing has long been an intuitive way to communicate coriglén a comprehensi-
ble and &ective manner, due to visual abstraction. Compared to aghaph of a real
object, extraneous details can be omitted, and thus aitecdin be focused on relevant
features. The impression a drawing produces on a viewerygerent from the one
a solid model produces: strokes mark the presence of a susfaz contour, but they
can be “heavier” or “lighter”, giving an indication of und¢ainty where needed. The
viewer’'s imagination is immediately engaged.

This kind of communication is useful in educational apgimas such as teaching,
but also in the early stages of design, because drawing alsletmuch faster than
creating a 3D model, and definitely more convenient to expidsas. However, the
obvious drawback of 2D sketches is their limitation to a Bngewpoint. The user
cannot move around the object drawn, nor view it frofietent angles. Adding the
ability to render a single sketch from multiple viewpoingstevident advantages, since
the work of the artist is significantly reduced. As an examptmsider Figure 3.1,
which shows two views of a single rough landscaping sketehegated by our system.
It is imperative that such a system be interactive, sincew, slon-interactive system
would interfere with the natural artistic creation process

The aim of this work is to provide a system that enhancesiclssketching with
3D capabilities. Here, as in traditional 2D drawing systethe user draws strokes
that may represent either surface silhouettes or 1D featUileese strokes may either
belong to a single object or to severaftdrent ones, embedded in a complex scene.
Both open and closed strokes may be used. As in 2D drawingdbe can draw
several neighboring strokes to accentuate a given conidwermain diference is that
the viewpoint can be changed while drawing, thus creatinD aktch.

51
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Figure 3.1:A single landscaping sketch, which can also be seen as ategionof an existing
3D model; the two dferent views are automatically generated by our system.

Overview

The central idea of our approach is to represent strokes isige, thus promoting
the idea of a stroke to a full-fledged 3D entity. Even in 3D, Wak that strokes are
an excellent way to indicate the presence of a surface li@useveral neighbor-
ing strokes reinforce the presence of a surface in the viswend, while attenuated
strokes may indicate imprecise contours or even hiddes.part

Finding surface properties of objects from their silhoai&tta classic hard problem
in computer vision. The algorithms presented here do natesddhis issue, since our
goal is to develop a drawing system rather than to perfornmg#ac reconstruction.
As a consequence, we develop approximate solutions thaparepriate in the context
of interactive drawing and sketching.

To enable the user to view stroke-based sketches from rreultipwpoints, we in-
terpret 2D silhouette strokes as curves, and use a cunedtineation scheme to infer a
local surface around the original stroke. This mechanismmie dficient stroke-based
rendering of the silhouette from multiple viewpoints. Indétn to stroke deforma-
tions, this includes variation of intensity according t@ tiewing angle, since the
precision of the inferred local surface decreases when weeraavay from the initial
viewpoint. It also includes relative stroke occlusion, audlitive blending of neigh-
boring strokes in the image. Apart from silhouette strokes,system also provides
line strokes that represent 1D elements. These have thy abitemain at a fixed po-
sition in space while still being occluded by surfaces irddrusing silhouette strokes.
They can be used to add 1D details to the sketches, such agahesymbols in the
example of annotation (see Fig. 3.21).

Because strokes have to be positioned in space, we preseémteaiace for 3D
stroke input. The user always draws on a 2D plane which is dd#zkin space.
This plane is most often the screen plane, selected by angutige viewpoint. The
depth location of this plane can be controlled either expfiwia the user interface
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or implicitly by drawing onto an existing object. The userynaso draw strokes that
are not in the screen plane, but that join two separate ahj&bie combination of fast
local surface reconstruction and graphics hardware rarglerith OpenGL results in
truly interactive updates when using our system.

Finally, we show that our method can be applied to artishisitation as well as
annotation of existing 3D scenes, e.g., for rough landscppr educational purposes.
An existing 3D object can also be used as a guide to allow teigd®f more involved
objects, e.g., using a model mannequin to create 3D sketohekwthing design.

Part of this work has been previously published in the jou@wmputer Graphics
Forum, Eurographics conference issue (Bourguignon et al., 2001)

3.2 Previous Work

Our work is a natural continuation of 3D drawing or sketchingls which have been
developed in computer graphics over the last few years.rBefiving an overview of
the related papers, we would like to recall the pioneeringkvad Sutherland in this
area, forty years ago (Sun microsystems, 2002). They shpdtvo main trends in
3D drawing interfaces we still see today.

In 1963, using the high-end TX-2 computer, Sutherland iteghe first interac-
tive computer graphics application, which he dubbed Sketdh(see Fig. 3.2a). The
TX-2 computer, at the Lincoln laboratory of Massachuseitiiute of Technology
(MIT), was one of the few computers of the day that could rudim@instead of only
crunching batch jobs. It had huge memory capacity, magtegie storage and various
input and output devices; among them, two extremely impbgpigeces of equipment:
a lightpen and a nine-inch cathode-ray tube (CRT) displayndythis simple but pow-
erful interface and the Sketchpad program, precise engimgeérawings could be cre-
ated and manipulated. Many concepts that are now common In@té defined by
this revolutionary software, e.g., rubber-banding ofdineoom in and out, automatic
beautification of lines, corners and joints, etc.

A few years later, in 1968, Sutherland presented the firstpeden head-mounted
display (see Fig. 3/2b). This work was inspired by early expents, such as a remote
perception project at Bell Helicopter Company, where HMEsewsed to control dis-
tant cameras. Replacing the real world images by compaeemgted images let the
user enter the first virtual reality (VR) environment, core@d of a single wireframe
room with one door and three windows in each of the cardinakctions.

Nowadays researchers have realized the importance ofdangwiisable tools for
the initial phase of design, beyond traditional 3D modelifignese tools have taken
the form of 3D drawing or sketching systems, using direct 8put, where the user
draws in 3D and the computer gives him the necessary visadbiek, or 2D stroke
interfaces, where the user draws in 2D and the computersirfBrstrokes or a 3D
object.
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(b)

Figure 3.2:lvan Sutherland’s pioneering work. In (a), lvan Sutherlandhe console of the
TX-2 using Sketchpad, MIT, 1963 (Sutherland, 1963). In @int Foster wearing the HMD,
Harvard University, circa 1967 (Sutherland, 1968).

3.2.1 3D-to-3D Drawing Systems

A straightforward way of drawing in 3D is to use 3D input desdo draw 3D strokes.
Pablo Picasso’s light drawings, made with a bright lightrsetand a camera set for
long exposure could be seen as drawings in three dimensseesHig. 3.3a). With

computers, HMDs and six-degrees-of-freedom (6-dof) sendall capture of user

gestures is possible with immediate and persistent viggallfack (in the case of Pi-
casso, as for most artists, the drawing was in his head evferelge started to draw,

visual feedback was thus superfluous).

Papers Overview

The systems presented can be classified in two categoriesdaug to their use of 3D
strokes. Some systems take them as their base primitivasltbdhapes, and others,
generalizing the vector drawing metaphor to three dimerssiase them as gestural
commands to create higher level shapes.

Sachs et al. (1991) describe 3-Draw, a CAD system for thalrstages of con-
ceptual design. Three-dimensional freeform shapes argrassdirectly in 3D using
a pair of hand-held, 6-dof sensors. The authors considetttbdimitations of the tra-
ditional CAD interface come from the way the user commumisanformation using
2D input devices: more time is spent on deciding how to drad/\a@here to draw a
primitive rather than on drawing it. As opposed to this, tpeypose a natural way of
creating and manipulating objects. One hand is in chargkeeoposition of the object
in the virtual world; the other hand handles a pen to inputiseeediting commands;
the body position is similar to the one of a painter holdingaketie and a brush. This
interface takes advantage of the kinesthetic feedback frenhands: the user knows
precisely the relative position of his hands without muffore. Designing a shape is
done in four steps: first, curves are sketched directly intBBy represent either sil-
houette, reflection lines or “skeletal” features of the 3Dd@psecond, these curves are
edited using deformations, i.e., stretching, cutting dseg and erasing; third, surfaces
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are fitted to groups of linked curves; fourth, surfaces areddising deformations to
add details. The authors report implementation of the fivdtssecond steps only.

With 3DM, Butterworth et al. (1992) propose a 3D surface ntingeorogram that
uses a HMD and 3D tracking devices. Manipulation technidums CAD and 2D
vector drawing programs are adapted to a 3D setting. Sudiazgion is done using
a triangle tool for single triangle and triangle strip geatem, and an extrusion tool
for complex surfaces: a 3D polyline is dragged by the usengakn arbitrary extru-
sion path, undergoing rotations and translations. Stalslafface shapes such as box,
sphere, or cylinder can be obtained with the appropriateatod interactively resized.
Finally, classical editing tools in 2D programs are avdéafrere in 3D: mark-move
tool, undo-redo stack, etc.

HoloSketch (Deering, 1995) is a highly accurate 3D objeetatton and manip-
ulation tool that uses head-tracked stereo shutter glasaba desktop CRT display.
A 3D “wand” manipulator allows the creation of 3D drawingsfiont of the user,
edit them, and even animate them. The system is controlledigh the use of a 3D
multilevel “fade-up” pie menu that allows switching frome@mode to another. Sev-
eral types of drawing primitives are supported: rectangsiédids, spheres, ellipsoids,
cylinders, cones, rings, 3D text, lines, polylines, etc.use them, the user selects the
desired primitive as the current drawing mode (through tleau), then depresses the
left wand button to create an instance of the primitive. Camr2D drawing opera-
tions are translated to 3D: selection, primitive editing@tions (movement, grouping,
scaling, modifying objects attributes), and other geneparations (cut, copy, undo,
etc.). Finally, simple animating operations (rotation @ten axis, looping by temporal
grouping, color oscillation, flight path, etc.) extend eweore the possibilitiesféered
by HoloSketch. It should be noted that an informal user stiglgs precious infor-
mation concerning ergonomics of the system, details that wicthe time are absent
in papers. The author mentions that maintaining the boditipogor long periods of
time was not a problem: the user is seated, holding his harttig iair with his elbows
resting on the desk. However, it appeared quitgdlilt to make fine adjustments in
this position, thus hindering the user performance.

The 3D Sketch system of Han and Medioni (1997) is not exact®padrawing
system but it uses the drawing metaphor for casually diggian existing object. The
system consists of three distinct modules. In the Prototypedule, the user sketches
a few strokes on the surface of the object using the diggizitylus as a 3D pen. A
rough model is generated, as if made of lumps of clay. In thEinBemodule, the
model surface adapts to the new strokes added by the usehintathe object distinct
features, e.g., edges and corners. In the Autotracer maihelesystem infers smooth
surfaces from the user inaccurate and discontinuous simpk.

Finally, Keefe et al. (2001) have built a fully immersive @asnvironment dedi-
cated to 3D painting, i.e., the creation of 3D scenes by Iage3D brush strokes in
space (see Fig. 3.3b). The user wears shutter glassesltivahah to see both the real
and virtual worlds and has the choice of a large set of strghes such as line, ribbon,
tube, dripping, splat, extrusion, etc. Strokes are crelayamhoving a paint brush prop
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around in the Cave, tracked in position and orientation evthie single button on the
brush is depressed; sampled 3D points are used to defineadke geometry. Several
stroke types interact with Cave walls as if the walls were pathe virtual world. The
user assigns a stroke type to the brush by literally dippivegphysical brush into a
cup that “contains” the desired stroke. Colors are pickéagus 3D color picker using
hue, lightness and saturation (HLS) color space. Two-hamuteraction is possible
by wearing a tracked pinch glove on the non-dominant handito@ccess to the color
picker, etc. Navigation in the 3D scene is performed usingeked pinch glove for
small translations or a foot pedal for large ones; rotatioth scaling widgets are also
available. Interestingly, the authors note that prograngn@xpressive féects into a
stroke was a mistake since users naturally produce expeessbkes when given a
simple stroke with sfficient control and visual feedback. Even if the interface was
found easy to understand and use, users complained abdatkhef accuracy when
painting details. Moreover, the painting metaphor was ictemed poorer than real
paint since it doesn’t allow to move, mix or scrafésirokes.

Figure 3.3:3D-to-3D drawing systems. In (a), Pablo Picasso’s lightving, made with a
bright light source and a camera set for long exposure. InHlbyentine Vineyardby Daniel
Keefe, a 3D drawing obtained with the systenh of Keefe et an.

Discussion

We see three main concerns with the direct 3D input appraaehfirst and foremost
is system ergonomics, the second is modeling limitatiom third is equipment avail-
ability.

Sachs et al. claim that the use of both hands makes the mgdatik more intuitive
and eficient. However, even without performing detailed ergormasitudies, it seems
obvious that user body position will be tiring since he istedaholding a stylus and a
palette in the air, with the elbow resting on the desk. Everseigperforming precise
movements without any physical feedback from real worlceots, e.g., a sheet of



3.2. Previous Work 57

paper on a drawing board or a sculpting material, is vefiyadit and requires full-
body gestural skills closer to those of a dancer than thosedekigner or a painter, as
Keefe et al. emphasized. The precision problems reporté2bleying and Keefe et al.
are in fact not due to the hardware-limited resolution ofrtlsgstem but to human
intrinsic capabilities.

Are VR techniques adapted to design in the long run? Headaat@mmon for
people working with VR glasses when the framerate is too kxwg muscular fatigue
awaits anybody standing with arms extended, trying to perfarecise gestures. How-
ever, detailed studies exist on these problems (Pausch aa £992; Bolas, 1994;
Felger, 1995; Stanney and Kennedy, 1997) and may help gregare of them.

Three-dimensional drawing, in the exact definition, is thedpiction of lines in
three dimensions. This is confusing because these strok@®tequivalent to strokes
in traditional drawing. In the 3D case, it is a space curvéhabsolutely no relation-
ship to a 3D object; thus the stroke is view-independenthén2D case, it is most of
the time the projection on the image plane of the silhoueit@nother 3D curve at-
tached to a 3D object; thus the stroke is view-dependenteftie, the representation
of 3D shapes using lines is much more simple in 2D (only thebjgetion is depicted)
than in 3D. Imagine the number of lines you will need to ddsxpproximatively
the surface of a 3D object, as Han and Medioni do! To work adailis modeling
problem, the authors allow creation of higher-level privas with a line flavor, such
as strips, tubes, etc., or consider lines as support foridgfsurfaces. In fact, the best
solution is to input surfaces directly (Schkolne et al., PO®ut this is more sculpting
than drawing.

Finally, all these systems require special equipment (\é2s#s, tracking sensors,
etc.) and often cannot be used on traditional workstatidhg. cost varies a lot from
a simple system using only a pair of 6-dof trackers to an er@iave environment
with glasses, trackers and gloves; but in any case it will igadr than the price of
a personal computer with a graphics board. Poor man’s VResys{Guckenberger
and Stanney, 1995) might be an alternative, but we will extt®cus on approaches
which do not require specific additional equipment and whihmore practical than
drawing directly in 3D.

3.2.2 2D-to-3D Drawing Systems

A large body of literature is devoted to 3D drawing systenat tise traditional 2D
strokes as input. As opposed to direct 3D approaches, tlyeanss don'’t require any
special computer equipment beyond classical 2D input dsvia mouse or better, a
tablet. We will classify the systems in two categories ado@ to the final output:
either 3D strokes or a 3D object (typically, a closed madifalrface).
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Papers Overview

Some systems use direct 2D drawing, i.e., 2D strokes arsftnamed into space curves
using additional information or simply assuming a commaojgution surface. Most
of the time, the resulting curves behave as 1D objects inEhe&ld (limited parallax
effects and light reflection properties).

Cohen et al. (1999) present a system to create non planarr®Bscwith 2D input.
Instead of editing the curve from several viewpoints, asAb&ystems, the user can
specify the curve shape from a single viewpoint by succelsidrawing its screen
plane projection (first stroke) and its approximate shadowhe floor plane (second
stroke). The definition of the desired space curve is don®um $teps. First, the
second stroke is projected on the floor plane. The resulliag®w space curve is in
fact the projection of the desired space curve along a projegector, onto the floor
plane. Second, this shadow curve is extruded along theqgti@jevector, to obtain a
shadow surface. The desired space curve is the projectitmedirst stroke on this
possibly layered surface. Third, each point of the firstistris assigned a projection
layer on the shadow surface. It is not always possible toeptdhe first curve on
the shadow surface and to obtain a continuous space curuethi-the first stroke is
extruded along the camera’s view vector and each part ofstirigce is intersected
with the corresponding layer of the shadow surface. Theecabtained can be refined
by overdrawing both input strokes; two drawing modes, fotige or shadow, allow to
distinguish between editing operations. This approachgadvantage of traditional
artists’ drawing skills. It can be useful, for example, fasdribing camera paths (see
Fig./3.4a), but seems potentially unintuitive for drawimgges.

Tolba et al. (1999) propose a new drawing paradigm based @egbive points.
Each stroke drawn by the user in the image plane is a collecfdmage points.
These points are projected on the surface of a unit spheteredmat the viewpoint,
to get projective points. Rotation and zooming around tlegvpoint are obtained by
generating new reprojections of the projective points enitirage plane. The user has
the impression of being immersed in a three-dimensionalesgascribed by the draw-
ing, but without parallax fects due to changes in viewing position (see Fig. 3.4b).
Vanishing lines and projective grids are provided to hekpubker in creating accurate
drawings in perspective and scale. The user interface alstools for camera control.
Importing a traditional sketch drawn on paper, or even aquraiph, is possible using
its perspective (vanishing points, etc.) and scale inféiona The layering of several
drawings, or of drawings and photographs, allows easy casgaof diferent de-
signs. This system seems naturally directed towards aathital applications where
the use of perspective drawings is a common practice foesgmting buildings and
their environment. The authors have now extended theiesy$t enable modeling
of extrusion surfaces, and to handle shading and projebiadbsvs from infinite light
sources (Tolba et al., 2001).

Disney’s Deep Canvas (Daniels, 1999) is a painterly remdleag proceeds in three
steps. First, 3D models of the objects of the scene are dremi@g a traditional



3.2. Previous Work 59

(a) (b)

Figure 3.4:Direct 2D drawing. In (a), results from Cohen et al. (1999eTser has sketched
a camera path through the virtual environment. The curveoneeted from the current view-
point. In (b), results from Tolba et al. (1999). Two of the falrawings used to create the
library interior panorama (top); this panorama shown asraolled cylinder (bottom).

modeling package. Second, an artist “paints” these motlescomputer recording
the sequence and position of the strokes in 3D space (thiiqross obtained by

projecting strokes on the objects of the scene). Third, feowtifferent viewpoint,

strokes are redrawn by the computer, the artist filling irebatith additional strokes
as needed (see Fig. 3.5).

Paint Hfects (Aliagwavefront, 2002c) is a toolbox of the Maya software for paint
ing in 2D and 3D (see Fig. 3.6a). On canvas,ffecs a full range of simulated tra-
ditional tools, ranging from airbrushes to watercolorg, &lso brushes that automat-
ically create pictures of objects, such as trees or flowehaisTcomplex images can
be obtained with only a few brush strokes. In a three-dinmradiscene, strokes are
curves positioned on planes or surfaces, and full threexd#onal entities, such as
trees or flowers, are instantiated along stroke paths. Téwtsees can be animated,
e.g., to give the impression of wind blowing in tree foliagad are rendered after 3D
geometry. Strokes can be painted either on the grid plangdlsléfloor” plane), on
the view plane (parallel to image plane), or directly on othigjects (see Fig. 3.6b,
top). When painting on objects, two modes are availabledtirgy stroke depth: ei-
ther depth value of the stroke is equal to the depth valueebtiject surface (mode
Paint At Depth @, the default), or depth value of the stroke is fixed at the flegith
value determined when the brush is clicked (mode Paint Atibep) (see Fig. 3.6b,
bottom). In fact, Maya’s Paint fEects can be considered as a painting interface for
positioning three-dimensional objects. The objects tledwes are not created by the
painting process and must be defined previously.

Another family of systems infers 3D models from 2D drawings a set of con-
straints. These constraints come from the interpretatigrespective and axonomet-
ric drawings or the definition of gestural interfaces. Plipahe first constraint-based
modeling system was Sutherland’s Sketchpad, and it can i&d=ared as the inspi-
ration for the numerous researctiagts made in the past forty years. In fact, the
problem of reconstructing a 3D object from its 2D projecipand the related 3D ob-
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Figure 3.5:Disney’s Deep Canvas iDanie99). A pencil sketch ofckdpaund scene
from theTarzananimated film (a); a simple 3D model of the main objects in tens (b); the
scene painterly rendered by an artist (c); the scene plim@wrdered by the computer from a
different viewpoint (d).

Paint At Depth off

Paint At Depth on

(@) (b)

Figure 3.6: Aliasjlwavefront's Maya Paint fects. In (a), picture of a 3D scene by Duncan
Brinsmead. In (b), interface examples. From left to righd &op to bottom: painting with a

“dandelion brush” on the grid plane; painting with the sam#sh on 3D geometry (a sphere);
two possible modes (Paint At Depth on arff) or defining stroke depth relatively to an object.
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ject recognition problem, have implications far beyond 3Ddeling systems: they
are important research areas in computer vision and aatificielligence. We will
focus on computer graphics papers but Wang and Grinste#8ji#esent a complete
taxonomy of 3D object reconstruction from 2D projectiorelidrawings algorithms,
classified according to the number of input views, the degfemitomatism and the
data structures employed.

The Viking system (Pugh, 1992) is based on interactive pmétation of polyhedral
object drawing. Each time the user draws a new edge, a neertlimgensional object
description is generated by the system, consistent with that drawing and a set of
geometric constraints. These constraints are either aitiglderived from the drawing
or explicitly specified by the user (see Fig. 3.7). To draw il B8e., to define the
position of each vertex in three dimensions, three mechenere provided. First,
two-views geometry: straightforwardly, the user posisidhe vertex in two dferent
views, as in traditional CAD systems. Second, “preferredalions”, i.e., 3D vectors,
either user-defined or automatically generated accordinilge context: they help the
user in drawing a new edge endpoint by projecting it onto theest line supported
by a preferred direction and passing through the edge origimrd, cutting planes,
i.e., planes defined in object space, also useful for visungithe three-dimensional
structure of the object: the user positions the vertex byingi parallel to the cutting
plane or to the cutting plane normal. Once a new edge has loeled &0 the drawing,
the sketch interpretation algorithm generates a new otgsatription by finding a new
surface topology (using an extension offiiman-Clowes line labeling scheme) and by
solving for a new geometry that satisfies the constraints.

ey 3 P

Figure 3.7: Results from Pugh (1992). From left to right: a three-dini@masl object is
inferred by the Viking system using geometric constraietther implicitly derived from the
drawing or explicitly specified by the user, e.g., hiddeneedgredundant edge identification.

Akeo et al. (1994) describe a system that uses cross-sdicteson a designer’s
drawing to generate automatically a three-dimensionalehaiithe object (see Fig. 3.8).
The input sketch is analyzed as follows. First, the linesateacted from the drawing
using image processing techniques. Then, three-poinspeetive information asso-
ciated with shape cross-sections is used to infer relathgtipn of the lines in three
dimensions. Finally, closed loops are detected to creagpliBe surfaces. The au-
thors description is not very detailed but they stress tlblpm of system sensitivity
to sketch inaccuracies, e.g., inconsistent vanishingtpaind varying line widths. The
user provides missing data when automatic sketch procgfsls.
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Figure 3.8:Results from Akeo et al. (1994). From left to right: idea sketsketch augmented
with shape cross-section lines, 3D model editing interface

The IDeS (intuitive design) system (Branco et al., 1994) bim@s sketch input
with common features of solid modelers, such as constrisilid geometry (CSG)
operators. The user can perform foutfelient tasks with the system. First, sketching a
3D model, as in a classic 2D drawing program: the object meisirawn without hid-
den lines and in “general position”, i.e., a position avoglalignment between edges
and vertices. Each time the user draws a line, junctionsraalyzed and classified. A
junction dictionary stores information on each junctiopedythat will be used by the
reconstruction. When the user has finished, the system pti$egmreconstruction in
two steps: compute the fully and partially visible facederrthe hidden faces of the
model. Second, using a modeling tool: basic shapes suchtiasles solids can be
constructed directly with the appropriate tool. If infortiaa is missing to apply the
modeling operation, the system will wait for the user to e\t by drawing. Third,
editing a 3D model: various editing operations are avadlablg., direct drawing over
the surface of the model (“gluing”). Fourth, “explaining’sketch to the system: the
“is @” operator allows to distinguish between 2D and 3D megdsglich as a circle and
a sphere, or to identify regular shape from imprecise inputh as a straight line
segment from a freehand line.

Eggli et al. (1995, 1997) present a 2D and 3D modeling todl thkes simple
pen strokes as input. A graph-based constraint solver b tasestablish geometrical
relationships and to maintain them when objects are maaipdl Two-dimensional
shapes, such as line, circle, arc or B-spline curve, and g&aal relationships, such
as right angle, tangency, symmetry and parallelism aregreted automatically from
the strokes. This information is used to beautify the dravend establish constraints
(see Fig: 3.9a, top). Since inferring a 3D object from anteabj 2D input is im-
possible in the general case, specific drawing techniquashéve an unambiguous
interpretation in 3D are used. Extrusion surfaces are géeerby sweeping a 2D
profile along a straight line; ruled surfaces are defined behiwo curves; sweep sur-
faces are created by sweeping a cross-section along a aemaution surfaces are
determined using two approximately symmetric silhouatied (see Fig. 3.9a, bot-
tom). The user can also draw lines on faces of existing ahjeldlerance in strokes
interpretation is necessary to cope with inexact input. ek, if interpretation does
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not correspond to user intent, he can easily edit the modblgestures, e.g., to move
control points. Soft constraints are introduced to achieeee predictable behavior
when underconstrained drawings are manipulated.

Lipson and Shpitalni (1996) describe an optimization-dasgorithm for recon-
structing a 3D model from a freehand drawing of a 3D object (Sig. 3.9b). The
line drawing is assumed to represent the parallel projecti@ general wireframe ob-
ject (not necessarily manifold, containing flat or cylirddi faces), from an arbitrary
viewpoint. Since an infinite number of possible objects camespond to this projec-
tion, implicit information must be extracted from the dragiin order to reconstruct
the most probable object. As a preprocessing stage, the @bhsis transformed into
a 2D line-and-junction graph that assumes a one-to-onéaethip between lines
and projected edges of the object, and equivalently, janstand projected vertices
of the object. The reconstruction process progressiveaiaets the spatial informa-
tion present in the edge-and-vertex graph from three seuingage regularities, i.e.,
geometrical relationships between entities or groups tfies, face topology, and
statistical configuration of entities. Once spatial infatian is identified and formu-
lated, associated 3D configurations are explored. Thisgssis tolerant to inaccurate
vertex positioning and missing entities because it doegeigton exact solution of
equations, as previous approaches. In addition, the rgcatien is invariant with
respect to small variations in the initial drawing. In fatis this fault tolerance that
allows to reconstruct the probable object. The authorsrteépoonstruction times be-
tween one second and half an hour, according to the compleixibe input drawing.
Distorted 3D models are generated when the system failstmguish between more
or less important sketch inaccuracies. Moreover, objedts eurved faces are more
difficult to reconstruct correctly since the majority of imaggularities concerns only
straight line segments.

The SKETCH system (Zeleznik et al., 1996) is a solid modeiawg for initial de-
sign, with a purely gestural interface and non-photorgalisendering (see Fig. 3.10a).
A three-button mouse input device is used for specifyingafpens directly in the 3D
scene rather than for menu selection. The desired commanfeéliged by recognizing
two types of gestural elements: strokes and “interactd&fokes are sets of sample
points on the image plane, made by pressing the first mousenbtithey are most of
the time axis-aligned with the projection of one of the thnegin axes. There exists
five classes of strokes: dot, axis-aligned line, non-axigad line, freehand curve, and
freehand curve drawn on object surface. Interactors areerbpgressing the second
mouse button. There exists two classes of interactorscKthnd “click-and-drag”.
Direct manipulation of camera parameters is possible \Wetitird mouse button: pan,
zoom, rotate, focus, and “select rendering” are availalides. Sequences of gestural
elements result in four main classes of actions: creatimgnggry, placing geometry,
editing, and grouping.

Creating geometry is made using strokes that instantiatatpres such as cuboid,
cone, cylinder, sphere, revolution surface, prism, extrusurface, sweep surface and
superquadrics. Primitives are described with an “idedg@alanguage” using visual
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Figure 3.9:Results from Eggli et al. (1995) and Lipson and Shpitaln9@)? In (a), results

from Eggli et al. (1995). From top to bottom: 2D input stroke=ssulting interpretation of 2D
shapes; extrusion surface (at left, the two unambiguoust&iRes in bold, at right, resulting
3D surface); sweep surface (see previous explanation),Ingsults from Lipson and Shpitalni
(1996). A 2D drawing (top left) inflated into a 3D wireframejett (bottom left), with three

steps of the optimization process.
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features, e.g., a cube is represented by three segmentshé)cor generative proper-
ties, e.g., a revolution surface is represented by a prafieam axis (see Fig. 3.10b).
Placing geometry is based on four rules: first, geometryufeatproject onto their
corresponding creation strokes in the image plane; secawdgeometry is in contact
with objects of the scene; third, classic line junction m&ats provide information on
placement and dimensions; fourth, strokes drawn insidebgatbimply a CSG “sub-
tract” operation. Editing geometry use either strokes tararctors. Resizing an object
is performed by “oversketching” over its boundaries to defimew size; moving an
object position is made by sketching its shadow on the floangil transforming an
object (translation or rotation) is obtained by defining astoaint, such as an axis or
a plane, with stroke gestures (the rest plane is taken byllefand then select (click)
and displace (drag) the object; removing an object is dondibking on it. Grouping
applies a transformation to multiple objects at the same.tiBy default, objects are
grouped with the surface on which they are instantiated e@tise, a “lasso” stroke
can be used to define groups explicitly. Most of the groupsngniidirectional and thus
allows hierarchical manipulation of objects. Finally,javgjraphic views of 3D scenes
are rendered with a “sketchy” appearance that helps preses\ambiguity and impre-
cision of traditional drawing, which is important in engagiuser imagination beyond
approximate models generated by SKETCH.

(b)

Figure 3.10:Results from Zeleznik et al. (1996). In (a), an example of alehareated and
rendered with SKETCH. In (b), a sample set of gestures alaifar creating and manipulating
shapes. From left to right and top to bottom: cube, cylindene, sphere, revolution surface,
and sweep surface, are created with a few strokes followingls rules; scaling, and a CSG
“subtract” operation, manipulate existing shapes.

The Teddy systenh (Igarashi etal., 1b99) is an intuitivedkay interface for mod-
eling 3D polygonal surfaces using 2D input devices such asasmor a tablet (see
Fig.[3.11a). Modeling operations are executed by drawiegférm strokes in the im-
age plane; some actions require only one stroke while, farst a sequence of strokes
is necessary. Three kinds of strokes are recognized by gteray open or closed non
self-intersecting strokes, and “scribbling” strokes. Bystem cannot handle (create,
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edit or combine) multiple objects at the same time. More irtgpuly, only closed
manifold surfaces with a spherical topology can be genérakour general modes
of interaction exist: creation, painting, extrusion, arehéling (see Fig. 3.11b). The
first and the last modes are not fully stroke-based sincedhegntered by pressing a
button on the GUI. A mouse click allows escape from the extrusode.

Creation requires a single closed stroke on a blank screlis. stroke represents
the external silhouette of the object. A 3D shape is infefrewh this silhouette in four
steps: first, the stroke vertices define a planar closed patysecond, a constrained
Delaunay triangulation of the polygon provides its “chdrd&is’ﬁ, and this axis is
pruned to obtain the “spine” of the polygon; third, spineti&rs are given a height
value proportional to their distance to the polygon edgaesrth, a closed surface with
oval section is wrapped around the spine and polygon vetrtidénis “inflates” the
external silhouette while preserving the relative sizetgfdifferent parts. Painting
requires a single stroke drawn across the external silteoéthe object created pre-
viously. If the stroke is open and stays inside the silh@yettis transformed into
a 3D polyline by projection onto the object surface. Thisyfine can be erased by
scribbling over it. If the stroke is open and simply passesugh the silhouette, it de-
fines a cutting surface, extruded along the view vector. Tjeabis cut in two pieces
and remeshed (only the right part remains). After a cuttingke, the system is in
extrusion mode. The polyline composed of the sharp edgestiresfrom the cut is
considered as the first extruding stroke. If the stroke isedioand inside the silhou-
ette, it is the first extruding stroke and the system entetisigon mode. Extrusion
requires two strokes: a closed stroke drawn on the objetaifextrusion profile)
and an open stroke (extrusion “path”, i.e., external si#tteiof the extruded surface).
The first stroke is swept along the axis of the projection efsdcond stroke on a plane
perpendicular to the object surface. By drawing the sectméiesinside the projection
of the external silhouette of the object, one obtains arrdsion”, i.e., a cavity. If
the user scribbles on the first stroke, a smoothing operatioars: polygons enclosed
by the first stroke are removed and the resulting hole is fikgtl a smooth surface.
Finally, bending requires two strokes: a “reference” strakd a “target” stroke. Mesh
vertices are displaced in directions parallel to the imdgeeso that their final relative
position w.r.t. the second stroke is equal to their initedative position w.r.t. the first
stroke. In this operation the mesh topology remains the same

Harold (Cohen et al., 2000) is an interactive system fortargahree-dimensional
worlds by drawing. The entire interface is based on drawapgirt from tools selection
(modifying drawing parameters, e.g., pen style and penhyidil objects of the world
are edited by clicking on them or drawing strokes, with a 2puindevice. The most
important 3D primitive is a collection of 2D strokes lying ar3D plane which changes
its orientation to stay as front-facing as possible to theera, by rotating around a
point or an axis. This primitive is also known as a “billbogrdnd is adapted for
objects whose appearance does not change a lot when walkingdathem, i.e., ob-

! The chordal axis is not equivalent to the medial axis.
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Figure 3.11:Results from Igarashi et al. (1999). In (a), Teddy on a dispitegrated tablet,
allowing the user to draw directly on the screen, as on arrelgc paper sheet. In (b), demon-
stration of some of the modeling operations. From top todmoitcreation (stroke, result, ro-
tated view); extrusion (painting strokes previously aggland now first stroke, second stroke,
result); cutting (stroke, result and enter extrusion metiek to quit extrusion mode); smooth-
ing (first stroke, second stroke, result).

jects that exhibit a strong radial symmetry (typically sgdout this primitive does not

work well for asymmetric objects. Moreover, since billbdaihave a view-dependent
position, billboard intersections may occur when they dmsecto one another. Three
main modes are available through a three-button mouse:imyawode, camera con-
trol mode, and eraser mode. When in drawing mode, three fgpsabmodes are

explicitly chosen: ground, billboard, and terrain mode.

In drawing mode, the user draws a stroke on the image planelijngthe cursor,
first mouse button pressed. The starting point of a strokerchéhes whether it is a
“stroke on the sky” (the sky is a triangulated sphere) or eof& on the ground” (the
ground is a triangulated plane located inside the sphefre stroke on the sky is sim-
ply projected onto the sphere while the stroke on the grosimdérpreted according to
the current drawing submode. In ground mode, the strokenjegted onto the ground
to represent roads, etc. If the stroke crosses the projeofia ground silhouette on
the image plane (e.g., a hill), parts of the projected stianeejoined by straight line
segments on the ground to make it continuous. In billboardanthe stroke creates
a new billboard at the world position corresponding to thejgution of the starting
point of the stroke on the ground. The rectangular area debigehe new billboard is
highlighted, and any stroke whose starting point projentth area (and ending point
does not project onto another billboard) is projected ohéoltillboard plane (in fact,
this is true whatever the current submode). If the endingtpsion another billboard,
the stroke is projected onto a new “billboard bridge”, ceglabetween the positions
of the projection of the starting and ending points. Thisnitive allows to define an
object which has a view-independent relationship with twWeeoobjects, because it is
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tied to them. In terrain mode, the stroke, starting and endimthe ground, creates
an extrusion of the ground plane so that the projection okttieusion silhouette on
the image plane matches the stroke path. As a result, thathmagition of all world
objects is modified to stay at ground level. Terrain featgeserated this way are
always equivalent to heightfields.

Other gestures are possible in drawing mode: swit€lhighlighted billboard by
clicking anywhere, switch on billboard by clicking on it,ipaobject by drag-and-
dropping a color from the toolbar to the object. In cameratmmode, a stroke on
the ground defines a camera path and a click anywhere defiaesthera point-of-
interest (POI). The camera walks along the path, at humaghhand jogging speed,
progressively aiming the POI, and finishes its move lookirtg@POI. In eraser mode,
strokes can be erased with a simple click on them, billboeatisbe removed with a
“scribbling” stroke.

Figure 3.12:Results from Cohen et al. (2000). In (a), an example scerekgbaund strokes
are drawn on the sky, middleground strokes are drawn onoitth bridges, and foreground
strokes are drawn on a billboard. In (b), ground and terraides. Top row: a ground stroke
crossing the projection of several silhouettes is madeimonis using line segments. Bottom
row: a terrain stroke creates an extrusion of the groundeplahose silhouette projection
matches the stroke.

Discussion

The diversity of the existing systems makes compariséiicdlt because their relative
merits are sometimes incompatible, e.g., some automigtieadonstruct 3D objects
from a single line drawing while otherdter a rich interface for interactive modeling
under many viewpoints. However, it is possible to focus @dificulties encountered
in order to discern the problems that remain to be solved.

The direct 2D drawing approach is limited by the incomplateimation given by
2D input to position strokes in spat al. solveattmisiguity by drawing two
strokes for each 3D stroke, but at the expense of slowing desenwork. However,
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as the authors mention, their approach is more approppatiesiving camera paths
or motion curves than to drawing objects in 3D. Tolba et aloidthis problem by
projecting all the strokes on the unit sphere, obtainingopamas where objects have
fixed locations, but without parallaxtect since they are supposed to be infinitely far
away from the viewer: in fact, it is quite disturbing for céosbjects and cannot be
considered as 3D modeling. Daniels focuses on painterlgier@mg of 3D models,
and stroke positions are obtained by projection on the nsodéiis allows rendering
strokes from a dierent viewpoint, but requires to input a full 3D scene, iniadd to
the strokes themselves. Maya’s Paifitefets elegantly avoids the previous pitfalls by
projecting strokes either on fixed planes or on existing @bjé/e have been inspired
by these solutions for our system.

Among the systems that use sophisticated constraint gpivi@chanisms, some
offer interactive modeling possibilities (the systems of RUggyli et al., and to some
extent, Branco et al.) and others are fully automatic (tretesys of Akeo et al., and
Lipson and Shpitalni). But apart from the system created kgofet al. that uses real
design drawings as input, all the others require drawingopolyhedral surfaces in
wireframe, and without hidden lines. This is a CAD atavisuat tteeps these solutions
out of reach of common drawing practice, but sounds famitiapeople accustomed
with 2D vector drawing systems. However, Eggli et al. andsbip and Shpitalni
alleviate this burden of unintuitive input by using consita that tolerate imprecise
drawings (line approximations, perspective errors, eln fact, since it is the rough
nature of a sketch that makes it a convenient mean for conuating ideas, fault
tolerance algorithms are required to preserve this prgpert

The recent achievements of Zeleznik et al. and Igarashi elexhonstrated that
gesture-based interfaces are powerful and intuitive tfmsl8D model design. They
trade their simplicity against limitations on the type ofaets generated. The Zeleznik
et al. system fiers a restricted set of geometric primitives, compared tstr@d\D
systems. Even if more complex shapes can be obtained by nowgldimple primi-
tives, models end up looking very similar. Igarashi et gltéravoid this drawback by
using a restricted set of freeform strokes: the inferregheba@re more diverse but still
must have plane symmetry at creation (w.r.t. the image plane spherical topology.
Nevertheless, these works are milestones on the road teweasy/-to-use modeling
systems that go beyond CAD paradigm: for some researcheatdyTeserves without
hesitation the title of “favorite graphics paper of the liagt years”.

Harold by Cohen et al. is probably the previous work the mésdety related
to our system. Its 3D stroke representation and positiotesgnique have inspired
our own. However, it does not handle strokes that corresporsilhouettes of 3D
objects, and thus should deform when the viewpoint charnggsve shall see, this is
an essential feature of our approach, and the ability to ditnouettes is much needed
in both annotation and initial design applications.

Finally, we would like to raise some questions. In some ofsysems presented,
the designed model or scene is rendered in a non-photdreatiznner in order to ob-
tain a result that does not inhibit designer imaginatiorfatit, Strothotte et al. (1994)
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have described thetect on the viewer of adjusting the degree of precision in &me r
dering of a scene, to produce images ranging from rough obhbs&etches to detailed
pen-and-ink illustrations. The former are more suitablediovey a “work in progress”
feeling than the latter, since information transmittecessl precise. Nonetheless, both
are rendered using the same geometric data. Why is it negdssauild a complete
model to render a rough sketch? Aren't there weaker formsofkedge about the
geometry that would stice? We see this as an open problem, involving human cogni-
tion issues: how much information about an object is readigded to produce a draft

of it? And one of its subproblems concerns mapping from gégnspace to drawing
space: can all drawings be generated from geometricalnr#ton only?

3.3 Drawing and Rendering 3D Strokes

In order to render a sketch from multiple viewpoints, we d¢desstrokes as three-
dimensional entities. Two kinds of strokes are used in ostesy: line strokes that
represent 1D detail, and silhouette strokes that repréisembntour of a surface. This
is the case for both open and closed strokes.

For line strokes, we use a Bézier space curve for compaatseptation. These
strokes are rendered using hardware, and behave conlsistéhtrespect to occlusion.
Silhouette strokes in 3D are more involved: a silhouettecthly deforms when the
view-point changes. Contrary to line strokes, a silhowsgtteke is not located at a fixed
space position. It may rather be seen as a 3D curve that $slateoss the surface that
generates it. Our system infers the simplest surface hieesame local curvature in 3D
as that observed in 2D. For this we rely on thffatiential geometry properties of the
user-drawn stroke, generating a local surface around it.tlBudegree of validity of
this surface decreases when the camera moves. Therefodecvease the intensity of
the silhouette as the point of view gets farther from thdahitiewpoint. This allows
the user to either correct or reinforce the attenuated stbgkdrawing the silhouette
again from the current viewpoint.

3.3.1 Local Surface Estimation from 2D Input

Since the inferred local surface will be based on the ingtedke curvature, the first
step of our method is to compute the variations of this cumesalong each 2D silhou-
ette stroke drawn by the user.

We start by fitting each 2D silhouette stroke segment to aepiese cubic Bézier
curve. This representation is more compact than a raw peybr moderately com-
plex curve shapes. The fitting process is based on the digodf Schneider (1990a);
we briefly review it next. First, we compute approximate &mg at the endpoints of
the digitized curve. Second, we assign an initial parametkre to each point using
chord-length parameterization. Third, we compute thetposof the second and third
control points of a Bézier curve by minimizing the sum of tig@ared distance from
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each digitized point to its corresponding point on the Bézieve. Fourth, we com-
pute the fit error as the maximum distance between the digitind fitted curves; we
note the digitized point of maximum error. Fifth, if this erris above threshold, we
try to improve the initial parameterization by a nearestipon-curve search using a
Newton-Raphson method (see below) and search a new Bérie; duthis fails, we
break the digitized points into two subsets and recursiapigly the fit algorithm to
the subsets.

Then, each control point; of the piecewise cubic Bézier curg; is associated
with a given value of the parameteralong the curve. From the definition of a cubic
Bézier curve (see Appendix B), we obtain immediatgly = 0 anduy, = 1, butuy,
anduy, are not defined because Bézier curves are approximatioresplowever, we
can determine a parameter value corresponding to the pothtocurve nearest to the
control point. For this, we apply the method of Schneide©Q: we look for the
values ofu that are roots of the equations

[Qs(u) - Vi]-Qa(u)=0 and Rs(u)-V,] Qs(u)=0

since they define the parameter’s value for points on theecnearest to each control
point. These roots can be approximated using the Newtoms$tepmethod, a clas-
sic one-dimensional root-finding iterative routine. Théiah estimates for roots are
obtained with simple trigopnometry (see Fig. 3.13)

0 _ (V3 —Vo) - (V1- Vo)

V1

B (Vo—V3)-(V2-Vy)
Vo — V32

and uy, =1

V3 = Vo2

Figure 3.13:Solving the nearest-point-on-curve problem (Schneid@®0hb). Parameter val-
ues for points on cubic Bézier curve nearest to control pofatandV, are obtained using
the Newton-Raphson method. Initial estimates for the patars areuf’/l = ||Pv, - Vol| and

W, = [IPv. = Vol

For each parameter valueassociated with a control poikt, we find the center of
curvatureC = [¢ n]T by first computing the derivatives of the position coordasand
then solving the following equations (Bronshtein and Seigagev, 1998):
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y(52 +¥?) x(52 +¥?)

xj-yx 1T gy
wherex and X are first and second derivatives fvith respect tau. Therefore, we
obtain a curvature vector between a point on the curve atpeteau and its associated
center of curvatur€ (see Figl 3.14a). We will be using these curvature vectors to
reconstruct local 3D surface properties. However, if thekst is completely flat, the
norm of the curvature vector, i.e., the radius of curvatbegomes infinite; the method
we present next solves this problem.

In order to infer a plausible surface in all cases, we use asteubased on the
curve’s length to limit the radius of curvature. One way ajking at this process is
that of attempting to fit circles along the stroke curve. Thfisve encounter many
inflection points, the circles fitted should be smaller, amellbcal surface should be
narrower; in contrast, if the curve has few inflection paithe local surface generated
should be broader.

To achieve this, we construct axis-aligned bounding boxelseocontrol polygon
of the curve between each pair of inflection points. Inflectomints can be found
easily since we are dealing with a well-defined piecewiseccBbBzier curve (see Ap-
pendix B). They are either the common control point of twodtke¢o-foot” cubic
Bézier curves of type | (see Fig. 3.13, left) or are located@ubic Bézier curve of
type Il (see Fig. 3.13, right). We discard bounding boxescvlaire either too small or
too close to the curve extremities. If the norm of the curkattector is larger than a
certain fraction of the largest dimension of the bounding bomputed previously, it
is clamped to this value (see Fig. 3.14b). We use a fractituevat most equal té,
which gives a length equal to the radius of a perfect cirdleket We also impose a
consistent in-out orientation of the curve based on thentateon of the curvature vec-
tors in the first bounding box computed, thus implicitly ciolesing initial user input
as giving correct orientation (see Fig. 3.14c). This iieithoice corresponds to the
intent of the user most of the time. If not, a button in the Gl ©e used to invert all
the curvature vectors along the stroke.

From these 2D strokes, we infer local surface propertiesgiware then used to
create a 3D stroke representation. Each center of curvatnbedded in the drawing
plane is considered as the center of a circle in a plane péipdar to the drawing
plane and passing by the corresponding control point (sge3F15a). We consider
an arc of%” radians for each circle, thus defining a piecewise tensatymtosurface
by moving each control point on its circle arc (see Fig. 3)19His piecewise Bézier
surface is quadratic in one dimension, corresponding toaa ggpproximation of a
circle arc, and cubic in the other, which corresponds to thake curve. To define
the quadratic Bézier curve easily, we express the positiais oniddle control point
as a ratio of the height of the equilateral triangle whoseshaslefined by the two
other control points, of known positions (see Fig. 3.15ck fdund the optimal ratio
iteratively by measuring the maximum distance betweentpain the Bézier and on

£=x-
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(@) (b) (c)

Figure 3.14Processing vectors of curvature. In (a), curvature vedtefsre clamping. In (b),
curvature vectors after being clamped relative to solidnding box length (dotted bounding
boxes were considered too small to be selected). In (c)atumy vectors after correcting
orientation.

the circle arc.

In practice, the inferred radius of curvature may of coursaraccurate, but as
stated earlier, the inferred surface will only be used foragating a probable silhouette
when the viewing angle changes slightly. If more informati® needed about the 3D
surface geometry, the contour will have to be redrawn by Hee at another viewpoint.
However, this simply add a new stroke and doesn’t modify tdestroke and its local
surface. For a complete overview of the behavior of our metth@ simple “textbook
example”, see Fig. 3.16.

3.3.2 Rendering in 3D

Given a local surface estimation, our goal is to display thigal stroke from a new
viewpoint. When the viewpoint changes, we expect the sttolahange its shape, as
a true silhouette curve would do. We also expect its colohnge, blending progres-
sively into the background color to indicate the degree offidence we have in this
silhouette estimation. Recall that we want our system tateractive, which imposes
an additional computational constraint. In what follows term “local surface” refers
to the polygonal approximation of the local surface estiamabdf the stroke.

The solution we adopt is to generate a fast but approximiteustte based on
the local surface generated as described above. We simplierex “slice” of the
local surface that lies between two additional clippingngls, parallel to the camera
plane and situated in front of and behind the barycenter efcénters of curvature
(see Figl 3.17a). The distance between clipping planesndispen the stroke width
value we have chosen. This ensures silhouette-like shapdication, with minimal
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(b) (c)

Figure 3.15:Construction of a 3D stroke from a 2D stroke composed of oréccBézier
curve with control point¥/;. In (a), the 2D centers of curvatu@ computed with our method,
and the corresponding 3D circles (the dotted lines are hidgethe drawing plane). In (b),
the Bézier surface obtained (same remark as above for theimgeaf dotted lines). In (c),
definition of the quadratic Bézier curve that approximatesdircle arc. The position of the
control pointVp; is determined using the positions of the two other contrah{gd/qo and Vo2
and the ratio of the height of the equilateral triangle.

N

(@) (b) (€) (d)

Figure 3.16:“Textbook example”: a simple circular stroke. In (a), fraew; in (b), side
view rotated by 30 degrees; in (c), side view rotated by 90akeg in (d), top view.
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computational overhead.

It is important to note that our approach to silhouette rendeis very approxi-
mate: its behavior will be somewhat unpredictable for widemera angles and very
long strokes. A good accurate solution for computing a néwoaette from the esti-
mated surface would be to use one of the existing algoritiMakosian et al., 1997;
Raskar and Cohen, 1999; Hertzmann and Zorin, 2000). Howexehave seen that
our surface is only a coarse inference of the local surfasehich the silhouette be-
longs, so computing an accurate silhouette would probablynimecessary in our case.

Initially, we render all geometry other than the silhousti®kes (for example the
house in Figl 3.1). Therefore, the depth and coloffdrs are correctly filled with
respect to this geometry. In the next step, we ufiedint elements to display the sil-
houette strokes and to perform stroke occlusion. Becauespfve need a multipass
algorithm, summarized in Algorithm 3.1.

Rendering Silhouette Strokes

In the first pass, we render the strokes as clipped localesfavith the depth test and
color blending enabled, but with depthfter writing disabled. Thus correct occlusion
is performed with respect to other (non-stroke) geometnyepresent the confidence
in the surface around the initial stroke we apply a “strokéee” (see Fig. 3.17b, left)
as analphatexture to the local surface. This confidence is maximumeairtiial stroke
position and minimum at left and right extremities of locatface. We use a Gaussian
distribution that progressively blends the stroke coldo ithe background color for
modeling this confidence function. As a result, the strokeobees less intense as
we move away from the initial viewpoint. This blending aldoas two different
strokes to reinforce each other by superposition, whichesponds to the behavior of
traditional ink brush drawings.

Occlusion by Local Surfaces

In addition to occlusion by other geometry, we also need todleocclusion by
strokes. This required a slightly more sophisticated msgcsince we do not want
local surfaces to produce hard occlusion (such as thatedtdat a depth hitier) but
rather to softly occlude using the background color, in aaily pleasing way. To meet
these requirements, stroke occlusion is achieved in artiaddi two passes. Recall
that we start with a depth lfier which already contains depth information for other
objects in the scene.

In the second pass, we render the local surfaces into thi defper with the depth
test and depth Wier writing enabled. Local surfaces are textured with fiedent
alpha texture called the “occluder texture” (see Fig. 3,Titiht) and rendered with
the alpha test enabled. As a result, occluder shape will lbeirgded version of local
surface shape.
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In the third to fifth passes, we render the local surfacestimocolor bdfer with
the depth test and color blending enabled, but with depffebwriting disabled. Lo-
cal surfaces are textured with the same “occluder textund’alored with the back-
ground color. The occluder color thus blends with what isaudly present in the color
buffer: we obtain progressive occlusion from the edge of locdhse to the center of
initial stroke. Moreover, we use the stencilffar to mask the stroke rendered during
first pass, and this way the occluder does not overwrite héncblor bifer.

(b) (©)

Figure 3.17:Stroke rendering. In (a), the final stroke is a slice of Bégigface obtained using
two clipping plane$; andP; facing the camer&(g is the barycenter of th€; (see Fig. 3.15).
In (b), two texture samples, one of “stroke texture” (lefijaone of “occluder texture” (right).
White corresponds to an alpha value of 1, black to an alphsewafl 0. In (c), image obtained
from rendering a black stroke against a white backgrounth tive slice position corresponding
roughly to (a).

Drawing Style

We can have a tlierent color for the background and the stroke occluder, aaethat

is shown in the artistic illustration of Fig. 3.20. This géva subtle indication of local
surface around a stroke: it can be seen as equivalent toihgtoh pencil pressure
variation in traditional drawing. Finally, since “strokexture” and “occluder texture”
are procedurally generated, their parameters can varlyfr€his allows the creation
of different tools according to specific needs.

3.4 Interface for Drawing

A drawing session using our system is in many ways similaraditional drawing. A
designer starts with an empty space, or, in the case of aimmgthe can add in a pre-
existing 3D model, such as the house in Fig. 3.1. For strokasrlin empty space, we
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MuLTipASSRENDERING()
//Pass 0
// Render non-silhouette strokes geometry, i.e., scene aadtiokes
/.
J/Pass 1
// Draw clipped local surfaces with stroke texture, strokeocol
Enable Depth test
Enable Blend
Disable Depth bfier write
Draw silhouette strokes i@olor buffer
// Pass 2
// Draw local surfaces with occluder texture
Enable Alpha test
Enable Depth bfiier write
Disable Color btfer write
Draw occluders iDepth buffer
// Passes 3,4,5
// Draw local surfaces with occluder texture, occluder color
Enable Stencil test
Enable Stencil bfiier write
Disable Depth bfier write
Disable Color biter write
For each silhouette stroke:
Draw clipped local surface iStencil buffer
Disable Stencil bfier write
Enable Color bffer write
Draw occluder inColor buffer
Enable Stencil bfier write
Disable Color bter write
Erase clipped local surface 8tencil buffer

Algorithm 3.1: Multipass stroke rendering algorithm.
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project onto a reference plane, parallel to the camera @adecontaining the world
origin (it is possible to choose a fixedtset relative to this position). Typically, the
user will place the drawing plane in space using the tra¢klad example is shown
in Fig.'3.18, where we start drawing the grounds of the hoWge.want to draw in
the plane of the ground corresponding to the house, so wagrosurselves in a “top
view”. We then verify that the position of the plane is as nded (a) and draw the
strokes for the grounds in the plane (b). Similarly, treenksuare drawn in planes
parallel to the walls of the house (c).

@) (b) (©) (d)

Figure 3.18:Plane positioning. First, position ourselves in a “top Viewhen, we verify
the plane position colored in semi-transparent grey (aj,vem draw the grounds in this plane
(b). We next draw trees trunks in planes parallel to the walthe house (c), and examine the
result from another viewpoint (d).

Once such parts of the drawing have been created, we canausgigiing entities
to position the curves in space. More precisely, if at ther@gg or at the end of a
2D stroke the pointer is on an existing object, we use thiealp determine a new
projection plane. We obtain the depth of the point selecied bimple picking. The
picked object can correspond to a geometric object or tol¢ited surface of) a stroke.
There are three possibilities:

¢ If only the beginning of the stroke is on an object, we projbet stroke on a
plane parallel to camera plane, which contains the selgmied. An example
can be seen in Fig. 3.19, where we draw the leaves of a treeeiplane (a) and
in another (b).

e If the beginning and the end of the stroke are on an objectnteegolate depth
values found at the two extremities by using the parametgfrthe piecewise
cubic Bézier curve. Each control point is projected on a @lparallel to the
camera plane and located at the corresponding depth. Seg Fdg, where this
“bridge” mechanism is used to join two parts of a tree.

¢ If it happens that the stroke extremities are in empty spatseprojected on the
same plane as the previous stroke, except if the trackbab&an moved. In this
case, the reference plane is used.
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(b)

Figure 3.19:Different projections using objects of the scene. In (a) andwb)draw on
planes automatically positioned in space with the help efttke trunk, i.e., planes passing
through the trunk. This produces convincing tree foliage(cl), we use a “bridge” to draw a
new branch. It fits correctly in place because of the autanpsitioning of the start and the
end of the stroke.

Classic 2D computer drawing operations extended to 3D ae \&try useful.
Among them, we have implemented erasing strokes and mowakes (in a plane
parallel to camera plane).

3.5 Applications

We present results for threeflidirent application scenarios. The first one is artistic
illustration, the second one is annotation of a pre-exys3iD scene, and the third one is
“guided design”. In our currentimplementation, drawinga be saved in a custom file
format, in world coordinates, but without reference to ana@ated object. The initial
learning curve for our system is relatively significant,uiiopg a few hours to get used
to the idea of positioning planes and drawing on them. Onisadlunderstood, typical
drawings take between ten minutes to one hour to complete.

lllustration in 3D

Figure 3.20 shows an illustration designed with our systdimst strokes are silhouette
strokes. They have been rendered on a textured backgrouhatsihe local surface
occluder appears as a “fill'fiect. The illustration is displayed fromf&rent points of
view, showing the fects of occlusion, varying stroke lightness, and silh@ueéfor-
mation.

Annotation of a 3D Scene

Another application of 3D drawing is to use our system foraating an existing 3D
model. While 2D annotation is widespread, few systems ple®wa straightforward
manner to do this in 3D. In a typical user session, we inytiedad the 3D model. It
is subsequently integrated with the drawing in the same wdgrdocal surfaces: if a



80 Chapter 3. Drawing for lllustration and Annotation in 3D

Figure 3.20:An example of artistic illustration. Three views of the saBfizsketch area are
shown.
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stroke is drawn on the model, it is set to lie on it. Line stiokan be used for adding
annotation symbols, e.g., arrows, text, etc.

Figure 3.1 is a simple example of annotation: adding a cdarstscaping sketch
around an architectural model. Figure 3.21 shows anneotased for educational pur-
poses: a heart model is annotated during an anatomy coursaise of a well-chosen
clipping plane gives an inside view of the model and allovesxdng anatomical details
inside it. We could also imagine using our system in collakive design sessions. An-
notation would then be employed to coarsely indicate whanttspof the model should
be changed, and to exchange ideas in a brainstorming context

VExrri<ig

Figure 3.21:An example of annotation in 3D: annotating a heart modelnduan anatomy
course. Anatomic structures have been drawn both insidecatglde the heart surface.
The text displayed has also been drawn with our system, uisiagstrokes, thus it is view-
dependent. A possible improvement would consist of draviéxd) on billboards, or imple-
menting more sophisticated schemes (Preim et al., 199&t&eakd Plaisant, 1999).

“Guided Design”

The idea of this third application is to load a 3D model and ms®s a guide for
designing new objects. When the drawing is complete, theatisdemoved. A good
example of this kind of application is clothes design. A 3Ddwlois used to obtain
body proportions (see Figure 3/22).

3.6 Conclusion and Future Work

We have presented a system which enhances the traditiondteidng process with
3D capabilities, notably by permitting multiple viewpasrfor a single drawing. In-
stead of attempting a complete 3D reconstruction from 2Dbkss, we infer a local
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Figure 3.22:Using a 3D model as a guide can be useful in clothes design.

surface around the stroke. This is achieved by assumingtities represent planar
silhouettes of objects, and by usingtdrential geometry properties of the curve.

The resulting local surfaces are then dravficeently using hardware-accelerated
rendering of a clipped part of the local surface, correspandpproximately to a sil-
houette. Color blending is used to gracefully diminish thiemsity of the strokes as
we move away from the initial viewpoint, and to allow reirdement of intensity due
to multiple strokes. We have also introduced a multipassrdalgn for stroke inter-
occlusion, which results in a visually pleasing gradualagion. Our system provides
an interface which retains many of the characteristicsaafitional drawing. We help
the user in positioning the drawing plane in empty space,acing it relatively to
other objects (strokes or geometry) in the sketch.

Future Work

We have chosen a Bézier surface representation for stativaustte stroke informa-
tion. This approach is convenient but it can result in a largenber of hardware-
rendered polygons. Other representations could be useshths~or instance, a volu-
metric data structure would allow us to combine informatidaout the local surface:
the more strokes are drawn at a given location in space, the wmare certain that it
corresponds to a true surface point. To render strokes froewaviewpoint, we would
have used a variant of the marching cubes algorithm (Loreasd Cline, 1987) to
produce a surface estimation, associated with a silhodetetion algorithm to gen-
erate new silhouette strokes. The obvious drawbacks ofagiisoach are memory
usage and data loss due to volumetric sampling of user infyygarticle-based ap-
proach, i.e., strokes composed of particles that try tafyadi set of constraints such as
“stay on silhouette”, etc., would produce interesting lstrtransformations. However,
numerical stability would undoubtedly be an issue as wetlasputational overhead,
which would impede interactivity.

Our user interface is clearly far from perfect. Plane positig is not completely
intuitive, and alternatives should be considered. For gajra computer vision ap-
proach in which the user defines two viewpoints for each staxkd implicitly recon-
structs positions in space (within an error tolerance) @aqaltentially prove feasible.
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But it is questionable whether such an approach would trelynore intuitive. We
are investigating various alternatives in order to find aprapriate combination that
will improve our current solution, both in terms of strokexdering quality and user
interface.
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Chapter 4

Relief: A Modeling by Drawing Tool

4.1 Introduction

Most people draw. We sketch, doodle, and scriblfiertessly, to keep a trace of our
thoughts or communicate ideas to others. We consider dgeagiia writing alternative,
because it is faster and more precise to describe threeadioral shapes and spatial
relationships with two-dimensional lines than with word$e tool set is minimal: a
thin, short stick held in hand (pen), and a flat rough surfapegér). The tool princi-
ple is simple: rubbing the stick against the surface proslaceark made of the stick
material. And that is all one needs to know. The dextrous fiskeeotool constitutes
a wealth of common knowledge most people have acquired gindergarten. How-
ever, this common knowledge is seldom used in computer grgabr anything but
two-dimensional vector or pixel-based drawing applicagio

Few people sculpt. Creating forms in three dimensions ire@modeling clay,
chiseling wood or marble, etc. These materials aficdit to manage, and shaping
them generally requires highly specialized tools and ﬁ(ilUsing computers does
not make the sculpting process simpler: three-dimensidatd are obtained either
by scanning an existing sculpture, or by modeling directithwhe computer, using
2D or 3D input devices. In practice, designers turn to comsuivhen they need to
be definite and precise, while advantages of the digital omediould be used in the
initial idea stage.

The aim of this work is to promote drawing as dfeetive modeling tool for de-

1 In his posthumoudreatise on PaintingLeonardo da Vinci describes the labor of the sculptor.
“For his face is smeared and dusted all over with marble powdehat he looks like a baker, and he
is completely covered with little chips of marble, so thaséems as if his back had been snowed on;
and his house is full of splinters of stone and dust. In the eddhe painter it is quite éierent [...]
for the painter sits in front of his work in perfect comfortelit well-dressed and handles the lightest
of brushes which he dips in pleasant colors. He wears thaadohe likes; and his house is full of
delightful paintings, and is spotlessly clean. He is ofteacanpanied by music or by men who read
from a variety of beautiful works, and he can listen to thegtb great pleasure and without the din of
hammers and other noises.” (cited in Freud, 1964, pp. 64-%58 also da Vinci (1956).
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signers. By focusing on a 2D-to-3D approach, we will avoidigpems inherent to

3D-to-3D solutions that use haptic feedback manipulatenaks and other VR props,
as we explained in Section 3.2.1. Above all, we want to takeuathge of drawing’s

natural expressiveness to enrich the modeling process iifiglies that our system
input must consist of “just plain strokes”, to stay as clos@assible to the traditional
drawing experience. Thus, the user draws strokes freelyowitbeing disturbed by

mode: strokes belong either to silhouettes or sharp fegtthrey convey either texture
or shading information; by topology: strokes are eithemopeclosed, they are either
self-intersecting or not; by depth: strokes are positiangalicitly in 3D space.

Our 3D drawing system presented in Chapter 3 produces nolmabaddl, but a
drawing representation allowing the generation of new drgeswhen the viewpoint
changes. Compared to it, our modeling by drawing tool ostpudnifold polyhedral
surfaces, i.e., complete models, as a traditional CAD ayssand thus can fit in the
classic computer graphics images production pipeline.

Overview

Our approach is based on the simple idea that relief scgljdian appropriate meta-
phor for the process of modeling by drawing, which is reabipat making 3D output
progressively emerge from 2D input. In fact, a relief is aulpture that projects
from a background surface rather than standing freely. Ating to the degree of
projection, reliefs are usually classified as highd rilievo), medium (nezzo riliev,
or low (basso rilievoor bas-relief)”; rilievo schiacciatobeing “a form of very low
relief” (Chilvers et al., 1997). Thus, there is a continuunttiree-dimensional object
representation that goes from drawing or painting, to sautpin the round, relief
being a transitional arthat encompasses all intermediate levels (see Fig. 4.1).

Considering this fact, our system allows the user to credteree-dimensional
shape from two-dimensional input, by iteratively modelbmgdrawing, and changing
the viewpoint to examine the resulting model, repeatingéhe/o stages until the end
of the modeling session. In the modeling by drawing stagesyistem proceeds in two
steps: first, from 2D stroke input in image space, a 2.5D padyal surface is inferred,
also in image space; then, this 2.5D surface is used to cfestp. modify) a new
(resp. existing) 3D polyhedral surface in world space.

In the first step, strokes are discretized into a point sed, atriangulation of a
possible “non-convex hull” of this set is obtained. Indegemtly, the drawn image
is processed to infer a height field. Then, starting from tfe¥ipus triangulation, a
polygonal approximation of the height field is computed. rElfigre, a relative depth
value is associated to each vertex of the triangulation.s@@tent results suppose that
the drawing follows a few conventions, that have their cegpdrt in traditional art. To

2 Leonardo da Vinci compared relief to painting because baghaitention to perspective, and the
play of light and shadow. “The sculptor may claim thaisso relievas a kind of painting; this may be
conceded as far as drawing is concerned because reliekpaxéperspective [...] this art is a mixture
of painting and sculpture.” (cited in Williams, 1990). Sdésoada Vinci (1956).
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(b)

Figure 4.1: From low relief to high relief. In (a), relief of Cleopatra &athor, temple of
Haroeris at Kom Ombo, 1st century B.C., Egypt. This is an e®amf Egyptian sunken or
coelanaglyphic relief, where carved figures are not prisjgdbeyond block surface. In (b),
dedicatory relief to Asklepios, 4th century B.C., Piraeushaeological museum, Athens.
In (c), Tullio Lombardo, Saint Mark baptizes Ammianus, eirt481, marble, 10% 154 cm,
basilica dei Santi Giovanni e Paolo, Venice.

better understand them, we would like to point out a distomcbetween two classic
shading styles: one style is interested in tifiee of light and shadow as a way of
depicting the illumination of a scene, we will call it “pa@rtshading” (see Fig. 4.2a);
the other style is interested in th&ext of light and shadow as a way of bringing
out the modeling of surfaces, we will call it “sculptor shagll (see Figl 4.2b). In
this last style, light is used in a non-realistic but expressvay, as if each modeling
detail of the surfaces was illuminated by dfeient light source, in order to be as
“understandable” as possible by the viewer. Only the sesbyld is meaningful in our
system. This way, relative depth is indicated by the usen wairying shades of gray,
for example the darkest shade corresponding to the maxiralatime depth value.

Figure 4.2:Painter versus sculptor shading. In (a), Rembrandt van Bgated female nude,
circa 1631, etching, 17¥ 160 mm, British museum, London. In (b), Michelangelo Buoothy
study for a nude (studies fdte battle of Cascina1504, pen and ink over black chalk, 428
284 mm, Casa Buonarroti, Florence.
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In the second step, the previous 2.5D surface is “unprajéate3D space. There
are two possibilities, depending on whether or not the digwvas completed on a
“blank page”, or on the projection of an existing model. e thist case, the surface is
unprojected using an arbitrary deptfiset value, added to the relative depth values of
the vertices. In the second case, projections of the vertitéhe existing model (that
are part of the 2.5D surface in the same way strokes vertre@see used to compute
the absolute depth of strokes vertices by propagation. iBh&nhowing the absolute
depth of the vertices of the existing model and the valuelafixe depth (height field),
one can obtain the absolute depth of strokes vertices.

4.2 Previous Work

We have already presented an overview of systems takinglimensional strokes as
input for modeling three-dimensional objects, using exipdir implicit constraints (see
Section 3.2.2). Among them, very few were actually intexesh sculpting the surface
of objects, their use of strokes being limited to drawing-ditaeensional features:
three-dimensional paths, edges of wireframe models,s#ties of objects, commands
of gestural interfaces, etc. The Teddy system (Igarashi,et999), with the “polygon
inflation” method for the extrusion of arbitrary polygon rhes (van Overveld and
Wyvill, 1997), is one of these exceptions, and we refer thedee to our previous
description.

We will shortly summarize and discuss works related to s@rfaodeling by two-
dimensional input, either academic papers or commercfalace. Beforehand, let’s
cite as a curiosity the paper of Cignoni et al. (1997) whicldss the inverse of the
process we are interested in. Their system automaticatigrgées low and high relief
from arbitrary 3D models, and it can be useful as a computendbzation of the
traditional rules of this art.

Papers Overview

To the best of our knowledge, Williams (1990) is the first teqant 3D painting as a
surface sculpting tool. The system takes advantage of asuahtiardware technique
for displaying video rasters, as a set of section lines whlefines a surface. This
way, an image is displayed as a height field, with the lumiearatue corresponding
to the elevation. Thus, classic 2D graphics and image psaugs$echniques can now
be used to create three-dimensional surfaces (see FigtodF3g. 4.3d). However, the
painting convention that maps luminance to elevation isaot intuitive since humans
naturally interpret shading as indication of local surfadentation or color, not height.
After 2D editing is over, 3D paint raster data can be tramséa into geometrical

surface representation in multiple ways, among them Coashps fer a useful

parameterization for subsequent texturing (see [Fig. ©3€d./4.3g). The author
mentions applications such as retouching depth maps ohedafaces and building
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(f) (9)

Figure 4.3:Results from Williams (1990)Working class dinosauby Bill Maher: standard
video display, front (a) and back (b); raster surface digplieont (c) and back (d); texture
painting, front (e) and back (f); full 3D model made of therft@and back halves (g).

complete models, either from scratch or with the help of astigyg image. But he
insists on the fact that building models this way remairBatilt.

One year later, Williams (1991) reviews techniques for gigwh two dimensions.
Shading conveys information about three-dimensionalesbapis also useful for visu-
ally emphasizing regions of an image; it is therefore a tdahmice for incorporating
animated characters in live action sequences. One solatibre 2D shading problem
is to infer a 3D surface from two-dimensional informatiomarse it to compute shad-
ing: in this respect, it is related to the shape from silhtayetoblem, an active research
area in computer vision. However, techniques that do netrgit to infer a 3D shape
are still very popular. The most simple 2D shading techrscare shape-independent
and thus do not convey any 3D information. More sophistatatbape-dependent al-
gorithms exist and are available in many paint systems. §keléton” fill algorithm
fills a region by varying intensities across the levels @eéawith a region thinning
algorithm, such as the medial axis transform. However, @isalting shading is not
smooth due to derivative discontinuities along skeletogsaxrhe “2D sweep” algo-
rithm uses two user-specified curves offelient colors to define a smoothly shaded
region by sweeping, i.e., by interpolating between the esir¥ilters can be applied to
the object mattein order to approximate shading, but also highlighting frafitocal”
light source, and even color bleeding from the backgroumd.eikample, a highlight-
ing matte is built by scaling the blurred matte up dependimthe position of the light,

3 A matte is an “image or signal that represents or carries talysparent information that is in-
tended to overlay or control another image or signal” (Hapewt al., 2001). An acceptable synonym
for a binary matte is a mask.
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negating the result, and masking it with the original matte opposed to low pass fil-
tering, pyramidal filtering adapts the shading to the scélthe silhouette, so that
shading is correct for large regions as well as small oneg#tpidal airbrushing”).

Techniques that infer a 3D model from outlines (“silhouéttitation”), allow 3D
shading algorithms to be applied in 2D animation. Using asitareference image (see
Fig./4.4a), a possible solution to infer a 3D surface is thapsHrom shading method
from computer vision (see Fig. 4.4b). The author suggestsrakother methods:
automatic segmentation into superquadrics (by corrgjahe image with a family of
superquadrics silhouettes), manual segmentation intarisgtry seeking” generalized
cylinders (user-defined cylinders are then automaticaljofimage segments), and
automatic inflation by masked pyramidal convolution. Tlastltechnique applies a
series of Gaussian filters of decreasing radii to each regiosidered separately from
the others. After each pass, the blurred image is maskedthgtioriginal image to
limit inflation to the inside of silhouette (see Fig. 4.4c d&#d. 4.4d).

"

¢

P &4
(a)

() (d)

Figure 4.4: Results from Williams (1991). Various inflations of Pablac#iso'sRite of
Spring (a), a classic reference image: using the shape from shadyagithm (b); using a
masked pyramidal convolution, inflation displayed as angené&), or as a relief (d), with
non-standard video hardware (Williams, 1990).

GRADED (van Overveld, 1996) is an interactive system forigleag freeform
surfaces using shading information. Interestingly, thihaunotes that current com-
puter design tools have direct manipulation techniquedi@tantipodes of those of
non-computer tools. In fact, with CAD systems, techniquesiesigning surfaces are
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more frequently 0D (control points) than 1D (boundary careéCoons and Gordon
patches), and are exceptionally 2D (such as Williams’s 3Dtpaas opposed to what
is observed with traditional design tools. In GRADED, suda are represented as
heightfields and manipulated by editing a deptlfféuor a gradient kiier. To com-
pute local illumination, color in each point is consideredaafunction of the normal
vector, obtained using the gradient value. Editing the hibpffer automatically up-
dates the gradient Hiier and thus has a visibléfect on surface shading. Classic paint
system tools and image processing operations are availdibbet color editing (tint-
ing), opaque painting, smoothing, etc. But they must bepméted in a depth image
context, e.g., tinting (adding color) corresponds to gsiadding material). Brushes
are fully configurable in shape, orientation, size, and [@ofConversely, editing the
gradient bifer allows the surface to be modified by modifying its shadeajen Since
there is a one-to-one relation between shade color, norecédrvand gradient, a shape
from shading algorithm is not necessary. The user simpgcseh shade color (corre-
sponding to a unique orientation) on an illuminated sphamé, paints it in the gradi-
ent bufer. To enforce that the current gradient distribution cgpoands to a consistent
depth distribution, the conservation constraint (stativaj the accumulated depth vari-
ation over any closed loop must be equal to zero) is propdgater the surface by an
iterative algorithm (see Fig. 4.5a). Surfaces created ®RADED can be converted
into gradient maps, for bump mapping, or into triangular Iness However, the author
notes that this system is more adapted to refining existimggpoal surfaces (previ-
ously scan converted to depth maps), than to sculptingeesitiapes from scratch (see
Fig.[4.5b and Fig. 4/5c).

(b)

Figure 4.5: Results from van Overveld (1996). In (a), a gradient distitn painted into
the gradient bffier (top), the result of enforcing the conservation constréiottom). In (b),
a bas-relief of a hand, painted from scratch in 2 hours (indpdeft corner, the shade color
selection sphere). In (c), a face, obtained in less than 2ites by editing in GRADED a
simple polygonal face mask.

Williams (1998) proposes a simple shape from silhouetterélgn that infers 3D
models from silhouette information only. A 2D matte (a “sillette”) is defined with
an image (see Fig. 4.6a), then is converted into implicitfas a signed pseudometric
function: the original matte shape is a level set of this fiomc(see Fig. 4.6b). This
process is called the “inflation” of the matte. Interpretthg inflated matte as depth
information, a geometric model is created, and texturedi wie original image (see
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Fig./4.6c). For objects exhibiting planar symmetry, sucthaman faces, a single
silhouette can produce a reasonable approximation of tiire @fject. This technique
is very useful for creating approximate shading from twelinsional input, such as
traditional animation where only matte information is dable, in the spirit of the

toolbox presented previously (Williams, 1991).

(d) (e)

Figure 4.6:Results from Williams (1998). The image of an antique coithwie profile of
Alexander the Great (a) is used to define a matte, an inflafidreanatte (b), the corresponding
textured 3D model (c), an inflation of the matte blended wih & the original image (d), and
the corresponding textured 3D model (e).

(b)

Johnston (2002) presents a method for computing approgitiggiting on cel an-
imation drawings. As opposed to other methods (William$119.998), surface nor-
mals are inferred without attempting to reconstruct 3D getoyn Given a line drawing
(see Fig. 4.7a), the most simple normal approximation sehisnthe “simple blob-
bing”. It uses the drawing matte to determine exterior silkite edges, whose asso-
ciated normals are known to be perpendicular to the eye retitterpolating these
normals across the matte gives a complete normal vector(Belel Fig. 4.7b). The
previous scheme can be refined in “compound blobbing” if ttegtenis subdivided
into different layered regions, and blobbing is applied on each skthegions, before
compositing the results (see Fig. 4.7c). Instead of eviamgatormals on matte edge,
the “quilting” scheme considers ink lines as silhouetteesdgAssociated normals on
each side of the lines are interpolated across the mattd-{ged.7d). However, this
is obviously wrong since relative depth information is naken into account (e.g.,
the right hand of the character is in front of his body). Thalfischeme involves
the tagging of each side of the ink lines to determine if itasér” or “under”, i.e.,
front facing or back facing. This step requires human irgation, but it is possible
to provide an initial estimate using relative depth of paegions and line dominant
curvature information. Interpolating these tags (encaaledlack and white colors)
gives a grayscale “confidence” matte. Blending quilted ado8ly normals, obtained
previously, with the confidence matte as a key, producesraaarector field that can
be used for approximate lighting (see Fig. 4.7¢).

Artisan (Aliagwavefront, 2002b) is a set of tools of the Maya software witio@n-
mon painting-based interface. Among these tools, the $Ballygons Tool for polyg-
onal surfacesfbers an intuitive interface for editing vertices. An equesaltool exists
for non uniform rational B-spline (NURBS) surfaces, the Ipt$urfaces Tool. Edit-
ing is achieved by simply “painting” the surface, using ohéoair different sculpting
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(d) (e)

Figure 4.7: Results from Johnston (2002). Normals approximation: inaigdrawing (a),
region-based or “simple blobby” normals (b), compoundaegiased or “compound blobby”
normals (c), line-based or “quilted” normals (d), and blethdiormals (e).

operations: push, pull, smooth, and erase. Pushing ttasslartices in the direction
of the tool reference vector, of an amount dependent on therent displacement
w.r.t. reference surface, and in a way dependent on the stashp profile (radius,
opacity, shape); while pulling does the same thing, but édpposite direction (see
Fig.[4.8a). The surface subdivision density has an influewee the precision of the
result (see Fig. 4.8b). The reference vector is defined inahlesettings, and possible
values are: surface normal, surface normal at the begiroiitige stroke, camera view
vector, X, y or z axis (see Fig. 4.8c). The reference surfaakefined as the surface
at the beginning of the sculpting session. Its vertices ctha translated any further
than the maximum displacement value in the tool settingsvé¥er, a larger displace-
ment is possible if the user updates the reference surfagegdhe session. It can be
done automatically after each stroke so that strokes displants become additive.
Smoothing reduces bumps in the surface. It can be set to Hed@utomatically
after each stroke. Erasing resets vertex displacementeiovalues in the erasing
surface (see Fig. 4.8d and Fig. 4.8e). This surface is elgmittp the reference surface
of push-pull operations. Initially, they are identicaletbafter, the erasing surface is
updated independently. Other operations include: crgatiasks, to prevent areas of
the surface from being#ected by sculpting; flooding the surface, to apply the curren
brush operation to the entire surface.

ZBrush (Pixologic, 2002) is a modeling software with a pagtmetaphor. The
polygon sculpting capabilities of ZBrush are very similarMaya’s Artisan Sculpt
Polygons Tool (Aliagvavefront, 2002b), presented previously. Starting withh 3D
polyhedron (over a dozen primitives are already proposszh as spheres, cylinders,
cubes, etc., with variable mesh density) the user can stheépthape by pushing and
pulling vertices, i.e., by painting onto the object with puand pull brushes. Higher
level deformation tools are also provided to twist, bendnfiate the shape, and even
simulate gravity (see examples on Fig. 4.9). The polygomdhse can be smoothed,
refined or simplified. These modifications can be constraimedg axial or radial
symmetries, or restricted to a region by masking. Masks @addfined directly by
painting on the object. However powerful these sculptirajgare, the real innovation
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(a) (b)

Figure 4.8: Aliasjwavefront’s Maya Artisan Sculpt Polygons Tool. Various Ipting oper-
ations: pushing or pulling the polygonal surface (a); at (efsp. right), result of pulling
with low (resp. high) subdivision density (b); result of i) with the reference vector set to

surface normal (c); erasing, updated erase surface (dptedusurface, and resulting erased
surface (e).

(©)

of ZBrush comes from its set of 2.5D painting tools, thatwaanyone familiar with
2D paint programs to create 3D models easily. To achieve‘hiils” in the ZBrush
canvas represent not only position and color, but also demdlterial, and orientation.
Brush strokes can be fully controlled in type (color, demthmaterial), dimensions,
depth of embedding into the canvas, load (how much color pttde applied), shape
(set by a grayscale alpha texture), etc. They are eithetreamsd to planes or lines, or
drawn on other objects and positioned on their surface. Sogielevel brushes create
complete 3D shapes directly, in the spirit of Maya’s PaiffeEis \(AIia:Mavefron\t,
2002c). For example, the Fiber Brush can paint hairs or Bladerass in a single
stroke.

Figure 4.9:Pixologi&’s ZBrush. Several steps in the creation of a attars head, starting
from a sphere with a 128 by 128 horizontal and vertical divistount. The general shape of
the head is obtained with “gravity” and global deformatiools. The features (eye sockets,
nose, etc.) are created by pulling and pushing the sphetieagwith the edit tools.

Discussion

On the small number of works presented, nearly one third mrf@adgt commercial
softwares that are not mere implementations of academierpaprl his emphasizes
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the practical interest of the computer graphics industryniodeling tools using two-
dimensional input. Besides, even if we have considerethadid approaches together,
they do not correspond to the same needs.

Some of these tools are meant to be used as interactive systkitle others are
automatic processing methods, and this is relatedfferdnces in input. In the first
case, the user iteratively builds a model by drawing, dagidifter each stroke if the
result is satisfying, undoing his actions if needed (Wilie 1990; van Overveld, 1996;
Aliasiwavefront, 2002b; Pixologic, 2002). In the second caseutieg has been given
finished drawings (and their associated mattes), and wantstéin rough depth infor-
mation from them, e.g., for shading traditionally animatbdracters (Williams, 1991,
1998; Johnston, 2002).

The diference in output echoes the previous distinction on intietgc A few sys-
tems allow creation of full 3D models, and thus fit well in tHe 8omputer graphics
pipeline (Aliagwavefront, 2002b; Pixologic, 2002); they are interactiVee majority
of the systems are handling 2.5D slabs (terrains or bastsgliwhich can be useful
for detailing 3D surfaces or 2D cartoon shading (William89Q, 1991, 1998; van
Overveld, 1996; Pixologic, 2002); half of them are interget Only one system gen-
erates 2D bump maps for automatic shading of line drawingisngton, 2002); it is
not interactive.

Nevertheless, the most importanffdrence between systems lies in the mapping
of two-dimensional input to three-dimensional depth. 8yt closest to sculpting
(Aliasjwavefront, 2002b; Pixologic, 2002) use solutions derivedfdirect manipula-
tion texturing interfaces (Hanrahan and Haeberli, 1990yaad Kiss, 1995), but here
surfaces are painted with depth variations instead of bgdgted with colors or nor-
mals values. Systems for cartoon shading mainly rely on idigamattes, i.e, external
silhouettes, to infer 3D information (Williams, 1991, 1998ometimes adding internal
lines to refine this approximation (Johnston, 2002). Thedton” phase of the Teddy
system (lgarashi et al., 1999) could be classified in thisgmty. Systems that use
other image information are either associating depth wahith luminance (Williams,
1990), or manipulating depth through shading (van OvervEd®6). It is dificult to
say what is the mostfkactive solution: even if it is true that shading is a way we per
ceive relative depth in the real world, it is also true thatstrexulptors think rather in
terms of depth (positions and volumes) than in terms of stradi

Like Maya’s Artisan (Aliagvavefront, 2002b), our system is interactive: the user
alternatively sculpts and “steps back” to examine the tdguthanging the viewpoint.
Our system also outputs full 3D geometry, but itis not lirdite modifying a given ref-
erence surface with a fixed resolution: the user createspigicgeometry by drawing,
without being constrained by the underlying polygonal acef representation. Just
as 3D paint (Williams, 1990), our system maps image lumiadanalepth, but in an
indirect way: the user draws according to sculptor shadomyentions, and a 2.5D
surface is inferred using both stroke geometry and drawimgge information. We
expect that these keyftierences will make our system a moiéeetive modeling tool
for the initial stage of design.
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4.3 From 2D to 2.5D

From a simple 2D drawing made with a computer input devicd,vamthout the help
of any information other than user strokes, we infer a cpwading 2.5D polygonal
surface (a relief). This surface is obtained in a two-stegcess: first, strokes are
digitized into points, and a non-convex hull of the union loé tstrokes point sets is
determined; second, a height field is inferred using straekekshull information, and
approximated with a polygonal surface.

User drawn strokes are captured using a computer mousejrmy asomputer
tablet with a stylus. The first device records only a two-disienal position, while
the second measures also pressure on the stylus tip andrivemsional tilt of the sty-
lus body, thus giving on the whole five-dimensional inforimatabout user gesture. To
limit the digitization rate, we impose an arbitrary minimaistance between two po-
sitions of the device. In practice, this threshold is egleintto the size of a few screen
pixels. We call drawing a collection of such strokes, eaobkstbeing discretized into
n-dimensional points; € {2, 5}.

4.3.1 Finding a Non-Convex Hull

Finding theconvexhull of a 2D point set is a classic problem in computationalrge-
try, and the subject of a large number of papers. Still, inyr@ases, the determination
of a non-convexhull would be very useful to obtain something like the “shage-
scribed by the point set. Since this is not a well-defined ephahere are many pos-
sible solutions to this problem. We will discuss two predtyproposed algorithms.

Edelsbrunner and Mucke (1994) have defineddtshape of a dense unorganized
set of data points as the frontier between a reachable andraacahable region of
space. The definition of this frontier depends on the sizarpatera (related to the
size of the carving spoon in the famous “vanilla ice creaninwitocolate chips” anal-
ogy). Thea-shape is thus equal to the point set éor~ 0, and to the convex hull of
the set fora — co. More recently, Amenta et al. (2001) proposed the “powesttru
algorithm for shape reconstruction, based on the medial taansform. It performs
well even in places where point sampling is noffigiently dense, and it guarantees
the “watertight” property of the output mesh.

Although these algorithms give good results, they are nivéduo our particular
problem of determining a non-convex hull from a drawing, #md, for two reasons.
First, shape reconstruction makes the hypothesis thapdatts are sampled from the
boundary of an object. This is not true in our case since pairg sampled on strokes,
and these strokes can describe either geometry, textusbading information. This
is particularly obvious in the case of the power crust aloni the medial axis trans-
form of our drawing is meaningless because it can be easityunbed by any stroke
that does not lie on shape boundary. Second, and this is &qoasce of the first
observation, we do not meet point sampling density requeresto produce geomet-
rically and topologically correct approximation to thedrshape. Since a drawing is
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fundamentally ambiguodfsstrokes describe very loosely the true surface of an object,
sometimes leaving wide open regions between them. Undaragraumstances, how
does one correctly deal with this erratic sampling usingdigfinition of the parameter

a, or the computation of the “local feature size” function?

Definition of the Non-convex Hull of a Drawing

To construct a non-convex hull from a set of 2D points, we Hasen inspired by the
method of Watson (1997): starting from an initial Delaun@grtgulation of the points,
it applies a “short-leg” criterion to determine which edgesemove, guaranteeing a
non-convex hull with a maximal sum of inverse lengths of @unius edges. Never-
theless, Watson'’s definition of his criterion (“any edge w#end points are connected
by a contiguous sequence of shorter edges” is deleted) dueseam practical, and
he has not published a description of an algorithm impleimgnt. But this method
better suits our needs since it does not make the hypothebmuadary point sam-
pling, and gives an output even for poorly sampled data $atghermore, since our
points belong to ordered subsets (strokes) that give attplike connectivity relation-
ships between points, we do have more information than ahrongrganized point
set. Thus, we will take advantage of this topological cidterin addition to Watson’s
geometrical criterion, in our definition of the non-convesliof a drawing.

Using the Computational Geometry Algorithms Library (CGA2002), a con-
strained Delaunay triangulation is easily obtained fromdtrokes, considered as sets
of vertices connected by constraints (see [Fig.|4.10a andtEifb). Triangles of this
triangulation fulfill a weaker constrained empty circle peoty. The CGAL data struc-
ture also introduces new vertices and subconstraints at icgnstraint intersection
points. Then, the non-convex hull algorithm processes tkeigus triangulation by
examining successively each non-constrained convex tigé and inquiring if it sat-
isfies a simpler version of Watson’s criterion, based on¢hgths of the two edges of
the underlying face. If the convex hull edge does not satlsfycriterion, its underly-
ing face is tagged as “outside”, and the two aforementionigg® are then examined
recursively, in a depth first manner (see Algorithm 4.1). A=sult of the process,
triangulation faces are classified in two categories: eitigde or outside the object,
and the non-convex hull is the chain of edges belonging toiaside face and one
outside face. Finally, in a postprocessing step, non-cohudl edges that do not be-
long to the original strokes are set as new constraintsresrthat do not belong to the
non-convex hull are removed (see Fig. 4.10c).

Our algorithm produces only non-convex hulls with sphériopology, and this
is an important limitation compared teshape (Edelsbrunner and Micke, 1994) and
power crust (Amenta et al., 2001) algorithms. However, lthigation was also present
in “Teddy” (Igarashi et al., 1999), which trivially definetld non-convex hull of the

4 As opposed to sculpting, which defines presence or absenemibér in every point in space,
drawing can play with the in-between: the white of the paper &s well signify filled, or empty.
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(@) (b) (©)

Figure 4.10:Finding a non-convex hull. In (a), the original drawing. b),(the constrained
Delaunay triangulation of the strokes (constrained edgesealored in red). In (c), the con-
strained Delaunay triangulation after non-convex hullcpssing (faces tagged as outside are
colored in blue, non-convex hull edges are colored in red).

Input: A constrained Delaunay triangulation
Output: A constrained Delaunay triangulation with tagged faces
FinoNonConvexHurL(Triangulation 9
foreach ConvexHullEdge e
if e not constrained
Stack s
s.PusH(€)
while snot empty
Edge @ « s.Top()
Initialize two other edges, ande; of the underlying facd;
Initialize the underlying face$; and f; of edgese, ande;
Initialize edges square lengthsl, I3
if |2 < |1 and |3 < |1
if not ((e, constrainednd f, outside)
or (e3; constraineadnd fz outside))
Tag underlying facd; as outside
s.Por()
if & not constrained
s.Pusu(ey)
if &3 not constrained
s.PusH(e,)
else
s.Por()
else
s.Por()
return t

Algorithm 4.1:Non-convex hull algorithm, inspired from Watson (1997).
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drawing by allowing the user to draw only one closed strokbusl to define non-
spherical topology, we allow the user to indicate hole madssis commonly done
in comic book production (see Fig. 4/11a and Fig. 4.11b). s€hmarks are taken
into account before the non-convex hull postprocessing; diest, CGAL is used to
determine triangulation faces intersected by each segafentnark stroke; second,
the marked faces are tagged as “outside”, and their edgesadeas starting edges for
a tagging algorithm, very similar to the one used for the da&im of the non-convex
hull (see Algorithm 4.1 and results on Fig. 4.11c and Figld)1

(@) (b) (€) (d)

Figure 4.11:Hole marks to define non-spherical topology. In (a) and (lb)e hmarks in
comic book production: artwork frorstone#3, Avalon Studios. In (a), pencils by Whilce
Portacio. In (b), inks by Gerry Alanguilan. Note the smathgses drawn by the penciler to
give information on the positions of holes to the inker. Ihgod (d), hole marks in our system
(same color conventions as in Fig. 4.10). Mark strokes areently selected by pressing a
modifier key on the keyboard. Future extensions could ireckudtroke recognition algorithm
that would automatically detect small scale cross patterns

4.3.2 Inferring a Height Field

In the previous section, we obtained an approximation ostiape of the drawing by
determining a non-convex hull of it. Since our goal is thdé®mensional modeling,
we need now to “inflate” the shape into the third dimensionisThflation process
has been the subject of many papers (see Section 4.2) and aaskified as either
object-based (lgarashi et al., 1999) orimage-based @k, 1991, 1998). The former
approach considers only geometrical and topological méirons, ignoring the other
half of the drawing data, constituted by textural informoati On the contrary, the
latter approach takes into account all these elements hameffore allows more subtle
results.

An image-based inflation algorithm must meet two requiresiéar a good “blob-
bing” effect: first, it must be independent of image size, i.e., thepsam of the
drawing should not influence the inflation; second, it mustependent on the two-
dimensional feature size, i.e., it should confirm the midihygothesis that large fea-
tures have large inflations. Our algorithm for inferring agihe field from a drawing
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satisfies these properties. It is composed of three stegagtanto account succes-
sively drawing geometry and topology, drawing texture, #meh combining all this
information to produce the final result.

In the first step, a drawing mask is obtained by rendering trrdygles inside the
non-convex hull of the triangulation obtained previousgd Fig. 4.12a). To analyze
this shape, the Euclidean distance transform of the mask&rfenmed and gives the
distance field (x, y) (see Fig. 4.12b). This distance operator produces muchtbeoo
results than an erosion morphological image processintatpe To give the shape a
bulgy appearance, we use the idea of Oh et al. (2001), andmeapidtance field to a
unit sphere height field(x, y), i.e.,

2
z(x,y) = \/1— (1— déx,y))

where dmay is the maximum value of the scalar fiett(see Fig. 4.12c). However
smooth our height field is, small discontinuities remainuaie local maxima (cor-
responding to skeleton axes of the medial axis transforne).gét rid of these, the
sphere-based height field is filtered using a two-dimens$iBaassian low pass filter,
whose support sizeand standard deviatian are proportional t@ay i.€.,S = % Omax
ando = % s (see Fig. 4.12d). The idea of adapting the filter to the charatic scale
of the mask was inspired by the “pyramidal filtering” schemé&\blliams (1991). It
ensures the feature size dependence of our algorithm.

In the second step, the drawing image is rendered with fudkstinformation, re-
sulting in a gray level image if a tablet is used (see Fig. @d1Zhis image is filtered
using the previously defined filter, taking advantage of jones geometrical and topo-
logical information (see Fig. 4.12f). In the third step, thered height fieldf is used
as a matte for the filtered drawing image to give the final higighd (see Fig. 4.129).
Thus, influence of the drawing texture is maximum only for th@ximum values of
the height field, allowing texture-based shape informatcoomodulate geometry and
topology-based information but not to distort it.

Three aspects of the inflation process have to be stresgat].diiice each low pass
filtering dissipates image “energy” (by lowering the maximgrayscale pixel value),
the resulting height field is not normalized, even if the seimages are. We decided
to keep it that way. Second, the valuedyf,« gives us a distance (in pixel units) that
can be used in a heuristic to estimate the mapping of the tiegdghto a depth field (in
the next section). Third, computation time is dependentotfi image size and filter
size. We optimize the former by processing only the imagéetiounding box of the
drawing.

The source code of the height field algorithm is given in MATR.Acript lan-
guage (see Algorithm 4.2). In order to define the key functiosed, we give a
short description of them below, modified from the MATLAB se@fre documenta-
tion (The MathWorks, 2002).bwdist (bw) computes the Euclidean distance trans-
form of the binary imageow. For each pixel irbw, the distance transform assigns
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a number that is the distance between that pixel and the stemomzero pixel of
bw. fspecial(’gaussian’, hsize, sigma) returns a rotationally symmetric Gaus-
sian low pass filter of sizksize with positive standard deviatitigma. If hsize is a
scalar, the filter is a square matrixnfilter(a, h, ’replicate’) filters the multi-
dimensional array with the multidimensional filteh. With the ’replicate’ option
enabled, input array values outside the bounds of the aremgssumed to equal the
nearest array border value.

(d)

(b)
-

/ (" 33
(e) ®

Figure 4.12:Inferring a height field. This is done in three steps. Firstnf the drawing
mask (a), one obtains its Euclidean distance transformwich is mapped to a unit sphere
height field (c), and then adaptively low pass filtered (d)cdpel, the drawing image (e) is
filtered (f) with the same filter that was used in (d). Thirce grevious height field (d) is used
as a matte of the filtered image (f) to give the final height f{ghd

@

Height Field Polygonal Approximation

Finally, using an algorithm inspired from Garland and Heakl§1995), a polygonal
surface approximating the previous height field is computedimizing both the error
and the number of triangles. Starting from the previous traimed Delaunay triangu-
lation (see Section 4.3.2) as an initial approximation,atyerithm, at each iteration,
finds the input point with the highest error in the currentragpnation and insert it
as a new vertex in the triangulation (see Algorithm 4.3 amsdlte on Fig. 4.13). The
error metric used is the,, error, also called the maximum error. For two vectors of
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% input: two image files (drawing image and drawing mask)
% output: a two-dimensional array of real values (height field)
image = im2double(imread("image.png"));

mask = im2double(imread('mask.png"));

% Euclidean distance transform

dist = bwdist("mask);

dmax = max(dist(:));

% mapping to unit sphere height field

sphere = sqrt(l - (1 - dist/dmax)."2);

hsize = round(dmax/2);

sigma = hsize/2;

% two-dimensional Gaussian filter

h = fspecial(’gaussian’, hsize, sigma);

spheref = imfilter(sphere, h, ’'replicate’);

imagef = imfilter(image, h, ’'replicate’);

field = imagef.*spheref;

Algorithm 4.2: MATLAB code for computing height field. Most of the functiossme from
the Image Processing Toolbox (The MathWorks, 2002).

size n,u andv, representing respectively the discrete height field amgatygonal
approximation, it is defined disl — vl|,, = max., |u; — Vil.

This greedy insertion algorithm has been accelerated wngmodity graphics
hardware and the OpenGL API. We decided to speed up the skeauttie maximum
error point per face using the following approach. Firse, @pproximated height field
is simply obtained by rendering the triangulation with aygicale value at each vertex
corresponding to its height (unfortunately, the grayschleamic range is currently
limited to 8 bits only on the average graphics board). Secondrder to assign a
triangulation face to each pixel, an identification (IDXliew is rendered with a unique
color identifier for each triangulation face. Third, the rnmaxm error point per face
is obtained by evaluating the error for each pixel belongmt¢he face. To prevent
selecting a pixel previously selected or selecting pixe®inging to face edges, we
mask them during the ID ltter phase using a null color identifier.

4.4 Conclusion and Future Work

We have presented a system that allows relief modelingygaidain strokes as input
and producing a three-dimensional manifold polyhedrdbsearas output. We proceed
in two steps, from 2D discontinuous strokes information2t8D continuous height
field information. First, we infer the shape described bydheewving by determining
the non-convex hull of the strokes set. Second, we infer ghght field using both
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Input: A constrained Delaunay triangulation and a height field
Output: A constrained Delaunay triangulation with height value at
each vertex, approximating the height field
ArproxmvateHeIGaTFIELD(Triangulation t, HeightField h
ErrorOrderedSet s
foreach TriangulationFace f
Candidate c— f.MaxErrorPoiNT(h)
S.INserT(C)
f.SeETCANDIDATEA DDRESS(C)
nPointsinserted— 0
while not GoaLMEet(s.HigHeEsTERROR(), NPointsInsertey
t.GETCoNFLICTFACES(S. HIGHESTERROR POINT())
foreach ConflictFace f
S.EraSE(f.GETCANDIDATEADDRESS())
t.INSERT(S.HIGHESTERROR POINT())
foreach NewFace f
Candidate a— f.MaxErrorPoiNT(h)
S.INSErT(C)
f.SeTCANDIDATEA DDRESS(C)
nPointsinserted— nPointsinserted 1
return t

Algorithm 4.3: Fast polygonal approximation of height field, inspired fr@arland and
Heckbert (1995).

KPR,
PR
nﬁ%ﬁm" R

AT

(@) (b) (©)

Figure 4.13:Height field polygonal approximation. In (a), the resultimgproximation, ob-
tained with the Algorithm 4.3. In (b), the three-dimensibmeesh obtained after unprojecting
each vertex of (a) in world space, on an arbitrary depth pldngc), the Gouraud shading
rendering of (b).
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geometry and topology information given by the non-convelf, land drawn image
information.

The interface of our system is still unfinished, e.g., theseras missing, but was
found easy to master by first-time users. However, we noticatlit is necessary to
provide an explicit control by the user of the relationshgivizeen gray level value
and relative depthftset. Furthermore, implementation of the second part ofttreet
dimensional modeling system we described in the introdyaigerview is underway.
The results currently obtained with the relief modelingteys lead us to expect ex-
citing outcomes when multiple relief surfaces will be matkhnd combined from
different viewpoints.



Chapter 5

Conclusion and Future Work

Looking back at the contributions presented in this thesisne of them more than
two years old, we have mixed feelings of achievement andatisgaction. We will
talk about them, trying to be as objective in our judgmenta ésther can be on his
own children when he sees them leaving the family home defityt We will also
present some of our would-be contributions, still writtemaur urgent accomplish-
ments checklist. As a conclusion of the conclusion, we wilegour views on the
future of pedagogical applications of computer tools, oother words what could
possibly be the classroom of tomorrow.

Our model of anisotropic elastic material has proven vesg-efiective, implemen-
tation time and computation time being low, and also veryitivie to use, obtained
behaviors being always close to what we expected. Howdusmtodel seems mainly
adapted to locally orthotropic material. We are afraid ihatill be considered ob-
solete in a short time by the soft tissue modeling commueitgn though the most
physically accurate models seldom meet the intuitive systeage requirement, so
important in situations where the user has no backgroundl at physics (medical
student, artist, etc.).

Our 3D drawing system has been significantly successful asaf-pf-concept
of an alternative 3D stroke representation, useful whea greometry can be traded
against modeling speed and simplicity, as in initial phdsgesign. Nevertheless, the
two obvious flaws of our system, that is limited expressigsnaf 3D strokes (only
planar silhouettes, with rough inference for local surfaaed awkward user interface
(stroke modes, frequent explicit depth settings), makesuicth more tedious to use
than 2D drawing — but not more than the average three-dimeaksmodeling soft-
ware! In starting this project, we had such high expectati@mvent a 3D equivalent
of drawing) that we were disappointed by the result, obthiakker a series of trials
and errors with dferent approaches. But we are convinced that this concept ia n
dead end and deserves other attempts.

In theory, our brand new modeling by drawing system is vepnpsing. In prac-
tice, since we do not have, at the time this sentence is writiecomplete working
implementation, we cannot have many opinions on it. We expdtave a demonstra-
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ble system for this thesis’ defense.

As a first future work, the two aspects of our thesis, aninmegiiod modeling, could
be integrated in a system of animated schemas, that wouldrigdnelpful in the teach-
ing of dynamical phenomena such as the cardiac beat. Thismysould close the
loop between the other systems we have proposed: a teaahdrfost draw a 3D
illustration, then specify parameters by drawing, and §nahimate it, thus creating
an animated functional schema that can be observed frommadexnewpoints. Our
second future work is more involved. In order to evaluateagedical applications of
these techniques in medical school curriculum, and in @aetr for anatomy courses,
we would like to test our software tools in a real-life segtinith a group of volunteer
students. This testing would have to be performed accordimgyorous ergonomics
methodologies, as we advocated in Section 1.2.

Finally, we wonder about the possible future of these teldgies in the class-
room. Before risking this perilous exercise, examiningpghesent situation will give
us a good start. Today, the computer has entered the classrioong ago, the old
blackboard, and dusty, inexpensive chalk, were replacetidyew whiteboard, and
the solvent-free, expensive marker. Cleanliness replagpressiveness (try to obtain
with a marker the subtle strokéects you can achieve with chalk). But the whiteboard
triumph was short. Now, the poor whiteboard is often used@®jction screen that
reflects digital slides projected from a computer. Thus, inag, students are now
subject to conditions quite equivalent to those of a moveatér: a bright screen dis-
playing nice pictures, a voice commenting what is on theesgrdarkness for a good
contrast, and, unfortunately, either passivity (watchimg show), or discouragement
(too much information, too fast, therefore impossible tetaotes). Indirectly, this
also has consequences on teachers: the pedagogical diavaweghow slowly disap-
pears with the retiring faculty members.

Reintroducing writing and drawing as fundamental learrimgls is one solution
for reversing the trend. In the classroom of tomorrow, thétmmoould be “drawing
as a front-end to everything” (Gross and Do, 1996), eithetraditional paper and
pencil, as computer-assisted two-dimensional input, enexs something we cannot
imagine yet. There are so many possibilities. Drawing: mdy decause it is one of
the few thought supporting activiti@:not only because it is one of the few elementary
interface% but also simply because it is part of our human nature.

1 See, for example, Verstijnen et al. (1996), Suwa and Tve(s896), Edmonds and Moran (1997).

2 “paper and pencil is a direct manipulation interfaoze excellence— you draw what you want,
where you want it, and how you want it to look. Structured neogenu interactions force designers
into premature commitment, demand inappropriate pratisind are tedious to use compared with
pencil and paper.” (Gross and Do, 1996).

3 In the Chauvet—Pont-d’Arc cave (Ardéche, France), chamb@avings have been dated between
30,340 and 32,410 years BP.



Appendix A

What is Ergonomics?

This is the full transcription of the text presented on thd wsite of the International
Ergonomics Association (IEA).

“In August 2000, the IEA Council adopted affioial definition of ergonomics as
shown below:

The Discipline of Ergonomics

Ergonomics (or human factors) is the scientific disciplioeaarned with the under-
standing of interactions among humans and other elemersyétem, and the pro-
fession that applies theory, principles, data and methmdssign in order to optimize
human well-being and overall system performance.

Ergonomists contribute to the design and evaluation ofstgsks, products, envi-
ronments and systems in order to make them compatible wathéleds, abilities and
limitations of people.

Domains of Specialization

Derived from the Greekoyov (work) andvouog (laws) to denote the science of work,
ergonomics is a systems-oriented discipline which nowreldeacross all aspects of
human activity. Practicing ergonomists must have a broatkrgtanding of the full
scope of the discipline. That is, ergonomics promotes astiolapproach in which
considerations of physical, cognitive, social, organatal, environmental and other
relevant factors are taken into account. Ergonomists eftaik in particular economic
sectors or application domains. Application domains attenmatually exclusive and
they evolve constantly; new ones are created and old one®takew perspectives.
There exist domains of specialization within the discigliwhich represent deeper
competencies in specific human attributes or charactsistihuman interaction. Do-
mains of specialization within the discipline of ergonomare broadly the following:
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Physical ergonomids concerned with human anatomical, anthropometric, physi
ological and biomechanical characteristics as they rétgbbysical activity. (Relevant
topics include working postures, materials handling, tidge movements, work re-
lated musculoskeletal disorders, workplace layout, gafet health.)

Cognitive ergonomicss concerned with mental processes, such as perception,
memory, reasoning, and motor response, as tlfiectainteractions among humans
and other elements of a system. (Relevant topics includeahenrkload, decision-
making, skilled performance, human-computer intera¢tlmmman reliability, work
stress and training as these may relate to human-systegndesi

Organizational ergonomids concerned with the optimization of sociotechnical
systems, including their organizational structures, gyed, and processes. (Rele-
vant topics include communication, crew resource managemrk design, design
of working times, teamwork, participatory design, comnty@rgonomics, coopera-
tive work, new work paradigms, virtual organizations, vabek, and quality manage-
ment.)”



Appendix B

Bézier Curves and Surfaces

We present below a reminder of the mathematics of Bézieresuand surfaces. For
an in-depth treatment of the subject, we refer the readendddtest edition of the
classic book by Farin (2001). The NURBS curves and surfageklde an alternative
representation: the interested reader will finflfisient details in another book by Farin
(1999).

The Bernstein polynomialB; , of degreen (ordern + 1), are given by

. (Y} nei : ny n! :
B,,n(u)_(i)u(l—u) with (I)_m ie€f0,...,n}
Where(?) is a binomial co#ficient.
The Bézier curve), of degreen, of a set ofn + 1 control pointsVy, V4, ..., V,, is
written

Qn(u) = Zn: Bin(u) Vi uel0.1]
i=0

and its kth derivativé{% can be written

d“Qn (u n .
SJk( ) = GE] Z Bi n-k (U) AkVi with AkVi = Ak_1Vi+1 — Ak_lvi
T i=0

thus, for a cubic Bézier curvea = 3), we have the following equations:

Qs(U) = (1-uPVo + 3u(l-u)?V; + 3(1-uu?V, + WBV;
Qs(u) = 3 [(1 —u?(V1—Vo) + 2u(1-u) (V2 - V1) + P (V3— Vz)]
Qs(U) = B[(1-u)(Va—2V1+ Vo) + u(Vz—2Vy+ V)]
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whereQ; andQ; are first and second derivatives@f w.r.t. u. The cubic Bézier curve
has at most one inflection poiht it can be easily determined with the value of the
parameteud on that point, i.e.,

. V5 + 2V1 - Vo
| =Qs(u = u)=0 & [uu] =

Qs (ur) Qs (W) [ur u] Va3V, 13V -V,
whereO is the origin of the two-dimensional Cartesian orthonorredrdinate sys-
tem. If | exists, the last equation is verified for all coordinateshef tontrol points
Vi.

A piecewise cubic Bézier curvE€; is defined as a sequence mfcubic Bézier
curves: each cubic curve (with the exception of the first &edadst of the sequence),
shares its first (resp. last) control point with the prevignesp. succeeding) cubic
curve. The parameterization of the piecewise cubic curgeven by

t—t

. uef0,1] and i€{0,...,n-1}
i+1 — U

Ss(t) =QL(u) with u=
WhereQ‘3 is the ith cubic Bézier curve of the sequence, &nt, .. ., t, is called the
“knots” sequence.

As a generalization of the Bézier curve equation to two pataers, the Bézier sur-
faceQn m of degrees andmof a set of (1+1)x (m+1) control points/oo, Vos, - - - s Vam,
is written

Qum(U V)= > > Bia(U) Bin(v) Vi

i=0 j=0
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Animation interactive et modélisation par le dessin
Applications pédagogiques en médecine

La compréhension et la mémorisation de données visuelfésiae part importante de I'apprentis-
sage des étudiants en médecine. Cependant, la natureamisionnelle et dynamique du corps humain
pose de nombreux problemes. Leur solution nécessite dalvi@s outils informatiques interactifs pour
permettre aux étudiants de créer et de manipuler des donoggsexes. Nous proposons dans ce but
plusieurs approches.

Tout d’abord, nous nous sommes intéressés a I'animatiommpaieles physiques de matériaux
élastiques anisotropes. Son utilisation pendant un cdarmtbmie physiologique du myocardére
la possibilité aux étudiants de construire des échanilimtissu musculaire cardiaque. Pour atteindre
cet objectif, notre modele présente deux caractéristigpsrtantes : la premiére est un faible codlt en
temps de calcul afin atteindre uffiahage interactif; la seconde est une apparence intuitiviagilite
son contrdle par I'utilisateur.

Ensuite, nous nous sommes intéressés a l'interaction endirnensions a I'aide d'interfaces bi-
dimensionnelles, en vue de I'annotation de modéles exsstan de la création de nouveaux modeles.
Cette approche tire parti du fait que le dessin est encorsidé® comme une importante méthode
d’apprentissage par certains professeurs francais dan@tNotre systéme de dessin 3D posséde une
représentation des traits de l'utilisateur qui permdfithage d’'un méme dessin sous plusieurs points
de vue. Cette représentation est d’ailleurs compatible egle de surfaces polygonales existantes, qui
peuvent ainsi étre annotées. De maniére complétem@étatite, notre outil de modélisation par le des-
sin utilise conjointement les informations provenant dgdamétrie des traits et de I'analyse de I'image
produite, afin de créer des modeéles en trois dimensions sassippar une spécification explicite de la
profondeur.

Mots-clefs: informatique graphique, dessin, animation par modélgsighes, modélisation, in-
terface.

Interactive Animation and Modeling by Drawing
Pedagogical Applications in Medicine

Medicine is a discipline where visualization is an essémtinponent of learning. However, the
three-dimensional, dynamic structure of the human bodgpdgicult teaching challenges. There is
a need for truly interactive computer tools that will enaftiedents to create and manipulate computer
models, not just watch them. We proposfetient approaches with that goal in mind.

We were first interested in interactive physically-baseidhation of anisotropic elastic materials.
One possible application scenario is an anatomy course an pleysiology where students can build
interactive samples of cardiac muscular tissue. To actltldge our model exhibits two key features.
The first one is a low computational cost that results in higimie rates; the second one is an intuitive
system imag¢hat ensures easy control by the user.

Next, we were interested in interaction in three dimensiasiag two-dimensional input, either
for annotating existing models, or for creating new modtking advantage of the fact that drawing
practice is still considered a fundamental learning methpgome anatomy teachers in the French
medical school curriculum. Our 3D drawing system has a strepresentation that enables drawing
redisplay when the viewpoint changes. Moreover, this igrtation can be mixed freely with existing
polygonal surfaces for annotation purposes. In contrastymdeling by drawing tool uses information
from both stroke geometry and the drawn image, to allow tiaieensional modeling without explicit
depth specification.

Keywords: computer graphics, drawing, physically based animatizogeling, interface.

Spécialité modeles et instruments en médecine et biologie
Projet IMAGIS, laboratoire GRAVIR, INRIA Rhéne-Alpes
655 avenue de I'Europe, 38330 Montbonnot Saint Martin, €ean
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