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Abstract

PASQUAL, Alexander Mattioli,Sound Directivity Control in a 3-D Space by a Compact Spherical

Loudspeaker Array. 2010. 171 p. Thesis (PhD in Mechanical Engineering): Faculty of Mechanical

Engineering, State University of Campinas, Campinas.

Angular control of the sound radiation can be achieved by using a compact array of indepen-

dently programmable loudspeakers operating at the same frequency range. The drivers are usually

distributed over a sphere-like frame according to a Platonic solid geometry to obtain a highly sym-

metrical configuration. Prototypes of compact spherical loudspeaker arrays have been recently

developed and applied in room acoustics measurements, electroacoustic music performance and

synthesis of directivity patterns of acoustical sources such as musical instruments. However, many

aspects concerning their control, design, electromechanical behavior and ability to provide a more

realistic sound experience than conventional audio systems remain unclear.

This work concerns the analysis and synthesis of sound fieldsby a compact spherical loud-

speaker array and aims to contribute to clarifying some aspects mentioned above. A control strategy

based on the acoustic radiation modes of the spherical arrayis proposed, which presents several ad-

vantages over the usual strategy based on the spherical harmonics. A theoretical and experimental

analysis of the electromechanical behavior of compact loudspeaker arrays is also presented, in

which the acoustic coupling between drivers inside the array frame is taken into account. In addi-

tion, optimum driver signals corresponding to a given target directivity pattern are derived using two

different cost functions, indicating that the realism of the synthesized pattern may be significantly

increased by neglecting the phase of the target directivitypattern. Finally, the proposed theoret-

ical models are validated through measurements of electrical impedance, loudspeaker diaphragm

velocity and directivity patterns.
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ῡ(x, ω) - Complex magnitude spectrum of the acoustic velocity

υ (x, t) - Radial acoustic velocity

υn - Acoustic velocity normal to a vibrating surface

φ - Azimuth angle

ψ - Acoustic radiation mode

Ψ - Modal matrix

ω - Angular frequency

Superscripts

∗ - Complex conjugate

ap - All pass

H - Complex conjugate transpose

min - Minimum phase

T - Matrix transpose

¯ - Frequency domain

xvii



Subscripts

ap - All pass

c - Continuous-time

l - Acoustic radiation mode or transducer of the loudspeaker array

min - Minimum phase

opt - Optimum

ref - Reference

Abbreviations and Acronyms

ARM - Acoustic Radiation Mode

BIBO - Bounded-Input Bounded-Output

CLF - Common Loudspeaker Format

CNMAT - Center for New Music and Audio Technologies

DSP - Digital Signal Processing

FIR - Finite-duration Impulse Response

FRF - Frequency Response Function

HOA - Higher Order Ambisonics

IEM - Institute of Electronic Music and Acoustics

IIR - Infinite-duration Impulse Response

IRCAM - Institut de Recherche et Coordination Acoustique/Musique

ITA - Institute of Technical Acoustics

LDV - Laser Doppler Vibrometry

LMS - Least Mean Squares

LTI - Linear Time-Invariant

MIMO - Multiple Inputs Multiple Outputs

RMSE - Root Mean Square Error

SISO - Single Input Single Output

WFS - Wave Field Synthesis

Symbols

ℜ{·} - Real part of a complex number

1 - Matrix of all 1’s

xviii



Contents

1 Introduction 1

1.1 Directional characteristics of sound sources . . . . . . . .. . . . . . . . . . . . . 2

1.2 Compact spherical loudspeaker arrays . . . . . . . . . . . . . . .. . . . . . . . . 4

1.3 Thesis main contributions and organization . . . . . . . . . .. . . . . . . . . . . 7

1.3.1 Directivity representation . . . . . . . . . . . . . . . . . . . . .. . . . . . 7

1.3.2 Electromechanical behavior of spherical loudspeaker arrays . . . . . . . . 9

1.3.3 Optimization criteria . . . . . . . . . . . . . . . . . . . . . . . . . .. . . 11

1.3.4 Thesis organization . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . 12

2 Sound Radiation and 3-D Sound Field Rendering 14

2.1 Wave equation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 14

2.2 Directivity patterns . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . . 16

2.2.1 Simple multipole sources . . . . . . . . . . . . . . . . . . . . . . . .. . . 16

2.2.2 Nearfield and farfield propagation . . . . . . . . . . . . . . . . .. . . . . 21

2.3 Subspaces for directivity representation . . . . . . . . . . .. . . . . . . . . . . . 22

2.3.1 Spherical harmonics . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 23

2.3.2 Acoustic radiation modes (ARMs) . . . . . . . . . . . . . . . . . .. . . . 28

xix



2.4 Spatial sound rendering using loudspeaker arrays . . . . .. . . . . . . . . . . . . 32

2.4.1 Theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

2.4.2 Spatial audio systems . . . . . . . . . . . . . . . . . . . . . . . . . . .. . 36

3 Spherical Loudspeaker Array Modeling 38

3.1 Sound radiation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . 38

3.1.1 Continuous sphere . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .38

3.1.2 Discrete sphere . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .40

3.1.2.1 Convex regular polyhedra . . . . . . . . . . . . . . . . . . . . . 44

3.2 Electromechanical behavior . . . . . . . . . . . . . . . . . . . . . . .. . . . . . . 51

3.2.1 Electrodynamic loudspeakers . . . . . . . . . . . . . . . . . . . .. . . . 51

3.2.2 Acoustical coupling . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 53

3.2.2.1 Lumped-parameter model . . . . . . . . . . . . . . . . . . . . . 54

3.2.2.2 Distributed-parameter model . . . . . . . . . . . . . . . . . .. 54

3.3 Enclosure design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . 55

4 Synthesis and Reproduction of Directivity Patterns 60

4.1 Synthesis of an arbitrary function . . . . . . . . . . . . . . . . . .. . . . . . . . . 60

4.2 Synthesis of a spherical harmonic function . . . . . . . . . . .. . . . . . . . . . . 62

4.3 Synthesis with desired magnitude response . . . . . . . . . . .. . . . . . . . . . 68

5 Equalization Filtering 75

5.1 The electroacoustical modeling of spherical loudspeaker arrays revisited . . . . . . 75

5.2 Signal processing chain of a spherical loudspeaker array . . . . . . . . . . . . . . 77

xx



5.2.1 Sound pressure equalization . . . . . . . . . . . . . . . . . . . . .. . . . 80

5.2.2 Sound power equalization . . . . . . . . . . . . . . . . . . . . . . . .. . 81

5.3 Numerical example: a dodecahedral loudspeaker array . .. . . . . . . . . . . . . 82

6 Experimental Evaluation 89

6.1 Prototype description . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . . 89

6.2 Parameter estimation of the electrodynamic loudspeaker model . . . . . . . . . . . 91

6.3 Electromechanical behavior . . . . . . . . . . . . . . . . . . . . . . .. . . . . . . 95

6.3.1 Experimental procedures . . . . . . . . . . . . . . . . . . . . . . . .. . . 95

6.3.2 Results and discussion . . . . . . . . . . . . . . . . . . . . . . . . . .. . 97

6.4 Sound radiation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . 104

6.4.1 Experimental procedures . . . . . . . . . . . . . . . . . . . . . . . .. . . 104

6.4.2 Results and discussion . . . . . . . . . . . . . . . . . . . . . . . . . .. . 107

7 Conclusion 119

7.1 Directivity representation . . . . . . . . . . . . . . . . . . . . . . .. . . . . . . . 119

7.2 Electromechanical behavior of spherical loudspeaker arrays . . . . . . . . . . . . . 121

7.3 Optimization criteria . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . . 122

7.4 Further research . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . 123

A Wave Equation in Spherical Coordinates 133

A.1 General solution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . 133

A.2 Exterior and interior problems . . . . . . . . . . . . . . . . . . . . .. . . . . . . 136

B Properties of the Coupling Matrix for the Discrete Sphere 138

xxi



C Convex Regular Polyhedra 140

D Discrete-Time LTI Systems 143

E Author’s Publications 147

xxii



Chapter 1

Introduction

The spatial properties of sound fields are important for human sound source localization in daily

life and greatly affect the perceived sound quality and intelligibility, which has been explored in

audio applications since the early days of the two-channel stereophonic reproduction, remaining

an active field of research and development. In the aesthetics context, spatial control of sound has

been widely used in contemporary electroacoustic music, inwhich not only the projection space,

but also the composed space (integral to the composition itself) are dealt with [2, 3].

Most of the spatial audio systems such as conventional surround, WFS (Wave Field Syn-

thesis) [4] and Ambisonics [5] provide the listeners with spatial sensations by surrounding them

with many loudspeakers. Nevertheless, the difficulties in predicting the interaction between the

electroacoustic sources and the room they are placed in makethe problem extremely complex to

address and massive computation is necessary to deal with the large number of loudspeakers used

in sofisticated spatialization systems like WFS.

In this work a different approach is adopted. Instead of placing loudspeakers around the

listener to produce spatial sound effects, a multi-channelelectroacoustic source is used in order to

reproduce the sound field generated by an acoustical source or to synthesize a desired sound field.

Thus, the interaction of the source with the room it is placedin is naturally felt and understood

by the listener, making the problem much simpler to treat. Unlike the WFS loudspeaker array, a

multi-channel source is a compact array of loudspeakers designed to simulate complicated sound

radiators such as musical instruments.

In the following, the directional characteristics of soundsources are briefly described. Next,

an overview of the state of the art concerning compact spherical loudspeaker arrays for radiation
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control is presented. Finally, the thesis main contributions are highlighted.

1.1 Directional characteristics of sound sources

A sound source can be characterized by the temporal and spatial properties of the sound field that

it produces under free-field conditions, i.e., in the absence of any reflected waves1. The interaction

with both the room the source is placed in and the listener’s hearing system determines the perceived

auditory event. The temporal structure of the audio signalsreaching the eardrums plays a major

role in the human perception, which is categorized in musical and psychoacoustical attributes such

as pitch, duration, dynamics, timbre, loudness and localization [6, 7].

The temporal signature of a sound source can be captured and analyzed by well-established

techniques, like Fourier analysis [8]. The source spatial signature is characterized by the so-called

sound directivity or directionality, which depends on frequency and can be obtained through mea-

surements in an anechoic chamber. Unfortunately, the corresponding experimental procedures are

complex, time-consuming and require expensive facilitieswhich are not readily available in many

acoustics laboratories. Therefore, little directivity data can be found in literature. The overall

directional characteristics of several musical instruments are presented in [1], which is perhaps

the most comprehensive and referenced work on this subject.Since the excitation mechanism of

a loudspeaker unit is merely an electrical signal that can beeasily controlled and processed, the

directivity characterization is simpler than for musical instruments. Many loudspeaker manufac-

turers provide directivity data of their products in a file format called CLF (Common Loudspeaker

Format), which can be downloaded in the CLF group website (http://www.clfgroup.org/).

As said above, the directivity pattern of a sound source is relevant for human perception.

This statement can be qualitatively checked by rotating a given sound source around its axis. It

is not expected that this will change the directional characteristics of the source, but will rather

lead to a directivity pattern that is a rotated version of theoriginal one relatively to the room the

source is placed in and to the listener’s position, so that heor she should be able to experience

a different sound sensation. However, a directivity pattern contains lots of information and the

scientific community has not yet found out what features of itare important for human perception.

In addition, as far as the 3-D sound field simulation and synthesis is concerned, listening tests and

1There is a mechano-acoustic coupling between the radiatingbody and the sound field it produces. Strictly speak-
ing, this coupling depends on the characteristics of the room the source is placed in, so that the room affects the
acoustical properties of the sound source. However, since most of the sound sources placed in ordinary rooms present
a mechanical impedance much higher than the sound field (impedance mismatch), the room has just a minor effect on
the source dynamics, so that it can be neglected.
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room acoustics simulation results have shown that the choice of the directivity representation for

the actual source has an influence on the perceived sound and on room acoustical parameters such

as the clarity factor, the lateral energy fraction and the early decay time [9, 10, 11].

Figure 1.1: Principal radiation directions for a violin in the horizontal plane [1].

Figure 1.1 depicts the essential characteristics of the directivity pattern of a violin in the

horizontal plane according to [1]. The shaded areas represent the directions in which the sound

pressure level is within 3 dB of its maximum value averaged over a given frequency range in the

horizontal plane. Most simulation and auralization of roomacoustics use the averaged directivity

data of musical instruments presented in that work. However, the angular radiation pattern of a vi-

olin varies strongly with frequency above about 1 kHz, changing drastically from one semitone to

the next, so that averaged directivity patterns give rise toa poor representation of the violin spatial

signature [12, 13]. This behavior is important for the violin sound quality and it has been called

“directional tone color”, which makes it very difficult to produce a realistic violin sound with a sin-

gle ordinary loudspeaker because it imposes its own directivity on all sounds it generates [14, 13].

The violin example illustrates the shortcomings of averaged directivity patterns and how complex

the directional characteristic of a sound source may be.
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1.2 Compact spherical loudspeaker arrays

Modern loudspeaker systems provide satisfactory control over the temporal signature of the sound

field they generate, so that the current audio technologies can be used to reproduce these charac-

teristics of acoustical sources. On the other hand, the commercially available loudspeaker systems

are not able to reproduce the directivity pattern of an arbitrary sound source. As stated before, the

loudspeakers impose their own spatial signature on the resulting 3-D sound field, which is gener-

ally quite different from the spatial signature of the original source that the electroacoustical device

aims to reproduce.

In order to overcome the limitations of conventional audio systems concerning directivity

reproduction, a compact spherical array of independently programmable loudspeaker units can be

used. This electroacoustic device consists of several drivers mounted on a rigid sphere-like frame,

which are generally distributed according to a convex regular polyhedron (Platonic solid) geometry

to obtain a highly symmetrical configuration, so that the occurrence of preferred regions in the

three-dimensional rendition space is reduced. The main objective is to control the directivity pattern

of the loudspeaker array by acting on the signals that feed the transducers. Unlike conventional

loudspeaker systems, the array drivers operate at the same frequency range, so that the sound fields

produced by the individual loudspeaker units interact in a controllable way. Hence, the compact

loudspeaker array should ideally be able to reproduce both the temporal and spatial signature of

an acoustical source, i.e., the sound field produced by a given source at a given position in a room

would be entirely reproduced by replacing the original source with the electroacoustical device, as

depicted in Fig. 1.2, whereV is the rendition space andΓ is a surface enclosing the source.

It is worth mentioning that the spherical loudspeaker arrays largely employed to obtain an

approximate omnidirectional source2 in room acoustics measurements constitute a simple special

case of directivity controlled loudspeaker arrays. The drivers of omnidirectional sources are usually

mounted on the faces of a rigid Platonic solid [15, 16, 17, 18], so that the desired directivity is

approximately obtained by driving the array elements with the same electrical signal. These devices

are simple mono-channel sources whose acoustical behavioris well-known. In contrast, this work

focuses rather on the general case of multi-channel sourcesfor directivity control.

Researchers from IRCAM (Institut de Recherche et Coordination Acoustique/Musique, Paris)

introduced the concept of using a compact array of independently programmable electrodynamic

loudspeakers in 1992 [19]. The first IRCAM prototype was a four-channel dodecahedral source

2Strictly speaking, an omnidirectional source is that one able to radiate sound energy to all directions. However, in
this work, a source will be called omnidirectional if it radiates sound energy equally to all directions.
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Figure 1.2: Synthesis of the temporal and spatial signatureof an acoustical source by a compact
loudspeaker array.

(twelve drivers, one per face) used to synthesize some simple directivity patterns [20]. Later, they

built a set of three cubic shaped loudspeaker arrays of different sizes in order to increase the fre-

quency bandwidth: a 25-cm cube with six 7-in (17.78-cm) drivers for the mid frequencies, an 8-cm

cube with six tweeters for the high frequencies and a larger cube with four horizontal drivers for the

low frequencies. These devices were conceived to provide electroacoustic music composers with a

new spatialization tool and to partially reproduce the directivity of musical instruments [21].

Since a given directivity pattern can be decomposed over a basis of the so-called spherical

harmonic functions (these are treated in detail in section 2.3.1), the IRCAM sources were pro-

grammed to reproduce such functions. This method leads to a set of filters for each spherical

harmonic, so that a desired pattern can be obtained only by changing the gain associated with each

set of filters. Due to its relatively small number of loudspeakers, the cubic source is able to repro-

duce only spherical harmonics of lower orders, that are the monopole (ordern = 0), the dipole

(ordern = 1) in any spatial direction and partially the spherical harmonics of ordern = 2 but with

angular restrictions.

Kassakian and Wessel from CNMAT (Center for New Music and Audio Technologies, Uni-

versity of California Berkeley) presented further theoretical developments and simulated some

spherical source configurations with different sizes and number of drivers [22]. The mean square

error was used to evaluate the spherical array performance in reproducing spherical harmonic func-

tions. However, loudspeaker constraints were not considered and their directivities were supposed

to be frequency independent. These researchers also constructed a dodecahedral array with twelve
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independent 4-in (10.16-cm) drivers, each provided with its own sealed enclosure in order to avoid

the acoustical coupling inside of the array cavity [23]. Simulation results showed that the prototype

can reproduce spherical harmonics up to ordern = 2 and partially harmonics of ordern = 3 in

specific combinations, but only in the low-frequency range because of the relatively large source

diameter (37 cm approximately).

In order to increase the operating range of the spherical source, researchers from CNMAT

in collaboration with the Meyer Sound Laboratories built a compact spherical loudspeaker array

with 120 independent 1.25-in (3.175-cm) drivers (an icosahedron with six drivers per face with

25.4cm in diameter) [24]. The geometric and engineering challenges that were overcome to create

it are described in [25]. Simulation results were also presented and showed that the source can

potentially reproduce spherical harmonics up to ordern = 8 over a large frequency range (up to

7 kHz approximately). However, details of the directivity control software and measurements of

the array have not been provided so far. It is worth mentioning that relevant driver constraints such

as limited excursion, distortion and overheating were not taken into account in the simulations.

Zotteret al. from IEM (Institute of Electronic Music and Acoustics, Graz, Austria) presented

an analytical model that describes the radiated sound field of a spherical array and is dedicated to

the synthesis of spherical harmonic patterns [26, 27]. The source is modeled as a rigid sphere with

several vibrating caps corresponding to the loudspeakers.The optimum cap velocities are obtained

by the least-squares method. They also constructed an icosahedral source with 20 independent

drivers sharing a common enclosure [28, 29, 30].

Behler and Pollow from ITA (Institute of Technical Acoustics, Aachen, Germany) built do-

decahedral arrays to be used in room acoustics measurementsin order to obtain improved room

impulse responses for auralization purposes [31, 32, 33].

Figure 1.3 shows the spherical loudspeaker array prototypes developed at the laboratories

mentioned above. The researches concerning the application of compact loudspeaker arrays to elec-

troacoustic music performance that were conducted at Princeton University are also worth mention

(see [34, 35, 36]). In contrast to all works cited up to now, which consider only electrodynamic

transducers, a loudspeaker array of four piezoelectric transducers that provides directivity control

in the horizontal plane at high frequencies (5 – 20 kHz) has recently been proposed [37].

It is worth noting that, besides room acoustics measurements, electroacoustic music perfor-

mance and synthesis of directivity patterns of acoustical sources, other applications for spherical

loudspeaker arrays can be sought, such as information diffusion in privileged adjustable direc-

tions, microphone feedback control in sound reinforcementapplications [38] and active control of
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Figure 1.3: Spherical loudspeaker array prototypes based on the Platonic solids.

sound [39].

1.3 Thesis main contributions and organization

This work concerns the analysis and synthesis of directivity patterns by a compact spherical loud-

speaker array. As explained throughout this section, the thesis main contributions are: the character-

ization of an improved basis for directivity representation, the investigation of the electromechan-

ical behavior of compact loudspeaker arrays and the comparative analysis of distinct optimization

criteria to derive the signals that must feed the drivers in order to reproduce a given directivity

pattern.

1.3.1 Directivity representation

Spherical harmonics have been playing an important role in spherical array research. These func-

tions constitute a natural basis for representation of sound source directivities, since they emerge

from the solution of the Helmholtz equation in spherical coordinates (refer to appendix A). There-

fore, as said before, the control strategy generally adopted is to provide the spherical array with

some preprogrammed basic directivities corresponding to spherical harmonic patterns. The num-

ber of these elementary directivities is limited to the number of loudspeakers in the array. Then,

different radiation patterns can be achieved simply by changing the gains associated with the ba-
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sic directivities, so that it is not necessary to redesign the filters when a different target directivity

pattern is desired.

However, it is known that spatial aliasing degrades the spherical array capability in synthe-

sizing spherical harmonics as frequency increases [22, 21,26] so that the control strategy based on

these functions becomes inaccurate. In fact, although spherical harmonics are suitable basis ele-

ments in describing arbitrary directivity patterns, they cannot be expected to correspond to efficient

radiation patterns of a spherical loudspeaker array at all frequencies.

At low frequencies, since higher order spherical harmonicsexhibit very low radiation effi-

ciencies [40], spatial aliasing does not affect the radiation pattern in the farfield3. However, as

frequency increases, the radiation efficiencies of higher order spherical harmonics increase as well

and they start to propagate to the farfield. Thus, the spherical array can no longer radiate pure

spherical harmonics, like the monopole or dipoles. Moreover, at high frequencies the shape and

vibration pattern of each loudspeaker lead to numerous radiating higher order spherical harmonics,

which are combined and interact in the nearfield when multiple loudspeakers are driven. Then, in

order to obtain an accurate sound field representation, the truncated spherical harmonic expansion

must retain a number of terms much higher than the number of independent degrees of freedom of

the array. Such terms can be grouped in a finite number of subsets corresponding to the so-called

“acoustic radiation modes” (these are treated in detail in section 2.3.2) of the array.

Acoustic radiation modes are an alternative way to describethe sound field that a vibrat-

ing structure radiates. Such a modal approach is based on howefficiently a given velocity dis-

tribution on the structure surface radiates sound energy and it has been used since the 1990’s

(cf. [42, 43, 44, 45, 46]). Radiation modes are commonly usedto describe the structural vibra-

tion of primary sources in active noise control applications (see, for example, [47]). However, they

have not been applied to secondary sources or to compact loudspeaker arrays for directivity control.

The author has found only one work by Wenet al. [48] which applies such a modal approach to

sound field synthesis by planar loudspeaker arrays, where the array elements were assumed to be

simple omnidirectional point sources.

As far as a vibration system with a finite number of degrees of freedom is concerned (as is the

case for a spherical loudspeaker array), its radiation modes span an equally finite dimension sub-

space on which any radiation pattern that such a system is able to generate can be projected. Such

a useful property does not hold for the spherical harmonic representation of the sound field pro-

3If a given field point is sufficiently far from the source so that the sound pressure decreases linearly with distance
along a radial line connecting the point with the source, theformer is said to be in the farfield [41]. For further details,
refer to section 2.2.2.

8



duced by the same radiator. Actually, the real-valued spherical harmonics are the radiation modes

of the continuous sphere [40], i.e., the sphere which is ableto assume any surface velocity pattern

(infinite number of degrees of freedom). Therefore, spherical harmonics span an infinite dimension

subspace so that truncation error generally arises from thespherical harmonic decomposition.

In this work, instead of using a finite set of spherical harmonics as preprogrammed basic

directivities, an approach based on the acoustic radiationmodes of the spherical loudspeaker array

is proposed. Unlike the usual spherical harmonic strategy,any radiation pattern that the array

is able to reproduce can be decomposed into its radiation modes with no approximation error.

Since radiation modes are closely related to radiation efficiencies, this approach leads also to a

quantitative description of the low-frequency constraints in the directivity synthesis, which have

only been qualitatively discussed in previous works. Moreover, radiation modes allow to rank the

expansion terms by their radiation efficiencies, so that a reduced number of active channels can be

obtained because it is useless to drive inefficient modes. Finally, radiation modes are not restricted

to spherical shapes. So, it is expected that most of the ideaspresented here can be extended to

non-spherical loudspeaker arrays and will allow to take into account the actual vibration pattern

and shape of the loudspeakers.

1.3.2 Electromechanical behavior of spherical loudspeaker arrays

Unlike omnidirectional sources, the interaction of the sound fields produced by the independent

drivers of a directivity controlled source is not intuitiveand some attempts have been made to

predict the radiation pattern of a spherical array [22, 26, 33, 39]. For the moment, the spherical

caps approach proposed in [26] is the most elaborate radiation prediction model for a compact

spherical loudspeaker array, in which the drivers of the array are modeled as convex spherical caps,

each oscillating with a constant radial velocity amplitudeover its surface. This model presents the

advantage of having an analytical solution (which will be presented in section 3.1.2) and is inspired

in a previous work dealing with a single driver mounted on a rigid sphere [49]. However, it cannot

predict the non-rigid body behavior of real drivers and neglects their actual geometry, which is

known to affect the radiation pattern, especially at high frequencies [50, 51].

A comparison of the theoretical predictions by the spherical cap model and measured direc-

tivity data in an anechoic chamber for a single driver mounted on a rigid sphere (a 3-in, 7.62-cm,

cone woofer mounted on a sphere with a 10-in, 25.4-cm, radius) is presented in [49]. It was ob-

served that, in general, the theoretical predictions matchthe experimental results closely, indicating

that the spherical cap approach can be extended to sphericalloudspeaker arrays. However, the cap
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size used in the simulations presented in [49] was made frequency-dependent in order to match the

experimental data. This was explained as being probably a result of the driver suspension behavior,

which can be hardly modeled as a rigid body. This can be investigated by measuring the vibration

of the driver membrane and suspension.

For a spherical loudspeaker array, theoretical results have not been explicitly compared to di-

rectivity measurements in anechoic chamber so far. As a matter of fact, directivity measurements of

the IEM icosahedral array are described in [28, 29]. These works do not directly compare the mea-

sured radiation patterns to theoretical predictions, but ref. [29] does provide an indirect comparison

which indicates a deviation between experimental and theoretical results. Nevertheless, the used

measurement setup is not satisfactory for directivity measurements, for example, the experiments

were not conducted in an anechoic chamber. Therefore, it is not possible to determine whether the

prediction radiation model or the experimental setup (or both) should be improved.

The directivity control by a spherical loudspeaker array isachieved by setting the relative

voltages, rather than velocities, of the array elements. Hence, the electromechanical behavior of

such a device must be known in order to evaluate its surface vibration pattern which, in turn, leads

to the sound field. In this direction, similar electromechanical models for spherical arrays were

proposed in [27] — which was later improved in [29, 52] — and [32]. Surface velocity measure-

ments by LDV (Laser Doppler Vibrometry) of the IEM icosahedral array revealed a good match

between theoretical and experimental results in the low-frequency range [27, 29, 52], while some

discrepancies were observed at high frequencies. However,only a single point on the membrane of

each driver was measured, so that the rigid body assumption could not be explicitly and rigorously

validated. Nevertheless, since researchers have been mainly concerned about the relation between

an idealized vibration pattern of the loudspeaker array andthe resulting acoustic radiation pattern,

there is still a lack in the accurate description of the electromechanics of spherical loudspeaker

arrays for radiation control.

The enclosure design is a controversial issue that is also related to the electromechanical

behavior of spherical arrays. Two different approaches have been reported in literature (cf. [23,

29, 30, 31, 32, 52]). In the first approach, the drivers share acommon hollow enclosure and, in

the second, they have their own independent sealed cavities. The former leads to an easier to build

mechanical frame and to a larger cabinet volume that potentially gives rise to lower voltages in

the low-frequency range [31, 52, 53]. However, to let the drivers share an empty cavity produces

undesirable acoustic cavity resonances in the operation frequency range of the array [32, 52] and

leads to acoustic coupling effects that cannot be easily predicted. The electromechanical model

proposed in [32] takes the acoustic coupling into account bymodeling the common array cavity as
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a lumped-parameter element (acoustic compliance). On the other hand, the model presented in [27]

applies the spherical caps approach also to the interior sound field, so that the resulting boundary-

value problem has an analytical solution and the higher-order cavity modes can be considered

(distributed-parameter model); as a drawback, this model assumes that the array cavity is a perfect

sphere.

This work presents a detailed theoretical and experimentalinvestigation of the compact loud-

speaker array electromechanics. An improved electromechanical model which takes into account

the inductance losses of the driver voice-coil is proposed and experimentally validated through

LDV measurements of a dodecahedral source prototype, as shown in chapter 6. Unlike the previ-

ous works mentioned before, many points on the surface of thediaphragm suspension assembly of

the drivers are measured by using a scanning laser Doppler vibrometer, so that uneven deforma-

tion can be characterized. The cited lumped- and distributed-parameter modeling of the acoustic

coupling between the drivers inside the array frame are compared. In addition, directivity measure-

ments were carried out in an anechoic chamber in order to study the limitations and applications of

the spherical caps model proposed in [26].

As it will be shown in section 3.3, the effect of the internal acoustic coupling on the sound

power can be evaluated in a simple way by combining the electromechanical model with the acous-

tic radiation mode approach, on which the enclosure design discussion presented in this work is

based. Furthermore, this combination leads to an unexpected result, namely, the acoustic radiation

modes of a Platonic loudspeaker are the eigenvectors of the transduction matrix obtained using the

electromechanical model for drivers sharing a common cabinet. This result greatly simplifies the

equalization filter design and is discussed in chapter 5.

1.3.3 Optimization criteria

As said before, compact spherical loudspeaker arrays are used to reproduce or to synthesize desired

directivity patterns. To accomplish this, an inverse problem must be addressed, i.e., the signals that

must feed the drivers in order to reproduce the target directivity pattern must be derived from an

optimization criterion.

Most of the published works about spherical loudspeaker arrays minimize the Euclidean

norm of the difference between the target pattern and the synthesized pattern in order to obtain

the velocity of each driver (cf. [22, 26, 54]). This is a well-known convex optimization problem

(least-squares) that can be easily solved and whose solution is unique. However, the least-squares
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method may lead to a suboptimal solution due to the fact that the cost function is based on the

physical characteristics of the sound field rather than on a psychoacoustic measure. For example,

in the least-squares formulation, magnitude error and phase error are treated equally, although the

importance of these errors may not be equal as far as the humanperception is concerned.

Modern room acoustic simulation and auralization tools permit to evaluate the influence of

source directivity on the sound field in a room. For this purpose, only the magnitude of the farfield

directivity data is used [10, 32, 33, 55]. Therefore, the literature on room acoustics suggests that the

phase of the farfield directivity pattern plays a minor role in the human perception compared to its

magnitude. Hence, it is expected that a spherical loudspeaker array will be able to better synthesize

the perceptually relevant attributes of the sound field if the phase of the target pattern is excluded

from the cost function.

Unlike the usual least-squares method, the optimization problem with desired magnitude

response (phase not concerned) is non-convex and thereforemore difficult to solve. The so-called

“magnitude least-squares” problem and several solution methods are described in detail in [56].

In addition, its application to directivity synthesis by spherical arrays is briefly presented in some

recent works [33, 37, 56, 57]. However, a comparison betweenthe standard least-squares and the

magnitude least-squares applied to directivity synthesishas not been satisfactorily presented and

discussed so far, so that the advantages and the shortcomings of the latter remain unclear. This is

carried out in chapter 4.

1.3.4 Thesis organization

This thesis is organized as follows:

• Chapter 2: this chapter presents an overview of advanced topics in acoustics that are not

collected in books, but which are essential (except for section 2.2, which is rather comple-

mentary) to the comprehension of the thesis content;

• Chapter 3: the theoretical models used to predict the sound radiation and the electromechan-

ical behavior of spherical loudspeaker arrays are described. In addition, a discussion on the

enclosure design and simulation results are presented;

• Chapter 4: this chapter addresses the inverse problem, namely, given the target directivity

pattern and the radiation model described in chapter 3, optimization criteria are applied to
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compute the velocity of each driver of the spherical array. Numerical simulation results are

also presented;

• Chapter 5: the problem of equalization filtering is addressed. Two different equalization ap-

proaches for a spherical loudspeaker array are presented and compared. A numerical example

is provided;

• Chapter 6: the theoretical models presented in chapter 3 areexperimentally validated. Results

of electrical impedance, loudspeaker vibration and directivity measurements of a 12-driver

array prototype are presented and discussed;

• Chapter 7: conclusions and suggestions for further work arepresented.

13



Chapter 2

Sound Radiation and 3-D Sound Field

Rendering

This chapter reviews some topics related to sound radiationand spatial audio as they are required for

the comprehension of the thesis. First, the basic wave propagation model used throughout this work

— which is described by the well-known Helmholtz equation — is presented in section 2.1. Next,

section 2.2 introduces fundamental concepts on sound source directivity through the development

of elementary radiators such as monopoles and dipoles, which may be skipped by advanced readers.

The subspaces for directivity representation (spherical harmonics and acoustic radiation modes)

mentioned in chapter 1 are considered in detail in section 2.3, whose content is essential and widely

used in the next chapters. Finally, the theory of spatial sound rendering through loudspeaker arrays

is presented in section 2.4, as well as some promising audio technologies.

2.1 Wave equation

This work concerns linear acoustic phenomena in a perfect homogeneous quiescent gas, i.e., only

low energy waves not subjected to dissipative effects and heat exchange are considered; in addition,

there is no mean flow and the medium properties are constant and uniform through the acoustic

domain. Therefore, in the absence of sound sources in the domain, the following well-known

linearized wave equation governs the sound propagation [58]:

∆p (x, t) − 1

c2

∂2p (x, t)

∂t2
= 0 (2.1)
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wherep (x, t) is the sound pressure,c is the sound speed,x is the position vector,t is time and∆ (·)
is the Laplace operator.

The acoustic velocityυ (x, t) is related with the acoustic pressurep (x, t) by the linearized

Euler equation [58]

ρ
∂υ (x, t)

∂t
= −∇p (x, t) (2.2)

whereρ is the fluid density when the acoustic perturbation is absent. Throughout this work, unless

otherwise specified, lower case bold letters indicate vectors, while upper case bold letters indicate

matrices.

Now assume a harmonic time dependence of the forme−ιωt (classical choice in theoretical

acoustics) forp (x, t), whereι =
√
−1 andω is the angular frequency. This yields the wave and

Euler equations in the frequency domain, respectively,

∆p̄ (x, ω) + k2p̄ (x, ω) = 0 (2.3)

and

ιωρῡ (x, ω) = ∇p̄ (x, ω) (2.4)

wherek = ω/c is the wave number,̄p(x, ω) andῡ(x, ω) are the complex magnitude spectrum of

the acoustic pressure and velocity, respectively. In otherwords, they are the Fourier transforms

of p (x, t) andυ (x, t), i.e., p̄(x, ν) =
∫∞

−∞
p(x, t)e−ινtdt and ῡ(x, ν) =

∫∞

−∞
υ (x, t) e−ινtdt. It

is worth noting that the traditional convention of choosinga harmonic time dependence ine−ιωt

results in a negative frequencyν = −ω in the signal processing sense.

Equation (2.3) is an ordinary differential equation named Helmholtz equation.

Hereafter, the overbars will be omitted for the sake of convenience. Unless otherwise speci-

fied, frequency domain is assumed.
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2.2 Directivity patterns

2.2.1 Simple multipole sources

Let (r, θ, φ) be spherical coordinates, wherer ≥ 0, 0 ≤ θ ≤ π and0 ≤ φ < 2π are, respectively,

the radial coordinate, the zenith angle and the azimuth angle, as depicted in Fig. 2.1. Hence, the

position vector can be written asx = r sin θ cos φ ex + r sin θ sin φ ey + r cos θ ez, whereex, ey and

ez are the unit vectors of the standard basis in three-dimensions.

Figure 2.1: Spherical coordinates.

Now, consider a pulsating sphere of radiusa centered at the origin and letυ be the amplitude

of the radial velocity atr = a, which is assumed to be constant over the sphere. Then, under

free-field conditions, solution of Eq.(2.3) in spherical coordinates yields [58]

p(r) = − ιωρQs

4πr(1 − ιka)
eιk(r−a) (2.5)

wherer ≥ a andQs = 4πa2υ is the volume velocity ata, also referred to as the source-strength

function. It is worth noting that−ιωQs is the volume acceleration ata.

Equation (2.5) shows that a pulsating sphere in an unboundedmedium gives rise to an out-

going spherically symmetric wave. In addition, the sound pressure magnitude decreases linearly

with the distancer. Since the acoustic field does not depend onθ andφ, the pulsating sphere is an

isotropic or omnidirectional source.

The pulsating sphere can be idealized as a point source ifa is let to be very small butυ very

large, such thatQs remains constant andka can be neglected. Such a hypothetical source is called

an acoustic monopole. If it is located atxs instead of atr = 0, Eq.(2.5) becomes
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p(x) = ιωρQsG(x, xs) (2.6)

where

G(x, xs) = − eιk|x−xs|

4π |x − xs|
(2.7)

is the 3-D free-space Green’s function1 and|x − xs| is the radial distance from the source.

Sound fields other than omnidirectional can be obtained by superposing two or more monopoles.

Consider two monopoles of opposite source-strengths+Qs and−Qs, located atxs + d/2 and

xs − d/2, respectively, as depicted in Fig. 2.2. Hence, the resulting sound pressure is

p(x) = ιωρQsG(x, xs + d/2) − ιωρQsG(x, xs − d/2) (2.8)

Figure 2.2: Acoustic dipole arbitrarily oriented modeled by two monopoles with source-strengths
+Qs and−Qs.

By assuming that|d| is vanishing small, an acoustic dipole is obtained. In this limit, G(x, xs±
d/2) can be approximated with a truncated Taylor series asG(x, xs) ± (d/2) · ∇sG(x, xs), where

∇s denotes the gradient with respect to the source coordinates[58]. Then, Eq.(2.8) simplifies to

p(x) = ιωρQsd · ∇sG(x, xs) (2.9)

1The Green’s function so defined satisfies the inhomogeneous Helmholtz equation∆G(x, xs) + k2G(x, xs) =
δ(x − xs), whereδ(·) is the Dirac delta [59].
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where

∇sG(x, xs) =
dG(x, xs)

d|x − xs|
∇s|x − xs| (2.10)

and

∇s|x − xs| = −(x − xs)

|x − xs|
(2.11)

By using Eqs.(2.7), (2.10) and (2.11), Eq.(2.9) becomes

p(x) = −ρck2|dm| cos ϕ

(

1 +
ι

k|x − xs|

)

eιk|x−xs|

4π |x − xs|
(2.12)

wheredm ≡ Qsd is the dipole moment andϕ is the angle between vectorsd andx − xs.

Two monopoles with opposite source-strengths separated byan infinitesimal distance lead

to a dipole. Analogously, two dipoles with opposite dipole moments separated by an infinitesimal

distance lead to a quadrupole. Figure 2.3 shows the two basictypes of quadrupoles: a longitudinal

quadrupole on the left and a lateral quadrupole on the right,where|d| is vanishing small.

Figure 2.3: Longitudinal (on the left) and lateral (on the right) quadrupoles arbitrarily oriented
modeled by two dipoles with momentsdm and−dm.

Proceeding similarly as for the dipole, the quadrupole produces a sound pressure field given

by

p(x) = ιωρ(dm · ∇s)(d · ∇s)G(x, xs) (2.13)

Consider a longitudinal quadrupole aligned along thez axis so thatd = |d|ez, dm = |dm|ez

andxs = zsez. Then, Eq.(2.13) becomes
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p(x) = ιωρ|dm||d|
∂2G(x, xs)

∂z2
s

(2.14)

If zs = 0, one has|x − xs| = r andz = r cos θ. Hence, evaluation of the partial derivatives

of the Green’s function in Eq.(2.14) yields (cf. [58])

p(r, θ) = −ιρck3|dm||d|
[

(1 − 3 cos2 θ)

(

ι

kr
− 1

k2r2
+

1

3

)

− 1

3

]

eιkr

4πr
(2.15)

Similarly, for a lateral quadrupole withd = |d|ey, dm = |dm|ex and xs = xsex + ysey,

Eq.(2.13) becomes

p(x) = ιωρ|dm||d|
∂2G(x, xs)

∂xs∂ys
(2.16)

If xs = ys = 0, one has|x−xs| = r, x = r sin θ cos φ andy = r sin θ sin φ. Hence, evaluation

of the partial derivatives of the Green’s function in Eq.(2.16) yields (cf. [58])

p(r, θ, φ) = −ιρck3|dm||d| sin2 θ cos φ sin φ

(

3

k2r2
− 1 − 3ι

kr

)

eιkr

4πr
(2.17)

Consider a sound source centered at the origin of the coordinate system depicted in Fig. 2.1.

The directivity pattern of this source describes its acoustic field as a function ofθ and φ for a

givenr, i.e., the directivity function of a sound source is its angular radiation pattern. Inspection

of Eqs.(2.6), (2.12) and (2.17) reveals that the directivity patterns of the monopole, the dipole

aligned along thez axis and the lateral quadrupole considered here are, respectively, a constant,

cos θ andsin2 θ cos φ sin φ. These patterns are shown in Fig. 2.4, where they have been normalized

to a unitary maximum pressure amplitude. The figure shape indicates the magnitude of the sound

pressure, and the dark and light portions indicate a1800 phase difference. It is worth noting that

the directivity patterns of these radiators do not depend onthe distance and the frequency.

The angular radiation pattern of the longitudinal quadrupole is given by the term between

square brackets in Eq.(2.15). Unlike the radiators presented in Fig. 2.4, the longitudinal quadrupole

directivity depends on the non-dimensional parameterkr, i.e., it depends on the distance and the

frequency. Figure 2.5 illustrates the directivity patterns of a longitudinal quadrupole aligned along

the z axis for kr = 0.2, kr = 2, kr = 20 and very largekr (farfield). As before, the patterns

have been normalized to a unitary maximum pressure amplitude with 0 phase. The figure shape
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The color gradient in Fig. 2.5 reveals that the directivity pattern is a complex-valued function

that converges to the farfield directivity askr increases. In fact, Fig. 2.4 illustrates very particular

radiators whose directivities do not depend onkr. Unlike the monopole, the dipole and the lateral
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quadrupole, the directivity patterns of most of the actual sound sources do depend on both distance

and frequency. In addition, unlike the longitudinal quadrupole, the farfield directivity is generally

a function of frequency. When the directivity pattern of a sound source is presented in a technical

publication, it is understood that data were taken at the farfield. In the following section, the

nearfield and farfield propagation are discussed.

2.2.2 Nearfield and farfield propagation

When dealing with sound radiation problems under free-fieldconditions, it is important to keep

in mind the difference between nearfield and farfield propagation. For an arbitrary radiator, if

the sound field is evaluated at a distance sufficiently large from the source, the sound pressure

magnitude will decrease linearly with distance along a radial line connecting with the source, which

characterizes the farfield propagation. Otherwise, one hasnearfield propagation.

Equation (2.7) shows that the sound pressure magnitude produced by a monopole always

decreases linearly with distance, so that there is no nearfield. On the other hand, the terms in

brackets in Eqs.(2.12), (2.15) and (2.17) show that there isa nearfield pressure associated with

the dipole and quadrupole. Sincek−1r−2 andk−2r−3 tends to zero faster thanr−1 asr increases,

the nearfield terms vanish at a distance sufficiently large, as stated before. Then, under farfield

condition, Eqs.(2.12), (2.15) and (2.17) simplify to

p(x) = −ρck2|dm| cosϕ
eιk|x−xs|

4π |x − xs|
(2.18)

p(r, θ) = ιρck3|dm||d| cos2 θ
eιkr

4πr
(2.19)

and

p(r, θ, φ) = ιρck3|dm||d| sin2 θ cos φ sin φ
eιkr

4πr
(2.20)

Many compact acoustical sources produce three-dimensional sound fields which can be con-

veniently represented in spherical coordinates in the sameway as the simple multipole sources.

Fortunately, Eq.(2.3) is separable in such a coordinate system so that application of the method of

separation of variables leads to the general solution underfree-field conditions (see appendix A.2)
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p (r, θ, φ) =

∞
∑

n=0

n
∑

m=−n

Amnh
(1)
n (kr) Y m

n (θ, φ) (2.21)

whereAmn is a constant,h(1)
n (·) is the spherical Hankel function of the first kind andY m

n (·) is the

spherical harmonic function that will be discussed in section 2.3.1.

Equation (2.21) shows thath(1)
n (·) describes the radial propagation of each series term. Ex-

plicit expressions of this function for somen values are [60, 61]

h
(1)
0 (x) = −ι

eιx

x

h
(1)
1 (x) = −

( ι

x
+ 1
) eιx

x
(2.22)

h
(1)
2 (x) =

(

− 3ι

x2
− 3

x
+ ι

)

eιx

x

For large arguments, the functionh(1)
n (kr) approaches(−ι)n+1eιkr(kr)−1 [60, 61], so that

each propagation term in Eq.(2.21) will decrease linearly with r, so does the sound pressure mag-

nitude, as stated before. On the other hand, for small arguments, the functionh(1)
n (kr) approaches

−ι(kr)−n−1(2n−1)!!, where(2n−1)!! is the double factorial of(2n−1) [62, 61].“ This divergent

behavior, customarily described as the ‘nearfield’, sets inwhen the argumentkr becomes smaller

thann. Hence, the nearfield extends further and further out for high n; in fact at anyr, no matter

how large, nearfield behavior will be encountered if sufficiently largen values are included” [62].

Briefly, how far one must be from the source in order to ensure farfield propagation depends

on the frequency and the complexity of the directivity pattern. The latter is represented by the

largestn that must be retained in Eq.(2.21) in order to accurately describe the sound field, as it

will be explained in section 2.3.1. As frequency increases and/or the directivity pattern becomes

simpler, the nearfield effects take place closer to the source. However, it is worth noting that the

directivity complexity of an actual source generally increases with frequency.

2.3 Subspaces for directivity representation

In this section, two distinct subspaces for directivity representation are described and discussed,

namely, the subspace spanned by spherical harmonic functions and the subspace spanned by the

acoustic radiation modes.
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The angular dependence of the solution of the Helmholtz equation in spherical coordinates

— Eq.(2.3) — is given by a linear combination of spherical harmonic functions (see Eq.(2.21)).

Therefore, these functions constitute a natural basis for representation of sound source directivities

and are applied to a wide range of sound radiation problems.

Acoustic radiation modes (also called simply radiation modes) are another class of functions

that is of importance in sound radiation problems. Radiation modes constitute a set of independent

surface velocity distributions and are a useful representation of vibration patterns when one is

mainly interested in the sound field radiated by a vibrating structure. Such a modal decomposition

is only a function of the frequency, the radiating structuregeometry and the constraints the body

is subjected to, i.e., it does not depend on the source of excitation and on the mass and stiffness of

the structure, as it will be made clear later. In addition, radiation modes of some radiators (e.g.,

a continuous sphere) are frequency independent, whereas for some other radiators (e.g., a capped

cylinder) they are claimed to present such a property [43].

In aiming to achieve a reduced representation of three-dimensional radiation patterns, sub-

spaces spanned by a set of spherical harmonics or acoustic radiation modes (ARMs) have been

widely used in the analysis of radiated sound fields, as said before. In the same way, these func-

tions play a major role in this work. It is worth noting that only spherical harmonic decomposition

has been used in studying the radiation from compact loudspeaker arrays, see [22, 21, 27, 26]; ra-

diation modes have not yet been applied to loudspeaker arrays but planar ones, see [48]. Therefore,

this section provides some background on such basis for directivity representation.

2.3.1 Spherical harmonics

As discussed in section 2.2.1, a directivity pattern is a complex-valued function evaluated over the

sphere surface. Then, any directivity pattern with sufficient continuity properties can be expanded

in a uniformly convergent double series of spherical harmonics due to the completeness property

of these functions [60]. The complex-valued spherical harmonic functions are defined forn ∈ N

andm ∈ Z : |m| ≤ n by [60, 63]

Y m
n (θ, φ) ≡ (−1)m

√

(2n + 1)

4π

(n − m)!

(n + m)!
P m

n (cos θ) eιmφ (2.23)

whereP m
n (·) is the associated Legendre function of the first kind. Form > 0, this function is

related to the Legendre polynomial,Pn(·), by the formula [60]
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P m
n (x) =

(

1 − x2
)m/2 dmPn(x)

dxm
(2.24)

For m = 0, one hasP 0
n(·) = Pn(·). In order to generate the functions form < 0, the

following expression can be used together with Eq.(2.24) [60]

P−m
n (x) = (−1)m (n − m)!

(n + m)!
P m

n (x) (2.25)

In this work,n will be referred as the order ofY m
n (·). It is worth noting that some authors

refer ton as degree and tom as order. In addition, spherical harmonics as defined here contain the

Cordon-Shortley phase factor(−1)m and are orthonormal over the spherical surface [60], i.e.,

∫ 2π

0

∫ π

0

Y m
n (θ, φ)∗ Y m′

n′ (θ, φ) sin θdθdφ = δmm′δnn′ (2.26)

where the asterisk indicates complex conjugate andδmn is the Kronecker delta.

Figure 2.6 illustrates the complex-valued spherical harmonics up to ordern = 3, where

magnitude and phase are represented by figure shape and colorgradient, respectively. Explicit

expressions ofY m
n (·) for somen andm values are [60, 61]

Y 0
0 (θ, φ) =

1√
4π

Y −2
2 (θ, φ) =

√

5

96π
3 sin2 θe−2ιφ

Y −1
1 (θ, φ) =

√

3

8π
sin θe−ιφ Y −1

2 (θ, φ) =

√

5

24π
3 sin θ cos θe−ιφ

Y 0
1 (θ, φ) =

√

3

4π
cos θ Y 0

2 (θ, φ) =

√

5

4π

(

3

2
cos2 θ − 1

2

)

(2.27)

Y 1
1 (θ, φ) = −

√

3

8π
sin θeιφ Y 1

2 (θ, φ) = −
√

5

24π
3 sin θ cos θeιφ

Y 2
2 (θ, φ) =

√

5

96π
3 sin2 θe2ιφ

Alternatively, the angular dependence of the solution of the Helmholtz equation can be ex-

pressed by the real-valued spherical harmonic functions,ym
n (·), instead of the complex-valued

spherical harmonics defined in Eq.(2.23). The former are related to the latter by [64]
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Figure 2.6: Complex-valued spherical harmonics up to ordern = 3.
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ym
n (θ, φ) =











Y m
n (θ, φ) m = 0

[(−1)mY m
n (θ, φ) + Y −m

n (θ, φ)] /
(√

2
)

m > 0

[(−1)mY m
n (θ, φ) − Y −m

n (θ, φ)] /
(

ι
√

2
)

m < 0

(2.28)

In other words, sinceY −m
n (θ, φ) = (−1)mY m

n (θ, φ)∗ [61], the functionsym
n (·) are derived

from the real and imaginary parts of the complex-valued spherical harmonics. Such functions are

also orthonormal over the spherical surface.

Figure 2.7 illustrates the real-valued spherical harmonics up to ordern = 3, where the dark

and light portions indicate a1800 phase difference. Comparison of Figs. 2.7 and 2.6 and inspection

of Eqs.(2.6), (2.12), (2.17), (2.27) and (2.28) reveal thatreal spherical harmonics of ordersn = 0,

n = 1 andn = 2 : m 6= 0 match the radiation patterns of the acoustic monopole, dipoles and

lateral quadrupoles, respectively. On the other hand,y0
2(·) and real spherical harmonics of higher

orders are only similar to the longitudinal quadrupole, octupoles and so on; there is not an exact

correspondence between them [61].

Function spaces spanned by complex or real-valued spherical harmonics of the same order

n are linear subspaces that are invariant with respect to rigid rotation through spatial angles [65].

Then, a rotated spherical harmonic of ordern can be written as a linear combination of spherical

harmonics of ordern. The rotation of the complex-valued spherical harmonics isdescribed by [64]

Y m
n (θ′, φ′) =

n
∑

m′=−n

Y m′

n (θ, φ)Dn
m′m(α, β, γ) (2.29)

where0 ≤ α < 2π, 0 ≤ β ≤ π and0 ≤ γ < 2π are the zyz Euler angles that relate the original

coordinate system(θ, φ) to the rotated one(θ′, φ′). Following [63], rotation matrices are

Dn
m′m(α, β, γ) = e−ιm′αdn

m′m(β)e−ιmγ (2.30)

where the functionsdn
m′m(·) are related to the Jacobi polynomialsJ

(m′,m)
n (·) according to

dn
m′m(β) =

√

(n + m)!(n − m)!

(n + m′)!(n − m′)!

(

sin
β

2

)m−m′ (

cos
β

2

)m+m′

J
(m−m′,m+m′)
n−m (cosβ) (2.31)

Similarly, the rotation of the real-valued spherical harmonics is described by [64]
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Figure 2.7: Real-valued spherical harmonics up to ordern = 3.
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y0
n(θ′, φ′) = dn

00(β)y0
n(θ, φ) + 2−1/2

n
∑

m′=1

{[

cos(m′α)ym′

n (θ, φ) + sin(m′α)y−m′

n (θ, φ)
]

[

(−1)m′

dn
m′0(β) + dn

−m′0(β)
]}

(2.32)

for m = 0,

ym
n (θ′, φ′) = (−1)mdn

0m(β)cos(mγ)
√

2y0
n(θ, φ) +

n
∑

m′=1

{[

(−1)m+m′

dn
m′m(β)cos(mγ + m′α)+

(

−1)mdn
−m′m(β)cos(mγ − m′α)

]

ym′

n (θ, φ) + (2.33)
[

(−1)m+m′

dn
m′m(β)sin(mγ + m′α)−

(

−1)mdn
−m′m(β)sin(mγ − m′α)

]

y−m′

n (θ, φ)
}

for m > 0 and

ym
n (θ′, φ′) = (−1)m+1dn

0m(β)sin(mγ)
√

2y0
n(θ, φ) +

n
∑

m′=1

{[

(−1)m+m′+1dn
m′m(β)sin(mγ + m′α)+

(

−1)m+1dn
−m′m(β)sin(mγ − m′α)

]

ym′

n (θ, φ) + (2.34)
[

(−1)m+m′

dn
m′m(β)cos(mγ + m′α)−

(

−1)mdn
−m′m(β)cos(mγ − m′α)

]

y−m′

n (θ, φ)
}

for m < 0.

2.3.2 Acoustic radiation modes (ARMs)

The modal approach for representing the exterior radiationcharacteristics of vibrating structures

has been used since the 1990’s, see [42, 43, 44, 45, 40, 66, 47,67, 46]. The expression “radia-

tion mode” first appeared in [67]. In the same way as the structural modes widely used in solid
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mechanics and vibration analysis [68], the acoustic radiation modes are real orthogonal functions

describing surface velocity patterns. In addition, for a vibrating system withL degrees of freedom,

these modal approaches both lead to a set ofL linearly independent modes. On the other hand, un-

like structural modes, radiation modes are defined so that they radiate sound energy independently,

i.e., the total radiated sound power is given by a linear combination of the sound power produced

by each mode. Then, in applications where one is mainly interested in the sound field, a reduced

representation of the surface velocity can be achieved by neglecting the radiation modes which do

not radiate efficiently.

Another advantage of radiation modes over structural modesis that, unlike the latter, the

former do not depend on the mass and stiffness of the vibrating solid body, i.e., the material prop-

erties and thickness play no role in determining the radiation modes, which are only a function

of the frequency, the body shape and the constraints it is subjected to, as it will be made clear

later. In addition, radiation modes of some radiators (e.g., the continuous sphere) are frequency

independent [43].

As far as a vibration system with a finite number of degrees of freedom is concerned, its ra-

diation modes span an equally finite dimension subspace on which any radiation pattern that such

a system is able to generate can be projected. Such a useful property does not hold for the spher-

ical harmonic representation of the sound field produced by this same radiator. Actually, the real

spherical harmonics are the radiation modes of the continuous sphere [40], i.e., the sphere which

is able to assume any surface velocity pattern (infinite number of degrees of freedom). Therefore,

spherical harmonics span an infinite dimension subspace, ascan be verified by noting that the index

n in Eq.(2.23) is unbounded. Hence, truncation error generally arises from the spherical harmonic

decomposition, which can be dealt with by retaining a largernumber of terms. Further details will

be provided in section 3.1.

In the following, it will be shown how to obtain the radiationmodes for a discrete structure

with an arbitrary shape by accomplishing the eigenvalue analysis of a radiation operator.

Let Γ be a surface enclosing the sound source andnout be the unit normal pointing out of the

volume containing the source. Then, the acoustic powerW radiated by the source is [58]

W =

∫

Γ

ℜ
{

1

2
p∗υ

}

· noutdΓ (2.35)

wherep is the sound pressure,υ is the acoustic velocity and the asterisk indicates the complex

conjugate.
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The radiation efficiencyσ of a vibrating structure is commonly defined as (see [44, 40, 66])

σ ≡ W

ρcS 〈|υn(xs)|2〉
(2.36)

whereS is the effective area of the vibrating surfaceS, υn is the acoustic velocity normal toS,

xs ∈ S is a point on the radiator surface and〈·〉 is the spatial mean operator usually defined so

that (see [40])

〈

|υn(xs)|2
〉

=
1

2S

∫

S

|υn(xs)|2dxs (2.37)

For a vibrating structure withL degrees of freedom, the surface velocity can be represented

as

υn(xs) =
L
∑

l=1

ulξl(xs) = uTξ(xs) (2.38)

whereu is a column vector of velocity amplitude coefficients,ξ(xs) is a column vector containing

an arbitrary complete set of orthogonal functions defined onthe surfaceS and the superscript T

indicates the transpose.

Substitution of Eq.(2.38) into (2.37) yields

〈

|υn(xs)|2
〉

= uHVu (2.39)

whereV = (2S)−1
∫

S
ξ∗(xs)ξ

T(xs)dxs is anL × L matrix, the superscript H indicates the complex

conjugate transpose. Sinceξ(·) is a set of orthogonal functions,V is a real positive diagonal matrix.

The calculation of the acoustic power radiated from a discrete structure generally leads to

expressions of the form (cf. [43, 44, 45, 40, 66, 47])

W = ρcSuHCu (2.40)

whereC is anL × L real symmetric matrix [43, 45, 40] which couples the power radiated by the

elements ofu.

Substitution of Eqs.(2.40) and (2.39) into (2.36) yields
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σ(u) =
uHCu
uHVu

(2.41)

Notice that the radiation efficiency is in the form of the generalized Rayleigh quotient. Thus,

the solution of the generalized eigenvalue problemCψ = λVψ leads to a set ofL real orthogonal

eigenvectorsψ1,ψ2, . . . ,ψL corresponding to real eigenvalues, ordered asλ1 ≥ λ2 ≥ . . . ≥ λL.

These eigenvectors are the acoustic radiation modes (ARMs)and the eigenvalues are their radiation

efficiency coefficients, i.e.,σl ≡ σ(ψl) = λl.

Let Ψ be anL × L modal matrix whose columns contain the radiation modesψl. Then,u

can be decomposed over such a basis, so that

u = Ψc (2.42)

wherec is a column vector containingL nondimensional coefficients.

In addition, the generalized eigenvalue problem can be rewritten as

CΨ = VΨΛ (2.43)

whereΛ is anL × L diagonal matrix containing the eigenvaluesλ.

Let the eigenvectors be normalized so thatΨ
TVΨ = I , whereI is the identity matrix. Hence,

substitution of Eqs.(2.42) and (2.43) into (2.40) yields

W = ρcScH
Λc = ρcS

L
∑

l=1

σl|cl|2 (2.44)

Finally, substitution of Eqs.(2.42) and (2.43) into (2.41)leads to

σ =
cH

Λc
cHc

=

∑L
l=1 σl|cl|2
∑L

l=1 |cl|2
(2.45)

Inspection of Eqs.(2.44) and (2.45) reveals, respectively, that acoustic radiation modes radi-

ate sound energy independently and thatσL ≤ σ ≤ σ1, i.e., an arbitrary velocity pattern cannot be

either more efficient than the 1st mode, or less efficient thantheLth mode. Hence, acoustic radia-

tion modes allow to rank expansion terms by their radiation efficiencies, and to define a truncation
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order from a required accuracy. Therefore, they improve surface velocity representation upon just

using some arbitrary orthogonal basisξ(·).

2.4 Spatial sound rendering using loudspeaker arrays

2.4.1 Theory

Let Γo andΓi be smooth closed surfaces defined so thatΓo enclosesΓi, as illustrated in Fig.2.8.

Moreover, there are no sound sources and scatterers in the volumeV between these surfaces, which

will be called from now on “listening area”.

Figure 2.8: An acoustic domain (“listening area”),V , bounded byΓo andΓi, free of sound sources
and scatterers.

Now, let Γp and Γv be the portions of the boundary on which, respectively, the acoustic

pressure and velocity are specified. Hence, ifΓ = Γo ∪ Γi, one hasΓp ⊂ Γ andΓv ⊂ Γ, so that

Γ = Γp ∪ Γv, whereΓp ∩ Γv = ∅. Let γp(x) andγv(x) be, respectively, the sound pressure atΓp

and the acoustic velocity atΓv normal to it pointing out to the exterior ofV . The acoustic field on

the boundary is due to the presence of acoustical sources outsideV , which will be called “primary

sources”. Then, the sound pressure inV is the solution of the following boundary value problem

(refer to Eqs.(2.3) and (2.4)):

32





















∆p(x) + k2p(x) = 0 ∀x ∈ V

p(x) = γp(x) ∀x ∈ Γp

∂p(x)

∂nout
= ιωργv(x) ∀x ∈ Γv

(2.46)

wherenout is the unit vector normal toΓ and pointing out to the exterior ofV .

For all frequencies but the natural frequencies of the acoustical system, this boundary value

problem has a unique solution [59], i.e., the sound field inV resulting from the primary sources

and scatterers is entirely determined by the boundary conditions. Therefore, if the primary sources

(and, eventually, the scatterers) are replaced by secondary sources (e.g., loudspeakers) that lead to

the same pressure on the boundary as the original configuration did, the sound field produced by

the secondary sources in the listening area will be exactly the same of that one generated by the

primary sources. It is worth noting thatγp(x) andγv(x) are complex-valued functions, so that their

magnitude and phase must be considered.

The Green’s representation of the solution of the problem (2.46) is given by the following

expression, also known as Kirchhoff-Helmholtz integral [59]:

p(x) =

∫

Γ

(

p(xs)
∂G(x, xs)

∂nout
− G(x, xs)

∂p(xs)

∂nout

)

dΓ (2.47)

wherex ∈ V andxs ∈ Γ. If x ∈ R3, G(x, xs) is the 3-D free-space Green’s function given in

Eq.(2.7).

As discussed in section 2.2.1, the functionG(x, xs) can be interpreted as the field of a

monopole source placed at the pointxs. Similarly, the directional derivative ofG(x, xs) can be

interpreted as the field of a dipole source placed atxs, whose main axis lies in the direction of

nout. Then, Eq.(2.47) states that the sources and scatterers outsideV can be replaced by monopoles

and/or dipoles continuously distributed on the boundaryΓ. It is worth noting thatp(xs) and its

directional derivatives are not independent, the unknown function can be obtained by substituting

the boundary conditions in Eq.(2.47) withx on the boundary.

If the Helmholtz equation is separable in the chosen coordinate system, the method of sepa-

ration of variables can be used to solve it. If so, such a solution can be used as an alternative to the

Kirchhoff-Helmholtz integral. As stated before, the Helmholtz equation is separable in spherical

coordinates and its general solution is (see appendix A)
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p (r, θ, φ) =

∞
∑

n=0

n
∑

m=−n

(

Amnh(1)
n (kr) + Bmnh(2)

n (kr)
)

Y m
n (θ, φ) (2.48)

whereAmn andBmn are constants to be determined from the boundary conditions; h
(2)
n (·) is the

spherical Hankel function of the second kind. Since a harmonic time dependence of the form

e−ιωt has been assumed,h
(1)
n (kr) andh

(2)
n (kr) represent an outgoing wave and an incoming wave,

respectively [61].

If Γo andΓi are concentric spherical surfaces, the series coefficientsAmn andBmn can be

obtained through the knowledge of either the acoustic pressure or the radial acoustic velocity at all

points on the two concentric spheres.

The solution of the boundary value problem described by Eq.(2.46) is simplified if there

are no sources and scatterers outsideΓo or insideΓi. If so, one has an exterior problem or an

interior problem, respectively, as depicted in Fig. 2.9. Then, the coefficientsAmn andBmn are not

independent of each other. For an exterior problem (free-field sound radiation), the outer sphere

can be eliminated andBmn = 0 in Eq.(2.48) due to the fact that there are no incoming waves.For

an interior problem, the inner sphere can be eliminated andAmn = Bmn [62], so that Eq.(2.48)

simplifies to

p (r, θ, φ) =
∞
∑

n=0

n
∑

m=−n

Amnjn (kr)Y m
n (θ, φ) (2.49)

wherejn(x) = h
(1)
n (x) + h

(2)
n (x) is the spherical Bessel function of the first kind (see appendix A).

The primary source(s) (and, eventually, scatterers) generate(s) a 3-D acoustic field that can be

recorded using a suitable arrangement of microphones. Then, the resulting multi-track recording

can be reproduced by a set of loudspeakers operating at the same frequency range (secondary

sources). Figure 2.10 depicts playback configurations concerning irradiation reproduction (interior

problem) and radiation reproduction (exterior problem). Besides playback of a recorded sound

field, the loudspeaker arrays can also be used to achieve spatial control of the acoustic field, for

example, in real time performances. In addition, they can beused as improved sound enhancement

systems that do not modify the spatial characteristics of the sound field produced by the primary

sources. Similarly, loudspeaker arrays can be used in active noise control applications. Anyway,

the problem of evaluating the electrical signal that will drive each loudspeaker must be undertaken.

In the following section, some of the most promising technologies for spatial sound rendering
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Figure 2.9: Boundary value problems: a) Interior problem: sound sources and scatterers outside
the listening area; b) Exterior problem: free-field sound radiation.

Figure 2.10: Synthesis or playback of an acoustic field: a) Irradiation reproduction: Ambisonics
and Wave Field Synthesis; b) Radiation reproduction: compact loudspeaker array.
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using loudspeaker arrays are introduced.

2.4.2 Spatial audio systems

The most of the spatial audio systems has been conceived for irradiation reproduction, which is

illustrated on the left side of Fig. 2.10. The main characteristic of these systems is that many virtual

sources located outside the listening area can be considered, so that the listeners are immersed in

a complex sound scene. The stereophonic systems, comprising the conventional “surround” audio,

are the most common irradiation reproduction systems. However, these systems present a reduced

“sweet spot”, the rear channels are only for ambiance or special effects and they do not provide a

stable position of the virtual sources, i.e., optimum listening is restricted to a small fraction of the

listening area, and the virtual sources cannot be placed in any position of the 3-D space outside

the listening area. There are more sophisticated systems that attempt to overcome these limitations,

like Wave Field Synthesis (WFS) and Ambisonics, which will be briefly described in the following.

The WFS is a well established spatial audio rendering technique that potentially leads to an

exact reproduction of the desired sound field within the whole listening area. It was first proposed

by Berkhout in 1988 [69] and is based on the Kirchhoff-Helmholtz integral (Eq.(2.47)), so that the

effect of primary sources is recreated by a continuous distribution of monopole and dipole sources

on a closed surface around the listening area.

However, in actual WFS installations, the continuous distribution of secondary sources is

replaced by a loudspeaker array with a finite number of transducers. This can be sought as a spatial

sampling process, which leads to spatial aliasing artifacts that can degrade the system performance

when the wavelength of the sound to be reproduced is small in comparison to the average distance

between the secondary sources. Hence, a large number of densely placed loudspeakers must be

used in order not to produce audible spatial aliasing artifacts, so that WFS remains a high cost

spatial audio solution. Moreover, since WFS attempts to simulate the acoustic characteristics of a

virtual space, the acoustics of the rendition space must be suppressed. However, the difficulties in

predicting the interaction between the secondary sources and the room they are placed in make this

problem complex to address. This can be dealt with by placingthe whole system in an anechoic

chamber, which would increase the system cost. For further details about the WFS, refer to [69, 4,

70, 71].

The Ambisonics is a spatial audio recording and rendering technique that aims to reproduce

a desired sound field at the center of a loudspeaker setup. It was first proposed by Gerzon in
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1973 [5] and is based on the spherical harmonic decomposition of the sound field, so that Eq.(2.49)

is applied.

Like the WFS, the performance of the Ambisonics systems is limited by the number of loud-

speakers. Since Eq.(2.49) represents an infinite sum, the series must be truncated to a given order

n ≤ N which determines the minimum number of loudspeakers. In other words, the system per-

formance is improved by reducing the truncation error, which can be dealt with by increasing the

number of loudspeakers. The so-called B-format signal holds an Ambisonic signal of first order

(N = 1), i.e., the sound information is encoded in four channels corresponding to the monopole

and to the dipoles shown in Fig. 2.7. Systems with more channels are referred to Higher Order

Ambisonics (HOA).

Nowadays, the HOA is an active area of research and development. The first Ambisonics

Symposium was held in june 2009 at the IEM in Graz (Austria). For further details about the

Ambisonics, refer to the symposium proceedings [72].

Unlike the irradiation reproduction, there are not many audio systems providing sound radia-

tion control, which is illustrated on the right side of Fig. 2.10. As discussed in section 1.2, the most

common radiation reproduction systems are the compact spherical loudspeaker arrays largely em-

ployed to obtain an approximate omnidirectional source in room acoustics measurements. Sound

fields other than omnidirectional can be obtained by using a compact array of independently pro-

grammable loudspeakers. Compact spherical loudspeaker arrays for radiation control is a timely

research field and some aspects concerning their electroacoustical behavior and practical imple-

mentation remain unclear. This work deals with such systems.

37



Chapter 3

Spherical Loudspeaker Array Modeling

3.1 Sound radiation

Sphere-like structures (e.g., dodecahedra and icosahedra) have been proposed for directivity syn-

thesis by a compact loudspeaker array (see [25, 31, 22, 33, 26]) since their high symmetry is desir-

able when controlling sound fields in a three-dimensional space. For the same reason, the acoustic

radiation from spherical sources can be evaluated analytically according to the expressions that will

be developed in this chapter. It is worth noting that dodecahedra and icosahedra can be modeled as

spheres for acoustic purposes.

Here, two different spherical sources are considered: the “continuous” sphere and the “dis-

crete” sphere. The continuous sphere can assume any velocity distribution on its surface, i.e., it can

oscillate continuously over its surface. On the other hand,the discrete sphere is a set of spherical

caps mounted on a rigid sphere; each cap can oscillate independently with a constant radial velocity

over its surface, so that the discrete sphere has a finite number of degrees of freedom equal to the

number of caps.

3.1.1 Continuous sphere

The complex sound pressure amplitude outside a radiating sphere in the free-field condition is given

by Eq.(2.21), and the complex radial velocity amplitude is (refer to appendix A.2)
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υ (r, θ, φ) = − ι

ρc

∞
∑

n=0

n
∑

m=−n

Amn
dh

(1)
n (kr)

d (kr)
Y m

n (θ, φ) (3.1)

It has been demonstrated that the spherical harmonics are the acoustic radiation modes (ARMs)

of the continuous sphere1 [40]. Thus, substitution of themn-th term of Eqs.(2.21) and (3.1) into

(2.35) and (2.37) leads, respectively, to the radiated power and to the spatial mean-square velocity

for themn-th mode, i.e.,

Wmn =
1

2ρc

( |Amn|
k

)2

(3.2)

and
〈

|υmn(a, θ, φ)|2
〉

=
1

2S

( |Amn|a
ρc

)2
dh

(1)
n (ka)

d(ka)

dh
(2)
n (ka)

d(ka)
(3.3)

wherea is the sphere radius andS = 4πa2.

Substitution of Eqs.(3.2) and (3.3) into (2.36) leads to theradiation efficiency of themn-th

mode (cf. [40])

σmn =

(

(ka)2 dh
(1)
n (ka)

d(ka)

dh
(2)
n (ka)

d(ka)

)−1

(3.4)

wheremn = n2 + n + 1 + m is used for linear indexing of the spherical harmonics.

Equation (3.4) shows thatσmn does not depend onm and it is only a function of the non-

dimensional parameterka for spherical harmonics of a given ordern. The radiation efficiencies for

the first 49 radiation modes of the continuous sphere (spherical harmonics up to ordern = 6) are

presented in Fig. 3.1.

Figure 3.1 illustrates the grouping characteristic of the acoustic radiation modes discussed in

[40]. The number of modes within each group is2n+1, i.e., 1 (n = 0), 3 (n = 1), 5 (n = 2), 7 (n =

3), 9 (n = 4), etc. It is shown thatσmn increases withka and decreases withn. Moreover, at lowka

values, the radiation efficiency is strongly affected byn, so that simple directivity patterns (lower

order spherical harmonics) radiate much more efficiently than complex ones. This result pinpoints

the main difficulty concerning sound radiation reproduction in the low-frequency range: the sphere

1It is worth noting that, in this work, the radiation modes aredefined as surface velocity patterns, as in [40]. Some
authors call “radiation mode” the surface velocity patternand its corresponding farfield radiation pattern, or only the
latter.
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Figure 3.1: Radiation efficiencies of the first 49 acoustic radiation modes of the continuous sphere
(spherical harmonics).

surface must present a huge velocity amplitude in order to produce complex directivity patterns

with meaningful sound power levels. Besides technical constraints concerning large displacements

of a real electroacoustic source, the linearized wave equation presented in section 2.1 does not

describe properly the system dynamics for large displacements, so that a non-linear model must be

used. It is worth noting thatσmn can be increased over a given frequency range by increasinga.

However, in practice, a larger sphere limits the radiation control in the high-frequency range, as it

will become clear throughout this work.

3.1.2 Discrete sphere

The sound radiation from a loudspeaker mounted on a rigid sphere can be approximated by mod-

eling the loudspeaker diaphragm as a spherical cap that oscillates with a constant radial velocity

over its surface [49, 73, 33, 39, 26]. This model better approximates the actual loudspeaker sound

field as the aperture angle of the cap is made smaller. In this work, a spherical loudspeaker array is

modeled as a discrete sphere.

Figure 3.2 illustrates a spherical cap mounted on a rigid sphere, where(y, z) are global Carte-

sian coordinates,r c is the position vector of the center of the cap,r p is the position vector of a given

but arbitrary point outside the sphere,θ0 is the half aperture angle of the cap,θl is the zenith angle
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in local coordinates andθ is the zenith angle in global coordinates. The position of the center of

the cap defines the local coordinates so thatr c corresponds toθl = 0.

Figure 3.2: Spherical cap with aperture angleθ0 mounted on a rigid sphere atr c.

Equations (2.21) and (3.1) describe the acoustic field. Now,let the cap oscillate with a con-

stant radial velocity amplitudeul over its surface, i.e.,ξl = 1 over the cap surface or0 otherwise

(refer to Eq.(2.38)). Then,

υ (a, θl, φl) =

{

ul if θl ≤ θ0

0 if θ0 < θl ≤ π
(3.5)

By lettingr = a in Eq.(3.1), one has

υ (a, θl, φl) = − ι

ρc

∞
∑

n=0

n
∑

m=−n

Amn
dh

(1)
n (ka)

d (ka)
Y m

n (θl, φl) (3.6)

By using the orthonormality property of the spherical harmonics, multiplication of Eq.(3.6)

by Y m′

n′ (θl, φl)
∗ and integration over the unit sphere yields

Amn =
ιρc

dh
(1)
n (ka)

d (ka)

ul

∫ 2π

0

∫ θ0

0

Y m
n (θl, φl)

∗ sin θldθldφl (3.7)

Let η = cos θl. Hence, by using Eq.(2.23),
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∫ 2π

0

∫ θ0

0

Y m
n (θl, φl)

∗ sin θldθldφl = 2πδm0

√

2n + 1

4π

∫ 1

cos θ0

Pn (η) dη (3.8)

But, according to [60],

∫ 1

η0

Pn (η) dη =







1

2n + 1

∫ 1

η0

(

dPn+1 (η)

dη
− dPn−1 (η)

dη

)

dη if n > 0
∫ 1

η0
1dη if n = 0

(3.9)

whereη0 = cos θ0.

Substitution of Eq.(3.9) into (3.8) yields

∫∫

Ωl

Y m∗
n dΩ = δm0

√

π

2n + 1

{

Pn−1(η0) − Pn+1(η0) if n > 0

1 − η0 if n = 0
(3.10)

whereΩl is the angular sector containing the spherical cap anddΩ = sin θldθldφl, so that
∫∫

Ωl
dΩ =

2π(1 − cos θ0) is the solid angle of the spherical cap.

Finally, substitution of Eq.(3.10) into (3.7) leads to (cf.[61])

Amn =
ιρcul

dh
(1)
n (ka)

d (ka)

√

π

2n + 1
δm0

{

Pn−1(η0) − Pn+1(η0) if n > 0

1 − η0 if n = 0
(3.11)

Notice thatr c defines a symmetry axis. For this reason,Amn = 0 if m 6= 0, since spherical

harmonics withm 6= 0 do not present axial symmetry, as shown in Fig. 2.6. Hence, the sound

pressure and the radial acoustic velocity produced by the cap become, respectively,

pl(r, θl, φl) =
∞
∑

n=0

A0nh
(1)
n (kr)Y 0

n (θl, φl) (3.12)

and

υl(r, θl, φl) = − ι

ρc

∞
∑

n=0

A0n
dh

(1)
n (kr)

d(kr)
Y 0

n (θl, φl) (3.13)

By letting (αl, βl, γl) be the zyz Euler angles that locater c in the global coordinates system,

substitution of Eq.(2.29) into (3.12) and (3.13) leads to
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pl(r, θ, φ) =

∞
∑

n=0

n
∑

m=−n

A0nh
(1)
n (kr)Y m

n (θ, φ)Dn
m0(αl, βl, γl) (3.14)

and

υl(r, θ, φ) = − ι

ρc

∞
∑

n=0

n
∑

m=−n

A0n
dh

(1)
n (kr)

d(kr)
Y m

n (θ, φ)Dn
m0(αl, βl, γl) (3.15)

By superimposing the radiated fields fromL caps with the same aperture angle and truncating

the series so thatn ≤ N , the sound pressure and radial acoustic velocity generatedby a spherical

array are

p = uTBTY (3.16)

and

υ = uTETY (3.17)

whereu is a column vector containing the velocities of theL caps andY is a vector that contains

(N +1)2 spherical harmonics, so thatYi = Y m
n , with i = n2 +n+1+m. B andE are(N +1)2×L

matrices given by

Bil =
1

ul

A0nh(1)
n (kr)Dn

m0(αl, βl, γl) (3.18)

and

Eil = − ι

ρcul
A0n

dh
(1)
n (kr)

d(kr)
Dn

m0(αl, βl, γl) (3.19)

Substitution of Eqs. (2.26), (3.16) and (3.17) into (2.35) leads to

W =
r2

2
uT ℜ

{

BHE
}

u (3.20)

Then, comparison of Eq.(2.40) with (3.20) yields

C =
r2

2ρcS
ℜ
{

BHE
}

(3.21)

It is worth noting thatC is real and symmetric, as required. In addition, it does not depend

onr, as expected (see appendix B).

43



Since it has been assumed that all spherical caps have the same area, the net vibration surface

is S = 2πa2(1 − cos θ0)L. Thus, Eq.(2.39) becomes

〈

|υ(a, θ, φ)|2
〉

=
uHu
2L

(3.22)

Comparison of Eq.(2.39) with (3.22) reveals that

V =
1

2L
I (3.23)

whereI is the identity matrix.

Finally, the acoustic radiation modes of the discrete sphere and the corresponding radiation

efficiencies can be obtained as described in section 2.3.2.

3.1.2.1 Convex regular polyhedra

The equations presented up to now can be used to predict the sound field radiated by a discrete

sphere regardless of the positions of the spherical caps over the sphere. As far as radiation control

in the full three-dimensional space is concerned, the loudspeakers must be distributed as symmet-

rically as possible over the spherical array frame in order not to favor any portion of the rendition

space. Therefore, to distribute the spherical caps over thesphere according to a Platonic solid sym-

metry (i.e., the spatial orientation of each cap is made equal to the vector normal to a face of the

polyhedron) presents great interest, as said before.

Figure 3.3 shows the five Platonic solids (convex regular polyhedra) and their midspheres.

The midsphere of a polyhedron is a sphere which is tangent to every edge of the solid. The radius

of the midsphere is called the midradius. It is worth noting that, for acoustic purposes, a Platonic

solid can be approximated by a sphere whose radius,a, is the polyhedron’s midradius.

The so-called dihedral angle of a Platonic solid is the interior angle between the planes of

two adjacent faces. Then, it can be verified that the upper limit of θ0 so that the spherical caps

do not overlap each other is half the supplement of the dihedral angle. The dihedral angles are

70.50, 900, 109.50, 116.60 and138.20 for the tetrahedron, hexahedron, octahedron, dodecahedron

and icosahedron, respectively [74]. Hence, the corresponding maximumθ0 are54.70, 450, 35.20,

31.70 and20.90. Then, the ratio2πa2(1 − cos θ0)L/(4πa2) represents the available fraction of the

spherical surface to mount the loudspeakers, namely,84.4%, 87.9%, 73.1%, 89.5% and65.8%,
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Figure 3.3: Convex regular polyhedra (Platonic solids) andtheir midspheres.

respectively. Therefore, among the Platonic solids havingthe same midradiusa, the dodecahedron

presents the largest surface area available for assemblingthe drivers, i.e., one can use larger drivers

so that a higher sound power is obtained for a givena.

In order to obtain the acoustic radiation modes and their radiation efficiencies, the eigenvalue

problem given by Eq.(2.43) must be solved, whereC andV are given by Eqs.(3.21) and (3.23),

respectively. These matrices depend onka, θ0, L and on the Euler angles defining the position of

each spherical cap on the sphere. The Cartesian coordinatesof the center of each face of a Platonic

solid and the corresponding Euler angle are given in appendix C.

Despite the fact thatC is a function ofka andθ0, it has been observed that the eigenvalue

analysis leads to the same set ofL orthogonal eigenvectors,Ψ, regardless of theka andθ0 values.

Therefore, the results suggest that the acoustic radiationmodes of a discrete sphere based on a

Platonic solid do not depend onka, as is the case for a continuous sphere2. The modal matrixΨ

for each Platonic solid is presented in appendix C. It is worth noting that, in this work, the radiation

modes are defined as surface velocity patterns. Some authorscall “radiation mode” the surface

velocity pattern and its corresponding farfield radiation pattern, or only the latter.

Unlike the modal matrix, the radiation efficiency of each radiation mode depends strongly on

ka. Figures 3.4 to 3.8 show the radiation efficiency of the radiation modes (ARMs) of the discrete

spheres based on the Platonic solids as a function ofka. For comparison, the radiation efficiency

of the radiation modes of the continuous sphere (spherical harmonics) are also presented.

It can be noticed that the radiation modes of the discrete spheres present the grouping char-

acteristic in the same way as the continuous sphere — each oneof the Figs. 3.4 to 3.8 corresponds

to a radiation group excepted for Fig. 3.7, which presents two radiation groups for the icosahedron.

2The frequency independence property of radiation modes does not hold for a general radiator geometry. However,
a “nesting” property stating that the efficient radiation modes at frequencyω < ωmax can be decomposed over the
efficient radiation modes atωmax is suggested in [43]. This property holds analytically for spherical, cylindrical and
plane radiators (with infinite number of degrees of freedom), whereas it is a conjecture for some radiators other than
these ones.
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Continuous sphere: mode # 1
Tetrahedron: mode # 1
Hexahedron: mode # 1
Octahedron: mode # 1
Dodecahedron: mode # 1
Icosahedron: mode # 1

Figure 3.4: Radiation efficiency of the ARM # 1 of the continuous sphere and the discrete spheres
based on the Platonic solids (linear scale on the left; logarithmic scale on the right).
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Continuous sphere: modes # 2 to 4
Tetrahedron: modes # 2 to 4
Hexahedron: modes # 2 to 4
Octahedron: modes # 2 to 4
Dodecahedron: modes # 2 to 4
Icosahedron: modes # 2 to 4

Figure 3.5: Radiation efficiency of the ARM # 2 to 4 of the continuous sphere and the discrete
spheres based on the Platonic solids (linear scale on the left; logarithmic scale on the right).
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Continuous sphere: modes # 5 to 9
Hexahedron: modes # 5 to 6
Octahedron: modes # 5 to 7
Dodecahedron: modes # 5 to 9
Icosahedron: modes # 5 to 9

Figure 3.6: Radiation efficiency of the ARM # 5 to 9 of the continuous sphere, the dodecahedron-
like sphere and the icosahedron-like sphere, as well as the ARM # 5 to 6 of the hexahedron-like
sphere and the ARM # 5 to 7 of the octahedron-like sphere (linear scale on the left; logarithmic
scale on the right).
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Continuous sphere: modes # 10 to 16
Octahedron: mode # 8
Dodecahedron: modes # 10 to 12
Icosahedron: modes # 10 to 13
Icosahedron: modes # 14 to 16

Figure 3.7: Radiation efficiency of the ARM # 10 to 16 of the continuous sphere, the ARM # 8 of
the octahedron-like sphere, the ARM # 10 to 12 of the dodecahedron-like sphere and the ARM # 10
to 16 of the icosahedron-like sphere (linear scale on the left; logarithmic scale on the right).
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Continuous sphere: modes # 17 to 25
Icosahedron: modes # 17 to 20

Figure 3.8: Radiation efficiency of the ARM # 17 to 25 of the continuous sphere and the ARM # 17
to 20 of the icosahedron-like sphere (linear scale on the left; logarithmic scale on the right).

In addition, it is shown that the continuous and discrete sphere curves present the same behavior at

low ka values, so that the efficiency curves of the radiation groupsare well discriminated. There-

fore, the radiation modes have been arranged in descending order of their radiation efficiencies in

the lowka range.

In order to better illustrate the relation between the acoustic behavior of the continuous and

discrete spheres, the sound pressure patterns produced by some acoustic radiation modes of the

discrete spheres based on the five Platonic solids are shown in Figs. 3.9 to 3.12. These directivity

patterns have been evaluated on a spherical surface of radius r = 10a for ka = 0.1. It has been

assumedθ0 = 54.70, 45.00, 35.20, 31.70 and20.90 for the tetrahedron, hexahedron, octahedron,

dodecahedron and icosahedron, respectively. Theseθ0 values correspond to the maximum values so

that the spherical caps do not overlap each other. The seriesgiven by Eq.(3.14) has been truncated

to orderN = 10 and the medium properties assumed to bec = 343m/s andρ = 1.21kg/m3.

Comparison of Figs. 3.9 to 3.12 with Fig. 2.7 reveals that thedirectivity patterns associated

to the radiation modes of the discrete spheres match real spherical harmonic functions. Since the

acoustic radiation modes are real modes, they lead to the real representation of spherical harmonics

rather than the complex one.

Figure 3.13 shows the sound pressure patterns produced by the first acoustic radiation mode

of the discrete spheres based on the five Platonic solids. Unlike the patterns presented in Fig. 3.9,

these directivity patterns have been evaluated atka = 5.
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Figure 3.9: Sound pressure patterns corresponding to the ARM # 1 of the discrete spheres based
on the five Platonic solids. Patterns obtained forka = 0.1 at a distancer = 10a from the sphere
center.

Figure 3.10: Sound pressure patterns corresponding to the ARM # 2 of the discrete spheres based
on the five Platonic solids. Patterns obtained forka = 0.1 at a distancer = 10a from the sphere
center.
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Figure 3.11: Sound pressure patterns corresponding to the ARM # 6 of the hexahedron-like,
octahedron-like and dodecahedron-like spheres, as well asthe ARM # 9 of the icosahedron-like
sphere. Patterns obtained forka = 0.1 at a distancer = 10a from the sphere center.

Figure 3.12: Sound pressure patterns corresponding to the ARM # 8 of the octahedron-like sphere,
the ARM # 12 of the dodecahedron-like sphere and the ARM # 10 ofthe icosahedron-like sphere.
Patterns obtained forka = 0.1 at a distancer = 10a from the sphere center.
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Figure 3.13: Sound pressure patterns corresponding to the ARM # 1 of the discrete spheres based
on the five Platonic solids. Patterns obtained forka = 5 at a distancer = 10a from the sphere
center.

Comparison of Figs. 2.7 and 3.13 shows that there are discrepancies between the radiated

sound fields and the real spherical harmonics. This arises due to the fact that the radiation efficiency

curves of the spherical harmonics become closer aska increases (refer to Fig. 3.1), so that the higher

order spherical harmonics excited by the discrete sphere contribute significantly to the resulting

sound field. In other words, the radiated sound field is a linear combination of spherical harmonics

of distinct orders rather than a pure spherical harmonic function. Since this phenomenon takes

place due to the discretization of the radiation surface, ithas been called “spatial aliasing” in the

sound reproduction literature (cf. [71, 21, 52, 75]). Further details will be provided in section 4.2.

3.2 Electromechanical behavior

In this section, an electromechanical model of a compact loudspeaker array is presented. The

theoretical development is divided into two subsections. In the first, the electrical and mechanical

behavior of the array drivers is considered (here, only electrodynamic loudspeakers are concerned).

Then, two different approaches for modeling the acoustic coupling between drivers are presented.

3.2.1 Electrodynamic loudspeakers

An electrodynamic loudspeaker can be modeled as a single degree-of-freedom (SDOF) mechanical

system driven by electromagnetic and acoustic forces. The mass of the driver diaphragm assembly
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M , the mechanical compliance of the driver suspensionC and its mechanical resistanceR pro-

vide, respectively, the inertial, the energy storage and the energy dissipation elements of the SDOF

system. By assuming a harmonic time dependence of the forme−ιωt, application of the Newton’s

second law leads to

−ιωMlul + Rlul −
1

ιωCl
ul = F

(e)
l + F

(a)
l (3.24)

where the subscriptl refers to thel-th loudspeaker of the array (L is the number of loudspeakers),

ul is its velocity,F (e)
l is the electromagnetic force andF (a)

l is the net acoustic force acting on the

driver diaphragm.

Now, let B be the magnetic flux density in the driver air gap andle the length of the voice-

coil conductor in the magnetic field, so that the diaphragm movement generates an induced voltage

given byBleu. On the other hand, the electromagnetic force acting on the diaphragm due to the

presence of an electrical currenti in a magnetic field is given byF (e) = Blei. Hence, application

of the Kirchhoff’s second law leads to

F
(e)
l =

(Ble)l

Z
(e)
l

(vl − (Ble)l ul) (3.25)

where(Ble)l is the force factor of thel-th loudspeaker unit,Z(e)
l is the clamped electrical impedance

(ul = 0) of its voice-coil andvl is the voltage that feeds thel-th driver.

Many models have been proposed to evaluateZ
(e)
l . The simplest one considers it as an

electrical resistance and is restricted to low-frequency analysis [76]. As frequency increases, the

voice-coil inductance greatly affects its electrical impedance. In this work, following [77], the

electrical part of the transduction system is modeled as a resistor in series with a lossy inductor, so

thatZ(e)
l is explicitly given by

Z
(e)
l = R

(e)
l + Kl(−ιω)nl (3.26)

whereR
(e)
l is the voice-coil resistance of thel-th driver andKl andnl are parameters of the lossy

inductor model.

Substitution of Eq.(3.25) into (3.24) yields

(

−ιωMl + Rl −
1

ιωCl
+

(Ble)
2
l

Z
(e)
l

)

ul − F
(a)
l = bl (3.27)

wherebl = (Z
(e)
l )−1(Ble)lvl is the clamped electromagnetic force.
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Equation (3.27) can be written in matrix notation as

Gu − fa = b (3.28)

whereG is anL×L diagonal matrix whose entries aregl = −ιωMl+Rl−(ιωCl)
−1+(Z

(e)
l )−1 (Ble)

2
l ,

u is anL×1 vector of velocity amplitude coefficients,fa is anL×1 vector of acoustic forces acting

on the loudspeakers diaphragms andb is anL × 1 vector whose components arebl.

In this section, algebraic expressions have been developedin order to evaluateG. In the

following, two distinct analytical models used to obtainfa are presented.

3.2.2 Acoustical coupling

Now, let p−ll′ andp+
ll′ be the net sound pressures acting, respectively, on the inner and outer di-

aphragm surface of thel-th driver due to the movement of thel′-th driver. Then, the net acoustic

force can be written as

F
(a)
l = Ŝl

L
∑

l′=1

(

p−ll′ − p+
ll′

)

(3.29)

whereŜl is the net surface area of thel-th loudspeaker unit.

Let Sbe anL×L diagonal matrix containinĝSl in its entries. Then, Eq.(3.29) can be written

in matrix notation as follows

fa = S
(

Z− − Z+
)

Su (3.30)

whereZ− andZ+ are, respectively, the internal and external acoustic-impedance matrices (L × L)

which describe the acoustical coupling between the array drivers.

Finally, substitution of Eq.(3.30) into (3.28) leads to

(G + S
(

Z+ − Z−
)

S)u = b (3.31)

As far as the enclosure design is concerned, two different approaches have been reported in

literature. In the first approach, the drivers share a commonhollow enclosure [31, 30] and, in the

second, they have their own independent sealed cavities [31, 23]. In the latter, there will be no

internal acoustic coupling so thatZ− will be diagonal.
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3.2.2.1 Lumped-parameter model

Let Vb be the net internal volume of the loudspeaker array. If the overall dimensions of the latter

are much smaller than an acoustic wavelength and the energy dissipation is not taken into ac-

count, the enclosure behavior can be described by an acoustical complianceCb = Vb/ρc2, i.e., a

lumped-parameter element which stores energy, whereρ is the medium density andc is the sound

speed [58]. Hence, the acoustic impedance associated with the volumeVb is Zb = (ιωCb)
−1 and

the entries of the internal coupling matrixZ− becomes

Z−
ll′ =

ρc2

ιωVb
(3.32)

Equation (3.32) shows thatZ−
ll′ does not depend on the pair of drivers considered and it pro-

vides a simple and low computational cost way to evaluate theacoustic coupling between the loud-

speakers in the array cavity. On the other hand, the externalacoustic coupling cannot be so easily

evaluated. Fortunately, the external acoustic force is small compared to the other forces acting on

a loudspeaker diaphragm, so that it is not able to appreciably affect the system electromechanics.

Therefore, the external acoustic coupling is neglected here and it is assumed that each loudspeaker

behaves as a piston mounted on an infinite baffle as far as the external force acting on its diaphragm

is concerned. The acoustic radiation impedance of a baffled-piston radiator is given by [58]

Z+
ll′ =

ρc

πr2
l

(

1 − J1(2krl)

krl
− ι

H1(2krl)

krl

)

δll′ (3.33)

whererl is the radius of thel-th piston,k is the wave number,J1(·) is the Bessel function of first

kind and order1, H1(·) is the Struve function of order1 andδll′ is the Kronecker delta. At low

frequencies, the main effect of this radiation impedance isto increase slightly the moving mass,

whose value is therefore given as a corrected value (including radiation) in commercial data sheets.

If each transducer has an independent sealed cavity, the entries of the internal acoustic-

impedance matrix becomeZ−
ll = ρc2(ιωV

(l)
b )−1 andZ−

ll′ = 0 for l 6= l′, whereV
(l)
b is the net

internal volume of the cavity of thel-th driver.

3.2.2.2 Distributed-parameter model

Similar to the exterior sound field, the interior field produced by a loudspeaker unit mounted on

an empty rigid sphere can be approximated by modeling the loudspeaker diaphragm as a convex
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spherical cap that oscillates with a constant radial velocity ul over its surface. If so, the sound

pressure inside the array’s cavity is given by Eq.(A.22). The coefficientsCmn of the series are

(compare to Eq.(3.11))

Cmn =
ιρcul

djn (ka)

d (ka)

√

π

2n + 1
δm0

{

Pn−1(η0) − Pn+1(η0) if n > 0

1 − η0 if n = 0
(3.34)

In obtaining Eq.(3.34), it is assumed that the spherical capcenter is placed atθ = 0 (north

pole), so that the problem becomes axisymmetric.

Equations (A.20), (3.11), (A.22) and (3.34) can be used to evaluate the external and internal

sound pressure fields acting on each loudspeaker diaphragm due to its own vibration and to the

vibration of the other loudspeakers. The net sound pressures p−ll′ andp+
ll′ can be obtained by inte-

grating Eqs.(A.22) and (A.20) over the surface of thel-th spherical cap and dividing this result by

Ŝl. Then, the entries of the acoustic-impedance matrices are given by

Z±
ll′ =

1

ŜlŜl′ul′

∫ 2π

0

∫ θl

0

p(a, θl, φl)a
2sinθldθldφl (3.35)

In the numerical implementation, the series given in Eqs.(A.20) and (A.22) must be truncated

to orderN so thatn ≤ N . It is worth noting that ifkr << 1, theZ−
ll′ calculated by the lumped-

parameter and distributed-parameter models will lead to the same result.

3.3 Enclosure design

To define an optimum enclosure for a compact loudspeaker array with independently programmable

transducers is not a simple task due to the fact that the drivers interact with each other in a compli-

cated manner inside the cabinet. This problem can be addressed by providing each transducer with

a sealed cavity in order to suppress the acoustical coupling, so that the electromechanical behavior

of the compact array becomes easier to predict. However, this solution leads to a harder to build

mechanical frame compared to the alternative solution of mounting the drivers on a common hol-

low enclosure. In addition, since the latter implies a larger cavity volume, one may conjecture that

it leads to lower voltages for a given diaphragm velocity [31, 78, 79]. This section discusses and

compares these two enclosure designs.

55



It is useful to consider two extreme cases concerning the relative movement of the transduc-

ers, but it must be kept in mind that any state in between can beachieved. In the first, all drivers

vibrate with the same velocity magnitude and phase. In the second, the sum of the driver velocities

is zero. As far as the spherical arrays presented in section 3.1.2.1 are concerned, the former corre-

sponds to the first acoustic radiation mode, and the latter corresponds to anyone of the remaining

radiation modes. This emerges from inspection of the modal matrices presented in Tabs. C.3 to

C.7, which reveals that
∑L

l=1 Ψll′ = 0, for l′ = 2, 3, . . . , L.

When all drivers vibrate in phase with the same velocity magnitude, inspection of Eqs.(3.31)

and (3.32) shows that a common hollow cabinet provides each transducer with an additional me-

chanical compliance ofVb(Lρc2Ŝ2)−1, i.e., each transducer behaves as if it had been mounted on

a sealed cavity with volumeVb/L. Therefore, the voltages evaluated using the lumped-parameter

model remain unchanged whether the drivers have their own sealed cavities or share the same

enclosure.

When the sum of the driver velocities is zero, the transducerdisplacements will not produce

internal sound pressure fluctuation if they share a common cabinet, i.e., the entire cavity compliance

is compensated by the opposite phase movement of the array’selements, which is equivalent to

mount each driver on an independent cabinet with a huge volume. Therefore, to let the drivers share

a common enclosure leads to lower voltages in the compliance-dominated region (low-frequency

range) compared to providing each one of them with its own sealed cavity.

In both the extreme cases, if the drivers share a common cabinet, the acoustic modes of

the spherical cavity will modify the system dynamics at discrete frequencies corresponding to the

eigenfrequencies of such modes. Unlike the lumped-parameter model, this effect is predicted by

the distributed-parameter model. The eigenfrequencies ofa rigid spherical cavity are character-

ized by the singularities of the coefficientsCmn in Eq.(A.22). Inspection of Eq.(3.34) shows that

such singularities take place at the zeros of the first derivative of jn(ka). Then, the lowest four

eigenfrequencies correspond to the followingka values: 2.0816, 3.3421, 4.4934 and 5.9404.

As a numerical example, consider a compact spherical loudspeaker array withL = 12 drivers

distributed on a sphere with radiusa = 0.075m according to the dodecahedron symmetry, so that

the spatial orientation of each cap is made equal to the vector normal to a face of a dodecahedron.

All drivers are supposed to be equal with the characteristics presented in the row “mean value” of

Tab. 6.1. Sincea = 0.075m andŜ = 0.0012m2, the aperture angle of the spherical cap model is

θ0 = 15.10. The two different enclosure designs discussed above are considered. In the first one,

the drivers share the same spherical cavity with volumeVb = (4/3)πa3 = 1.8 × 10−3m3 and both

the lumped- and the distributed-parameter model are used tocompute the voltages. In the second,
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each driver has its own independent sealed cavity with volumeV
(l)
b = Vb/12 = 1.4726 × 10−4m3

and the voltages are evaluated by the lumped-parameter model.

Frequency response functions (FRFs) between input diaphragm velocity and output voltage

are shown in Fig. 3.14. For each FRF, the velocity and the voltage are taken on the same driver.

These FRFs have been obtained by lettingu = ψl in Eq.(3.28), where the acoustic radiation modes

are given in Tab. (C.6). The medium properties have been assumed to bec = 343m/s andρ =

1.21kg/m3. In addition, a truncation orderN = 29 has been adopted when using the distributed-

parameter model.
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Figure 3.14: Frequency response functions between input diaphragm velocity and output voltage.

Sincea = 0.075m, the eigenfrequencies of the spherical cavity are1515Hz, 2433Hz,

3271Hz and4324Hz. The vertical dotted red lines in Fig. 3.14 indicate these frequencies. Com-

parison of the continuous black line with the dashed black line, as well as the continuous blue line

with the dashed blue line show that the lumped- and the distributed-parameter model lead to the

same curves, except for some singularities at the cavity eigenfrequencies, as discussed before.

As far as the first radiation mode is concerned, the cabinet provides each driver with an

additional mechanical compliance of approximatelyVb(Lρc2Ŝ2)−1 ≈ 7.31×10−4m/N . This value

is not much larger than the mechanical complianceC = 4.75×10−4m/N of the driver suspension,

so that the FRF magnitude increases in the compliance-dominated frequency range in comparison
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with the remaining radiation modes. Moreover, if the cavityeigenfrequencies are neglected, to let

the drivers share a common hollow enclosure will lead to the same electromechanical behavior as

to provide each driver with its own sealed cavity, as expected.

It is worth noting that the theoretical FRFs presented in Fig. 3.14 do not depend on the choice

of an active driver of the spherical array. Computation of the FRF will always lead to the same

curve regardless of the considered active transducer.

No remarkable differences have been observed between the FRFs evaluated by the lumped-

and the distributed-parameter model, except for frequencies corresponding to the natural frequen-

cies of the spherical cavity. This suggests that driver voltages can be evaluated by using a simple

lumped-parameter model for the enclosure, so that heavy calculations involved in the distributed-

parameter modeling may be unnecessary. In fact, the two extreme cases shown in Fig. 3.14 do

not represent a challenge to the acoustic coupling models presented in section 3.2.2. Since the

statements presented in this section rely on the validity ofthe proposed theoretical models, a set of

experiments must be accomplished in order to validate them.The accuracy of the proposed models

is demonstrated by comparison with experimental results inchapter 6.

The radiation efficiency of the radiation modes has not yet been taken into account in the

enclosure design discussion. Since a spherical array is supposed to produce an acoustic field rather

than diaphragm vibration, radiation efficiency plays an important role. It has been stated that

a reduction in the electrical signal power is achieved in thelow-frequency range by letting the

drivers share a common enclosure. However, one question remains unanswered: since the radiation

efficiency drops rapidly with decreasing frequency (refer to Figs. 3.5 to 3.8), does this claimed

voltage reduction take place in a frequency range in which the radiation efficiency values lead to

meaningful sound power levels? If not, such an improvement is useless. In the following, an

attempt is made to partially answer this question.

As said before, Fig. 3.14 was obtained by lettingu = ψi in Eq.(3.28), whereψi is thei-th

radiation mode. Then,ci = δil in Eq.(2.44) so that these equations permit to evaluate the ratio

between the voltage magnitude that feeds a given transducerof the array and the total sound power.

Figure 3.15 shows this ratio for the dodecahedral source considered here fori = 1, 2, 5 and12.

The voltages were taken at the most solicited driver of the array (driver # 01, refer to Tab. C.6) and

computed by using the lumped-parameter model.

Comparison of the continuous with the dashed lines reveals that letting the drivers share a

common cabinet reduces the voltages in a frequency range in which the radiation efficiency is

too small, especially for the radiation modes # 5 and 12. A common cabinet is expected to provide
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Figure 3.15: Ratio between the voltage magnitude that feedsthe most solicited driver of the array
(driver # 1) and the resulting sound power. Simulation results obtained for the acoustic radiation
modes # 1, 2, 5 and 12.

some improvement only for the acoustic radiation modes # 2 to4. Hence, the results presented here

suggest that the enclosure design does not play a central role on the dynamic range of a compact

loudspeaker array. Therefore, since a common cabinet is simpler to build and the models proposed

in section 3.2 permit to predict the acoustical coupling inside the cavity, one may conclude that

there is no reason to build a complicated frame in order to provide each driver with its own sealed

cavity. In addition, it will be shown in chapter 6 that most ofthe cavity modes are damped in

practice, so that they do not affect the loudspeaker dynamics.
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Chapter 4

Synthesis and Reproduction of Directivity

Patterns

A compact loudspeaker array with independently programmable transducers is an engineering so-

lution aiming to realize the ambition of synthesizing and/or reproducing a given directivity pattern.

In chapter 3, a theoretical model that predicts the radiation pattern of a spherical loudspeaker array

from the knowledge of the driver velocities or voltages was proposed. In this chapter, the inverse

problem is addressed. The task is to find optimum weights which must be applied to the array’s

elements in order to achieve the target directivity pattern.

First, the synthesis of an arbitrary pattern whose magnitude and phase are defined on a spheri-

cal surface enclosing the loudspeaker array is addressed bya weighted least-squares method. Next,

this same approach is employed in order to synthesize pure spherical harmonic functions, i.e., the

target directivity is a spherical harmonic. Finally, the problem of synthesizing only the magnitude

of the directivity pattern (phase not concerned) is dealt with.

4.1 Synthesis of an arbitrary function

This section concerns the synthesis or reproduction of an arbitrary directivity pattern by a compact

spherical loudspeaker array. The target pattern is a desired sound pressure distribution in(r0, θ, φ),

wherer0 > a is fixed but arbitrary, namely, the target pattern is defined on a spherical surface that

encloses the loudspeaker array. The task is to find optimum weights which must be applied to each

acoustic radiation mode in order to achieve the target directivity pattern.
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Because the functions considered in this chapter are subjected to numerical processing, they

must be sampled. Since these functions are defined on a spherical surface, the author has chosen

to use a uniform angular grid given byθt̂ = t̂∆θ andφp̂ = p̂∆φ, wheret̂ = 0, 1, . . . , Nt − 1

andp̂ = 0, 1, . . . , Np − 1; Nt andNp are, respectively, the number of samples in the zenithal and

azimuthal direction. Hence,Ns = NtNp is the number of samples,∆θ = π/(Nt − 1) rad and

∆φ = 2π/Np rad. The sampled sphere so defined motivates the use of the following inner product:

[x, y] = yHWx (4.1)

wherex, y ∈ CNs andW ∈ R
Ns×Ns

+ . The matrixW is diagonal and contains non-dimensional area

weight factors that are determined by surface integration over appropriate sections of the sphere.

Thus, the diagonal terms ofW, wi, are

wi =



























1

4π

φp̂+∆φ

2
∫

φp̂−
∆φ

2

0
∫

∆θ
2

sin θdθdφ =
1

Np

sin2

(

∆θ

4

)

if t̂ = 0 or t̂ = Nt − 1

1

4π

φp̂+∆φ

2
∫

φp̂−
∆φ

2

θt̂−
∆θ
2

∫

θt̂+
∆θ
2

sin θdθdφ =
sin θt̂

Np

sin

(

∆θ

2

)

if 1 ≤ t̂ ≤ Nt − 2

(4.2)

wherei = p̂Nt + t̂ + 1.

Now, letYs be a(N + 1)2 × Ns matrix containing samples of the complex-valued spherical

harmonics as rows (sampled version of the vectorY), p be a vector containingNs samples of the

sound pressure field produced by the spherical array atr = r0 andpt be a vector containingNs

samples of the target directivity pattern. So, by referringto Eqs.(2.42) and (3.16), the following

optimization problem can be formulated, which must be solved for eachka value for a given array

geometry:

min
c

∥

∥YT
sBΨc− pt

∥

∥

2
(4.3)

where‖x‖2 = [x, x]
1
2 is the Euclidian norm andB is evaluated atr = r0.

This is a well-known convex optimization problem (weightedleast-squares) whose solution

is [80]
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copt =
(

(

YT
sBΨ

)H
W
(

YT
sBΨ

)

)−1
(

YT
sBΨ

)H
Wpt (4.4)

It is worth noting that the weight matrixW must be used in order not to favor densely sampled

regions on the sphere.

The voltages that must feed the drivers can be obtained by substituting Eqs.(4.4) and (2.42)

into (3.28).

The optimization problem presented in expression (4.3) could be stated without using ra-

diation modes. If so, optimization results are supposed to lead directly to the loudspeaker unit

velocities. In this case, since the loudspeakers in the array usually present the same radiation ef-

ficiency, one must always deal withL independent channels regardless ofka. On the other hand,

using radiation modes leads to a reduced number of channels due to the fact that some modes

do not radiate sound energy atka ranges that can be determined through inspection of their ra-

diation efficiencies. Actually, the optimization problem over individual loudspeaker responses is

ill-conditioned when the radiation modes of the array have very different efficiencies. This would

lead to huge drive levels or require a regularization process, which is avoided when truncating the

radiation mode expansion.

In addition, it has been shown in section 3.1.2.1 that radiation modes lead to spherical har-

monic radiation patterns under some circumstances, so thatthe rotational properties of such func-

tions can be used in order to rotate the radiation pattern with no need to evaluate Eq.(4.4) (further

details on this subject will be provided in section 4.2). Finally, the radiation pattern of a radiation

mode is generally more attractive than the radiation pattern of a loudspeaker unit. Thus, a single

channel (radiation mode) is still useful in room acoustics and electroacoustic music applications,

for example.

4.2 Synthesis of a spherical harmonic function

Linear combinations of spherical harmonics of the same order have been generally used as target

patterns in directivity synthesis by compact loudspeaker arrays (cf. [22, 54, 26]). According to

Zotter et al. (2007), it is possible to control spherical harmonics of order n provided thatn ≤√
L− 1, whereL is the number of loudspeakers in the array. In addition, evenif this rule of thumb

is satisfied, the accuracy of spherical harmonic synthesis degrades aska increases. In both cases,

synthesis error is due to spatial aliasing. In the following, the synthesis of spherical harmonics by
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spherical loudspeaker arrays is revisited within the framework of the acoustic radiation modes.

It is known that function spaces spanned by spherical harmonics of the same ordern are

linear subspaces that are invariant with respect to rigid rotation through spatial angles [65], refer

to Eqs.(2.29) and (2.32) to (2.34). For example, if a given pattern is in the subspace generated

only by harmonics of ordern = 3, any rotation of this pattern also possesses a spherical harmonic

expansion consisting only of harmonics of ordern = 3. Then, ifpt contains samples of a function

in the subspace generated by spherical harmonics of ordern, it can be expressed aspt = (Y(n)
s )Tqn,

whereqn contains2n+1 complex coefficients andY(n)
s is an2n+1×Ns matrix whose rows contain

spherical harmonics of ordern.

Now, let Xn be anL × 2n + 1 matrix containing thecopt associated with each one of the

2n + 1 rows ofY(n)
s , namely, each column ofXn is obtained by lettingpt be a column of(Y(n)

s )T

in Eq.(4.4). Then, solution of problem (4.3) yields the following minimum root mean square er-

ror (RMSE):

min
c

(RMSE) = min
c

∥

∥

∥
YT

sBΨc− (Y(n)
s )Tqn

∥

∥

∥

2
=
∥

∥

∥

(

YT
sBΨXn − (Y(n)

s )T
)

qn

∥

∥

∥

2
(4.5)

Equation (4.5) leads to the minimum RMSE for a given but arbitraryqn. Any function in the

subspace spanned by spherical harmonics of ordern can be represented by choosing a suitableqn.

So, to let this vector be the optimization variable in an additional minimization or maximization of

the RMSE given in Eq.(4.5) leads, respectively, to the easiest and hardest to synthesize directivity

pattern in the considered subspace. Ifqn is normalized so thatqH
nqn = 1, one has [22]

min
qn

∥

∥

∥

(

YT
sBΨXn − (Y(n)

s )T
)

qn

∥

∥

∥

2
= λmin (4.6)

and

max
qn

∥

∥

∥

(

YT
sBΨXn − (Y(n)

s )T
)

qn

∥

∥

∥

2
= λmax (4.7)

whereλmin andλmax are the minimum and maximum singular values ofW
1
2 (YT

sBΨXn − (Y(n)
s )T),

respectively.

Briefly, the maximum and minimum singular values ofW
1
2 (YT

sBΨXn − (Y(n)
s )T) provide,

respectively, upper and lower mean square error bounds associated with the subspace spanned

by spherical harmonics of ordern. The directivity patterns associated with such bounds can be
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determined by examining the right-singular vectors obtained in the singular value decomposition,

which are the vectorsqn corresponding to the singular values.

Figures 4.1 and 4.2 show the upper and lower bounds of the normalized RMSE — defined

in Eq.(4.8) — computed as described in this section for different spherical arrays and spherical

harmonic subspaces. In the same way as in section 3.1.2.1, the following values were used in the

simulations:Ns = 39 × 20 = 780, c = 343m/s, ρ = 1.21kg/m3, r0 = 10a andN = 10.

The five spherical array configurations corresponding to thePlatonic solids were simulated. In

Fig. 4.1, θ0 = 15.10 has been used for the tetrahedron, hexahedron, octahedron,dodecahedron

and icosahedron. In Fig. 4.2,θ0 = 54.70, 45.00, 35.20, 31.70 and20.90 have been used for the

tetrahedron, hexahedron, octahedron, dodecahedron and icosahedron, respectively.

Norm. RMSE=

∥

∥

∥

(

YT
sBΨXn − (Y(n)

s )T
)

qn

∥

∥

∥

2
∥

∥

∥
(Y(n)

s )Tqn

∥

∥

∥

2

(4.8)
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Figure 4.1: Upper and lower bounds of the normalized root mean square error (RMSE) achieved
in the synthesis of functions in the subspaces spanned by spherical harmonics of orders 0, 1, 2
and 3. θ0 = 15.10 has been used for the tetrahedron, hexahedron, octahedron,dodecahedron and
icosahedron.

The ability of a discrete sphere based on a Platonic solid to synthesize any pattern in a sub-
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space spanned by spherical harmonics of ordern is reduced aska andn increase, as shown in

Figs. 4.1 and 4.2. For each spherical array, only one curve ispresented forn = 0 andn = 1 for the

sake of clarity because computations have shown that upper and lower error bounds for each one of

these subspaces are not distinguishable — the same is valid for n = 2 as far as the dodecahedron

and the icosahedron are concerned. This means that a given directivity pattern in these subspaces

can be freely rotated without affecting the RMSE. However, for n = 3 (andn = 2 for the tetrahe-

dron, hexahedron and octahedron), the error is not uniformly distributed over the subspace, so that

one has unachievable patterns and well synthesized patterns; both can be determined by examining

the right-singular vectors obtained in the singular value decomposition, as said before. Figures 3.9

to 3.13 illustrate functions in the subspace spanned by spherical harmonics of the same order that

lead to the lower error bound curves presented in Figs. 4.1 and 4.2.
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Figure 4.2: Upper and lower bounds of the normalized root mean square error (RMSE) achieved
in the synthesis of functions in the subspaces spanned by spherical harmonics of orders 0, 1, 2
and 3.θ0 = 54.70, 45.00, 35.20, 31.70 and20.90 have been used for the tetrahedron, hexahedron,
octahedron, dodecahedron and icosahedron, respectively.

As a rule of thumb, it is not possible to synthesize a pure spherical harmonic function of order

n >
√

L−1 due to spatial aliasing, that is, the number of degrees of freedom of the discrete sphere

is not large enough to match a high order spherical harmonic.However, high order spherical

harmonics may co-exist with low order ones in the radiated field from a discrete sphere. This
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phenomenon is also due to spatial aliasing and it takes placeaska increases, leading to synthesis

error as shown in Figs. 4.1 and 4.2. Such a behavior can be explained by examining the radiation

efficiencies of the spherical harmonic functions, which were presented in Fig. 3.1.

Figure 3.1 shows that the efficiency curves of the radiation groups are well discriminated

in the lowka range, so that simple directivity patterns radiate much more efficiently than complex

ones. Thus, even if the discrete sphere excites high order spherical harmonics due to spatial aliasing,

they will not propagate to the farfield. Therefore, error in spherical harmonic synthesis is small at

low ka values provided thatr0 is made sufficiently large. On the other hand, the efficiency curves

of the spherical harmonics become closer aska increases, so that spatial aliasing produces non-

evanescent undesirable patterns in the sound field, leadingto synthesis error.

In order to reduce the spatial aliasing artifacts that degrade the spherical harmonic synthesis

at high frequencies, the sphere radiusa can be made smaller. However, the low radiation efficiency

at lowka values imposes a constraint on the directivity synthesis inthe low frequency range, since

high loudspeaker diaphragm displacements must be achievedin order to produce meaningful sound

pressure levels. Then, the design of a spherical loudspeaker array for spherical harmonic synthesis

must be a compromise between low and high frequency reproduction.

Figure 4.1 suggests that the RMSE decreases with increasingthe number of loudspeakers

in the array. However, because the same cap aperture angleθ0 = 15.10 was used in all spherical

arrays, the available radiation surface of each polyhedronwas not completely used. In Fig. 4.2, the

cap aperture angle for each discrete sphere is chosen so thatthe available radiation surface is fully

used. Therefore, Fig. 4.2 presents a better comparison between spherical arrays than Fig. 4.1.

Inspection of Fig. 4.2 reveals that the dodecahedron-like source leads to the smallest RMSE

in the synthesis of functions in the subspaces spanned by spherical harmonics of ordersn = 0 and

n = 1. In addition, forn = 2, the icosahedron does not present a significant improvementover the

dodecahedron. Forn ≤ 3, there are(3 + 1)2 = 16 spherical harmonics, so that the dodecahedron

(12 drivers) is not able to provide radiation control up to this order due to the spatial aliasing

(although there is at least one pattern in the subspacen = 3 that is well synthesized, as indicated

by the dodecahedron dashed line in Fig. 4.2). In this case, the icosahedron performs better.

When comparing spherical loudspeaker arrays with a given radius a, the position of the

drivers on the sphere, the number of independently driven loudspeakers and the net radiation sur-

face must be taken into account. In section 3.1.2.1, the available fraction of the source surface to

mount the drivers for the spherical arrays based on the Platonic solids was presented. Among the

Platonic solids, the dodecahedron presents the largest available radiation surface, so that it provides
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the highest sound power level for a given velocity amplitudeof the spherical caps. In addition, it

leads to the smallest RMSE in the synthesis of a spherical harmonic of ordern = 0. For these rea-

sons, the omnidirectional sound sources are usually built according to the dodecahedron geometry.

Figure 4.2 shows that the ability of the icosahedron to synthesize an arbitrary function in the

subspacen = 3 is limited to the lowka range. However, the radiation efficiencies of the icosahe-

dron’s radiation modes corresponding to the spherical harmonics of ordern = 3 are very low in the

low ka range, as shown in Fig. 3.7. In addition, the icosahedron presents the smallest available ra-

diation surface. Then, the synthesis of functions in the subspacen = 3 by an icosahedron-like array

is restricted to a narrow frequency range. Moreover, the extra eight channels that must be handled

when using an icosahedron rather than a dodecahedron may be critical in real-time applications.

Therefore, among the Platonic solids, the discrete sphere approach indicates that the dodecahedron

is the best choice for sound directivity control in full 3-D space1.

0 2 4 6 8 10

0

0.5

1

ka

A
R

M
 w

ei
gh

ts

Spherical harmonic of order n=0

 

 

ARM # 1
ARM # 2 to 4
ARM # 5 to 9
ARM # 10 to 12

0 2 4 6 8 10

0

0.5

1

ka

A
R

M
 w

ei
gh

ts
Spherical harmonics of order n=1

 

 

ARM # 1
ARM # 2 to 4
ARM # 5 to 9
ARM # 10 to 12

0 2 4 6 8 10

0

0.5

1

ka

A
R

M
 w

ei
gh

ts

Spherical harmonics of order n=2

 

 

ARM # 1
ARM # 2 to 4
ARM # 5 to 9
ARM # 10 to 12

0 2 4 6 8 10

0

0.5

1

ka

A
R

M
 w

ei
gh

ts

Spherical harmonics of order n=3

 

 

ARM # 1
ARM # 2 to 4
ARM # 5 to 9
ARM # 10 to 12

Figure 4.3: Normalized ARM weights for a dodecahedral source with θ0 = 15.10. These curves
arise from the synthesis of a function in the subspace spanned by spherical harmonics of ordern
chosen so that it leads to the lowest RMSE.

As stated in Eq.(4.5), the vector containing the optimum weights that must be applied to

each acoustic radiation mode of the spherical array iscopt = Xnqn. Now, let the elements ofcopt

be grouped according to the radiation efficiencies of the corresponding radiation modes, which

are shown in Figs. 3.4 to 3.8. Then, for a dodecahedral source, one hascT
opt = [cT

0 cT
1 cT

2 cT
3 ],

1The discrete sphere model better approaches the actual sound field produced by a loudspeaker array asθ0 is made
smaller. Therefore, it is expected that the results presented in Fig.4.1 will be more accurate than the results presented
in Fig. 4.2
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wherec0 ∈ C1×1 is the contribution of the radiation mode # 1,c1 ∈ C3×1 is the contribution of

the radiation modes # 2 to 4,c2 ∈ C
5×1 is the contribution of the radiation modes # 5 to 9 and

c3 ∈ C3×1 is the contribution of the radiation modes # 10 to 12.

The scalar quantity
√

cH
i ci

(

cH
optcopt

)−1
: i = 0, 1, 2, 3 can be used to evaluate the relative

contribution of each radiation group to the synthesized pattern. In Fig. 4.3, these quantities are

plotted againstka for a dodecahedral source withθ0 = 15.10. Each graph corresponds to a target

directivity pattern, which is a function in the subspace spanned by spherical harmonics of ordern

that leads to the lower error bound shown in Fig. 4.1.

Figure 4.3 shows that only one radiation group is active for agiven n, i.e., each radiation

group is closely related to the subspace spanned by spherical harmonics of a given order. This

result is consistent with the discussion in section 3.1.2.1.

4.3 Synthesis with desired magnitude response

In the previous sections of this chapter, both magnitude andphase of the target directivity pattern

were taken into account in the cost function used to obtain optimum weights for the acoustic ra-

diation modes of the spherical array. In addition, phase error and magnitude error were treated

equally, which yielded a convex optimization problem that could be solved by a simple weighted

least-squares method (refer to Eqs.(4.3) and (4.4)). However, this approach may lead to a sub-

optimal solution if the importance of these errors are not equal. As discussed in section 1.3.3,

it is expected that a spherical loudspeaker array will be able to better synthesize the perceptually

relevant attributes of the sound field if the phase of the target pattern is excluded from the cost

function.

It is worth noting that phase cannot be neglected if the target pattern is defined in the nearfield,

i.e.,r0 must be made sufficiently large in order to ensure farfield propagation. In order to understand

this, consider two nearfield directivity patterns with the same magnitude but with different phase at

a given frequency. The two corresponding farfield directivity patterns will differ in magnitude due

to the phase difference in the nearfield. Therefore, the phase must not be neglected ifr0 is in the

nearfield.

At a given frequency, the directivity phase over the spherical surface defined byr = r0 can

be neglected, as discussed above. However, at a given but arbitrary point on this spherical surface,

to neglect the phase spectrum may lead to audible phase distortion [81]. Throughout this section,
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it will be shown how this problem can be somewhat handled.

The problem of synthesizing a directivity pattern with desired magnitude response has been

addressed in the literature [37, 57, 23, 56, 32, 33, 82]. In this work, the cost function proposed in

[57] is used, so that the optimization problem can be formulated as

min
c

∥

∥|YT
sBΨc| − |pt|

∥

∥

2
(4.9)

Unlike the problem stated in (4.3), this is a non-convex minimization problem called magni-

tude least-squares, which is studied in depth in [56]. This unconstrained minimization problem is

equivalent to the following constrained one [57, 56]

minimize
c, p̂t

∥

∥YT
sBΨc− Ptp̂t

∥

∥

2

subject to (diag(p̂t))
Hdiag(p̂t) = I

(4.10)

wherePt = diag(|pt|) andp̂t ∈ CNs. The constraint ensures thatp̂t provides only phase informa-

tion.

Since phase is not concerned in (4.9), it makes intuitive sense using the phase of the target

pattern as an optimization variable. Then, an optimum phasefor the target pattern is searched

in (4.10) so that the resulting target is now easier to synthesize in the traditional least-squares

sense than the original target. A mathematical proof of the equivalence of (4.9) and (4.10) can be

found in [56], as well as several different methods of solving it. However, a comparison between

optimization with and without phase for radiation pattern synthesis has not been provided in the

literature so far. Here, this task is accomplished by using aslightly modified version of the iterative

variable exchange method for finding a local minimizer described in [56], which is presented below.

Problem (4.10) is not convex in the optimization variablesc andp̂t. However, for fixed̂pt, it

is convex inc and the solution is given in Eq.(4.4) by replacingpt with Ptp̂t. On the other hand,

for fixed c, the optimump̂t is eιarg(YT
s BΨc). This suggests a method to solve (4.10) in whichp̂t is

iteratively updated according tôpt = eιarg(YT
s BΨc). The algorithm is summarized in Tab. 4.1.

This iterative method does not ensure optimality of the solution, but an example will be

presented later in this chapter indicating that it performsbetter than the standard least-squares and

provides good results as far as the directivity control by a compact spherical loudspeaker array is

concerned. Its main advantage over the other methods proposed in [56] is that it is simple and easy

to implement.
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Table 4.1: Iterative variable exchange procedure to solve the magnitude least-squares problem.
1) Choose convergence criteriaǫ

2) Let p̂(0)
t = eιarg(pt)

3) Let c =
(

(

YT
sBΨ

)H
W
(

YT
sBΨ

)

)−1
(

YT
sBΨ

)H
Wpt

4) Let p̂(1)
t = eιarg(YT

s BΨc)

5) Repeat while

∥

∥

∥
p̂(1)

t −p̂(0)
t

∥

∥

∥

2
∥

∥

∥
p̂(1)

t

∥

∥

∥

2

> ǫ

p̂(0)
t = p̂(1)

t

c =
(

(

YT
sBΨ

)H
W
(

YT
sBΨ

)

)−1
(

YT
sBΨ

)H
WPtp̂

(1)
t

p̂(1)
t = eιarg(YT

s BΨc)

6) Optimal solution:copt = c andp̂(opt)
t = p̂(1)

t

The procedure described in Tab. 4.1 must be run for eachka value. Because the optimal

results obtained for eachka value are not connected to each other, the phase spectrum of the syn-

thesized sound pressure at a given but arbitrary point is expected to differ from the phase spectrum

of the target sound pressure at this same point, which may give rise to audible phase distortion, as

said before. Notice that if the phase of all elements ofp̂(opt)
t are equally changed, the magnitude

RMSE will remain unchanged and the phase ofcopt will be changed by the same amount. There-

fore, for eachka value,p̂(opt)
t andcopt can be redefined by multiplying them by an unit-modulus

complex number so that the phase spectrum of the synthesizedsound pressure at a chosen point

will be exactly the same as the phase spectrum of the target sound pressure at the chosen point.

Then, no phase distortion will take place at this point, which can be made to correspond to the

main radiation direction (maximum sound pressure magnitude) of the target directivity pattern in a

frequency range of interest.

In order to illustrate the ideas presented here and to compare the optimal solutions of the

magnitude least-squares problem with the standard weighted least-squares problem, the directivity

synthesis by a dodecahedral loudspeaker array withθ0 = 15.10 is considered. In the same way as in

section 4.2, the following values were used in the simulations:Ns = 39× 20 = 780, c = 343m/s,

ρ = 1.21kg/m3 andN = 10. However, it was usedr0 = 20a instead ofr0 = 10a in order to

ensure farfield propagation. The directivity of a single spherical cap mounted on a sphere was used

as target pattern. The Euler angles used to define the position of this spherical cap on the sphere

were(00, 37.380, 00). Then, inspection of Tab. C.2 reveals that this position does not match any of

the spherical caps of the dodecahedral source.

Figure 4.4 shows the normalized magnitude RMSE defined in Eq.(4.11), wherecopt was

obtained in the magnitude least-squares sense (phase not concerned) and in the standard weighted
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least-squares sense (phase concerned). The target patternand the synthesized patterns obtained by

both methods forka = 2, ka = 3 andka = 5 are shown in Figs. 4.5 to 4.7, respectively.

Norm. magnitude RMSE=

∥

∥|YT
sBΨcopt| − |pt|

∥

∥

2

‖|pt|‖2

(4.11)
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Figure 4.4: Synthesis of the farfield directivity of a spherical cap oriented according to the Euler
angles(00, 37.380, 00) by a dodecahedral source withθ0 = 15.10. Comparison between the nor-
malized magnitude RMSE obtained by solving the standard weighted least-squares problem (phase
concerned) and the magnitude least-squares problem (phasenot concerned).

Figure 4.4 shows that the magnitude error can be drasticallyreduced if a cost function that

does not take into account the phase error is used. Inspection of Figs. 4.5 and 4.6 reveals that

magnitude synthesis is improved to the detriment of phase synthesis, as expected.

The standard least-squares gives rise to very low power radiation patterns for highka values,

as illustrated in Fig. 4.7. This can be clearly shown by comparing the optimum weightscopt ob-

tained by the standard and the magnitude least-squares. Figure 4.8 shows the usual norm,
√

xHx,

of these vectors and the vector difference between them. Thedirectivity patterns corresponding to

the vector difference forka = 2, 3 and5 are shown in Fig. 4.9.
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Figure 4.5: Synthesis of the farfield directivity of a spherical cap oriented according to the Euler
angles(00, 37.380, 00) by a dodecahedral source withθ0 = 15.10. Comparison between the target
directivity pattern and the synthesized patterns obtainedby solving the standard weighted least-
squares problem (phase concerned) and the magnitude least-squares problem (phase not concerned)
for ka = 2.

Figure 4.6: Synthesis of the farfield directivity of a spherical cap oriented according to the Euler
angles(00, 37.380, 00) by a dodecahedral source withθ0 = 15.10. Comparison between the target
directivity pattern and the synthesized patterns obtainedby solving the standard weighted least-
squares problem (phase concerned) and the magnitude least-squares problem (phase not concerned)
for ka = 3.
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Figure 4.7: Synthesis of the farfield directivity of a spherical cap oriented according to the Euler
angles(00, 37.380, 00) by a dodecahedral source withθ0 = 15.10. Comparison between the target
directivity pattern and the synthesized patterns obtainedby solving the standard weighted least-
squares problem (phase concerned) and the magnitude least-squares problem (phase not concerned)
for ka = 5.
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Figure 4.8: Synthesis of the farfield directivity of a spherical cap oriented according to the Euler
angles(00, 37.380, 00) by a dodecahedral source withθ0 = 15.10. Usual norm ofcopt obtained by
the standard and the magnitude least-squares, and of the vector difference between them.
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Figure 4.9: Synthesis of the farfield directivity of a spherical cap oriented according to the Euler
angles(00, 37.380, 00) by a dodecahedral source withθ0 = 15.10. Directivity patterns correspond-
ing to the vector difference between the optimum weigthscopt obtained by the standard and the
magnitude least-squares.
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Chapter 5

Equalization Filtering

In this chapter, the diffusion of a mono audio signal througha compact spherical loudspeaker array

is considered. The mono signal provides the temporal attributes of the sound field produced by the

spherical array, whereas its spatial characteristics are controlled by adjusting the gains associated to

the multiple channels of the electroacoustic device, each one of them corresponding to an acoustic

radiation mode of the spherical array.

First, the electroacoustical model of a spherical loudspeaker array presented in chapter 3

is revisited in order to derive a useful relation between theacoustic radiation modes of a discrete

sphere and the electromechanical behavior of a hollow spherical loudspeaker array. Next, the signal

processing chain to diffuse a mono signal through a hollow spherical array is presented. Since both

the electromechanical response of the transducers and the radiation efficiency of the loudspeaker

array depend on frequency, the system must be provided with aset of equalization filters in order

to produce a flat frequency response. Two equalization approaches are presented and compared. In

the first one, sound pressure equalization in a given radiation direction is provided. In the second

approach, sound power equalization is provided. Finally, anumerical example is presented.

5.1 The electroacoustical modeling of spherical loudspeaker ar-

rays revisited

The electromechanical modeling of a compact loudspeaker array was considered in section 3.2.

It has been shown that the clamped electromagnetic force acting on a driver’s membrane can be
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related to the membrane velocity of the transducers according to Eq.(3.31). Assuming that all

drivers of the array present the same electromechanical features and using the lumped-parameter

model proposed in section 3.2.2.1 for drivers sharing a common cabinet, this equation simplifies to

Z(e)(ω)

Ble

[

ĝ(ω) I − ρc2

ιωVb
Ŝ2 1

]

u = v (5.1)

whereĝ(ω) ≡ −ιωM+R−(ιωC)−1+[Z(e)(ω)]−1 (Ble)
2+Z+(ω) Ŝ2, 1 is anL×L matrix of all 1’s

andv is anL×1 vector containing the complex amplitude of the voltages that feed the transducers.

By defining the functionsg(ω) ≡ Z(e)(ω)(Ble)
−1ĝ(ω) andf(ω) ≡ −Z(e)(ω)ρc2Ŝ2(ιωVbBle)

−1,

Eq.(5.1) can be rewritten as

T(ω) u = v (5.2)

whereT(ω) ≡ g(ω)I + f(ω)1.

Now, letµl andζ l be, respectively, thel-th eigenvalue and eigenvector ofT, so that

T(ω) ζl = µl(ω)ζ l (5.3)

Substitution of the definition ofT into Eq.(5.3) yields

1ζ l =

[

µl(ω) − g(ω)

f(ω)

]

ζ l (5.4)

Inspection of Eq.(5.4) reveals that the term in brackets on the right side is thel-th eigenvalue

of 1. In addition, comparison of Eqs.(5.3) and (5.4) shows thatT and1 both possess the same set

of eigenvectorsζ1, ζ2, . . . , ζL. Because1 is a constant matrix, its eigenvalues and eigenvectors

are constant too, i.e.,ζ l and[µl(ω) − g(ω)][f(ω)]−1 do not depend on frequency. Thei-th row of

Eq.(5.4) leads to

µl(ω) − g(ω)

f(ω)
=

∑L
j=1 ζjl

ζil
(5.5)

whereζjl is thej-th element of thel-th eigenvector ofT.

Since the left side of Eq.(5.5) does not depend either oni or onj, admissibleζ l must satisfy
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one of the following conditions:

• ζ1l = ζ2l = . . . = ζLl ;

• ∑L
j=1 ζjl = 0 .

Substitution of these expressions in Eq.(5.5) yields the eigenvalues of1, namely,

µl(ω) − g(ω)

f(ω)
=

{

L multiplicity 1

0 multiplicity L − 1
(5.6)

Finally, the eigenvalues ofT are

µl(ω) =

{

Lf(ω) + g(ω) if ζ1l = ζ2l = . . . = ζLl

g(ω) if
∑L

j=1 ζjl = 0
(5.7)

It is worth noting thatT describes the electromechanical behavior of any compact loudspeaker

array regardless of its overall shape, provided that the drivers present the same electromechanical

features and share a common cabinet.

A comparison betweenζl and the acoustic radiation modes of the Platonic solids (refer to

Tabs. C.3 to C.7) reveals that the latter, like the former, are eigenvectors ofT. Because neither

the internal acoustic coupling between drivers nor their electromechanical characteristics are taken

into account in deriving the radiation modes, this result can be explained by the highly symmetrical

shape of the Platonic solids. The fact that the eigenvectorsof V−1C (refer to Eq.(2.41)) are eigen-

vectors ofT greatly simplifies the design and implementation of equalization filters for a spherical

loudspeaker array with internal acoustic coupling, as it will be shown in section 5.2.

5.2 Signal processing chain of a spherical loudspeaker array

Let sc(t) be the continuous-time audio signal one wants to diffuse through a spherical loudspeaker

array with a directivity corresponding to an acoustic radiation mode of the array, i.e.,u(ω) =

ul(ω) = ψls̄c(ω), wheres̄c(ω) is the Fourier transform ofsc(t). Assuming that the transducers

share a common hollow cabinet and that the spherical array presents a Platonic solid shape,ψl is

an eigenvector ofT, so that Eqs.(5.2) and (5.3) lead to
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vl(ω) = µl(ω)ψls̄c(ω) (5.8)

Equation (5.8) gives the voltages that must be fed to the array’s transducers so that the surface

vibration pattern corresponds to thel-th radiation mode. In addition, the caps’ velocities present

the same temporal characteristics assc(t). A block diagram is shown in Fig. 5.1, whereΨil are the

entries of the modal matrix, i.e,Ψil is thei-th element of thel-th radiation mode. It is worth noting

that each element of the matrixΨ is a real number.

sc(t) µl(ω) Ψ1l

Ψ2l

Ψ3l

...

ΨLl

T(ω)−1

Ψ1l sc(t)

Ψ2l sc(t)

Ψ3l sc(t)

...

ΨLl sc(t)

Figure 5.1: Block diagram representing the synthesis of thel-th acoustic radiation mode of aL-
driver loudspeaker array.

Multiplication of the input signal by a set ofL real numbers contained inψl gives rise to

the l-th radiation mode, as said before. The SISO (Single Input Single Output) systemµl(ω)

plays the role of an equalization filter, which compensates for the non-flat frequency response

of the electromechanical transducer. However, since radiation efficiency is highly dependent on

frequency, additional equalization must be provided in order to take this into account. Letǭl(ω) be

a filter that compesates both the electromechanical transducer response and the mechano-acoustical

source response. Thus, for a complete equalized system, thevoltages that must feed the drivers are

given by

vl(ω) = ǭl(ω)ψls̄c(ω) (5.9)

In section 3.1.2, it has been shown that the sound pressure field produced by a spherical

array isp = uTBTY (refer to Eq.(3.16)). Hence, Eqs.(5.2) and (5.9) yield the sound pressure (after

equalization) when the vibration pattern of the spherical array corresponds to itsl-th radiation

mode, namely,
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sc(t) ǭl(ω) Ψ1l

Ψ2l

Ψ3l

...

ΨLl

T(ω)−1

BT
1(kr)Y(θ, φ)

BT
2(kr)Y(θ, φ)

BT
3(kr)Y(θ, φ)

...

BT
L(kr)Y(θ, φ)

+ p(l)(r, θ, φ, t)

Figure 5.2: Block diagram representing the sound pressure field produced by thel-th acoustic
radiation mode of aL-driver loudspeaker array after equalization.

p̄(l)(r, θ, φ, ω) = YT(θ, φ) B(kr) T(ω)−1ψl ǭl(ω) s̄c(ω) (5.10)

Figure 5.2 shows a block diagram, whereBi is the i-th column ofB and the total system

output is the sound pressure evaluated at(r, θ, φ). The MIMO (Multiple Inputs Multiple Outputs)

systemT(ω)−1 and the SISO systemsBT
i (kr)Y(θ, φ) correspond to the physical system, namely,

the transduction process and the sound radiation, respectively, whereas the SISO systemsǭl(ω) and

Ψil must be implemented.

The systems̄ǫl(ω) andΨil can be implemented on a DSP (Digital Signal Processing) chip

or on a general-purpose computer1. In both cases, a discrete-time representation of these systems

must be derived. Because the entries ofΨ are real-valued constants, they can be easily dealt with.

On the other hand, the digital realization of the filterǭl(ω) is not so simple and it is considered

below.

Let ǫ̃l(t) be the impulse response of the continuous-time equalization filter — which is as-

sumed to be an LTI (Linear Time-Invariant) system (refer to appendix D) — andǫl[m] contain

samples of̃ǫl(t) so that

ǫl[m] = ǫ̃l(mTs), −∞ < m < ∞ (5.11)

wherem is an integer andTs is the sampling period. Hence,ǫl[m] is a discrete-time representation

of ǫ̃l(t). The inequality|ωTs| < π must be satisfied in order not to produce aliasing distortion[8].

It is known that an LTI system whose frequency response can bewritten as a ratio of polyno-

1The free software PD (Pure Data) can be mentioned as an example of a real-time environment for digital audio
processing [83].
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mials ineιωTs satisfies a constant-coefficient difference equation (refer to appendix D), i.e., if

ǭl(ω) =

∑B
j=0 bje

ιωjTs

∑D
j=0 djeιωjTs

(5.12)

then,
D
∑

j=0

djy[m − j] =
B
∑

j=0

bjs[m − j] (5.13)

wheres[m] contains samples of the inputsc(t), y[m] =
∑∞

j=−∞ s[j]ǫl[m − j] contains samples

of the output signal andbj anddj are constants. Ifdj = 0 for j 6= 0, one has a so-called finite-

duration impulse response (FIR) system; otherwise, one hasan infinite-duration impulse response

(IIR) system.

Inspection of Eq. (5.13) reveals that the system can be represented by structures consisting

of an interconnection of the basic operations of addition, multiplication by a constant and delay.

Hence, if the equalizer frequency response can be approximated by Eq.(5.12) with a relative small

number of coefficients, the equalization filtering can be efficiently implemented in real-time with

no need to explicitly evaluate the convolution sum or Fourier transforms.

In the following, two equalization schemes are presented toobtain ǭl(ω). The first one is

based on the sound pressure response in a given radiation direction, and the second one is based

on the sound power radiated by the spherical array. Then, forthe reasons discussed above,ǭl(ω) is

approximated by a rational polynomial function ineιωTs .

5.2.1 Sound pressure equalization

The sound pressure field produced by a spherical array when the driver tensions are weighted

according toψl and filtered bȳǫl(ω) is given in Eq.(5.10).

Now, let(r̂, θ̂, φ̂) be a given point in the acoustic domain andHl(ω) be a frequency response

function defined as

Hl(ω) ≡ YT(θ̂, φ̂) B(kr̂) T(ω)−1ψl (5.14)

= YT(θ̂, φ̂) B(kr̂)
1

µl (ω)
ψl

This is an LTI physical system. In addition, it is stable and causal. Assuming thatHl(ω)
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can be written as a rational function as shown in Eq.(5.12), it can be expressed as the product of a

minimum-phase system and an all-pass system (refer to appendix D), so that

Hl(ω) = H
(min)
l (ω) H

(ap)
l (ω) (5.15)

whereH
(min)
l (ω) is a minimum-phase system andH

(ap)
l (ω) is an all-pass system.

Comparison of Eqs.(5.10) and (5.14) shows that sound pressure equalization in the direction

(θ̂, φ̂) could be achieved by lettinḡǫl(ω) = Hl(ω)−1. However, this leads to a non-realizable

equalizer since the inverse ofH
(ap)
l (ω) is noncausal. Fortunately, for the problem considered in

this work, it will be seen thatH(ap)
l (ω) is approximately a pure delay system, so that it does not

provide phase distortion. Thus, a system with linear phase and no pressure magnitude distortion in

the direction(θ̂, φ̂) can be obtained by letting

ǫl(ω) =
1

H
(min)
l (ω)

(5.16)

Sinceǫl(ω) is a minimum-phase system, the coefficients in Eq.(5.12) canbe obtained by using a

filter design method which approximates a given but arbitrary magnitude response.

5.2.2 Sound power equalization

The equalization scheme described in the previous section is limited to a given radiation direction.

This can be dealt with by equalizing the sound power radiatedby the array instead of the sound

pressure in a given radiation direction.

Considering Fig. 5.2, the diaphragm velocities corresponding to thel-th ARM can be seen to

be

u(ω) = T(ω)−1ψlǭl(ω)s̄c(ω) = ψl

ǭl(ω)

µl(ω)
s̄c(ω) (5.17)

If the L transducers of the spherical array have the same diaphragm area, which are modeled

as spherical caps, one has

S = 2πa2 (1 − cos θ0)L (5.18)
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If the acoustic radiation modes are normalized so thatψT
l ψl = 2L, substitution of Eq.(5.17)

into (3.22) yields

〈

|υ(a, θ, φ)|2
〉

=
|ǭl(ω)|2
|µl(ω)|2 |s̄c(ω)|2 (5.19)

Sinceσ (u) = σ (ψl) = σl(ω), substitution of Eqs.(5.18) and (5.19) into (2.36) leads to

Wl = σl(ω)ρc2πa2(1 − cos θ0)L
|ǭl(ω)|2
|µl(ω)|2 |s̄c(ω)|2 (5.20)

Finally, for a unitary gain, the magnitude response of the equalizer must be

|ǭl(ω)| =
|µl(ω)|

√

σl (ω) ρc2πa2(1 − cos θ0)L
(5.21)

Since only magnitude response is concerned in Eq.(5.21), the coefficients in Eq.(5.12) can

be obtained by using a filter design method which approximates a given but arbitrary magnitude

response.

5.3 Numerical example: a dodecahedral loudspeaker array

In order to illustrate and to discuss the ideas presented in the previous sections, equalization filters

for a hollow spherical array withL = 12 identical transducers are studied here.

As in section 3.3, the spherical caps (transducer diaphragm) are distributed on a sphere with

radiusa = 0.075m according to the dodecahedron symmetry. The aperture angleof the caps

under consideration isθ0 = 15.10 and the medium properties are assumed to bec = 343m/s and

ρ = 1.21kg/m3. All transducers are supposed to be equal with the characteristics presented in the

row “mean value” of Tab. 6.1.

Figure 5.3 shows the eigenvalues ofT(ω) given in Eq.(5.7), that is, the filtersµl(ω), l =

1, 2, . . . , 12, that compensates for the non-flat frequency response of theelectromechanical trans-

ducers. For a dodecahedral source, the associated eigenvectors are the acoustic radiation modes,

as discussed in section 5.1. In fact, Fig. 5.3 and the solid lines of Fig. 3.14 provide the same
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information. Thus, for a discussion on the results presented in Fig. 5.3, the reader is referred to

section 3.3.
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Figure 5.3: Filterµl(ω), l = 1, 2, . . . , 12, that compensates for the non-flat frequency response
of the electromechanical transducers of a hollow loudspeaker array with 12 identical drivers. The
transducer features are given in the row “mean value” of Tab.6.1.
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Figure 5.4: Radiation efficiency of the acoustic radiation modes of a dodecahedral source with
θ0 = 15.10 (linear scale on the left; logarithmic scale on the right).

In order to evaluateYT(θ̂, φ̂) B(kr̂) for use in Eq.(5.14) and the radiation efficiency for use

in Eq.(5.21), the spherical harmonic series is truncated toordern ≤ 20. The resulting radiation

efficiency of the acoustic radiation modes of a dodecahedralsource withθ0 = 15.10 is shown in

Fig. 5.4. These radiation efficiencies for a dodecahedral source withθ0 = 31.70 are presented as

dark green lines in Figs. 3.4 to 3.7. A comparison of these curves with Fig. 5.4 reveals that the

radiation efficiency increases withθ0, as expected.
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The valuêr = 0.75m is used to derive the sound pressure equalizers. In addition, the angular

direction(θ̂, φ̂) is chosen so that it corresponds to the main radiation direction of the array in the

low-frequency range. The log magnitude of the frequency response (20 log10 |ǭl(ω)|) of the sound

pressure and sound power equalizers evaluated, respectively, by Eqs.(5.16) and (5.21) are shown in

Figs.5.5 and 5.7. These curves have been multiplied by a constant so that the minimum value for

the ARM # 1 corresponds to zero dB.
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Figure 5.5: Frequency response (log magnitude) of the soundpressure equalizers for the acoustic
radiation modes of a dodecahedral source.

Figure 5.6: Radiation patterns at1000Hz and4750Hz corresponding to the ARM # 2 of a dodec-
ahedral source witha = 0.075m andθ0 = 15.10.
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Since the directivity of the acoustic radiation modes becomes very complicated in the high-

frequency range, it may happen that(θ̂, φ̂) matches a low pressure direction, leading to the sharp

peaks shown in Fig.5.5. Figure 5.6 illustrates this fact, inwhich the radiation patterns for the

ARM # 2 evaluated at1000Hz and4750Hz are presented. The radiation pattern is approximately

a vertical dipole at1000Hz. In fact, in the low- and medium-frequency range, the maximum

sound pressure value (main radiation direction) is achieved on the vertical axis passing through the

loudspeakers located at the top and at the bottom of the spherical array, as shown on the left of

Fig. 5.6. However, at4750Hz, this radiation direction corresponds to a low pressure region, so that

a huge voltage should be applied to the drivers in order to provide sound pressure equalization at

this point, as suggested by the high gain of the equalizationfilter at this frequency (refer to Fig. 5.5).

In order to eliminate the sharp peaks shown in Fig 5.5 — which can damage the drivers,

lead to difficult to realize filters and do not make physical sense — the sound pressure equalizers

can be derived by averaging the sound pressure values obtained for different points on the sphere

of radiusr̂, instead of take only one point. However, because the radiation mode approach leads

naturally to the sound power radiated by the source, sound power equalizers are a more attractive

alternative. Figure 5.7 shows that using power equalizers completely eliminates the sharp peaks in

the frequency response.
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Figure 5.7: Frequency response (log magnitude) of the soundpower equalizers for the acoustic
radiation modes of a dodecahedral source.

On the other hand, because the directivity patterns of the radiation modes do not appreciably

vary with frequency in the low-frequency range, there are nosignificant differences between the

low-frequency response of the sound pressure and sound power equalizers, as shown in Figs. 5.5
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and 5.7. Distinct normalization constants have been applied to the curves corresponding to the

ARM # 1, so that they practically overlap. It is more difficultto produce a dipole with the same

power of a monopole than with the same pressure at a given point. Therefore, the curves ARM # 2

to 12 in Fig. 5.5 present lower values that these curves in Fig. 5.7.

Figures 5.5 and 5.7 reveal that large gains must be applied tothe input signal in the low-

frequency range in order to compensate for the non-flat frequency response of the system, which

can overload the drivers. This arises due to the electromechanical behavior and to the low radiation

efficiency of the loudspeaker array, as shown in Figs. 5.3 and5.4.

The four frequency-response curves shown in Fig. 5.7 becomecloser as frequency increases,

so that they almost overlap above approximately5kHz. This is due to the fact that the radiation

patterns of the radiation modes are very complex in the high-frequency range, so that the effi-

ciency curves of the radiation groups are not as well discriminated as for lower frequencies (refer

to Fig. 5.4). Since it is not meaningful to control such complex radiation patterns, only one active

channel (radiation mode) can be used in the high-frequency range.

Besides the absence of sharp peaks in the frequency-response curve, sound power equaliza-

tion presents another advantage over sound pressure equalization based on a single point, namely,

the former can be achieved by using only 4 distinct filters, whereas the latter demands 12 distinct

filters. This is due to the grouping characteristic of the radiation modes shown in Fig. 5.4.

The compensation filters can be approximated by rational polynomials in eιωTs — refer

to Eq.(5.12) — so that the corresponding constant-coefficient difference equations are obtained.

Then, the equalizers can be implemented on a digital computer. The MatlabR© filter design toolbox

has been used to derive coefficients for discrete-time IIR filters that approximate the frequency-

response magnitude of the sound power equalizers presentedin Fig. 5.7.

Figure 5.8 shows the frequency response of the ideal theoretical filters evaluated by Eq.(5.21)

and the approximated IIR filters obtained using the MatlabR© filter design toolbox withB = D = 9

andTs = (44100)−1s. In deriving the IIR filters, each ideal filter has been divided by its minimum

amplitude value so that the corresponding IIR filter provides at least a unitary gain. Since the ideal

frequency response of the filters presents a large gain in thelow-frequency range, equalization

filtering can damage the drivers. Therefore, the low-frequency response of the equalizers has been

ignored when evaluating the coefficients of the IIR filters.

Inspection of Eqs.(5.20) and (5.21) reveals that the quotient between each IIR filter and

the associated ideal filter yields the characteristic soundpower of the subset of channels corre-
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sponding to a radiation group of the dodecahedral array. Thecharacteristic sound power level —

10 log10(W/Wref) — is shown in Fig. 5.9, whereWref has been chosen to equal the maximum

value of the ARM # 1 curve.
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Figure 5.8: Frequency response (log magnitude) of the soundpower equalizers for the acoustic
radiation modes of a dodecahedral source. Solid curves: ideal theoretical filters; dashed curves:
approximated IIR filters withB = D = 9.

Figure 5.9 shows that IIR filters withB = D = 9 provide fairly sound power equalization for

the radiation groups of the dodecahedral source under consideration. Low-frequency equalization

is not concerned for the sake of safety, as discussed before.

In order to establish whether or not the IIR power equalizersgive rise to phase distortion, the

sound pressure level (re20µPa) at (r̂, θ̂, φ̂) is presented in Fig. 5.10 for the ARM # 1, 2, 5 and 10,

i.e., the curves are given by the product ofHl(ω) and the corresponding IIR compensation filter,

for l = 1, 2, 5 and10.

The phase response of the sound pressure is approximately linear regardless of the considered

channel, as shown on the right in Fig. 5.10; the phase is wrapped between00 and10800 for the

sake of readability. Therefore, the presence of sound powercompensation filters, at least in the

radiation direction(θ̂, φ̂), does not lead to phase distortion, as mentioned in the last paragraphs of

section 5.2.1.
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Figure 5.9: Sound power level of the equalized acoustic radiation modes of a dodecahedral source.
The ideal sound power equalization filters have been approximated by IIR filters withB = D = 9.

10
1

10
2

10
3

10
4

0

5

10

15

20

25

30

Frequency (Hz)

S
ou

nd
 p

re
ss

ur
e 

le
ve

l (
dB

)

 

 

2000 4000 6000 8000 10000
0

200

400

600

800

1000

1200

Frequency (Hz)

P
ha

se
 (

de
gr

ee
s)

 

 
ARM # 1
ARM # 2
ARM # 5
ARM # 10

Figure 5.10: Sound pressure response at(r̂, θ̂, φ̂) for some acoustic radiation modes of the dodeca-
hedral array with IIR sound power equalizers.

88



Chapter 6

Experimental Evaluation

In the previous chapters, theoretical and computational aspects concerning compact spherical loud-

speaker arrays for radiation control were considered. Mostof the results and discussions presented

up to now are based on the validity of the theoretical models proposed in chapter 3. In order to

experimentally validate them, a spherical array prototypehas been designed, built and subjected to

a series of measurements. In this chapter, the experimentalresults are presented and compared to

the prediction models. All the experimental work reported here was carried out at the Laboratory

of Mechanics and Acoustics of the National Center for Scientific Research (UPR-7051, CNRS,

Marseille, France) from may 2009 to july 2009.

The first section is devoted to the description of the spherical array prototype. The second

section deals with the identification of the parameters to beused in the electrodynamic loudspeaker

model described in section 3.2.1 for each individual transducer of the prototype. Next, an analysis

of the electromechanical behavior of the prototype based onsurface vibration pattern measurements

is presented, including the effects of the acoustic coupling inside the array frame. Finally, sound

radiation patterns of the prototype obtained from directivity measurements in an anechoic chamber

are presented.

6.1 Prototype description

The main source parameters determining the angular radiation pattern of a spherical array are: the

position of each loudspeaker on the array, the number of transducersL, the sphere radiusa and the

radiation patterns of the individual drivers. In addition,the radiated sound power is affected by the
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array enclosure design, as discussed in section 3.3. In the following, the effects of these parameters

on the sound field are briefly reviewed in order to justify the values used in the prototype described

here.

If the spherical array is intended to provide radiation control in a full 3-D space, the drivers

must be distributed as symmetrically as possible over the sphere surface. For the same reason, ide-

ally identical drivers should be used. Therefore,L transducers of a given type are usually mounted

on the sphere surface according to a Platonic solid geometry. Then, one may haveL = 4 (tetrahe-

dron),L = 6 (hexahedron),L = 8 (octahedron),L = 12 (dodecahedron) orL = 20 (icosahedron)

drivers. It is easy to realize that the complexity of the controllable radiation patterns increases with

L, as well as the computational cost and the overall system complexity.

Among the Platonic solids having the same midradiusa, the dodecahedron presents the

largest surface area available for assembling the drivers,i.e., one can use larger drivers so that

a higher sound power is obtained for a givena, as shown in section 3.1.2.1. Furthermore, using a

dodecahedron leads to a smaller error when synthesizing themonopole and the dipoles, whereas

higher order spherical harmonics are better synthesized bythe icosahedron (refer to Fig. 4.2).

For the reasons stated above, a dodecahedron-like array hasbeen considered as a good com-

promise between complexity of the controllable radiation patterns, system complexity and sound

power. Figure 6.1 shows pictures of the prototype studied here, a 12-driver spherical array.

Figure 6.1: Spherical array prototype withL = 12 independently programmable transducers
mounted on a hollow sphere with outer radiusa = 0.075m and inner radiusai = 0.060m.

In section 4.2, it was shown that the ability in controlling sound directivity by using a spher-

ical array with a givenL degrades as the non-dimensional parameterka increases. Hence, high

frequency control can be improved by decreasinga. However, this leads to a smaller radiating

surface so that sound power is reduced. This is critical in the low-frequency range due to the very
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low radiation efficiency of the source at lowka values. Therefore, the choice ofa is a trade-off

between low and high frequency sound reproduction. The prototype presented in this work has

a = 0.075m and the nominal diameter of the drivers is0.051m. In addition, the inner sphere radius

is ai = 0.060m.

The radiation patterns of the individual loudspeakers mounted on a rigid sphere are not usu-

ally available to be taken into account in the design phase. The frequency responses of the drivers

and their variability can be used as a criteria for choosing suitable transducers. However, the latter

information is not usually provided by the loudspeaker manufacturers, so that the designer must be

experienced in order to be able to use the drivers variability as a choice criteria. The alternative

adopted in this work was to simulate the frequency responsesof the spherical array, as described in

section 3.2, with some different drivers by using the electromechanical parameters presented in the

manufacturers’ data sheets. In addition, compact drivers that are easy to handle and do not occupy

much space of the sphere cavity have been considered to be better. The prototype presented here

uses AurasoundR© NSW2-326-8A drivers (nominal diameter:0.051m; cone material: titanium).

As said in section 3.3, to let the drivers share a common emptycabinet leads to an easier to

build mechanical frame and to slightly lower voltages in thelow-frequency range. Therefore, the

prototype presents an empty spherical frame, which has beenmanufactured by stereolithography.

Moreover, this design choice permits to evaluate experimentally the acoustic coupling model pro-

posed in section 3.2. However, it is expected that some natural frequencies of the cavity will lead

to undesirable effects on the electromechanical behavior of the system.

6.2 Parameter estimation of the electrodynamic loudspeaker

model

According to the electrodynamic loudspeaker model presented in section 3.2, thel-th driver unit

of a loudspeaker array can be characterized by the followingparameters:Ml, Cl, Rl, (Ble)l, R
(e)
l ,

Kl, nl andŜl. Many identification methods have been proposed to estimatethem. Most of these

methods are based on electrical impedance measurements at the voice-coil terminals of the driver.

In this work, an identification method developed by Dr. Philippe Herzog (co-advisor of this PhD

work) has been used for evaluating each transducer of the spherical array prototype. The parameters

identification is based on accurate measurements of the electrical impedance of the driver, and

on an iterative process which alternates the identificationof electrical impedance and mechanical

resonance, each through an analytic LMS identification, until the overall residue is low enough.
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The resonance frequency shifts observed when applying a setof mechanical perturbations (added

masses and compliances) are then used in an LMS estimation ofthe speaker compliance, mass and

effective surface [84]. Briefly, the method estimates the model parameters from a set of electrical

impedance measurements obtained with the driver operatingunder different conditions and it has

been successfully applied to a wide range of loudspeaker types.

All parameters mentioned above can be estimated by measuring directly the diaphragm di-

ameter in order to obtain̂Sl and by making two electrical impedance measurements. In thefirst, the

driver is mounted on a baffle of any size or with no baffle and, inthe second, the driver is mounted

on an unlined closed test box of a known volume.

For small drivers, the direct measurement method is not expected to provide accurate results

for Ŝl due to the proportionally large surface area of the driver suspension. A better estimative is

obtained if an additional impedance measurement is taken. In this case, the driver is mounted on a

baffle or with no baffle (as in the first impedance measurement)and a known test mass is attached

to the driver diaphragm. In addition, theCl estimation can also be improved by making an extra

impedance measurement with the driver mounted on an unlinedclosed test box of volume other

than the previous one.

Figure 6.2: Experimental set-up for the electrical impedance measurements.

The model parameters for each driver unit to be used in the spherical array prototype have

been estimated from a set of seven electrical impedance measurements taken with the driver oper-

ating under the following conditions:

• Suspended driver (with no baffle);

• Driver mounted at the open side of open-closed tubes of volumes(Vt1, Vt2) = (1.5, 3.3) ×
10−4m3 and diameter0.050m (refer to the pictures on the left and on the middle of Fig. 6.2);

• Suspended driver with attached masses of(Mt1, Mt2, Mt3, Mt4) = (0.9, 1.4, 2.3, 2.8)×10−3kg

(refer to the picture on the right of Fig. 6.2).
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Since it is difficult to adjust the attached masses on the diaphragm surface of such small

drivers, four impedance measurements with four distinct masses have been taken in order to achieve

a somewhat average result.

Table 6.1: Estimated parameters of the 12 AurasoundR© NSW2-326-8A drivers used in the spherical
array prototype.

M(kg) C(m/N) R(N.s/m) Ble(T.m) R(e)(Ω) K n Ŝ(m2)
Driver #01 1.10 × 10−3 4.22 × 10−4 0.25 3.16 6.51 7.61 × 10−4 0.87 1.18 × 10−3

Driver #02 1.04 × 10−3 4.95 × 10−4 0.26 3.20 6.32 7.34 × 10−4 0.88 1.18 × 10−3

Driver #03 1.23 × 10−3 4.10 × 10−4 0.27 3.36 6.16 8.19 × 10−4 0.86 1.30 × 10−3

Driver #04 1.13 × 10−3 5.37 × 10−4 0.31 3.28 6.29 6.79 × 10−4 0.89 1.26 × 10−3

Driver #05 1.06 × 10−3 4.62 × 10−4 0.26 3.16 6.34 6.31 × 10−4 0.89 1.21 × 10−3

Driver #06 1.03 × 10−3 5.50 × 10−4 0.25 2.99 6.11 8.48 × 10−4 0.85 1.20 × 10−3

Driver #07 1.10 × 10−3 4.60 × 10−4 0.32 3.23 6.41 7.71 × 10−4 0.88 1.19 × 10−3

Driver #08 1.09 × 10−3 4.48 × 10−4 0.31 3.20 6.25 8.68 × 10−4 0.86 1.22 × 10−3

Driver #09 1.09 × 10−3 5.32 × 10−4 0.27 3.11 6.30 7.80 × 10−4 0.86 1.20 × 10−3

Driver #10 1.15 × 10−3 4.16 × 10−4 0.30 3.17 6.28 8.84 × 10−4 0.85 1.23 × 10−3

Driver #11 1.03 × 10−3 5.20 × 10−4 0.24 3.05 6.36 9.73 × 10−4 0.84 1.11 × 10−3

Driver #12 1.03 × 10−3 4.53 × 10−4 0.25 2.96 6.26 9.42 × 10−4 0.84 1.15 × 10−3

Mean value 1.09 × 10−3 4.75 × 10−4 0.27 3.16 6.30 8.07 × 10−4 0.86 1.20 × 10−3

Stardard deviation0.06 × 10−3 0.50 × 10−4 0.03 0.12 0.10 1.02 × 10−4 0.02 0.05 × 10−3

Table 6.1 presents the estimated parameters of the 12 drivers of the spherical array prototype.

It can be noticed that parameter variability seems to be significant, especially forC, R andK,

which may have effects on the radiation pattern.
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Figure 6.3: Theoretical and experimental electrical impedance of the driver #11 under the fol-
lowing operation conditions: suspended driver, driver mounted at open-closed tubes of volumes
Vt1 = 1.5 × 10−4m3 and Vt2 = 3.3 × 10−4m3, suspended driver with attached masses of
(Mt1, Mt2, Mt3, Mt4) = (0.9, 1.4, 2.3, 2.8)× 10−3kg.

Figure 6.3 shows the electrical impedance magnitude of driver #11 operating under the seven
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conditions described before. The discontinuous lines present experimental results that have been

used to estimate the parameters of the model developed in section 3.2. The continuous lines present

the curves obtained by using such a model withF (a) = 0 and the estimated parameters of the

driver #111. Except for a small deviation when the driver is mounted on the tube of volumeVt2, the

loudspeaker model fits very well the measured data in the low-and medium-frequency ranges. It

is worth noting that good agreement has also been found for the other 11 drivers used in the array

prototype.

The curves labeled “suspended” in Fig. 6.3 are plotted in Fig. 6.4 for the driver #08, but in a

wider frequency range and with phase response included. A small disturbance around1600Hz can

be noticed in the experimental curve. Beyond this value, thetheoretical phase response deviates

from the experimental data. This behavior has also been observed on the other array drivers and it

is due to the non-rigid body motion of the diaphragm suspension assembly, as it will be discussed

in the next section.
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Figure 6.4: Theoretical and experimental electrical impedance of a suspended driver unit
(driver #08) for use in the spherical array prototype.

1In fact, the imaginary part ofF (a)/u is an inertance that was assimilated intoM in Tab. 6.1. Therefore, only the
real part ofF (a)/u is actually neglected.
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6.3 Electromechanical behavior

Results of electrical impedance (v/i) and diaphragm velocity/voltage (u/v) measurements can be

used to experimentally evaluate the electromechanical behavior of a loudspeaker unit. The former

are used to estimate the electroacoustic parameters that describe the driver low-frequency response,

as discussed in the previous section. The latter permit to identify vibration patterns other than

rigid body motion which potentially affect the sound radiation. This section deals with diaphragm

velocity/voltage measurements.

As far as a compact loudspeaker array for radiation control is concerned, the experimental

analysis becomes more complicated, especially when the drivers share a common cabinet. If so,

since the acoustic coupling between drivers affects the overall electromechanical behavior of the

array, it must be somehow evaluated. It is worth noting that coupling effects depend on phase and

magnitude relations between transducers, i.e., on the radiation pattern one aims to achieve.

In the following, the experimental procedures used to investigate the electromechanics of the

spherical array prototype are described and the results arepresented. First, the individual loud-

speaker units are considered. Then, their interaction whenoperating together in the spherical array

is investigated.

6.3.1 Experimental procedures

The following methods can be used to experimentally characterize vibroacoustic sources:

• Vibrational methods: vibration sensors such as accelerometers are placed on the radiating

body surface in order to directly measure its vibration;

• Acoustical methods: microphones are used to measure the acoustic field around the source,

so that backpropagation yields the body vibration;

• Optical methods: laser beams are used to measure the vibration of a target surface.

For surface measurements of light structures like loudspeaker membranes, vibrational meth-

ods do not provide good results because the sensor mass greatly affect the system dynamics. Then,

non-contact (no mass loading) methods such as acoustical and optical methods are more suitable.

Besides surface velocity, acoustical methods lead to a description of the sound field, but have
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the shortcoming of requiring the knowledge of a radiation operator and the solution of an inverse

problem [85]. Hence, since the radiated field is not important to investigate the electromechani-

cal behavior of loudspeakers, optical methods were used to measure the surface vibration of the

loudspeakers employed in the spherical array prototype.

The frequency response functions (FRF) between input voltage and output velocities of points

on the driver diaphragm and suspension (under the “suspended” driver condition) have been mea-

sured using a scanning laser Doppler vibrometer (PolytecR© PSV–400). The left side of Fig. 6.5

illustrates the measurement grid. Since the driver suspension presents a vibration pattern more

complicated than the diaphragm itself, a finer mesh in the radial direction has been used over the

driver suspension.

Figure 6.5: Laser scanning grid points on the driver vibrating surface. On the left, driver is sus-
pended and both diaphragm and suspension velocities are measured. On the right, driver is mounted
on the spherical array prototype and only the diaphragm velocity is measured.

In order to investigate the interaction between drivers, a set of additional FRF measurements

has been carried out with the drivers mounted on the hollow sphere. However, unlike the previous

measurements, the input voltage and the output velocity have been taken at different drivers of the

spherical array, as summarized in Tab. 6.2, where each driver number corresponds to a position in

the array depicted on the left of Fig. 6.1. Here, only points on the driver diaphragm are considered,

as shown on the right side of Fig. 6.5.

Table 6.2: Measurement configurations for evaluating the interaction between drivers mounted on
the spherical array prototype. Each driver number corresponds to a position in the array shown in
Fig. 6.1.

Configuration Active drivers Input Output
1 #7 #7 #7
2 #1 #1 #7
3 #1 and #12 out of phase #1 #7
4 #1–12 in phase #7 #7
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In Tab. 6.2, the “active drivers” column contains the numbers of the active transducers, which

are fed with the same magnitude signal. The column “input” contains the number of the transducer

in which the input voltage is taken. The column “output” contains the number of the transducer in

which the output velocity is taken. It is worth mentioning that all passive drivers were operating in

a closed-circuit configuration during the experiments, butnot connected to an amplifier.

For all configurations shown in Tab. 6.2, the FRF output is thesurface velocity of a point at

the diaphragm of the driver #7. In config. 1, only transducer #7 is driven, so that the FRF input

is its voltage. This configuration permits to evaluate the effects of the passive radiators (inactive

drivers) and the sphere volume on the electromechanics of the active driver.

Only driver #1 is active in config. 2. Hence, the FRF input is its voltage. Since the FRF output

is the velocity of an undriven transducer (driver #7), such aconfiguration leads to the evaluation of

the acoustic coupling inside of the array frame.

It is expected that the acoustic coupling will lead to two main effects. First, the dynamic

response of each driver will change in the compliance-dominated (low-frequency) region due to

the sound pressure fluctuations inside the sphere induced bythe driver displacements. Second, the

acoustic modes of the spherical cavity will modify the system dynamics at discrete frequencies

corresponding to the eigenfrequencies associated to thesemodes. Both effects are expected to

appear in config. 2. Configuration 3 is an attempt to isolate the second effect. One has two active

drivers fed by signals having the same magnitude, but in phase opposition. Then, internal sound

pressure fluctuation will occur only if cavity modes are present, otherwise the measured FRF will

be zero.

Finally, all drivers are active in config. 4 and fed by the samesignal (magnitude and phase).

Hence, ideally, it does not matter which driver(s) is(are) considered to obtain the FRF. Such a

configuration leads to an approximately omnidirectional sound field and this is considered here

in order to emphasize the differences between the behavior of an ominidirectional source and a

directivity controlled source. The results are presented in the following.

6.3.2 Results and discussion

Figure 6.6 shows the measured surface velocity of the diaphragm suspension assembly of the

driver #7 plotted against the radial coordinate. Such a pattern has been measured at1616Hz with

the driver under the “suspended” condition. The laser scanning points are illustrated on the left of

Fig. 6.5. Then, it can be noticed that the first 7 circles in Fig. 6.6 are points on the driver diaphragm
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and circles 8 to 16 are points on the driver suspension. The results have been normalized and,

since the vibration pattern is practically axisymmetric, averaged over the circumferences shown in

Fig. 6.5.
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Figure 6.6: Measured vibration pattern of the diaphragm (first 7 inner circles) and suspension
(circles 8 to 16) of a suspended driver for use in the spherical array prototype. This pattern has
been measured at the frequency of1616Hz and the grid points are illustrated on the left of Fig. 6.5.
The results have been normalized and averaged over the circumferences shown in such a figure.

At frequencies below approximately1500Hz, diaphragm and suspension oscillate in phase

and the vibration amplitude is nearly constant over the diaphragm surface and over the inner portion

of the suspension surface, so that rigid motion assumption is justified. As frequency increases, the

driver diaphragm still behaves as a rigid body. However, thesuspension vibration becomes more

complex and its overall phase does not match the phase of the diaphragm motion. Near1616Hz,

the inner and outer borders of the suspension vibrate practically in opposite phase, as shown in

Fig. 6.6. A previous work (refer to [84]) concerning loudspeakers has shown that the finite stiffness

of the membrane may allow such a resonance, which leads to theperturbation in the electrical

impedance shown in Fig. 6.4.

The suspension of any driver of the array presents the behavior described above. Since the

suspension surface of the AurasoundR© NSW2-326-8A drivers is proportionally large, it is under-

standable that its vibration affects the electrical impedance.

Now, the acoustic coupling effects that take place when drivers are mounted on the spherical

array prototype are investigated. Such effects are evaluated by considering the FRFs described in

Tab. 6.2. Unless otherwise stated, each experimental FRF presented in the next figures is the area-
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weighted average of the FRFs measured on the 61 points shown on the right side of Fig. 6.5. It

is worth noting that one has checked that the surface velocity is approximately uniform over the

diaphragm surface.

In all simulations, the medium properties have been assumedto bec = 343m/s andρ =

1.21kg/m3. In addition, a truncation orderN = 29 has been adopted when using the distributed-

parameter model described in section 3.2.2.2.

Figure 6.7 shows the theoretical and experimental FRFs corresponding to config. 1 (refer to

Tab. 6.2). In addition, the FRF for a “suspended” driver is presented in order to show the effect of

the sphere volume on the system response. This experimentalFRF is the area-weighted average

of the FRFs measured at the points on the driver diaphragm shown on the left side of Fig. 6.5.

Theoretical results have been computed using both the lumped and the distributed-parameter (con-

tinuous) models to evaluate the acoustic coupling (refer tosection 3.2.2). The distributed-parameter

model assumes that the array cavity is an ideal sphere of radiusa = 0.075m, i.e., the effects of the

presence of driver elements and cables inside of the spherical cavity on the system response are not

taken into account. It is expected that such effects can be considered in an overall sense by apply-

ing a correction factor to the spherical cavity volume when using the lumped-parameter approach.

Hence, in this work, the cavity volume value to be used in Eq.(3.32) isVb = (CF )(4
3
πa3), where

CF is a correction factor that can be obtained by trial and error.

For frequencies lower than approximately1300Hz, the curves presented in Fig. 6.7 almost

superimpose. Since driver #7 is the only active driver of thearray, the spherical cavity provides an

additional mechanical compliance of approximatelyVb(ρc2Ŝ2
2)

−1 ≈ 0.01m/N if CF = 1. This

value is much larger than the mechanical complianceC of the driver suspension. Therefore, the

spherical cavity does not affect the system response in the low frequency range, as shown in the

figure.

However, the distributed-parameter model leads to some singularities due to the acoustic cav-

ity modes. The lowest 4 eigenfrequencies of a rigid spherical cavity correspond to the following

ka values: 2.0816, 3.3421, 4.4934 and 5.9404. Thus, fora = 0.075m, one has1515Hz, 2433Hz,

3271Hz and4324Hz. Nevertheless, comparison of the 2 experimental curves reveals that only the

first cavity mode affects the experimental FRF. This suggests that higher order modes are much

more damped, probably due to a mismatch between the modal shape and the arrangement of the

loudspeaker frames inside the cavity. Moreover, the mechanical behavior of the membrane be-

comes more and more dominated by its mass inertia as frequency increases. Coincidently, the first

eigenfrequency is very close to the high frequency limit beyond which the inner and outer borders

of the driver suspension no longer oscillate in phase.
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Suspended: model
Sphere: model, CF = 1.0
Sphere: model, CF = 0.6
Sphere: model, continuous
Suspended: experimental
Sphere: experimental

Figure 6.7: Theoretical and experimental FRFs corresponding to the config. 1 described in Tab. 6.2
and to a “suspended" driver. Each experimental FRF is the area-weighted average of FRFs mea-
sured on the driver diaphragm surface.

Figure 6.8 shows the theoretical and experimental FRFs corresponding to config. 2. Here, the

diaphragm velocity is measured on a passive driver, so that its movement is only due to acoustic

coupling effects. Therefore, unlike in config. 1, changes inthe cavity volume have a great influ-

ence on the FRF. Therefore, a correction factorCF = 0.6 has been used in order to approximate

the experimental result by the lumped-parameter model in the compliance-dominated frequency

range. When no correction factor is applied (CF = 1), the lumped-parameter model leads to

the same result that the continuous model, except at the cavity eigenfrequencies discussed before,

as expected. It can be noticed that the experimental driver response is greatly affected near the

first cavity eigenfrequency. Since higher order cavity modes are damped in practice, the measured

diaphragm velocity of the passive driver is zero in the mass-dominated frequency range.

Figure 6.9 shows the theoretical and experimental magnitude responses corresponding to

config. 3. Since the active drivers (#1 and #12) are fed by electrical signals of the same magnitude

but in phase opposition, the diaphragm velocity of the passive driver (#7) is non-zero only at fre-

quencies close to the cavity eigenfrequencies that are not attenuated, namely,1515Hz for the array

prototype considered here. Therefore, the lumped-parameter model is not able to produce a non-

zero frequency response regardless of the correction factor CF . On the other hand, the first cavity
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Model: CF = 0.6
Model: continuous
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Figure 6.8: Theoretical and experimental FRFs corresponding to the config. 2 described in Tab. 6.2.
The experimental FRF is the area-weighted average of FRFs measured on the driver diaphragm
surface.

eigenfrequency emerges in the simulation results using thedistributed-parameter model. Experi-

mental data indeed shows that the cavity resonance cannot beneglected in this situation, although

its effect is disturbed by the mechanical resonance of the loudspeaker suspension, which occurs at

a frequency very close to the first acoustical resonance of the cavity.

The theoretical and experimental FRFs corresponding to config. 4 are shown in Fig. 6.10.

Like config. 2, the application of the correction factorCF = 0.6 improves the lumped-parameter

model results in the compliance-dominated frequency range. If the variability between the array

drivers is neglected, they will vibrate with the same velocity magnitude and phase. If so, the

spherical cavity provides each driver with an additional mechanical compliance of approximately

Vb(Lρc2Ŝ2)−1 ≈ 7.31×10−4m/N if CF = 1, i.e., each transducer behaves as if it was mounted on

a sealed cavity with volumeVb/L. This value is not much larger than the mechanical compliance

C of the driver suspension, so that the FRF magnitude peak is shifted to the right in Fig. 6.10 in

comparison with Fig. 6.7. As far as an omnidirectional spherical array is concerned, if the cavity

eigenfrequencies and the transducers variability are neglected, to let the drivers share a common

hollow enclosure will lead to the same electroacoustical behavior as to provide each driver with

its own sealed cavity. Therefore, the enclosure design for omnidirectional sources is much simpler
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Figure 6.9: Theoretical and experimental FRFs corresponding to the config. 3 described in Tab. 6.2.
The experimental FRF is the area-weighted average of FRFs measured on the driver diaphragm
surface.

than for directivity controlled sources.

It is worth commenting on the apparently large volume correction used here in order to adjust

the lumped-parameter model, i.e.,CF = 0.6. Notice that this factor is applied to the volume of a

sphere whose radius is the outer radius of the dodecahedral array prototype (a = 0.075m). Since

this volume is not the empty volume of the prototype cabinet,CF does not possess a strict physical

sense. If the thickness of the spherical frame was taken intoaccount in the definition ofCF

(its inner radius isai = 0.060m), a correction factor of0.6(a/ai)
3 = 1.17 would lead to the same

theoretical results presented in this section, which is nota reasonable number because it is expected

that the presence of wires inside the cavity will reduce, instead of increase the empty volume. As

a matter of fact, inspection of the AurasoundR© NSW2-326-8A driver geometry and its assembling

on the spherical frame reveals that the cavity volume is increased by an approximate amount of

2.5 × 10−5m3 due to each driver. Then, if the spherical frame thickness and the driver shape were

taken into account in definingCF , a correction factor of(0.6 × 4πa3/3)/(12 × 2.5 × 10−5 +

4πa3
i /3) = 0.88 would result. By considering the wires inside the cavity, this value will increase a

little so that the “optimum” volume corresponding to theCF = 0.6 curves presented in this section

does not deviate much from the actual empty volume of the prototype cabinet, which corroborates

the theory.

On the other hand, since the distributed-parameter model assumes that the loudspeaker array

cabinet is a perfect sphere, a sphere radius rather than a volume must be provided. Choosing a

sphere radius that yielded the actual cabinet volume would lead to good results in the compliance-

dominated frequency range, similar to the lumped-parameter model. However, the interest in using

the distributed-parameter model is that it takes into account the higher order cavity modes. Due to

the fact that the actual cabinet is not a perfect sphere, it isnot possible to ensure that using a sphere

radius corresponding to the actual cabinet volume will leadto accurate cavity eigenfrequency re-
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Figure 6.10: Theoretical and experimental FRFs corresponding to the config. 4 described in
Tab. 6.2. The experimental FRF is the area-weighted averageof FRFs measured on the driver
diaphragm surface.

sults. Hence, for the sake of convenience, the outer radius of the dodecahedral array prototype

was used in the distributed-parameter model results presented in this section. Finally, the adopted

definition ofCF permits to compare the lumped-parameter to the distributed-parameter model in

the compliance-dominated frequency range by lettingCF = 1, so that it is justified.

As shown in Figs. 6.7, 6.8, 6.9 and 6.10, the electromechanical models presented in this work

are not able to accurately predict the response of a transducer of the array prototype in the frequency

range approximately from1.2 to 2kHz. For the other frequencies, the corrected lumped-parameter

model can be used to evaluate the frequency response. The discrepancies between experimental

and theoretical results over this frequency range are due tothe superposition of two effects: the

actual non-spherical sound field inside the prototype cavity (which includes damping, actual driver

geometry and wires) and the non-rigid body motion of the drivers suspension. The latter can

be taken into account by modeling the actual vibration pattern of the driver suspension, whereas

a complex enclosure model should be used in order to take the former into account. However,

since it is not yet known how these effects influence the soundradiation pattern, the pertinence of

developing such an improved model could be questioned in practice. As far as the cavity model is

concerned, the results presented here show that the response of a passive driver is harder to predict
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than the response of an active driver. However, one may conjecture that the passive drivers of a

spherical array do not contribute as much as the active drivers to the radiated sound field, so that

the development of a complex cavity model would not be justified. This hypothesis should be tested

in a future work.

6.4 Sound radiation

The sound radiation prediction model described in section 3.1.2 assimilates each driver membrane

of the spherical array as a convex spherical cap that oscillates with a constant radial velocity am-

plitude across its surface. However, the membrane of the AurasoundR© NSW2-326-8A driver is a

concave spherical cap rather than a convex one. Since directradiator loudspeakers with convex and

concave membranes present different radiation patterns inthe high-frequency range [50, 51], it is

not expected that the proposed method will be able to predictthe sound radiation from the spherical

loudspeaker array prototype for all frequencies. Moreover, the diaphragm suspension assembly of

each driver is assumed to be a rigid body in the sound radiation model, which is not a good as-

sumption for all frequencies of interest, as shown in the previous section. Then, additional error is

introduced due to the uneven deformation of the driver suspension.

In order to evaluate the effects of the non-ideal geometry and vibration of the transducers on

the radiation pattern, the sound directivity of the spherical array prototype operating under distinct

conditions was measured in an anechoic chamber. In the following, the experimental set-up is

briefly described and measurement data are presented and compared to simulation results. Since

it was shown in section 6.3 that only the first cavity mode affects the vibration of the drivers’

membranes, for the sake of simplicity, the author has decided to take the internal acoustic coupling

into account by using the lumped-parameter model presentedin section 3.2.2.1, i.e., the high-order

cavity modes are neglected in the theoretical results presented here.

6.4.1 Experimental procedures

Figure 6.11 shows the experimental set-up for the directivity measurements. The driver and micro-

phone labels are indicated in Fig. 6.12. The loudspeaker array prototype was mounted at the center

of a circular microphone array with radiusr0 = 0.70m and withNt = 28 transducers equally

spaced, so that the angular spacing between consecutive microphones is approximately∆θ = 6.70.

The antenna was attached to an automatic turntable whose rotation axis passes through the center of
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the loudspeaker array prototype. Measurements were taken at Np = 49 different antenna positions

with an angular spacing between consecutive positions of approximately∆φ = 7.00 , except for

spacing between positions 1 and 49, in which∆φ = 24.00 was used due to mechanical constraints.

Figure 6.11: Experimental set-up for the directivity measurements at the large anechoic chamber of
the Laboratory of Mechanics and Acoustics of the National Center for Scientific Research (UPR-
7051, CNRS, Marseille, France).

Condenser microphones with PanasonicR© electret capsules and omnidirectional characteris-

tics were used. Because of the low cost and small size of thesemicrophones, a large number of

them could be dealt with and a relatively non-diffracting antenna could be obtained in a simple

way. The calibration was performed in january 2010 at the LMAlarge anechoic chamber by using

a commercial pistonphone (B&K type 4231) with the microphones mounted on the circular frame.

The resulting microphone sensitivities are presented in Tab. 6.3 .

For each microphone and antenna position, an FRF between input driver voltage and out-

put sound pressure at the microphone position was measured.White noise at a sampling rate of

44100Hz was used as the input signal. Then, the experimental set-up led to a total ofNtNp = 1372

samples of the radiation pattern. Many directivity patterns were measured corresponding to differ-

ent combinations of magnitude and phase of the driver voltages. For each directivity measurement

run, the FRF input was taken at a specific driver of the loudspeaker array.

In the first set of experiments, only one driver was made active through application of a
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Figure 6.12: Experimental set-up for the directivity measurements with the driver and microphone
labels indicated.

voltage of0.93Vrms in order to approximately obtain the radiation pattern of each one of the 12

drivers mounted on the sphere. It is worth noting that the other (passive) drivers may also contribute

to the resulting sound field due to the acoustic coupling. Therefore, it is not rigorous to state that

the resulting directivity data corresponds to the radiation pattern of a single driver mounted on a

sphere.

Next, voltages proportional to the values presented in eachcolumn of the Tab. C.6 were

applied to the array drivers in order to obtain the directivity patterns of each one of the 12 acoustic

radiation modes of the spherical array. The largest voltagevalue was0.93Vrms, corresponding to

driver #01 and ARM #05. Finally, directivity patterns corresponding to linear combinations of

radiation modes in a same radiation group were measured.

For the sake of clarity, only a few results considered as the most relevant by the author are

presented here, namely, some FRF magnitude curves at a givenmicrophone position and some
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Table 6.3: Sensitivities of the electret microphones used in the directivity measurements; calibra-
tion performed in january 2010.

Microphone Sensitivity (mV/Pa) Microphone Sensitivity (mV/Pa)
#01 25.8 #15 22.9
#02 25.8 #16 26.3
#03 27.5 #17 18.6
#04 24.6 #18 32.1
#05 23.9 #19 26.9
#06 18.5 #20 28.3
#07 23.6 #21 22.8
#08 20.4 #22 22.3
#09 27.5 #23 24.4
#10 35.5 #24 23.7
#11 25.7 #25 17.8
#12 31.9 #26 24.6
#13 20.0 #27 24.7
#14 19.8 #28 21.4

directivity patterns at given frequencies. The former are summarized in Tab. 6.4.

Table 6.4: Measurement configurations for evaluating some FRFs between an input driver voltage
and an output sound pressure taken at the mic #10. The antennais positioned so that mic #10 is
approximately in front of the driver #01.

Configuration Active drivers Input
1 #01 #01
2 #12 #12
3 #04 #04
4 #10 #10
5 ARM #01 #01
6 ARM #02 #12
7 ARM #05 #12

Finally, it is worth mentioning that all passive drivers were connected to amplifiers during the

experiments, so that they were operating in a closed-circuit configuration.

6.4.2 Results and discussion

Figures 6.13 and 6.14 present the magnitude of the FRFs corresponding, respectively, to the con-

figurations #1 to #4 and #5 to #7 described in Tab. 6.4. The sound pressure is taken at the mic #10.

The antenna is positioned so that mic #10 is approximately infront of the driver #01, which is

approximately the situation represented in Fig. 6.12.
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Theoretical: driver #01
Experimental: driver #01
Theoretical: driver #12
Experimental: driver #12

Theoretical: driver #04
Experimental: driver #04
Theoretical: driver #10
Experimental: driver #10

Figure 6.13: Theoretical and experimental FRFs corresponding to the configurations #1 to #4
shown in Tab. 6.4.

Comparison of Figs. 6.12 and 6.13 reveals that the FRF magnitude decreases as the angle

between the microphone position and the symmetry axis of theactive driver increases, as expected.

This is due to the acoustical shadowing produced by the sphere and to the radiation pattern of a

single driver, in which the main radiation direction is the driver symmetry axis.

Figure 6.14 shows that, in the low-frequency range, the FRF magnitude decreases with in-

creasing the complexity of the acoustic radiation mode. This is due to the fact that, at low fre-

quencies, the radiation efficiency decreases as the radiation mode complexity increases, as shown

in Fig. 5.4.

The theoretical results present good agreement with the experimental data in the low-frequency

range, as shown in Figs. 6.13 and 6.14. However, as frequencyincreases, the theoretical model is

no longer able to predict the actual sound pressure spectrumat a given measurement point. It is

worth noting that the experimental curves present a remarkable behavior change around1600Hz,

which is due to the uneven diaphragm deformation shown in Fig. 6.6 and to the first cavity mode.

As a matter of fact, since the mechanical resonance of the driver suspension occurs at a frequency

very close to the first cavity eigenfrequency, it is not possible to determine their individual contri-

butions to the discrepancy observed in the corresponding frequency range between sound pressure

simulation results and sound pressure experimental data.

Figures 6.15 to 6.28 show the theoretical and experimental directivity patterns corresponding

to some acoustic radiation modes of the dodecahedral array prototype for specific frequencies. No-

tice that one sector of grid points is missing in the directivity plots, which is due to the mechanical

constraints mentioned in section 6.4.1. Simulation results match fairly well the experimental data
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Theoretical: ARM #01
Experimental: ARM #01
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Experimental: ARM #05

Figure 6.14: Theoretical and experimental FRFs corresponding to the configurations #5 to #7
shown in Tab. 6.4.

(notice that the FRF magnitude is presented in linear scale), although inspection of the latter reveals

that the variation of the FRF magnitude over the zenith angle— unlike over the azimuthal angle

— is not as smooth as the theoretical results. This can be due to a calibration problem between the

microphones of the circular antenna. Notice that each microphone corresponds to a zenith angle.

Despite the fact that the radiation model is not able to predict the sound pressure spectrum at

a given point for high frequencies, Figs. 6.18, 6.22, 6.26 and 6.28 reveal a fairly good correspon-

dence between simulation results and experimental data as far as the overall directivity pattern is

concerned. This indicates that the velocity magnitude and phase relations between distinct drivers

are more important than the vibration pattern of each individual driver membrane to the resulting

directivity pattern.

For frequencies higher than approximately1000Hz, there are some perturbations on the ex-

perimental directivity patterns near the poles, as shown inFigs. 6.17, 6.18, 6.20, 6.26 and 6.28. This

is probably due to wave reflections from the frame on which themicrophone antenna is mounted.

As discussed in sections 3.1.2.1 and 4.2, the directivity patterns associated to the radiation

modes of a dodecahedral loudspeaker match real-valued spherical harmonic functions for lowka

values. If this condition is satisfied, a pure spherical harmonic pattern with an angular orientation

other than that produced by a single radiation mode can be obtained by making a linear combination

of the radiation modes within the corresponding radiation group. For example, it is possible to
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Figure 6.15: Theoretical and experimental directivity pattern for the ARM #01 at400Hz.

synthesize a rotated dipole with any axis orientation by choosing a proper combination of the

radiation modes #02 to #04. The weights to be applied to each radiation mode can be evaluated

from the zyz Euler angles describing the desired rotation byusing Eqs.(2.32), (2.33) or (2.34).

Figures 6.29 and 6.30 show, respectively, a rotated dipole and a rotated lateral quadrupole

obtained using the equations cited above. Again, there is fair agreement between the experimental

and theoretical results. It is worth mentioning that several additional rotated patterns obtained from

different combinations of orthogonal dipoles (ARM #02 to #04) or real-valued spherical harmonics

of order 2 (ARM #05 to #09) have been measured and the results have always revealed a fair

agreement. Hence, the dodecahedral loudspeaker prototypedescribed in this work can be used to

produce directivity patterns that can be electronically rotated. It is expected that this could be done

in real-time, which may find applications in electroacoustic music.
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Figure 6.16: Theoretical and experimental directivity pattern for the ARM #02 at400Hz.
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Figure 6.17: Theoretical and experimental directivity pattern for the ARM #02 at1000Hz.
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Figure 6.18: Theoretical and experimental directivity pattern for the ARM #02 at1500Hz.
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Figure 6.19: Theoretical and experimental directivity pattern for the ARM #03 at400Hz.
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Figure 6.20: Theoretical and experimental directivity pattern for the ARM #03 at1000Hz.
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Figure 6.21: Theoretical and experimental directivity pattern for the ARM #04 at400Hz.
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Figure 6.22: Theoretical and experimental directivity pattern for the ARM #04 at2000Hz.
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Figure 6.23: Theoretical and experimental directivity pattern for the ARM #05 at600Hz.
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Figure 6.24: Theoretical and experimental directivity pattern for the ARM #06 at600Hz.
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Figure 6.25: Theoretical and experimental directivity pattern for the ARM #07 at600Hz.
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Figure 6.26: Theoretical and experimental directivity pattern for the ARM #07 at2000Hz.
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Figure 6.27: Theoretical and experimental directivity pattern for the ARM #10 at1000Hz.
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Figure 6.28: Theoretical and experimental directivity pattern for the ARM #10 at2000Hz.
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Figure 6.29: Theoretical and experimental directivity pattern at400Hz corresponding to a rotated
dipole obtained from a linear combination of the ARM #02 to #04.
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Figure 6.30: Theoretical and experimental directivity pattern at600Hz corresponding to a rotated
lateral quadrupole obtained from a linear combination of the ARM #05 to #09.
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Chapter 7

Conclusion

As stated in chapter 1, the main contributions of this thesisare:

• The characterization of an improved basis for directivity representation, namely, the acoustic

radiation modes discussed in sections 2.3.2 and 3.1.2;

• The investigation of the electromechanical behavior of compact loudspeaker arrays. This

was provided through the development of the electromechanical models presented in sec-

tion 3.2, which were experimentally validated from laser Doppler vibrometry measurements

in section 6.3;

• The comparative analysis of distinct optimization criteria to derive the signals that must feed

the drivers in order to reproduce a given directivity pattern. In section 4.3 of this work,

the standard least-squares (phase concerned) was comparedto the magnitude least-squares

(phase not concerned). The latter was shown to perform better.

In the following, these topics are summarized and suggestions for further work are presented.

7.1 Directivity representation

In this work, acoustic radiation modes were applied to soundfield synthesis by a spherical loud-

speaker array. As described in section 3.1.2, the transducer array was modeled as a discrete sphere,

i.e., a rigid sphere on which a set of independent spherical caps is mounted. Analytical expressions
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were presented to evaluate the radiated field, the radiationefficiency and the acoustic radiation

modes of spherical arrays. In addition, the spherical cap approach was experimentally validated

through directivity measurements of a spherical array prototype performed in an anechoic cham-

ber, as shown in section 6.4.

It was shown in section 3.1.2.1 that the radiation efficiencyof a spherical array decreases as

the complexity of the radiation mode increases and with decreasing frequencies. Low radiation effi-

ciency means that high loudspeaker diaphragm displacements must be achieved in order to produce

meaningful sound pressure levels. It is worth noting that increasing the number of loudspeakers

does not significantly improve the radiation efficiency at low frequencies, since even a continuous

sphere does not radiate efficiently at low frequencies.

The farfield radiation pattern of each radiation mode of a discrete sphere matches a real low-

order spherical harmonic at low frequencies. However, thisdoes not occur as frequency increases,

when high-order spherical harmonics start to propagate to the farfield, so that radiation modes lead

rather to a combination of many spherical harmonics of distinct orders.

Using radiation modes to describe the array directivity presents several advantages over

spherical harmonics. Unlike the latter, the former constitute a finite set of vectors that spans a

subspace on which any radiation pattern the array is able to reproduce can be projected. Further-

more, the eigenvalue analysis that must be carried out in order to obtain the radiation modes leads

also to the radiation efficiencies of the modes, i.e., the low-frequency constraints in sound repro-

duction by a spherical array are naturally evaluated. In addition, these modes radiate sound energy

independently, so that the total sound power is given by summing the individual contributions of

each mode. Radiation modes also lead to a reduced number of active channels due to the fact that

some modes do not radiate sound energy at some frequency ranges that can be determined through

inspection of their radiation efficiencies. Thus, it is useless to take such modes into account and

so this approach avoids overloading the loudspeakers. Finally, radiation modes are not restricted

to spherical shapes. So, it is expected that most of the ideaspresented here can be extended to

non-spherical loudspeaker arrays and will allow to take into account the actual vibration pattern

and shape of the loudspeakers.

Therefore, to provide the array with preprogrammed surfacevelocity distributions corre-

sponding to its acoustic radiation modes is a better controlstrategy than using spherical harmonics

as elementary directivities.
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7.2 Electromechanical behavior of spherical loudspeaker arrays

In section 3.2, two electromechanical models of a compact loudspeaker array for radiation control

were presented: a lumped-parameter model and a distributed-parameter model. Both take into

account the acoustic coupling between drivers and can be used to compute the diaphragm velocities

of the array elements from the voltages that feed them and vice versa. In order to evaluate the

accuracy of the proposed models, a compact spherical array prototype with 12 drivers was subjected

to electrical impedance and LDV surface velocity measurements, as discussed in sections 6.2 and

6.3, respectively. Since the spherical array prototype presents a hollow spherical cavity on which

the transducers are mounted, the acoustic coupling effectscould be experimentally investigated.

In the lumped-parameter model, the enclosure is modeled as an acoustic compliance and, in

the distributed-parameter model, the cavity is assumed to be a perfect rigid sphere so that the ana-

lytical solution of the Helmholtz equation in spherical coordinates can be used. The latter, unlike

the former, takes into account the acoustic modes of the spherical cavity that affect the system re-

sponse as frequency increases. Therefore, the distributed-parameter model leads to singularities at

frequencies corresponding to the spherical cavity eigenfrequencies. However, experimental results

demonstrated that only the first cavity eigenfrequency (approximately 1.5 kHz) affects the system

behavior, so that one may conclude that higher order cavity modes have a negligible contribution

to the membrane velocity.

On the other hand, it was observed that the results obtained by both the distributed-parameter

and the lumped-parameter models do not match the experimental data in the compliance-dominated

frequency range. This is due to the presence of wires and driver components inside the cavity, so

that the actual cavity shape deviates from the ideal sphere.However, this could be dealt with

by applying a correction factor to the spherical cavity volume when using the lumped-parameter

model. In fact, the corrected lumped-parameter model presented good agreement with experimental

data, except for the frequency range approximately from 1.2to 2 kHz, which comprises the first

cavity eigenfrequency. In addition, the discrepancy between the corrected lumped-parameter model

results and the experimental data in this frequency range isalso due to the fact that the inner and

outer borders of the driver suspension vibrate practicallyin opposite phase near 1.6 kHz.

It was shown that the electromechanical behavior of the array prototype cannot be completely

described by assuming that the diaphragm suspension assembly of each driver is a rigid body. In

addition, the non-spherical geometry of the enclosure complicates the internal sound field near the

first cavity eigenfrequency. Coincidently, for the spherical array prototype studied in this work, the

mechanical resonance of the driver suspension occurs at a frequency very close to the first acoustical
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resonance of the cavity. Therefore, it was not possible to determine their individual contributions

to the discrepancy observed in the corresponding frequencyrange between sound pressure simula-

tion results and sound pressure experimental data, which was presented in section 6.4.2. Anyway,

theoretical results can be improved by using a flexible driver membrane model and by taking into

account the uneven suspension deformation. On the other hand, the effects of the acoustical reso-

nance of the cavity can be reduced by working on the enclosuredesign, e.g., by adding an acoustic

absorbent material in the cavity.

The combined use of radiation modes and the proposed electromechanical models led to

a simple way to compare the performance of the two different enclosure designs that have been

described in the literature, namely, drivers sharing a common hollow cavity and each driver with

its own sealed cavity. Simulation results for a specific spherical array indicated that the former

does not provide a relevant reduction in the voltages that feed the drivers in the operating frequency

range. Nevertheless, a common enclosure is easier to build,the acoustical coupling can be predicted

by the electromechanical models proposed in this work, and the experimental results revealed that

only the first cavity resonance affects the system dynamics (this effect can be reduced, as discussed

above). Hence, one may conclude that there is no reason to build a complicated mechanical frame

in order to provide each driver with its own sealed cavity.

Finally, it was shown in chapter 5 that the acoustic radiation modes of a Platonic shaped

loudspeaker are the eigenvectors of the transduction matrix for drivers sharing a common cabinet,

which greatly simplifies the equalization filter design.

7.3 Optimization criteria

The capability of Platonic shaped loudspeakers in reproducing spherical harmonic patterns was

evaluated in the least-squares sense in chapter 4. The design of a spherical loudspeaker array for

spherical harmonic synthesis must be a compromise between low and high frequency reproduction:

at high frequencies, spatial aliasing artifacts degrade the spherical harmonic synthesis, which can

be dealt with by decreasing the radius of the spherical array. On the other hand, at low frequencies

one has the low radiation efficiency problem, which can be dealt with by increasing the radius of

the spherical array.

Among the Platonic solids having the same midradius, the dodecahedron presents the largest

surface area available for assembling the drivers, therefore yielding a higher sound power for a

given midradius. Furthermore, it was shown that using a dodecahedral source leads to a smaller
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error when synthesizing the monopole and the dipole. Thus, the dodecahedral loudspeaker presents

the best compromise between complexity of the controllableradiation patterns, number of channels

and sound power. It is worth noting that the only benefit of using an icosahedron is to provide

control over some spherical harmonics of ordern = 3 within a very limited frequency range.

No improvement either in the sound power level or in the synthesis error for low-order spherical

harmonics is achieved.

An example of directivity synthesis in which the target pattern is not a spherical harmonic was

provided in section 4.3. Two different cost functions were used and compared: the standard RSME

(phase concerned) and the magnitude RMSE (phase not concerned). It was shown that excluding

the phase error of the cost function greatly reduces the magnitude error in directivity synthesis,

which increases significantly the application of loudspeaker arrays toward high frequencies. This

reveals that the relation between the phase and magnitude spatial distributions depends largely on

the radiating body characteristics, so that magnitude synthesis does not yield phase synthesis and

vice versa. Finally, it is worth noting that phase can be neglected only in farfield synthesis.

7.4 Further research

As discussed in section 3.1.2.1, it was observed that the acoustic radiation modes of a Platonic

solid loudspeaker do not depend on frequency, which is a veryuseful result because it leads to a

basis for directivity representation that can be used for all frequencies and possesses the advan-

tages summarized in section 7.1. However, this result has not been rigorously proved. In fact, the

frequency independence property for radiation modes is notrequired. For the frequency range of

interest, it is sufficient that the efficient radiation modesat any frequency can be decomposed over

the efficient radiation modes obtained for the maximum frequency of interest. Such a “nesting”

property holds analytically for spherical, cylindrical and plane radiators (with infinite number of

degrees of freedom), whereas it is a conjecture for some radiators other than these ones [43]. Then,

further research concerning the “nesting” property of the radiation modes of spherical loudspeaker

arrays would help to evaluate the applicability of such a basis to different radiating bodies and to

sampling strategies over the sphere other than Platonic.

In the electromechanical loudspeaker models proposed in this work, the membrane suspen-

sion assembly is assumed to be rigid. This is one of the main shortcomings of these models,

which would benefit from the development of a multi-degree-of-freedom approach describing the

mechanical behavior of the driver membrane and suspension.
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It was shown in section 6.3 that the driver response is affected by the first cavity mode for fre-

quencies close to the corresponding eigenfrequency. Then,alternative enclosure designs including,

for example, an acoustic absorbent material can be investigated in order to minimize the effects of

cavity resonances on the loudspeaker array performance.

Finally, the magnitude error in the directivity synthesis is greatly reduced by excluding the

phase error of the cost function, as shown in section 4.3. This suggests that using a cost function

based on a psychoacoustic metric rather than on the physicalcharacteristics of the sound field may

significantly increase the realism of the synthesized pattern. Therefore, the directivity synthesis

by a compact loudspeaker array would benefit from further research on the perceptual features of

directivity patterns.
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Appendix A

Wave Equation in Spherical Coordinates

A.1 General solution

Here, a general solution for the wave equation in spherical coordinates is developed. Hence, the

Laplace operator becomes [73]

∆ (·) ≡ 1

r2

∂

∂r

(

r2 ∂ (·)
∂r

)

+
1

r2 sin θ

∂

∂θ

(

sin θ
∂ (·)
∂θ

)

+
1

r2 sin2 θ

∂2 (·)
∂φ2

(A.1)

wherer is the radial coordinate,θ is the zenith angle andφ is the azimuth angle.

Substitution of Eq.(A.1) into (2.3) yields to

1

r2

∂

∂r

(

r2 ∂p

∂r

)

+
1

r2 sin θ

∂

∂θ

(

sin θ
∂p

∂θ

)

+
1

r2 sin2 θ

∂2p

∂φ2
+ k2p = 0 (A.2)

Equation (A.2) is separable. Hence, its solution is

p (r, θ, φ) = R (r)Θ (θ)Φ (φ) (A.3)

Substitution of Eq.(A.3) into (A.2) leads to

1

R

d

dr

(

r2dR

dr

)

+
1

Θ sin θ

d

dθ

(

sin θ
dΘ

dθ

)

+
1

Φ sin2 θ

d2Φ

dφ2
+ k2r2 = 0 (A.4)
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By separating the variables, Eq.(A.4) yields to three ordinary differential equations:

1

Φ

d2Φ

dφ2
= −m2 (A.5)

sin θ

Θ

d

dθ

(

sin θ
dΘ

dθ

)

+ n (n + 1) sin2 θ = m2 (A.6)

1

R

d

dr

(

r2dR

dr

)

+ k2r2 = n (n + 1) (A.7)

wherem andn are constants.

The general solution to Eq.(A.5) can be easily shown to be

Φ (φ) = Φ1e
ιmφ + Φ2e

−ιmφ (A.8)

whereΦ1 andΦ2 are constants. Since the relationΦ (φ) = Φ (φ + 2πl) must be satisfied in order

to provide continuity and periodicity ofΦ (φ) (wherel is an integer),m must be an integer.

To solve Eq.(A.6), letη = cos θ. Then, it becomes

(

1 − η2
) d2Θ

dη2
− 2η

dΘ

dη
+

(

n (n + 1) − m2

1 − η2

)

Θ = 0 (A.9)

Equation (A.9) is an associated Legendre equation whose general solution is [86]

Θ (θ) = Θ1P
m
n (cos θ) + Θ2Q

m
n (cos θ) (A.10)

whereΘ1 andΘ2 are constants;P m
n (·) andQm

n (·) are the Legendre functions of the first and second

kind, respectively. SinceQm
n (η) are not finite at the poles whereη = ±1, Θ2 = 0. P m

n (η) diverges

atη = 1 unlessn is restricted to be an integer. In addition, whenn is an integer thenP m
n (η) = 0 if

m > n [61].

Equations (A.8) and (A.10) show that the angular dependenceof the solution to Eq.(A.2) is

conveniently described by spherical harmonic functions (refer to section 2.3.1).

Finally, Eq.(A.7) will be solved. Letx = kr andy =
√

krR. Then, Eq.(A.7) becomes
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x2 d2y

dx2
+ x

dy

dx
+

(

x2 −
(

n +
1

2

)2
)

y = 0 (A.11)

Equation (A.11) is a Bessel equation. Then, the general solution to Eq.(A.7) is [86]

R (r) =
1√
kr

(

R1Jn+ 1
2
(kr) + R2Yn+ 1

2
(kr)

)

(A.12)

whereR1 andR2 are constants;Jn(·) andYn(·) are the Bessel functions of the first and second

kind, respectively.

Equation (A.12) can be more properly written in terms of the spherical Bessel functions of

the first and second kind, which are respectively defined as [86]

jn (x) ≡
√

π

2x
Jn+ 1

2
(x) (A.13)

yn (x) ≡
√

π

2x
Yn+ 1

2
(x) (A.14)

Thus, Eq.(A.12) can be rewritten as

R (r) = R1jn (kr) + R2yn (kr) (A.15)

Alternatively, the solution can be written as

R (r) = R1h
(1)
n (kr) + R2h

(2)
n (kr) (A.16)

whereh
(1)
n (·) andh

(2)
n (·) are the spherical Hankel functions of the first and second kind (also called

spherical Bessel functions of the third kind), respectively, which are defined as [86]

h(1)
n (x) ≡ jn (x) + ιyn (x) (A.17)

h(2)
n (x) ≡ jn (x) − ιyn (x) (A.18)

It is worth noting that the constantsR1 andR2 presented in Eqs.(A.12), (A.15) and (A.16)

are different.
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Since a time dependence of the forme−ιωt has been assumed (refer to section 2.1),h
(1)
n (kr)

andh
(2)
n (kr) represent an outgoing wave and an incoming wave, respectively.

The general solution to Eq.(A.2) is obtained by substituting Eqs.(A.8), (A.10), (A.16) and

(2.23) into (A.3), so that

p (r, θ, φ) =

∞
∑

n=0

n
∑

m=−n

(

Amnh(1)
n (kr) + Bmnh(2)

n (kr)
)

Y m
n (θ, φ) (A.19)

whereAmn andBmn are constants to be determined from the boundary conditions.

A.2 Exterior and interior problems

Equation (A.19) is simplified if there are no sources and scatterers outside an imaginary surface

enclosing the sources or inside an imaginary surface surrounded by the sources. If so, one has an

exterior problem or an interior problem, respectively. Then, the coefficientsAmn andBmn are not

independent of each other.

For an exterior problem (free-field sound radiation), sincethere are not incoming waves,

Bmn = 0 so that Eq.(A.19) simplifies to

p (r, θ, φ) =
∞
∑

n=0

n
∑

m=−n

Amnh
(1)
n (kr) Y m

n (θ, φ) (A.20)

Substitution of Eq.(A.20) into (2.4) yields to the following expression for the radial compo-

nent of the acoustic velocityυ:

υ (r, θ, φ) = − ι

ρc

∞
∑

n=0

n
∑

m=−n

Amn
dh

(1)
n (kr)

d (kr)
Y m

n (θ, φ) (A.21)

For an interior problem, since theyn(·) functions are not finite at the origin [61],Amn = Bmn

so that Eq.(A.19) simplifies to

p (r, θ, φ) =

∞
∑

n=0

n
∑

m=−n

Cmnjn (kr)Y m
n (θ, φ) (A.22)
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Substitution of Eq.(A.22) into (2.4) yields to the following expression for the radial compo-

nent of the acoustic velocity:

υ (r, θ, φ) = − ι

ρc

∞
∑

n=0

n
∑

m=−n

Cmn
djn (kr)

d (kr)
Y m

n (θ, φ) (A.23)
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Appendix B

Properties of the Coupling Matrix for the

Discrete Sphere

The matrix that couples the power radiated by the spherical caps of a discrete sphere is given by

Eq.(3.21). Each term of such a matrix is

Cll′ =
r2

2ρcS
ℜ







(N+1)2
∑

i=1

B∗
ilEil′







(B.1)

By using Eqs.(3.18) and (3.19), one has

(N+1)2
∑

i=1

B∗
ilEil′ =

1

ulul′

N
∑

n=0

− ι

ρc
|A0n|2h(1)

n (kr)∗
dh

(1)
n (kr)

d(kr)
χn

ll′ (B.2)

where

χn
ll′ =

n
∑

m=−n

Dn
m0(αl, βl, γl)

∗Dn
m0(αl′, βl′, γl′)

= dn
00(βl)d

n
00(βl′) +

n
∑

m=1

2dn
m0(βl)d

n
m0(βl′) cos(m(αl − αl′)) (B.3)

is real andχn
ll′ = χn

l′l.

It can be shown that

138



ℜ
{

−ιh(1)
n (kr)∗

dh
(1)
n (kr)

d(kr)

}

=
1

(kr)2
(B.4)

SinceS = 2πa2(1 − cos θ0)L, substitution of Eqs.(B.2) and (B.4) into (B.1) leads to

Cll′ =
(

4πL(1 − cos θ0)(ρc)2(ka)2ulul′
)−1

N
∑

n=0

|A0n|2χn
ll′ (B.5)

It can be verified thatC is symmetric and that it does not depend onr. In addition, substitution

of Eq.(3.11) into (B.5) reveals thatC does not depend onc andρ either.
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Appendix C

Convex Regular Polyhedra

Table C.1 presents some basic properties of Platonic solids[74]. The dihedral angle is the interior

angle between any two face planes.

Table C.1: Basic properties of Platonic solids.
Polyhedron number of faces number of vertices dihedral angle (degrees)
Tetrahedron 4 4 70.53
Hexahedron 6 8 90.00
Octahedron 8 6 109.47
Dodecahedron 12 20 116.57
Icosahedron 20 12 138.19

Table C.2 presents the Cartesian coordinates of the center of each face of a Platonic solid and

the corresponding Euler angle.

The modal matrices containing the acoustic radiation modesof the discrete spheres based on

the Platonic solids are presented in Tabs. C.3 to C.7. The modal matrices have been normalized so

thatΨTVΨ = I .
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Table C.2: Cartesian coordinates and Euler angles of the center of the polyhedrons’ faces.
Polyhedron Cartesian coordinates Euler angles (degrees)

(+1,+1, +1) (45, 54.74, 0)
Tetrahedron (−1,−1, +1) (225, 54.74, 0)

(−1,+1,−1) (135, 125.64, 0)
(+1,−1,−1) (315, 125.64, 0)

(−1, 0, 0) (180, 90, 0)
(+1, 0, 0) (0, 90, 0)

Hexahedron (0,−1, 0) (270, 90, 0)
(0,+1, 0) (90, 90, 0)
(0, 0,−1) (0, 180, 0)
(0, 0,+1) (0, 0, 0)

(+1,+1, +1) (45, 54.74, 0)
(+1,+1,−1) (45, 125.26, 0)
(+1,−1, +1) (315, 54.74, 0)

Octahedron (+1,−1,−1) (315, 125.26, 0)
(−1,+1, +1) (135, 54.74, 0)
(−1,+1,−1) (135, 125.26, 0)
(−1,−1, +1) (225, 54.74, 0)
(−1,−1,−1) (225, 125.26, 0)

(0, 0,+1) (0, 0, 0)
(0.8944, 0, 0.4472) (0, 63.43, 0)

(0.2764, 0.8507, 0.4472) (72, 63.43, 0)
(−0.7236, 0.5257, 0.4472) (144, 63.43, 0)

(−0.7236,−0.5257, 0.4472) (216, 63.43, 0)
Dodecahedron (0.2764,−0.8507, 0.4472) (288, 63.43, 0)

(−0.8944, 0,−0.4472) (180, 116.57, 0)
(−0.2764,−0.8507,−0.4472) (252, 116.57, 0)
(0.7236,−0.5257,−0.4472) (324, 116.57, 0)
(0.7236, 0.5257,−0.4472) (36, 116.57, 0)

(−0.2764, 0.8507,−0.4472) (108, 116.57, 0)
(0, 0,−1) (0, 180, 0)

(2, 0, 2.618) (0, 37.38, 0)
(0.618, 1.9021, 2.618) (72, 37.38, 0)

(−1.618, 1.1756, 2.618) (144, 37.38, 0)
(−1.618,−1.1756, 2.618) (216, 37.38, 0)
(0.618,−1.9021, 2.618) (288, 37.38, 0)

(−2, 0,−2.618) (180, 142.62, 0)
(−0.618,−1.9021,−2.618) (252, 142.62, 0)
(1.618,−1.1756,−2.618) (324, 142.62, 0)
(1.618, 1.1756,−2.618) (36, 142.62, 0)

Icosahedron (−0.618, 1.9021,−2.618) (108, 142.62, 0)
(3.2361, 0, 0.618) (0, 79.19, 0)
(1, 3.0777, 0.618) (72, 79.19, 0)

(−2.618, 1.9021, 0.618) (144, 79.19, 0)
(−2.618,−1.9021, 0.618) (216, 79.19, 0)

(1,−3.0777, 0.618) (288, 79.19, 0)
(−3.2361, 0,−0.618) (180, 100.81, 0)

(−1,−3.0777,−0.618) (252, 100.81, 0)
(2.618,−1.9021,−0.618) (324, 100.81, 0)
(2.618, 1.9021,−0.618) (36, 100.81, 0)
(−1, 3.0777,−0.618) (108, 100.81, 0)
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Table C.3: Modal matrix (Ψ) of the tetrahedron.
1.4142 1.4142 1.4142 1.4142
1.4142 1.4142 −1.4142 −1.4142
1.4142 −1.4142 −1.4142 1.4142
1.4142 −1.4142 1.4142 −1.4142

Table C.4: Modal matrix (Ψ) of the hexahedron.
1.4140 0 −2.4495 0 −1.0001 1.7321
1.4140 0 2.4495 0 −1.0001 1.7321
1.4140 0 0 −2.4495 −1.0001 −1.7321
1.4140 0 0 2.4495 −1.0001 −1.7321
1.4140 −2.4495 0 0 2.0002 0
1.4140 2.4495 0 0 2.0002 0

Table C.5: Modal matrix (Ψ) of the octahedron.
1.4142 1.4142 1.4142 1.4142 1.4142−1.4142 1.4142 1.4142
1.4142 −1.4142 1.4142 1.4142 1.4142 1.4142−1.4142 −1.4142
1.4142 1.4142 1.4142 −1.4142 −1.4142 1.4142 1.4142 −1.4142
1.4142 −1.4142 1.4142 −1.4142 −1.4142 −1.4142 −1.4142 1.4142
1.4142 1.4142 −1.4142 1.4142 −1.4142 −1.4142 −1.4142 −1.4142
1.4142 −1.4142 −1.4142 1.4142 −1.4142 1.4142 1.4142 1.4142
1.4142 1.4142 −1.4142 −1.4142 1.4142 1.4142 −1.4142 1.4142
1.4142 −1.4142 −1.4142 −1.4142 1.4142 −1.4142 1.4142 −1.4142

Table C.6: Modal matrix (Ψ) of the dodecahedron.
1.4143 2.4495 0 0 3.1623 0 0 0 0 0 0 2.4495
1.4143 1.0954 2.1908 0 −0.6325 2.1908 2.1908 0 0 2.1908 0 −1.0954
1.4143 1.0954 0.6770 2.0835 −0.6325 −1.7725 0.6770 2.0835 −1.2879 −1.7725 −1.2879 −1.0954
1.4143 1.0954 −1.7725 1.2879 −0.6325 0.6770 −1.7725 1.2879 2.0835 0.6770 2.0835 −1.0954
1.4143 1.0954 −1.7725 −1.2879 −0.6325 0.6770 −1.7725 −1.2879 −2.0835 0.6770 −2.0835 −1.0954
1.4143 1.0954 0.6770 −2.0835 −0.6325 −1.7725 0.6770 −2.0835 1.2879 −1.7725 1.2879 −1.0954
1.4143 −1.0954 −2.1908 0 −0.6325 2.1908 2.1908 0 0 −2.1908 0 1.0954
1.4143 −1.0954 −0.6770 −2.0835 −0.6325 −1.7725 0.6770 2.0835 −1.2879 1.7725 1.2879 1.0954
1.4143 −1.0954 1.7725 −1.2879 −0.6325 0.6770 −1.7725 1.2879 2.0835 −0.6770 −2.0835 1.0954
1.4143 −1.0954 1.7725 1.2879 −0.6325 0.6770 −1.7725 −1.2879 −2.0835 −0.6770 2.0835 1.0954
1.4143 −1.0954 −0.6770 2.0835 −0.6325 −1.7725 0.6770 −2.0835 1.2879 1.7725 −1.2879 1.0954
1.4143 −2.4495 0 0 3.1623 0 0 0 0 0 0 −2.4495

Table C.7: Modal matrix (Ψ) of the icosahedron.
1.4142 1.9465 1.3876−0.5346 0.6396 1.1520 0.2540 2.8232 0.4785−0.1943 1.5769 1.4764−1.8154 1.6549 −1.6157−0.8066 2.6696 0.1015 0.8545 0.3639
1.4142 1.9465 0.9371 1.1545−0.1266−0.9052−2.4518 1.7621 0.2200−0.0397−1.4157 2.3503 0.6858−2.3936 0.0581 0.5169−1.5961−2.0087−1.1491 0.3118
1.4142 1.9465 −0.8084 1.2480 0.0879−3.1250−0.1607 0.0132 0.4477−2.2049−0.3177−0.6950 1.5982 2.1274 0.3627 1.1587 0.5979 2.6482−0.7419 0.2814
1.4142 1.9465 −1.4368−0.3831−2.1933−1.0402 1.5333 −0.5978 1.1828 0.2739−1.3947−2.2778−0.8898−1.1392−1.8040−1.2033−0.2743−1.4798 2.1131 1.1270
1.4142 1.9465 −0.0796−1.4849−1.5385 0.7446 1.9591 1.2660−1.2797 2.1651 1.5511−0.8539 0.4212−0.3748 1.3972 1.9767−1.3972 0.7388 −1.0765−2.0840
1.4142−1.9465−1.3876 0.5346 0.6396 1.1520 0.2540 2.8232 0.4785 0.1943−1.5769−1.4764 1.8155−1.6549 1.6157 0.8066 2.6696 0.1015 0.8546 0.3639
1.4142−1.9465−0.9371−1.1545−0.1266−0.9052−2.4518 1.7621 0.2200 0.0397 1.4157−2.3503−0.6858 2.3936 −0.0581−0.5169−1.5961−2.0087−1.1491 0.3118
1.4142−1.9465 0.8084 −1.2480 0.0879 −3.1250−0.1607 0.0132 0.4477 2.2049 0.3177 0.6950−1.5982−2.1274−0.3627−1.1587 0.5979 2.6482−0.7419 0.2814
1.4142−1.9465 1.4368 0.3831−2.1933−1.0402 1.5333 −0.5978 1.1828 −0.2739 1.3947 2.2778 0.8898 1.1392 1.8039 1.2033−0.2743−1.4798 2.1131 1.1270
1.4142−1.9465 0.0796 1.4849−1.5385 0.7446 1.9591 1.2660−1.2797−2.1651−1.5511 0.8539 −0.4212 0.3748 −1.3972−1.9767−1.3972 0.7388 −1.0765−2.0840
1.4142 0.4596 2.2452−0.8649 2.3046 1.3126 0.7467−0.2049 1.5382 −2.1253−0.1354−1.4964−1.1070−0.9322 2.1576−0.6899−2.3460 1.0669 0.5166 1.0444
1.4142 0.4596 1.5164 1.8680−0.8540 1.0678−2.5451−1.0742−0.7062 2.3993−1.2593−0.7814 0.2172 1.5700 1.1231−1.5079−0.0754 1.2677 2.1857−1.2688
1.4142 0.4596 −1.3080 2.0194 2.4077−1.1796 0.7577 −1.1511−0.9550−0.2342 2.8104 −0.0725 0.2040−1.2241 0.9348−1.9046 0.6746−1.8079 0.5200−2.0015
1.4142 0.4596 −2.3248−0.6199−0.7427 1.3402−0.2651−1.8770 2.0147 0.0399−1.2334 1.5489 −2.0194 0.7947 2.2739−0.4448 1.3479−0.4275−2.4077−0.4513
1.4142 0.4596 −0.1288−2.4026 0.0152 0.6328 0.1717−0.9594−2.9410−0.0796−0.1823 0.8014 2.7052 0.3223 0.2955−2.4102 0.3990−0.0993−0.8146 2.6772
1.4142−0.4596−2.2452 0.8649 2.3046 1.3126 0.7467−0.2049 1.5382 2.1253 0.1354 1.4964 1.1070 0.9322−2.1576 0.6899 −2.3460 1.0669 0.5166 1.0444
1.4142−0.4596−1.5164−1.8680−0.8540 1.0678−2.5451−1.0742−0.7062−2.3993 1.2593 0.7814−0.2172−1.5700−1.1231 1.5079 −0.0754 1.2677 2.1857−1.2688
1.4142−0.4596 1.3080 −2.0194 2.4077 −1.1796 0.7577 −1.1511−0.9550 0.2342−2.8104 0.0725 −0.2040 1.2241 −0.9348 1.9046 0.6746−1.8079 0.5200−2.0015
1.4142−0.4596 2.3248 0.6199−0.7427 1.3402−0.2651−1.8770 2.0147 −0.0399 1.2334 −1.5489 2.0194−0.7947−2.2739 0.4448 1.3479−0.4275−2.4077−0.4513
1.4142−0.4596 0.1288 2.4026 0.0152 0.6328 0.1717−0.9594−2.9410 0.0796 0.1823−0.8014−2.7052−0.3223−0.2955 2.4101 0.3990−0.0993−0.8146 2.6772

142



Appendix D

Discrete-Time LTI Systems

This appendix presents some basic concepts concerning discrete-time LTI (Linear Time-Invariant)

systems that have been taken from [8], to which the reader mayrefer for an in-depth discussion.

A discrete-time signal is a sequence of numbers that can be obtained, for instance, by sam-

pling a continuous-time signal. LetTs be the sampling period andxc(t) be a continuous-time signal.

Thus, a discrete-time representation ofxc(t) is given byx[n] = xc(nTs), wheren is an integer in

the range−∞ < n < ∞.

A discrete-time systemT{·} is an operator applied tox[n] that gives rise to a discrete-time

signaly[n], i.e., y[n] = T{x[n]}, wherex[n] is the system input andy[n] is the system output.

Because this system possesses one input and one output, it iscalled a SISO (Single Input Single

Output) system. A block diagram representation of a SISO system is shown in Fig. D.1.

x[n] T{·} y[n]

Figure D.1: Block diagram representation of a discrete-time SISO system.

The so-called linear systems satisfy the principle of superposition. Let
∑

j xj [n] be the input

of a SISO system andcj be a constant. Then, the system is linear if and only if

T

{

∑

j

cjxj [n]

}

=
∑

j

cjT {xj [n]} (D.1)

In addition, the system will be time-invariant if a time shift in the input produces the same
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shift in the output. In other words, ify[n] = T {x[n]}, the system will be time-invariant provided

thaty[n − n0] = T {x[n − n0]}, for all n0.

Besides linearity and time-invariance, the following properties of systems are also of impor-

tance:

• Causality: a system is causal if the output depends only on past and current inputs, but not

on future inputs;

• Stability: a system is stable in the BIBO (Bounded-Input Bounded-Output) sense if and only

if every bounded input produces a bounded output.

This work deals with LTI systems. An LTI system has a useful property, namely, it is com-

pletely characterized by its impulse responseh[n]. Then, ifh[n] is known, the system response to

any input can be evaluated by

y[n] =

∞
∑

j=−∞

x[j]h[n − j] (D.2)

Equation (D.2) is called the convolution sum and is also represented byy[n] = x[n] ∗ h[n].

An LTI system is stable if and only if
∑∞

j=−∞ |h[j]| < ∞. In addition, it is causal ifh[n] = 0

for n < 0. If the impulse response has a finite number of nonzero samples, the system is called

a FIR (Finite-duration Impulse Response) system. Otherwise, it is called an IIR (Infinite-duration

Impulse Response) system.

Let z be a complex variable. Thez-transform of a sequencex[n] is defined as

X(z) =
∞
∑

n=−∞

x[n]z−n (D.3)

The convolution property states thatY (z) = H(z)X(z), where thez-transform of the im-

pulse response of an LTI system is referred to as the system function. Since thez-transform of

a sequence constitutes a unique pair, any LTI system is completely characterized by its system

function (assuming that the series in Eq.(D.3) converges).

It is known that an LTI system whosez-transform of the impulse response can be written as

a ratio of polynomials inz−1 satisfies a constant-coefficient difference equation, i.e., if
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H(z) =
Y (z)

X(z)
=

∑B
j=0 bjz

−j

∑D
j=0 djz−j

(D.4)

then
D
∑

j=0

djy[n − j] =

B
∑

j=0

bjx[n − j] (D.5)

wherebj anddj are constants,x[n] is the system input andy[n] is the system output. Equation (D.5)

is aDth-order linear constant-coefficient difference equationthat leads to the system output with

no need to explicitly evaluate the convolution sum or to dealwith z-transforms.

If z in Eq.(D.3) is replaced byeινTs , thez-transform reduces to the Fourier transform, where

ν is the angular frequency and|νTs| < π in order to avoid aliasing. The frequency response

of a LTI system is the Fourier transform of the impulse response. In general, knowledge of the

magnitude of the frequency response does not provide any information about the phase of the

frequency response. However, for the so-called minimum-phase systems, the frequency-response

magnitude specifies the phase uniquely, and the frequency-response phase specifies the magnitude

to within a scale factor. A minimum-phase system is stable, causal and possess a rational system

function, i.e.,Hmin(z) can be written in the form presented in Eq.(D.4). Moreover, the inverse

system of a minimum-phase system — a system with system function Hmin(z)−1 — is also stable

and causal.

A nonminimum-phase LTI system that presents a rational system function can be represented

as the cascade combination of a minimum-phase system and an all-pass system. The latter is a

system for which the frequency-response magnitude is a constant. Hence,

H(z) = Hmin(z)Hap(z) (D.6)

whereHap(z) is the system function of the corresponding all-pass system.

Now, consider a stable and causal LTI system described by a rational functionHd(z). As-

sume that this system presents an undesirable frequency response so that it distorts the input signal.

The original signal can be recovered by processing the distorted signal with a compensating sys-

tem. Perfect compensation will be achieved if the system function of the compensating system is

Hd(z)−1. However, if the compensating system is required to be stable and causal, perfect compen-

sation will be achieved only ifHd(z) is a minimum-phase system. If not, application of Eq.(D.6)

yields
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Hd(z) = H
(d)
min(z)H(d)

ap (z) (D.7)

The functionsHd(z) andH
(d)
min(z) present the same frequency-response magnitude. Letting

the compensation filter be[H(d)
min(z)]−1, the resulting function that relates the original signal and the

recovered one is

H
(d)
min(z)H(d)

ap (z)
1

H
(d)
min(z)

= H(d)
ap (z) (D.8)

Then, the frequency-response magnitude is exactly compensated, whereas the phase response

is modified according toH(d)
ap (eινTs) so that phase distortion takes place. However, ifH

(d)
ap (eινTs) is

a linear-phase system, i.e., if

H(d)
ap (eινTs) = e−ινTsnd (D.9)

then the effect of this system is a simple time shift ofnd samples, which corresponds to introduce

a delay ofTsnd. Therefore, an all-pass system with a linear phase responseis acceptable in many

applications.
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