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Introduction

Cosmologists have always had their eyes in the sky. However, even the biggest telescopes cannot unveil
all the mysteries of the universe, and sooner or later, they have to put their feet back on the ground,
and simulate what observations cannot provide. As research advances, newer and more accurate models
appear. They need to be challenged, compared to real observations. Adding precision, or simulating
bigger and bigger parts of the universe requires a lot of computing power that no current computer can
provide on its own.

So scientists first thought about creating massively parallel computers, known as supercomputers,
composed of thousands of identical processors interconnected by a dedicated and high speed network.
Then appeared loosely coupled, but identical machines, grouped into clusters, which was a cheaper
solution than supercomputers. Finally, the creation of wide area networks allowed the aggregation of
heterogeneous resources distributed around the world, into what is called a grid. More recently, the grid
evolved, thanks to virtualization techniques, into the cloud.

The emergence of grid computing has been highly beneficial for many research domains, as it provides
a large amount of computing power. Sadly, using such an environment is not as straightforward as it
should be.

From Observations to Simulations

People have always been fascinated by the night sky and its million tiny dots of light. Study of the
universe goes back in time. Already during Classical Antiquity, the Milky Way and movement of the
planets were studied. However, the real breakthroughs in this domain appeared with the creation of new
observation instruments. Thus, in 1610 Galileo Galilei, with the help of his new terrestrial telescope,
discovered three of Jupiter’s four largest satellites. Thereon, the instruments became more and more
accurate. In 1845, Lord Rosse constructed a new telescope and was able to distinguish between elliptical
and spiral nebulae. However, even if these tools become more powerful, and bring light upon unanswered
questions, they also show the limitation of the current cosmological models.

In 1934, Fritz Zwicky observed that the orbital velocities of seven galaxies in the Coma cluster
did not follow the theoretical predictions. The galaxies appeared 400 times “heavier” than what was
observable. He postulated the existence of an invisible matter, which will be called Dark Matter. This
theory is somewhat forgotten until the 1970s, when new observations made by Vera Rubin endorse the
hypothesis of Fritz Zwicky. This theory is nowadays extensively studied, and large observational surveys
are conducted to try to determine the distribution of dark matter.

Dark matter has an important role in cosmological models, has it explains the manner large structures
and galaxies have been formed in the universe. However, as it cannot directly be observed, physicists
rely either on statistical observational data, or simulations. Cosmology based on simulations is a quite
recent field of research. A cosmological simulation amounts, neither more nor less, to evolving “all” the
particles of the universe, from the Big Bang, up until now. This involves solving complex equations,
that no human can do in a reasonable time. Thus, simulations are conducted on computers, either
large parallel computers, or on a grid of computers. For example, the Horizon Project [10] has executed
a 13.7 Gigayear long simulation, during which the evolution of 40963 dark matter particles has been
studied. This required the concurrent utilization of 6144 processors of the BULL supercomputer of the
CEA (French atomic energy commission) supercomputing center.
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INTRODUCTION ii

Cosmological simulations is only one among many examples of the usage of computing resources to
solve large scientific problems. Grid computing is nowadays widely used in heterogeneous domains such
as biology, cosmology, fluid mechanics, high energy physics, or climatology.

Dealing with Increasing Computational Needs

Despite the rapid increase of computational power available within each computer, a single machine
is soon no longer sufficient to run complex scientific applications. Coping with this problem has been the
center of interest of computer scientists for many years now. New technologies have been developed, and
computing resources became more accessible. The first step has been to gather several processors around
a central and unique memory shared by all processing units. The next step has been to group independent
computers into clusters, each processor having its own memory. Finally, arose Grid Computing, which
primary goal is to aggregate resources distributed around the world (belonging to public or private
institutions) through wide area networks, into a virtual entity called the grid, which could easily, and
hopefully transparently provide an “unlimited” computing power to end-users.

However, this attractive enormous amount of computing power available in grids is only the frontage
of a complex infrastructure. Reality is still far from this idealistic view expressed by Foster and Kessel-
man [95], where a computational grid would be as easy to use as the electrical power grid. Several
barriers need to be removed before achieving this transparency. Problems are present at several levels.
Among them, we find the problem of accessing resources through a middleware, whose goal is to grant or
deny access to users based on security policies, and to select resources that would best fit the users’ re-
quirements. Scheduling, whose goal is to efficiently organize computing jobs to avoid unfairness between
users, or ensure an efficient utilization of the platform, it also ensures that dependencies between jobs are
respected. Data management, whose goal is to store, replicate and move data on the platform according
to the needs, so as to provide good performances on the computations. Fault-tolerance, whose goal is
to provide recovery mechanisms and ensure service availability in case of crashes or failures, which are,
statistically, very likely to occur on very large and dynamic platforms such as grids. Scalability, whose
goal is to ensure that the growing number of users, jobs, and resources will not impact the efficiency of
the applications and the response time expected by the users.

Apart from the number of involved machines, and the fact that they are distributed at a very large
scale, the above mentioned problems are made even more complicated, and even sometimes intractable,
by one of the main characteristics of the grid, heterogeneity, in terms of hardware (processors’ computing
power, available memory and storage space, or network availability and performance), and in terms of
software (operating system, available libraries, or communication protocols).

All in all, these problems are related with the efficient management of both the platform and the jobs.
If for expert users using a grid can already be bothersome, it becomes a real challenge for users from
other domains such as biology, or physics. Seen from the users’ point of view, all the complexity should
be hidden, and only a few basic commands should be sufficient to submit jobs. From the administrators’
point of view, this requires an efficient deployment of the middleware in charge of the resources, its
constant adaptation to modifications, or errors occurring in the system, efficient scheduling techniques,
and finally an easy to use front end for the end-users.

Dissertation Organization

This dissertation is organized into four independent (but yet related) parts. They follow a common
goal which is to provide non-expert users an efficient and transparent way to access heterogeneous
and distributed computational resources. The first three parts are divided into two chapters each: a
chapter presenting the necessary background and related work, and a chapter explaining the problem
we are tackling along with the proposed solutions. The last part being on a more practical side, is only
composed of one chapter.

The first part of this dissertation deals with the problem of accessing resources. In Chapter 1, we
introduce grid computing, along with the means of accessing its computing power, i.e., middleware.
Cosmological simulations, just like any other scientific computation, need to rely on an effective and
transparent mean of accessing resources. The most scalable middleware rely on a hierarchical structure,
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Chapter 2 presents our solution to automatically determine the shape of a hierarchical middleware, such
that it provides the highest possible throughput of executed jobs, i.e., the maximum number of jobs
finished per time unit, when several applications are executed concurrently. As many different kinds
of computing platforms exist, we consider three cases which encompass all possibilities, namely: fully
homogeneous platforms, communication homogeneous/computation heterogeneous platforms, and fully
heterogeneous platforms. We provide heuristics based on linear programs, or on a genetic algorithm, and
compare the theoretical results with experiments conducted on a real platform.

In the second part, we address the problem of identifying groups of well connected nodes in a dynamic
and error prone network. The goal is to provide quality of service on the communication latency a request
sent to a middleware would undergo. We present in Chapter 3 general techniques for clustering a graph,
either in a centralized or in a distributed manner. We also present self-stabilization, which is a paradigm
for designing fault-tolerance and auto-adaptive algorithms. In Chapter 4, we tackle the problem of
grouping nodes of a weighted graph into clusters with bounded diameters. This clustering ensures that
the time to communicate between any two nodes within a cluster is bounded. Our solution is totally
distributed, and self-stabilizing under an unfair daemon.

The third part is dedicated to the scheduling of independent tasks on a platform composed of several
clusters. Chapter 5 gives background and related work on scheduling. As post-processing of cosmological
simulations can be seen as bags-of-tasks, which require to be efficiently scheduled on the grid. In
Chapter 6, we present our solution to schedule independent tasks on clusters which utilization is limited,
i.e., the computing power a user has access to on a period of time may not be the total available
computing power. We deal with this problem in two cases: when the tasks arrive all at the same time,
and when release dates are considered.

Finally, the last part of this dissertation presents a more practical aspect of our contribution, namely
the execution of cosmological simulations on a computational grid. We present a complete infrastructure
for easily accessing a grid, and submitting workflows of cosmological simulations. It relies on a web site
on the user side, that communicates with a middleware which is in charge of handling the workflows.
The communications are also being taken care of when firewalls prevent direct communications between
nodes.
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Chapter 1

Preliminaries on Grid Computing

In this chapter, we give information and related work required as a background to understand the
first part of this dissertation on the deployment of a Grid-RPC middleware. We first present, in the next
section, the concept of Grid Computing: we recall the definition of a Grid, and give examples of several
projects providing computing infrastructures. In Section 1.2, we give an overview of the existing grid
middleware, i.e., means of accessing grids computing power. We particularly focus on one simple and yet
efficient approach to build grid middleware: the Grid-RPC approach, and we present the architecture
of one of its implementation: the Diet middleware. Finally, we present in Section 1.3, related work on
the problems we are addressing in the next chapter, as well as optimization techniques we make use of.

1.1 Grid Computing

Molecular biology, astrophysics, high energy physics, those are only a few examples among the nu-
merous research fields that have needs for tremendous computing power, in order to execute simulations,
or analyze data. Increasing the computing power of the machines to deal with this endlessly increasing
needs has its limits. The natural evolution was to divide the work among several processing units. Par-
allelism was first introduced with monolithic parallel machines, but the arrival of high-speed networks,
and especially Wide Area Network (WAN) made possible the concept of clusters of machines, which were
further extended to large scale distributed platforms, leading to a new field in computer science, grid
computing.

The first definition of a grid has been given by Foster and Kesselman in [95]. A grid is a distributed
platform which is the aggregation of heterogeneous resources. They do an analogy with the electrical
power grid. The computing power provided by a grid should be transparently made available from
everywhere, and for everyone. The ultimate purpose is to provide to scientific communities, governments
and industries an unlimited computing power, in a transparent manner. This raised lots of research
challenges, due to the complexity of the infrastructure. Heterogeneity is present at all levels, from the
hardware (computing power, available memory, interconnection network), to the software (operating
system, available libraries and software), via the administration policies.

From this definition, several kinds of architectures were born. One of the most commonly used
architecture, referred to as remote cluster computing, is composed of the aggregation of many networked
loosely coupled computers, usually those computers are grouped into clusters of homogeneous and well
connected machines. These infrastructures are often dedicated to scientific or industrial needs, and
thus provide large amount of computing resources, and a quite good stability. Users from multiple
administrative domains can collaborate and share resources by creating a Virtual Organization (VO): a
VO grants access to a subset of available machines, to a group of users.

We will now present several grid projects, as well as examples of applications that require huge
amounts of computing power, and which can make the most of distributed infrastructures.

3
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1.1.1 Examples of Grid Infrastructures

In this section, we choose to present six national or international grid infrastructures, which are
representative of existing platforms. We divide them into two categories: research and production grids.
Research grids aim at providing a platform to computer scientists, so that they can compare their
theoretical research with real executions in a controlled environment. Whereas production grids are
stable environment aiming at executing applications for other research fields.

Research grids

ALADDIN-Grid’5000 [51] is a French project, supported by the French ministry of research, re-
gional councils, INRIA, CNRS and universities, whose goal is to provide an experimental testbed for
research on Grid computing since 2003. It provides a nation wide platform, distributed on 9 sites,
containing more than 6,200 cores on 30 clusters. All sites are interconnected through 10Gb/s links,
supported by the Renater Research and Educational Network [21]. As grids are complex environments,
researchers needed an experimental platform to study the behavior of their algorithms, protocols, etc.
The particularity of Grid’5000 is to provide a fully controllable platform, where all layers in the grid
can be customized: from the network to the operating systems. It also provides an advanced metrology
framework for measuring data transfer, CPU, memory and disk consumption, as well as power consump-
tion. This is one of the most advanced research grids, and has served as a model and starting point for
building other grids such as the American project FutureGrid. Grid’5000 has also already been intercon-
nected with several other grids such as DAS-3 [4] in the Netherlands, and NAREGI [16] in Japan, and
future new sites will be connected outside France such as in Brazil and Luxembourg.

FutureGrid [7] is a recent American project, started in October 2009, mimicking Grid’5000 infrastruc-
ture. FutureGrid’s goal is to provide a fully configurable platform to support grid and cloud researches.
It contains about 5,400 cores present on 6 sites in the USA. One of the goals of the project is to un-
derstand the behavior and utility of cloud computing approaches. The FutureGrid will form part of
National Science Foundation’s (NSF) TeraGrid high-performance production grid, and extend its cur-
rent capabilities by allowing access to the whole grid infrastructure’s stack: networking, virtualization,
software, . . .

OneLab [17] is a European project, currently in its second phase. The first phase, from September
2006 to August 2008, consisted in building an autonomous European testbed for research on the future
Internet, the resulting platform is PlanetLab Europe [20]. In its second phase, until November 2010,
the project aims at extending the infrastructure with new sorts of testbeds, including wireless (NITOS),
and high precision measurements (ETOMIC) testbeds. It also aims at interconnecting PlanetLab Europe
with other PlanetLab sites (Japan, and USA), and other infrastructures. PlanetLab hosts many projects
around Peer-to-Peer (P2P) systems. P2P technologies allow robust, fault tolerant tools for content
distribution. They rely on totally decentralized systems in which all basic entities, called peers, are
equivalent and perform the same task. Though initially outside the scope of grid computing, P2P has
progressively gained a major place in grid researches. This convergence between P2P systems and grid
computing has been highlighted in [94].

Production grids

EGEE (Enabling Grids for E-sciencE) [5] is a project started in 2004 supported by the European
Commission. It aims at providing researchers in academia or business, access to a production level Grid
Infrastructure. EGEE has been developed around three main principles: (i) provide a secured and robust
computing and storage grid platform, (ii) continuous improvement of software quality in order to provide
reliable services to end-users, and (iii) attract users from both the scientific and industrial community. It
currently provides around 150,000 cores spread on more than 260 sites in 55 countries, and also provides
28 petabytes of disk storage and 41 petabytes of long-term tape storage, to more than 14,000 users.
Whereas the primary platform usage mainly focused on high energy physics and biomedical applications,
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there are now more than 15 application domains that are making use of EGEE platform. Since the end
of April 2010, the EGEE project is no longer active. The distributed computing infrastructure is now
supported by the European Grid Infrastructure, EGI [6].

TeraGrid [23] is an American project supported by the NFS. It is an open production and scientific
grid federating eleven partner sites to create an integrated and persistent computational resource. Sites
are interconnected through a high speed dedicated 40Gb/s network. Available machines are quite het-
erogeneous, as one can find clusters of PCs, vectorial machines, parallel SMP machines or even super
calculators. On the whole, there are more than a petaflop of computing capability and more than 30
petabytes of online and archival data storage available to industrials and scientists.

World Community Grid [25] is a project initiated and supported by IBM. This system, contrary
to previously presented projects, does not rely on federation of dedicated resources, but on federation
of individual computers that individuals are willing to share for research. This type of platform is
quite different from dedicated computing platforms, as there is no dedicated network, and computing
resources cannot be reliable as usually computations only take place when the computer goes to sleep,
i.e., when the user does not use it. The researches done on the World Community Grid are mainly
medical researches. On its current state, there are about 506,000 users who provide a total of 1,505,860
machines. This platform belongs to another branch of grid computing: desktop computing, also known
as volunteer computing. It relies on the principle that personal computers (PCs) sold to the public are
nowadays quite powerful, but rarely used to their full capabilities: most of the time, the owners leave their
computers into an idle state. Thus, arose in the 1990s the idea to use cycle stealing on those computers
to make useful research, with two main projects: Great Internet Mersenne Prime Search in 1996, followed
by Distributed.net in 1997. The idea is to use the idle time of PCs connected to the Internet, to run
research software. As the performance of PCs and the number of users keeps on increasing, the available
computing power allows to solve huge problems.

Using such above mentioned platforms to solve large problems ranging from numerical simulations
to life science is nowadays a common practice [45, 95]. We will now give examples of such applications
ported on a grid.

1.1.2 What Kind of Applications do we Find in Grid Computing?

Grid infrastructures can be used to solve many types of problems. An application can be computation
intensive if it requires lots of computations, or I/O intensive if it requires lots of Input/Output operations;
it can also be sequential if it needs to be executed on a single processor, or on the contrary parallel if it
runs on several processors. Thus, Grid Computing can in fact encompasses many a research field, and
many applications (or services) are available. We now present some of the commonly found applications
on grid infrastructures.

Lots of simulations such as acoustics and electromagnetics propagation or fluid dynamics can be
represented as a set of linear equations stored in very large, but sparse, matrices. Several sparse matrix
solvers [30, 74] can also be executed on grid infrastructures. When not relying on linear equations, prob-
lems can also be represented by differential equations, which require a different solving approach. A widely
used method is adaptive mesh refinement (AMR), such as in universe formation simulations [110, 131, 160]
(we study such cosmological simulations in Part IV of this dissertation), or climate predictions [85].

Bioinformatics researches use different approaches in order to discover for example new proteins.
Some rely on docking techniques [82], or on comparison of DNA sequences with large databases by using
BLAST [29] (Basic Local Alignment Search Tool). Many researches in bioinformatics are realized thanks
to the World Community Grid, such as discovering dengue drugs, help find a cure to muscular dystrophy,
cancers or even AIDS.

High energy physics is one of the most data and computation consuming research field. The LHC
(Large Hadron Collider) [13] is the world’s largest and highest-energy particle accelerator. At full oper-
ation intensity, the LHC can produce roughly 15 Petabytes of data annually. The data analysis is then
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realized thanks to the Worldwide LHC Computing Grid project (WLCG) [24] which federates more than
100,000 processors from over 130 sites in 34 countries.

Finally, scientific computing often relies on matrices manipulations. Several linear algebra libraries
are thus available either to be integrated directly within an application, or to be remotely called. Among
those, we can cite BLAS [84], LAPACK [35] and ScaLAPACK [49], or the SL3 library [153] from
SUN. These libraries provide basic linear algebra subroutines, matrix factorizations, eigenvalues compu-
tations. . .

All these techniques and domains of applications are of course only a small subset of what can be
found in grid computing.

1.2 Accessing Grid Computing Power

1.2.1 Grid Middleware

Hiding the complexity and heterogeneity of a grid, and providing a transparent access to resources
and services is the aim of software tools called middleware. A middleware is a layer between the end-user
software, and the services and resources of the grid. Its main goals are to provide data management,
service execution, monitoring, and security. Two of the most important grid middleware are gLite [121],
which is part of the EGEE project, and Globus Toolkit [93]. Both are toolkits aiming at providing a
framework for easing the building of grid applications. We can also cite BOINC [33], which is specifically
targeted for volunteer computing.

The Grid-RPC Approach

Among grid middleware, a simple, yet efficient approach to provide transparent and productive access
to resources consists in using the classical Remote Procedure Call (RPC) method. This paradigm allows
an object to trigger a call to a method of another object wherever this object is, i.e., it can be a local
object on the same machine, or a distant one. In this latter case the communication complexity is hidden.
Many RPC implementations exists. Among those, CORBA [134] and Java RMI [152] are the most used.

Several grid middleware [57] are available to tackle the problem of finding services available on
distributed resources, choosing a suitable server, then executing the requests, and managing the data.
Several environments, called Network Enabled Servers (NES) environments [125], have been proposed.
Most of them share in common a three main components design: clients which are applications that use
the NES infrastructure, agents which are in charge of handling the clients’ requests (scheduling them)
and of finding suitable servers, and finally computational servers which provide computational power to
solve the requests. Some of the middleware only rely on basic hierarchies of elements, a star graph, such
as NetSolve/GridSolve [63, 170], Ninf-G [154], OmniRPC [145] and SmartGridRPC [53]. Others, in order
to divide the load at the agents level, can have a more complex hierarchy shape such as WebCom-G [129]
and Diet [59].

RPC has been specialized in the context of grid computing and gave birth to the Grid-RPC [146],
thanks to the Open Grid Forum [18]. The Grid-RPC working group from the Open Grid Forum defined a
standard Grid-RPC API [157], which allows clients to write their applications regardless of the underlying
middleware. Currently, only five NES environments implement this standard API: GridSolve, Ninf-G,
OmniRPC, SmartGridRPC, and Diet.

The Diet Middleware

As this dissertation mainly focuses on the Diet middleware, we now present its architecture.
Diet is based on the client-agent-server model. The particularity of Diet is that it allows a hierarchy

of agents to distribute the scheduling load among the agents. A Diet hierarchy, as presented in Figure 1.1,
starts with a Master Agent (MA). This is the entry point, every request has to flow through the MA. A
client contacts the MA via the CORBA naming service. The MA can then rely on a tree of Local Agents to
forward the requests down the tree until they reach the servers. An agent has essentially two roles. First
it forwards incoming requests, and then it aggregates the replies and does partial scheduling based on
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some scheduling policy (shortest completion time first, round-robin, heterogeneous earliest finish time,
. . . ) Finally, at the bottom of the hierarchy are the computational servers. They are hidden behind
Server Daemons (SeDs). A SeD encapsulates a computational server, typically on a single computer,
or on the gateway of a cluster. A SeD implements a list of available services, this list is exposed to the
parent of the SeD in the Diet hierarchy. A SeD also provides performance prediction metrics which are
sent along with the reply whenever a request arrives. These metrics are the building blocks for scheduling
policies.

As the MA is the only entry point of the hierarchy, it could become a bottleneck. Thus, to cope with
this problem, several Diet hierarchies can be deployed alongside, and interconnected using CORBA
connections.
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Figure 1.1: Diet middleware architecture.

1.2.2 Deployment Software

Another concern is how an element is “really” deployed: how the binaries and libraries are sent to the
relevant machines, and how they are remotely executed? This problem appears whenever an application
needs to be remotely executed: how is it deployed? We can discern three kinds of deployments. The
lowest level one consists in deploying system images, i.e., installing a new operating system along with
relevant software on a machine. This process requires to be able to distantly reboot the node and install
whole system image on it. Kadeploy [12] is an example of software to deploy system images on grid
environments. At an intermediary level, we find the deployment of virtual machines, which basically
consists in deploying a system on top of another system. Several virtual machines can then be hosted
by a single physical machine. This kind of deployment offers different levels of virtualization, as it
can either just virtualize the system without hiding the hardware, or it can emulate another kind of
hardware. We can cite Xen [38] and QEMU [43] as examples. Finally, the last level of deployment is
software deployment. It consists in installing, configuring and executing a piece of software on resources,
on top of an already existing operating system.

Deployment is particularly relevant for Grid-RPC middleware, as the deployment needs to be coordi-
nated (servers need to be launched once the agents are ready), and many elements need to be deployed (an
agent and/or server per machine). Moreover, some deployment software provide autonomic management,
which can be of great help when managing a platform over a long period. Several solutions exists. They
range from application specific to totally generic software. ADAGE [119, 120] is a generic deployment
software. It relies on modules specific for each software deployment. Its design decouples the description
of the application from the description of the platform, and allows specific planning algorithms to be
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plugged-in. ADAGE is targeted towards static deployment (i.e., “one-shot” deployment with no fur-
ther modifications), it can however be used in conjunction with CoRDAGe [69] to add basic dynamic
adaptations capabilities. ADEM [108] is a generic deployment software, relying on Globus Toolkit. It
aims at automatically installing and executing applications on the Open Science Grid (OSG), and can
transparently retrieve platform description and information. DeployWare [91, 92] is also a generic de-
ployment software, it relies on the Fractal [137] component model. Mapping between the components
and the machines has to be provided, as no automatic planning capabilities are offered. GoDiet [58] is a
tool specifically designed to deploy the Diet middleware. An XML file containing the whole deployment
has to be provided. TUNe [54] is a generic autonomic deployment software. Like DeployWare, it also
relies on the Fractal component model. TUNe targets autonomic management of software, i.e., dynamic
adaptation depending on external events. Sekitei [114] is not exactly a “deployment software”, as it
only provides an artificial intelligence algorithm to solve the component placement problem. It is meant
to be used as a mapping component for other deployment software. Finally, Weevil [162, 163] aims at
automating experiment processes on distributed systems. It allows application deployment and workload
generation for the experiments. However, it does not provide automatic mapping.

Apart from the installation and the execution of the software itself, which has been a well studied
field, another important point is the planning of the deployment, i.e., the mapping between the software
elements, and the computational resources. Whereas deployment software can cope with the installation
and execution part, very few propose intelligent planning techniques. Thus the need for proposing
planning algorithms.

1.3 Concerning Deployment

In this section, we present some related work on middleware modelization and evaluation, as well
as two optimization techniques used in our approach to solve the problem of deploying a Grid-RPC
middleware.

1.3.1 Middleware Models and Evaluations

The literature does not provide much papers on the modelization and evaluation of distributed mid-
dleware systems. In [155], Tanaka et al. present a performance evaluation of Ninf-G. However, no
theoretical model is given. In [68], P.K. Chouhan presents a model for hierarchical middleware, and
algorithms to deploy a hierarchy of schedulers on cluster and grid environments. She also compares the
models with the Diet middleware. She models the maximum throughput of the middleware when it
works in steady-state, meaning that only the period when the middleware is fully loaded is taken into
account, and not the periods when the workload initially increases, or decreases in the end. However, a
severe limitation in this latter work is that only one kind of service could be deployed in the hierarchy.
Such a constraint is of course not desirable, as nowadays many applications rely on workflows of differ-
ent services. Hence, the need to extend the previous models and algorithms to cope with hierarchies
supporting several services.

Several works have also been conducted on CORBA-based systems. Works on throughput, latency
and scalability of CORBA have been conducted [101, 102], or even on the ORB architecture [27]. Several
CORBA benchmarking frameworks have been proposed [55], and some web sites also propose benchmarks
results, see for example [142]. These benchmarks provide low level metrics on CORBA implementations,
such as consumed memory for each data type, CPU usage for each method call. Though accurate, these
metrics do not fit in our study, which aims at obtaining a model of the behavior of Diet at a user level,
and not at the methods execution level.

1.3.2 Tools Used in our Approach

We now introduce two techniques used in the next chapter to solve the deployment planning problems.
The two methods show quite orthogonal ways of thinking. While linear programming aims at obtaining a
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solution to an optimization problem through exact resolution of a system of constraints, genetic algorithm
try to find a good solution through random searches and improvements.

Linear Programming

Linear Programming (LP) is a method for the optimization of a linear function (the objective func-
tion), subject to several constraints which can be represented as linear equalities or inequalities. More
formally, a linear programming problem can be stated in the following form:

Minimize (or maximize) c⊤x
Subject to Ax ≤ b

Where x is the vector containing the unknown factors (the variables), c and b are vectors containing
constant coefficients, and A is a matrix of known coefficients. When all variables can accept a range
of floating values, the problem can be solved in polynomial time using the ellipsoid or interior point
algorithms. However, if the unknown variables are all required to be integers, we then talk about Integer
Linear Programming (ILP), and the optimization problem becomes NP -hard.

Such a technique is widely used, for example for scheduling problems, in operations research, or in
our case deployment planning. There exists several software to solve LP problems, such as GNU Linear
Programming Kit (GLPK) [8], ILOG CPLEX [11], or lpsolve [14].

Linear programming is used in the next chapter, in Sections 2.3 and 2.4 to design planning algorithms
for hierarchical middleware on homogeneous platforms, and communication homogeneous / computation
heterogeneous platforms.

Genetic Algorithm

Genetic Algorithms [126] are part of what are called meta-heuristics such as tabu search, hill climbing,
or simulated annealing. More precisely genetic algorithms are evolutionary heuristics. Genetic algorithms
were invented by John Holland in the 1970s [107], and are inspired by Darwin’s theory about evolution.
The idea is to have a population of abstract representations (called chromosomes or the genotype of the
genome) of candidate solutions (called individuals) to an optimization problem evolve towards better
solutions. Starting from a random initial population, each step consists in stochastically selecting in-
dividuals from the current population (based on their fitness, i.e., their score towards the optimization
goal), modifying them by either combining them (using techniques similar to natural crossovers) or mu-
tating them (randomly modifying the chromosomes), before injecting them into a new population, which
in turn is used for the next iteration of the algorithm. Usually, this process is stopped after a given
number of iterations, or once a particular fitness is attained.

There exists quite a lot of parallel distributed evolutionary algorithms and local search frameworks,
such as DREAM [36], MAFRA [116], MALLBA [28], and ParadisEO [56].

A genetic algorithm is used in the next chapter, in Section 2.5 for designing a planning algorithm for
hierarchical middleware on heterogeneous platform.
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Chapter 2

Middleware Deployment

As already mentioned in Chapter 1, “the word Grid is used by analogy with the electric power grid,
which provides pervasive access to electricity and has had a dramatic impact on human capabilities and
society,” (I. Foster in [95]). Though this may have become more or less true for the end-users of the
Grid (apart from the fact that I still do not know how to plug my programs as easily as I plug my coffee
machine), administrators or service providers still have to deploy the infrastructure, the middleware and
the services. End-users can rely on high-level tools (web pages, integrated environments, etc.) to submit
their jobs, but what about the underlying middleware that has to schedule them? How many machines
are necessary to support the load incurred by the clients? Has the middleware to be centralized or
distributed in order to cope with the scheduling load?

In this chapter 1, we deal with the problem of deploying a hierarchical grid middleware. We do not
address the “practical” problem of how to deploy and execute the binaries, this has been extensively
studied, and several deployment software are freely available (see previous chapter). Instead, we con-
centrate on determining what is the best mapping of the middleware on the available resources to fulfill
users’ requirements. This problem is twofold: we first need to model the behavior of the middleware,
then, as we are dealing with hierarchical middleware, we need to determine jointly the shape of the
hierarchy, and the mapping of this hierarchy on the nodes. Platforms can also be of different “flavors”:
homogeneous or heterogeneous. All in all, four problems are addressed in this chapter:

1. Modelization. We provide a model for hierarchical Grid-RPC middleware. It is an extension of
the one presented in [68], in that it takes into account several services.

2. Homogeneous platform. This is the simplest platform we can deal with: all nodes have the
same characteristics, and are interconnected with links which also have the same characteristics.
This model reflects the common case of cluster computing.

3. Computation heterogeneous platform. Going a step further in this model, we consider that
nodes can have different characteristics, even though the interconnection links remain homogeneous.
This reflects the case where several machines share the same network: for example clusters that
are linked altogether, or company desktop computers.

4. Heterogeneous platform. The last step is of course the case where every machine, and every
link can have its own characteristics. This is the typical grid computing case.

The rest of this chapter is organized as follows. In Section 2.1, we give the assumptions made on
both the platform and the middleware. Then, in Section 2.2 we give a generic model for predicting
the performance of a hierarchical middleware deployed with several services. We tackle the problems of
deploying the middleware on three different types of platforms in Sections 2.3 (homogeneous platform),
2.4 (computation heterogeneous platform), and 2.5 (heterogeneous platform). For each of those, we
present an algorithm and experimental results. Finally, we present parameters influencing the middleware
performance in Section 2.6.

1. The work presented in this chapter has been published in international conferences [CDD10a] and [CDD10b].
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2.1 Model Assumptions

2.1.1 Request Definition

Clients use a 2-phases process to interact with a deployed hierarchy. They submit a scheduling request
to a Master Agent to find a suitable server in the hierarchy (scheduling phase), and then submit a service
request (job) directly to the server (service phase). A completed request is one that has completed both
the scheduling and service request phases and for which a response has been returned to the client. The
throughput of a service is the number of completed requests per time unit the system can offer. We
consider that a set R of services has to be available in the hierarchy. And that for each service i ∈ R,
the clients aim at attaining a throughput ρ∗

i of completed requests per second.
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(a) Scheduling phase
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(b) Service phase

Figure 2.1: Scheduling and service phases.

Figure 2.1 presents the scheduling and service phases. The example shows the following steps:

1. the client sends a request of type i (i = 2 in Figure 2.1);

2. the request is forwarded down the hierarchy, but only to the sub-hierarchy that knows service i;

3. the SeDs perform performance predictions, and generate their response;

4. responses are forwarded up the hierarchy, and “sorted”, i.e., the best choice is selected at each
agent level;

5. the scheduling response is sent back to the client (the response contains a reference to the selected
server);

6. the client sends a service request directly to the selected server;

7. the server runs the application and generates the results;

8. the results are directly sent back to the client.

2.1.2 Resource Architecture

We consider the problem of deploying a middleware on a fully connected platform G = (V, E, W, B):
V is the set of nodes, E is the set of edges, wj ∈ W is the processing power in Mflops/s of node j,
and the link between nodes j and j′ has a bandwidth Bj,j′ ∈ B in Mbit/s. We do not take into account
contentions in the network. We also denote by N = |V | the number of nodes.

Remark. We consider that whatever the node they are running on, services and agents require a constant
amount of computation, i.e., we consider the case of uniform machines where the execution time of an
application on a processor is equal to a constant only depending on the machine, multiplied by a constant
only depending on the application.
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2.1.3 Deployment Assumptions

We consider that at the time of deployment we do not know the clients’ locations, or the characteristics
of the clients’ resources. Thus, clients are not considered in the deployment process and, in particular,
we assume that the set of computational resources used by clients is disjoint from V , and that we will
not consider client/servers direct communications in our model (phases 6 and 8 in Figure 2.1). This
corresponds to the case where data required for the services is already present in the platform, and does
not need to be sent by the clients. A valid deployment will always include at least the root-level agent
and one server per service i ∈ R. Each node v ∈ V can be assigned either as a server for any kind of
service i ∈ R, or as an agent, or left idle. Thus with |A| agents, |S| servers, and |V | total resources,
|A|+ |S| ≤ N .

2.1.4 Objective

We consider that we work in steady-state. The platform is loaded to its maximum. Thus, we do not
take into account phases when only a few clients are submitting requests to the system, but only the
phase where the clients submit as many requests as the middleware is able to cope with.

As we have multiple services in the hierarchy, our goal cannot be to maximize the global throughput
of completed requests regardless of the kind of services, this would lead to favor services requiring only
small amounts of computing power to schedule and to solve them, and with few communications. Hence,
our goal is to obtain, for each service i ∈ R, a throughput ρi such that all services receive almost the
same obtained throughput to requested throughput ratio: ρi

ρ∗

i

, of course we try to maximize this ratio,
while having as few agents in the hierarchy as possible, so as not to use more resources than necessary.

2.2 Servers and Agents Models

2.2.1 “Global” Throughput

For each service i ∈ R, we define ρschedi
to be the scheduling throughput for requests of type i offered

by the platform, i.e., the rate at which requests of type i are processed by the scheduling phase. We
define as well ρservi

to be the service throughput.

Lemma 2.1. The completed request throughput ρi of type i of a deployment is given by the minimum of
the scheduling and the service request throughput ρschedi

and ρservi
.

ρi = min {ρschedi
, ρservi

}

Proof. A completed request has, by definition, completed both the scheduling and the service request
phases, whatever the kind of request i ∈ R.

Case 1: ρschedi
≥ ρservi

. In this case, requests are sent to the servers at least as fast as they can be
processed by the servers, so the overall rate is limited by ρservi

.
Case 2: ρschedi

< ρservi
. In this case, the servers process the requests faster than they arrive. The

overall throughput is thus limited by ρschedi
. �

Lemma 2.2. The service request throughput ρservi
for service i increases as the number of servers

included in a deployment and allocated to service i increases.

2.2.2 Hierarchy Elements Model

We now describe the model of each element of the hierarchy. We consider that a request of type i is
sent down a branch of the hierarchy, if and only if service i is present in this branch, i.e., if at least a
server of type i is present in this branch of the hierarchy. Thus a server of type i will never receive a
request of type i′ 6= i. Agents won’t receive a request i if no server of type i is present in its underlying
hierarchy, nor will it receive any reply for such a type of request. This is the model used by Diet.
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Server model

We define the following variables for the servers. wprei
is the amount of computation in MFlops

needed by a server of type i to predict its own performance when it receives a request of type i from
its parent. Note that a server of type i will never have to predict its performance for a request of type
i′ 6= i as it will never receive such a request. wappi

is the amount of computation in MFlops needed by a
server to execute a service. mreqi

is the size in Mbit of the messages forwarded down the agent hierarchy
for a scheduling request, and mrespi

the size of the messages replied by the servers and sent back up the
hierarchy. Since we assume that only the best server is selected at each level of the hierarchy, the size of
the reply messages does not change as they move up the tree. Figure 2.2 presents the server model.
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Figure 2.2: Server model parameters.

Server computation model. We suppose that a deployment with a set of servers Si completes Ni

requests of type i in a given time frame. Si being the set of nodes capable of computing requests of type
i. Then, each server j ∈ Si will complete N j

i such that:
∑

j∈Si

N j
i = Ni (2.1)

On average, each server j has to do a prediction for Ni requests, and complete N j
i service requests

during the time frame. Let T
serverj
compi be the time taken by the server j ∈ Si to compute N j

i requests and
predict Ni requests. We have the following equation:

T serverj
compi

=
wprei

.Ni + wappi
.N j

i

wj

(2.2)

Now let’s consider a time step T during which Ni requests are completed. On this time step, we have:

∀i ∈ R, ∀j ∈ Si, T =
wprei

.Ni + wappi
.N j

i

wj

(2.3)

From (2.3), we can deduce the number of requests computed by each server j ∈ Si for all type of
requests i ∈ R:

N j
i =

T.wj − wprei
.Ni

wappi

(2.4)

From equations (2.1) and (2.4), we can rewrite the time taken by the Si servers to process Ni requests
of type i:

∑

j∈Si

N j
i =

∑

j∈Si

T.wj − wprei
.Ni

wappi

Ni = T ×

∑

j∈Si
wj

wappi

(

1 +
∑

j∈Si

wprei

wappi

)

Ni = T ×

∑

j∈Si
wj

wappi
+ |Si| .wprei

T = Ni ×
wappi

+ |Si| .wprei
∑

j∈Si
wj

(2.5)
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Hence the average computation time for one request of type i:

T server
compi

=
wappi

+ |Si| .wprei
∑

j∈Si
wj

(2.6)

and the computation throughput for service i:

ρcomp
servi

=

∑

j∈Si
wj

wappi
+ |Si| .wprei

(2.7)

Server communication model. A server of type i needs, for each request, to receive the request,
and then to reply. Hence Equations (2.8) and (2.9) represent respectively the time to receive one request
of type i, and the time to send the reply to its parent.

Communications time depends on the shape of the hierarchy, as the bandwidth is not the same over
the platform. Thus, we denote by f j

i the father of server j ∈ Si.
Let T

serverj
recvi be the receive time for one request of type i for server j ∈ Si:

T serverj
recvi

=
mreqi

B
j,f

j

i

(2.8)

Let T
serverj

sendi
be the reply time for one request of type i for server j ∈ Si:

T
serverj

sendi
=

mrespi

B
j,f

j

i

(2.9)

Service throughput. Let ρservi
be the service throughput. Concerning the machines model, and their

ability to compute and communicate, we consider the following models:
– Send or receive or compute, single port: a node cannot do anything simultaneously.

ρservi
=

1
maxj∈Si

{

T
serverj
recvi + T

serverj

sendi
+ T server

compi

} (2.10)

– Send or receive, and compute, single port: a node can simultaneously send or receive a message,
and compute.

ρservi
= min

{

1
maxj∈Si

{

T
serverj
recvi + T

serverj

sendi

} ,
1

T server
compi

}

(2.11)

– Send, receive, and compute, single port: a node can simultaneously send and receive a message,
and compute.

ρservi
= min

{

1
maxj∈Si

{

max
{

T
serverj
recvi , T

serverj

sendi

}} ,
1

T server
compi

}

(2.12)

Agent model

We define the following variables for the agents. wreqi
is the amount of computation in MFlops

needed by an agent to process an incoming request of type i. Let A be the set of agents. For a given
agent Aj ∈ A, let Chldj

i be the set of children of Aj having service i in their underlying hierarchy. Also,
let δj

i be a Boolean variable equal to 1 if and only if Aj has at least one child which knows service i in its

underlying hierarchy. wrespi

(∣

∣

∣
Chldj

i

∣

∣

∣

)

is the amount of computation in MFlops needed to merge the

replies of type i from its
∣

∣

∣
Chldj

i

∣

∣

∣
children. We suppose that this amount grows linearly with the number

of children. This assumption is reasonable as we consider that only the best server is chosen, thus this
work amounts to computing a maximum. Figure 2.3 presents the server model.

Our agent model relies on the underlying servers throughput. Hence, in order to compute the com-
putation and communication times taken by an agent Aj , we need to know both the servers throughput
ρservi

for each i ∈ R, and the children of Aj .
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Figure 2.3: Agent model parameters.

Agent computation model. Let T
agentj
comp be the time for an agent Aj to schedule all requests it

receives and forwards, when the servers provide a throughput ρservi
for each i ∈ R, it is given by

Equation (2.13).

T agentj
comp =

∑

i∈R ρservi
.δj

i .wreqi
+
∑

i∈R ρservi
.wrespi

(
∣

∣

∣
Chldj

i

∣

∣

∣

)

wj

(2.13)

Agent communication model. Agent Aj needs, for each request of type i, to receive the request and
forward it to the relevant children, then to receive the replies and forward the aggregated result back up
to its parent. We also need to take into account the variation in the bandwidth between the agent and
its children. Let f j be the father of agent Aj in the hierarchy. Equations (2.14) and (2.15) present the
time to receive and send all messages when the servers provide a throughput ρservi

for each i ∈ R.
Let T

agentj
recv be the receive time for agent Aj ∈ A:

T agentj
recv =

∑

i∈R

ρservi
.δj

i .mreqi

Bj,fj

+
∑

i∈R

∑

k∈Chld
j

i

ρservi
.mrespi

Bj,k

(2.14)

Let T
agentj

send be the send time agent Aj ∈ A:

T
agentj

send =
∑

i∈R

ρservi
.δj

i .mrespi

Bj,fj

+
∑

i∈R

∑

k∈Chld
j

i

ρservi
.mreqi

Bj,k

(2.15)

We combine (2.13), (2.14), and (2.15) according to the chosen communication / computation model
(similarly to Equations (2.10), (2.11), and (2.12)).

Lemma 2.3. The highest throughput a hierarchy of agents is able to serve is limited by the throughput
an agent having only one child of each kind of service can support.

Proof. The bottleneck of such a hierarchy is clearly its root. Whatever the shape of the hierarchy, at
its top, the root will have to support at least one child of each type of service (all messages have to go
through the root). As the time required for an agent grows linearly with the number of children (see
(2.13), (2.14) and (2.15)), having only one child of each type of service is the configuration that induces
the lowest load on an agent. �

2.3 Homogeneous Platform

We first consider a fully homogeneous, fully connected platform, i.e., all nodes’ processing power are
the same w, and all links have the same bandwidth B, see Figure 2.4.
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Figure 2.4: Homogeneous platform.

2.3.1 Model

As we consider a fully homogeneous platform, the equations for the model given in Section 2.2 can
be simplified.

Server model. Let’s consider that we have ni servers of type i, and that ni requests of type i are sent.
On the whole, the ni servers of type i require ni.wprei

+wappi

w
time units to serve the ni requests: each

server has to compute the performance prediction ni times, and serve one request. Hence, on average,
the time to compute one request of type i is given by Equation (2.16).

T server
compi

=
wprei

+ wappi

ni

w
(2.16)

Thus, the service throughput for requests of type i is given by the following formula, note that ρcomp
servi

is the service throughput without taking into account communications:

ρcomp
servi

=
w

wprei
+ wappi

ni

(2.17)

The communication model does not change. We only use B for the bandwidth.

Agent model. The agent computation model stays the same, we only use w for the computation power.
However, the communication model can be slightly simplified. Equations (2.18) and (2.19) respectively
present the receive and sent time for an agent.

T agentj
recv =

∑

i∈R ρservi
.δj

i .mreqi
+
∑

i∈R ρservi
.
∣

∣

∣
Chldj

i

∣

∣

∣
.mrespi

B
(2.18)

T
agentj

send =

∑

i∈R ρservi
.δj

i .mrespi
+
∑

i∈R ρservi
.
∣

∣

∣
Chldj

i

∣

∣

∣
.mreqi

B
(2.19)

Remark. Note that the above equations are consistent with the ones given in Section 2.2: if ∀j, j′ ∈
N , Bj,j′ = B and ∀j ∈ N , wj = w in the general case formulae (Section 2.2), then we end up with the
above formulae.

2.3.2 Automatic Planning

Given the models presented in the previous section, we propose a heuristic for automatic deployment
planning. The heuristic comprises two phases. The first step consists in dividing N nodes between the
services, so as to support the servers. The second step consists in trying to build a hierarchy, with the
|V | − N remaining nodes, which is able to support the throughput generated by the servers. In this
section, we present our automatic planning algorithm in three parts. We first present how the servers are
allocated nodes, then a bottom-up approach to build a hierarchy of agents, and finally in Section 2.3.3
we present the whole algorithm.



CHAPTER 2. MIDDLEWARE DEPLOYMENT 18

Servers’ repartition

The final goal of the deployment is to obtain for all services i ∈ R the same ratio ρi

ρ∗

i

. However, as
we try to build a hierarchy of agents being able to support the throughput offered by the servers, in the
end we will have ρi = ρservi

, ρservi
being the service throughput, as defined in Section 2.2.1. Thus, we

will try to have the same ρservi

ρ∗

i

ratio for all i ∈ R. Algorithm 2.1 presents a simple way of dividing
the available nodes to the different services. We iteratively increase the number of assigned nodes per
services, starting by giving nodes to the service with the lowest ρservi

ρ∗

i

ratio.

Algorithm 2.1 Servers’ repartition
Require: N : number of available nodes

Ensure: n: number of nodes allocated to the servers

1.1: S ← list of services in R

1.2: n← 0

1.3: repeat

1.4: i← first service in S

1.5: Assign one more node to i, and compute the new ρservi

1.6: n← n + 1

1.7: if ρservi ≥ ρ∗
i then

1.8: ρservi ← ρ∗
i

1.9: S ← S − {i}

1.10: end if

1.11: S ← Sort services by increasing
ρservi

ρ∗

i

1.12: until n = N or S = ∅

1.13: return n

Agents’ hierarchy

Given the servers’ repartition, and thus, the services’ throughput ρservi
, for all i ∈ R, we need to

build a hierarchy of agents that is able to support the throughput offered by the servers. Our approach
is based on a bottom-up construction. We first distribute some nodes to the servers. Then, with the
remaining nodes, we iteratively build levels of agents. Each level of agents has to be able to support
the load incurred by the underlying level. The construction stops when only one agent is enough to
support all the children of the previous level. In order to build each level, we make use of an integer
linear program (ILP): (LP1).

We first need to define a few more variables. Let k be the current level: k = 0 corresponds to the
server level. For i ∈ R let ni(k) be the number of elements (servers or agents) obtained at step k, which
know service i. For k ≥ 1, we recursively define new sets of agents. We define by Mk the number of
available resources at step k: Mk = M1 −

∑k−1
l=1

∑Ml

j=1 aj(l). For 1 ≤ j ≤Mk we define aj(k) ∈ {0, 1} to
be a Boolean variable stating whether or not node j is an agent in step k: aj(k) = 1 if and only if node
j is an agent in step k. For 1 ≤ j ≤Mk,∀i ∈ R, δj

i (k) ∈ {0, 1} defines whether of not node j has service
i in its underlying hierarchy in step k. At the server level, we have k = 0 (bottom of the hierarchy),
M0 is the number of nodes allocated to the servers. Then, δj

i (0) represents the fact that the node j is,
or is not, a server of type i, thus we have for 1 ≤ j ≤ M0,∀i ∈ R, δj

i (0) = 1 if and only if server j is
of type i, otherwise δj

i (0) = 0. Hence, we have the following relation: ∀i ∈ R, ni(k) =
∑Mk

j=1 δj
i (k). For

1 ≤ j ≤Mk,∀i ∈ R,
∣

∣

∣
Chldj

i (k)
∣

∣

∣
∈ N is as previously the number of children of node j which know service

i. Finally, for 1 ≤ j ≤ Mk, 1 ≤ l ≤ Mk−1 let cj
l (k) ∈ {0, 1} be a Boolean variable stating that node l in

step k − 1 is a child of node j in step k: cj
l (k) = 1 if and only if node l in step k − 1 is a child of node j

in step k.
Using linear program (LP1), we can recursively define the hierarchy of agents, starting from the

bottom of the hierarchy.
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Let’s have a closer look at (LP1). Lines (1), (2), and (3) only define the variables. Line (4) states
that any element in level k − 1 has to have exactly 1 parent in level k. Line (5) counts for each element
at level k, its number of children that know service i. Line (6) states that the number of children of j of
type i cannot be greater than the number of elements in level k − 1 that know service i, and has to be
0 if δj

i (k) = 0. The following two lines, (7) and (8), enforce the state of node j: if a node has at least
a child, then it has to be an agent (line (7) enforces aj(k) = 1 in this case), and conversely, if it has no
children, then it has to be unused (line (8) enforces aj(k) = 0 in this case). Line (9) states that at least
one agent has to be present in the hierarchy. Line (10) is the transposition of the agent model in the
send or receive or compute, single port model. Note that the other models can easily replace this model
in ILP (LP1). This line states that the time required to deal with all requests going through an agent
has to be lower than or equal to one second.

Finally, our objective function is the minimization of the number of agents: the equal share of obtained
throughput to requested throughput ratio has already been cared of when allocating the nodes to the
servers, hence our second objective that is the minimization of the number of agents in the hierarchy has
to be taken into account.

Minimize

Mk
∑

j=1

aj(k)

Subject to










































































































































































(1) 1 ≤ j ≤ Mk aj(k) ∈ {0, 1}

(2) 1 ≤ j ≤ Mk, ∀i ∈ R δ
j
i (k) ∈ {0, 1} and

∣

∣Chld
j
i (k)

∣

∣ ∈ N

(3) 1 ≤ j ≤ Mk,

1 ≤ l ≤ Mk−1 c
j

l (k) ∈ {0, 1}

(4) 1 ≤ l ≤ Mk−1

Mk
∑

j=1

c
j

l (k) = 1

(5) 1 ≤ j ≤ Mk, ∀i ∈ R
∣

∣Chld
j
i (k)

∣

∣ =

Mk−1
∑

l=1

c
j

l (k).δl
i(k − 1)

(6) 1 ≤ j ≤ Mk, ∀i ∈ R
∣

∣Chld
j
i (k)

∣

∣ ≤ δ
j
i (k).ni(k − 1)

(7) 1 ≤ j ≤ Mk, i ∈ R δ
j
i (k) ≤ aj(k)

(8) 1 ≤ j ≤ Mk aj(k) ≤
∑

i∈R

δ
j
i (k)

(9)

Mk
∑

j=1

aj(k) ≥ 1

(10) 1 ≤ j ≤ Mk

∑

i∈R
ρservi ×

(

δ
j
i (k).wreqi + wrespi

(
∣

∣Chld
j
i (k)

∣

∣

)

w
+

δ
j
i (k).mreqi +

∣

∣Chld
j
i (k)

∣

∣ .mrespi

B
+

δ
j
i (k).mrespi +

∣

∣Chld
j
i (k)

∣

∣ .mreqi

B

)

≤ 1

(LP1)

Note that (LP1) is presented for a sequential model. Constraint (10) in (LP1) can be adapted to fit
to computation/communication parallel model, or totally parallel model.

Remark. In order to improve the converge time to an optimal solution for linear program (LP1), we
can add the following constraint:

a1(k) ≥ a2(k) · · · ≥ aMk
(k) (2.20)

This states that only the first nodes can be agents. This prevents the solver from trying all swapping
possibilities when searching for a solution. We can safely add this constraint, as we suppose that we have
a homogeneous platform.
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2.3.3 Building the Whole Hierarchy

So far, we did not talk about the repartition of the available nodes between agents and servers. We
will now present the whole algorithm for building the hierarchy.

Maximum attainable throughput per service. Whatever the expected throughput for each service
is, there is a limit on the maximum attainable throughput. Given Equations (2.13), (2.18), and (2.19),
and the fact that a hierarchy must end at the very top by only one agent, the maximum throughput
attainable by an agent serving all kinds of services (which is the case of the root of the hierarchy), is
attained when the agent has only one child of each service (see Lemma 2.3). Hence, the maximum
attainable throughput for each service, when all services receive the same served to required throughput
ratio ρi

ρ∗

i

, from the agents’ point of view is given by linear program (LP2) which computes ρmax
servi

for i ∈ R,
the maximum attainable throughput for each service i that an agent can offer under the assumption that
all services receive an equal share.

Maximize µ
Subject to






































(1) ∀i ∈ R µ ≤
ρmax

servi

ρ∗
i

and µ ∈ [0, 1], ρmax
servi

∈ [0, ρ∗
i ]

(2) ∀i, i′ ∈ R
ρmax

servi

ρ∗
i

=
ρmax

servi′

ρ∗
i′

(3) 1 ≤ j ≤Mk

∑

i∈R ρmax
servi
×

(

wreqi
+ wrespi

w
+

2.mreqi
+ 2.mrespi

B

)

≤ 1

(LP2)

When building the hierarchy, there is no point in allocating nodes to a service i if ρservi
gets higher

than ρmax
servi

. Hence, whenever a service has a throughput higher than ρmax
servi

, then we consider that its
value is ρmax

servi
when building the hierarchy. Thus, lines 1.7 and 1.8 in Algorithm 2.1 become:

1.7: if ρcomp
servi

≥ min
{

ρ∗
i , ρmax

servi

}

then

1.8: ρservi ← min
{

ρ∗
i , ρmax

servi

}

1.9: end if

Building the hierarchy. Algorithm 2.2 presents how to build a hierarchy, it proceeds as follows. We
first try to give as many nodes as possible to the servers (line 2.4 to 2.7), and we try to build a hierarchy
on top of those servers with the remaining nodes (line 2.8 to 2.29). Whenever building a hierarchy fails,
we reduce the number of nodes available for the servers (line 2.28, note that we can use a binary search
to reduce the complexity, instead of decreasing one by one the number of available nodes). Hierarchy
construction may fail for several reasons: no more nodes are available for the agents (line 2.10), (LP1)
has no solution (line 2.12), or only chains of agents have been built, i.e., each new agent has only one
child (line 2.22). If a level contains agents with only one child, those nodes are set as available for the
next level, as having chains of agents in a hierarchy is useless (line 2.26). Finally, either we return a
hierarchy if we found one, or we return a hierarchy with only one child of each type i ∈ R, as this means
that the limiting factor is the hierarchy of agents. Thus, only one server of each type of service is enough,
and we cannot do better than having only one agent. Figure 2.5 presents an example of our bottom up
approach.

Correcting the throughput. Once the hierarchy has been computed, we need to correct the through-
put for services that were limited by the agents. Indeed, the throughput computed using (LP2) may
be too restrictive for some services. The values obtained implied that we had effectively an equal ratio
between obtained throughput over requested throughput for all services, which may not be the case if
a service requiring lots of computation is deployed alongside a service requiring very few computation.
Hence, once the hierarchy is created, we need to compute what is really the throughput that can be
obtained for each service on the hierarchy. To do so, we simply use our agent model, with fixed values
for ρservi

for all i ∈ R such that the throughput of i is not limited by the agents, and we try to maximize
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Figure 2.5: Bottom-up approach.

Algorithm 2.2 Build hierarchy
2.1: N ← |V | − 1 {One node for an agent, |V | − 1 for the servers}

2.2: Done← false

2.3: while N ≥ |R| and not Done do

2.4: Use Algorithm 2.1 to find the server repartition with N nodes

2.5: nbUsed← number of nodes used by Algorithm 2.1

2.6: M0 ← nbUsed

2.7: Set all variables: ni(0), aj(0), δj
i
(0), Chldj

i
(0) and cj

l
(0)

2.8: k ← 1

2.9: Mk ← |V | − nbUsed

2.10: while Mk > 0 and not Done do

2.11: Compute level k using linear program (LP1)

2.12: if level k could not be built (i.e., (LP1) failed) then

2.13: break

2.14: end if

2.15: nbChains← count the number of agents having only 1 child

2.16: availNodes←Mk

2.17: Mk ←
∑Mk

j=1
aj(k) {Get the real number of agents}

2.18: if Mk == 1 then

2.19: Done← true {We attained the root of the hierarchy}

2.20: break

2.21: end if

2.22: if nbChains == Mk−1 then

2.23: break{This means we added 1 agent over each element at level k − 1}

2.24: end if

2.25: k ← k + 1

2.26: Mk ← availNodes−Mk−1 + nbChains

2.27: end while

2.28: N ← nbUsed− 1

2.29: end while

2.30: if Done then

2.31: return the hierarchy built with (LP1) without chains of agents

2.32: else

2.33: return a star graph with one agent and one server of each type i ∈ R

2.34: end if

the values of ρservi
for all services that are limited by the agents. We use linear program (LP3) and

Algorithm 2.3 for this purpose.

Equation (1) states that µ is the minimum of all ratios, and that the value of ρmax
i cannot be greater

than the throughput that is offered at the server level ρservi
. The following equation, equation (2),

ensures that available bandwidth and computing power are not violated.
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Algorithm 2.3 Correct Throughput
3.1: RagLim ← i ∈ R such that service i is “agent limited”

3.2: Ag ← set of agents per level

3.3: while RagLim 6= ∅ do

3.4: µ, {ρmax
i } ← Solve linear program (LP3)

3.5: Find i ∈ RagLim such that µ =
ρmax

i

ρ∗

i

3.6: ρservi ← ρmax
i

3.7: RagLim ←RagLim − {i}

3.8: end while

Maximize µ
Subject to














































































































































(1) ∀i ∈ RagLim µ ∈ [0, 1], µ ≤
ρmax

i

ρ∗
i

and 0 ≤ ρmax
i ≤ ρservi

(2) ∀k,∀j ∈ Ag[k]
∑

i∈R−RagLim

ρservi
.
δj

i (k).wreqi
+
∣

∣

∣
Chldj

i (k)
∣

∣

∣
.wrespi

w
+

∑

i∈RagLim

ρmax
i .

δj
i (k).wreqi

+
∣

∣

∣
Chldj

i (k)
∣

∣

∣
.wrespi

w
+

∑

i∈R−RagLim

ρservi
.
δj

i (k).mreqi
+
∣

∣

∣
Chldj

i (k)
∣

∣

∣
.mrespi

B
+

∑

i∈RagLim

ρmax
i .

δj
i (k).mreqi

+
∣

∣

∣
Chldj

i (k)
∣

∣

∣
.mrespi

B
+

∑

i∈R−RagLim

ρservi
.
δj

i (k).mrespi
+
∣

∣

∣
Chldj

i (k)
∣

∣

∣
.mreqi

B
+

∑

i∈RagLim

ρmax
i .

δj
i (k).mrespi

+
∣

∣

∣
Chldj

i (k)
∣

∣

∣
.mreqi

B
≤ 1

(LP3)

2.3.4 Comparing Diet and the Model

In this section, we confront our model with our target middleware, Diet, over the Grid’5000 platform.

We will denote by dgemm x the call to a dgemm service on matrices of size x× x, and Fibonacci x the
call to a Fibonacci service to compute the Fibonacci number for n = x.

Request forwarding

The model supposes that an agent only receives a request if it knows in its underlying hierarchy this
service. This assumption is partly verified, as in fact, the root of the hierarchy (the Master Agent, MA)
receives all the clients requests, even if the requested service is not present in its underlying hierarchy.
However, this is true for all internal agents (the Local Agents, LA), as a request is forwarded to a child
if and only if this child knows the service.

Note however, that in our study, as we require that all requested services are present in the hierarchy
(i.e., at least one SeD of each service i ∈ R exists in the hierarchy), all services are present in the MA
underlying hierarchy.
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Messages

Our model assumes that the message sizes do not increase as they travel down and up the hierarchy.
This is the case when an agent selects only one server whenever a response is sent back. By default,
Diet returns the 10 best servers. However, an option allows the client to specify the maximum server
list size it wishes to receive. Hence, for the experiments presented in this paper we set the size of the list
to one.

Our model can easily be extended to the case where an agent returns the complete list of servers
found in its underlying hierarchy. If we suppose that reply messages in the hierarchy grow linearly with
the number of servers found so far. Up to now, we considered that each agent replied only with the
choice of one server, whatever the actual number of servers in the underlying hierarchy. The middleware
could also return to the client the complete list of servers. Hence, at each level of the hierarchy the reply
message would grow. This can easily be taken into account in our model. Let Cptj

i (k) be the number
of servers of type i in the hierarchy under element j at level k. For level k = 0 we set Cptj

i (0) = 1
if node j is a server of type i, otherwise we set Cptj

i (0) = 0. For k > 0, i ∈ R, 1 ≤ j ≤ Mk we have
Cptj

i (k) =
∑Mk−1

l=1 Cptl
i(k − 1)× cj

l (k).
Then, we would need to change the equations for the sending and receiving time at the agent level

with the following ones:

∑

i∈R ρservi
.δj

i (k).mreqi
+
∑

i∈R ρservi
.mrespi

.
∑Mk−1

l=1 cj
l (k).Cptl

i(k − 1)
B

(2.21)

∑

i∈R ρservi
.mrespi

.
∑Mk−1

l=1 cj
l (k).Cptl

i(k − 1) +
∑

i∈R ρservi
.
∣

∣

∣
Chldj

i (k)
∣

∣

∣
.mreqi

B
(2.22)

Agent model

Our model requires that the scheduling cost for a request i at an agent level be linear in the number
of children of type i. Figure 2.6 presents the scheduling time for an agent versus the number of children
of type i obtained with Diet. As can be seen the linear cost assumption is verified.
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Figure 2.6: Mean time required per request versus the number of children.

Computation/communication models versus experiments

In Figures 2.7a and 2.7b, we present a comparison between the theoretical computation/communication
models presented in Section 2.2 and experimental throughput for Fibonacci and dgemm services. As can
be seen the serial model is the one that best fits the experimental results.
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Figure 2.7: Services experimental and theoretical throughput with the different communica-
tion/computation models.

2.3.5 Benchmarking

We need to benchmark the communication and computation performance of the platform, and the
communication and computation requirements of the Diet middleware.

We realized our experiments on a cluster of the French experimental platform: Grid’5000. We used a
79-nodes cluster, the Sagittaire cluster from the Lyon site. Each node has an AMD Opteron 250 CPU at
2.4GHz, with 1MB of cache and 2GB of memory. All these nodes are connected on a Gigabit Ethernet
network supported by an Extreme Networks Blackdiamond 8810. The operating system deployed on
the Sagittaire nodes was a Debian 2.6.24.3 x86_64. Finally, the chosen CORBA implementation was
omniORB 4.1.2 [103], as Diet relies on CORBA for communications; and we used gcc 4.3.2. We used
the Atlas library [165] version of dgemm.

Communications

In order to analyze the communications within a Diet hierarchy, we have a simple hierarchy composed
of one MA, one LA and one SeD for a given service. Then, a client requests the service, and using
tcpdump [124] we retrieve the communication traces. Finally, using tcptrace [135] to analyze those
traces, we obtain the communication requirements for our model: mreqi

and mrespi
. This approach

provides a measurement of the entire message size, including headers. Results are given in Table 2.1.

Service mreqi
mrespi

dgemm 5.016 5.328
Fibonacci 4.078 5.328

Table 2.1: Communication requirements. Message size is given in kilobit.

Given the communication requirements, and the size of the messages, we then determine the band-
width the platform can offer. Using NWS [166], we obtain a bandwidth of B = 186.7Mbit/s.

Computation

In order to determine the SeD computation parameters, we deploy a simple platform composed of one
MA, one LA and one SeD. Then, we run as many clients as necessary to completely load the platform
during 60 seconds. During this 60 seconds run, we measure the time required by the SeD to predict
its performance, and to compute the service. This method allows us to obtain a mean value on the
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prediction and service times. We benchmark two services: a matrix multiplication using dgemm [83] (for
various matrix sizes), and the computation of the Fibonacci number using a naive algorithm.

For the agent parameters, as wrespi
depends on the number of children, we deploy a variety of star

deployments (one MA and several SeDs), then we load the platform with enough clients for 60 seconds,
and measure the time taken for processing an incoming request, and the time taken for scheduling the
replies. The scheduling applied at the agent level is a simple Round-Robin.

The number of clients used for benchmarking in order to correctly load the platform is determined
as follows. For each platform to benchmark, we launch a new client every second, during 400 seconds.
A client can send to Diet only one request at a given time, but does so in an infinite loop. Then,
we analyze the obtained throughput versus the number of clients, and determine what is the optimal
number of clients, i.e., the number of clients that allows to obtain the highest throughput. Figure 2.8
presents such an execution. On this figure, the maximum is obtained at around 100s, thus 100 clients.
With more clients, we can see that the throughput is less stable.
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Figure 2.8: Throughput analysis to find the suitable number of clients to load the platform.

Finally, we measure the computing power of our machines using benchmarks extracted from High
Performance Linpack [141] (HPL), compiled with the Atlas [164] version of BLAS. We found a value of
w = 3.249 GFlops. We use this value to convert the previously obtained times into required MFlops.
Table 2.2 gives the obtained SeD values for all the services used in the experimental section, and Table 2.3
gives the obtained agent values.

Service wprei
wappi

dgemm 10 0.078 0.603
dgemm 100 0.063 11.657
dgemm 500 0.165 363.505
Fibonacci 20 0.047 0.591
Fibonacci 30 0.021 13.444
Fibonacci 40 0.008 1695.010

Table 2.2: Mean SeD wprei
and wappi

values for dgemm and Fibonacci services (in MFlops).

Service wreqi
wrespi

dgemm 0.230 0.069
Fibonacci 0.235 0.068

Table 2.3: Mean agent wreqi
and wrespi

parameters for dgemm and Fibonacci services (in MFlops).
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Once all the above parameters were determined, we then compared the throughput given by our
model with experimental results.

2.3.6 Experimental Results

In this section, we present comparisons between the theoretical predictions and real experiments with
the Diet middleware. We also show that our bottom-up approach based on an ILP to build the hierarchy
gives really good results compared to classical deployments.

Theoretical model / experimental results comparison

In order to validate our model, we conducted experiments with Diet on the French experimental
testbed Grid’5000. Using the benchmark values obtained in Section 2.3.5, and our bottom-up algorithm,
we generated for various combinations of dgemm and Fibonacci services, for platforms with a number of
nodes ranging from 3 to 50. Even though the algorithm is based on an ILP, it took only a few seconds
to generate the 35 hierarchies for our experiments. To solve the ILP, we relied on ILOG CPLEX.
Deployments of the Diet middleware have been done using the “historical Diet deployment software”:
GoDiet [58]. However, we also added the possibility to deploy Diet with two other deployment software:
ADAGE [119] and TUNe [54]. ADAGE provides faster deployments of Diet than with GoDiet; and
TUNe also provides basic autonomic management.

Our goal here is to stress Diet, so we use relatively “small” services, i.e., calls to services with
relatively few computations. We compared the throughput measured and predicted for various services
combinations: dgemm 100 × 100 and Fibonacci 30 (medium size services), dgemm 10 × 10 and Fibonacci
20 (small size services), dgemm 10× 10 and Fibonacci 40 (small size dgemm, large size Fibonacci), dgemm

500× 500 and Fibonacci 20 (large size dgemm, small size Fibonacci), dgemm 500× 500 and Fibonacci 40
(large size dgemm, large size Fibonacci).

We need to set a target throughput ρ∗
i for each service. We asked for the same throughput for each

service: ∀i ∈ R, ρ∗
i = 10000. Hence, whenever the algorithm has enough nodes, we should end up with

the same throughput for each service, and thus the same ρi

ρ∗

i

ratio. We intentionally selected a high value
for ρ∗

i in order to use as many nodes as possible.
The experimental protocol is the following. We first deploy the hierarchy with GoDiet, then we

run clients for both services and wait 10 seconds so that the load stabilizes. Finally, we measure the
throughput during 60 seconds before killing all clients and the Diet hierarchy. Each client runs on a
separate node, and sends one request at a time, once a request is completed, a new one is sent, this is
repeated indefinitely.

Table 2.4 presents the relative error between the theoretical and experimental throughput: a dash
in the table means that the algorithm returned the same hierarchy as with fewer nodes, and hence the
results are the same. Figures 2.9a, 2.9b, 2.9c and 2.9d compare the throughput obtained with our model
and during our experiments.

As can be seen, the experimental results closely follow what the model has predicted. Higher errors
can be observed for really small services (dgemm 10 and Fibonacci 20). This is due to the fact that
really small services are harder to benchmark: the obtained wprei

and wappi
values are higher than what

they should be. Note however that even if theoretical throughputs for small services are lower than
experimental ones, the model correctly detects when the throughput drops due to the load at the agent
level (see Figures 2.9b and 2.9d). Figure 2.9a does not extend to 50 nodes, this is due to the fact that
our algorithm returned exactly the same hierarchy for more than 20 nodes. Adding new servers to this
hierarchy did not improve the performance.

In Figure 2.9d, we can observe that dgemm performance degrades as the number of nodes increases.
This seems to come from CORBA communications. As we explain in Section 2.6, modifying CORBA
options increased greatly the obtained throughput. However, we did not manage to make the experiments
exactly match the model with dgemm 500, Fibonacci 20 experiments.
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Figure 2.9: Comparison theoretical/experimental throughput.

Experiment
Number of nodes

3 5 10 20 30 40 50

dgemm 100, Fibonacci 30
dgemm 1.87% 1.58% 4.17% 4.39% - - -
Fibonacci 1.76% 1.26% 0.26% 2.28% - - -

dgemm 10, Fibonacci 20
dgemm 27.4% - - - - - -
Fibonacci 27.3% - - - - - -

dgemm 10, Fibonacci 40
dgemm 27.2% 29.1% 28.1% 28.7% 28.2% 22.9% 23.9%
Fibonacci 14.6% 10.4% 9.7% 8.0% 6.7% 1.4% 2.3%

dgemm 500, Fibonacci 20
dgemm 1.1% 0.7% 3.0% 3.0% 4.7% 9.5% 19.1%
Fibonacci 31.8% 32.6% 26.4% 25.8% 20.1% 5.8% 10.4%

dgemm 500, Fibonacci 40
dgemm 2.2% 7.9% 3.9% 2.8% 0.0% 0.5% 0.3%
Fibonacci 10.5% 10.5% 8.2% 8.7% 5.7% 4.6% 0.3%

Table 2.4: Experimental throughput: relative error.

Relevancy of creating new agent levels

In order to validate the relevancy of our algorithm to create hierarchies, we compared the throughputs
obtained with our hierarchies, and the ones obtained with a star graph having exactly the same allocation
of servers obtained with our algorithm. Thus, we aim at validating the fact that our algorithm creates
several levels of agents whenever required. In fact in the previous experiments, this happens only for the
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following deployments:
– dgemm 100, Fibonacci 30 on 20 nodes: 1 MA and 3 LA,
– dgemm 500, Fibonacci 20 on 30, 40 and 50 nodes: 1 MA and 2 LA.

It is clear that with more nodes, the number of levels would increase. Moreover, in our examples we
only rely on basic scheduling done by Diet (a sort of Round-Robin) which does not require much
computation at the agent level. With a more complex scheduling algorithm, the load at the agent level
would be increased, and hence more agent levels would be created.

Here are the results we obtained with such star graphs. We present the gains/losses obtained by the
star graph deployments compared to the results obtained with the hierarchies our algorithm computed:

– dgemm 100, Fibonacci 30 on 20 nodes: we obtained a throughput of 912 requests per seconds for
dgemm and 779 requests per seconds for Fibonacci. Hence a loss of 43.8% and 54.1% respectively.

– dgemm 500, Fibonacci 20 on 30 nodes: we obtained a throughput of 212 requests per seconds
for dgemm and 3491 requests per seconds for Fibonacci. Hence a loss of 5.5%, and 28% respectively.

– dgemm 500, Fibonacci 20 on 40 nodes: we obtained a throughput of 238 requests per seconds
for dgemm and 2477 requests per seconds for Fibonacci. Hence a loss of 15.4% for dgemm, and a
gain of 3.6% for Fibonacci.

– dgemm 500, Fibonacci 20 on 50 nodes: we obtained a throughput of 185 requests per seconds for
dgemm and 2494 requests per seconds for Fibonacci. Hence a loss of 40.7% and 16.1% respectively.

We can see from the above results that our algorithm creates new levels of agents whenever required.
Without the new agent levels, the obtained throughput can be much lower. This is due to the fact that
the MA becoming overloaded, and thus does not have enough time to schedule all requests.

Relevancy of the servers allocation

We also compared the throughput obtained by our algorithm, and the one by a balanced star graph
(i.e., a star graph where all services received the same number of servers). A balanced star graph is
the naive approach that is generally used when the same throughput is requested for all services, which
is what we aimed at in our experiments. Figures 2.10a to 2.10e present the comparison between the
throughput obtained with both methods. Our algorithm gives better results. The throughput is better
on all but one experiment, and no more resources than necessary are used (in Figure 2.10a, no more
than 20 nodes are required to obtain the best throughput, and in Figure 2.10b only 3 nodes are used).

The only experiment where the balanced star graph produced a higher throughput is for dgemm 500
in the dgemm 500 Fibonacci 40 experiment (see Figure 2.10e). However, this is at the expense of the
second service which has a lower throughput.

The dgemm throughput loss observable in Figure 2.10d is due to the load at the agent level (the same
phenomena is observable in Figure 2.9d and is well predicted by our model).

Using our algorithm, we are able to increase the throughput to up to 700% (see Figure 2.10b for
instance). It also tries to balance the ρi

ρ∗

i

ratio without degrading the performance, whereas with the
balanced star graph adding more nodes can degrade the performance of both services.

In this section, we saw that our model can accurately predict the behavior a hierarchical middleware,
and that our bottom-up approach to build a hierarchy gives much better results than classical deploy-
ment approaches. However, fully homogeneous platforms tend to disappear to become heterogeneous
platforms. Thus, we need to extend our algorithms to take into account heterogeneity.
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Figure 2.10: Comparison: our algorithm and balanced star.
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2.4 Heterogeneous Computation, Homogeneous Communication

Before moving to a fully heterogeneous platform, we first deal with a simpler case. We assume that
nodes’ computing power wj can be heterogeneous, but that communication links are homogeneous with
a bandwidth B. This type of platform is quite close to a fully homogeneous one, and thus does not
discard our bottom-up approach presented in Section 2.3. In fact, we only need to adapt the Linear
Program (LP1), and Algorithm 2.1 to take into account the computing power heterogeneity.

2.4.1 Algorithm

We do not present the whole linear program, as it is exactly the same as (LP1), the only difference
being that in constraint (10) w becomes wj . We will refer to this modified Linear Program by (LP4).

We also use the same approach to distribute the nodes for the servers. Thus, Algorithm 2.1 can be
reused. The only modification being that we need to take into account the nodes’ heterogeneity. Hence,
we propose two heuristics: min-first which first give the less powerful nodes to the servers, and max-first
which first give the more powerful nodes to the servers.

Finally, Algorithm 2.2 can also be reused, we only need to keep track of which nodes have been used
as they do not all have the same characteristics anymore.

All in all, we use the same schema as in Section 2.3: first compute the maximum supported throughput
by an agent (we use for this the most powerful node), then distribute some nodes to the servers using
either min-first or max-first heuristics, then try to build a hierarchy of agents using (LP4). Once a
hierarchy is found, we correct the obtained throughput.

2.4.2 Experiments

We ran experiments on Diet hierarchies containing two services: dgemm 100 and Fibonacci 30. We
used two clusters on the Lyon site of Grid’5000: Sagittaire and Capricorne. Their respective computing
power is wsagittaire = 3249MFlops and wcapricorne = 2922MFlops. We used two strategies to sort the
nodes that are divided between the services: either we sorted them by increasing wj (heuristic min-first)
or by decreasing wj (heuristic max-first).

Theoretical model / experimental results comparison

As has been done for the homogeneous platform case, we validate our model against real executions
with the Diet middleware. Figures 2.11a and 2.11b present the comparison between theoretical and
experimental throughput for respectively experiments with min-first and max-first heuristics. Table 2.5
presents the relative error for those experiments. As can be seen, the min-first heuristic is the most
interesting one when dealing with large platforms. This can easily be explained. Using less powerful
nodes for servers leaves more powerful nodes for the agents, hence the maximum attainable throughput
due to agents limitation is higher. Whatever the heuristic, we remain within 18.3% of the theoretical
model.

Experiment
Number of nodes

1-2 2-3 5-5 10-10 15-15 20-20 25-25

min-first
dgemm 0.3% 5.2% 6.1% 3.2% 3.9% 2.9% 4.20%
Fibonacci 4.1% 5.1% 10.2% 9.7% 10.0% 10.6% 11.0%

max-first
dgemm 2.1% 0.1% 7.0% 7.7% 8.9% 2.3% 3.8%
Fibonacci 4.6% 10.8% 12.7% 12.8% 18.3% 4.5% 3.0%

Table 2.5: Relative error, using min-first and max-first heuristics.
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Figure 2.11: dgemm 100, Fibonacci 30 theoretical and experimental throughput, with min-first and max-
first heuristics.

Comparison with star graphs

On the tested platforms, our heuristics created hierarchies having up to three levels of agents. Is this
really necessary, or would have a star graph, having the same SeD mapping, given the same or better
results? Figure 2.12a presents the comparison between min-first and a star graphs having the same SeD

distribution, and Figure 2.12b presents the comparison between max-first and star graphs having the
same SeD distribution. As can be seen, our approach clearly surpasses the simple star graph approach.

The fact that on Figure 2.12b the star graph throughput increases with 25-25 nodes is easily explained
by the number of SeDs this star graph has. As can be seen, on Figure 2.16 (25-25 nodes) less SeDs are
present than in Figure 2.15 (20-20 nodes). Thus, the MA is less loaded on the star graph obtained on
25-25 nodes, than on the star graph obtained on 20-20 nodes.
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Figure 2.12: Comparison min-first and max-first with a star graph with the same SeD distribution.

Hierarchy shape

Figures 2.13, 2.14, 2.15 and 2.16 give an example of the shape of the hierarchy generated by re-
spectively min-first on a 20-20 and 25-25 platform, and max-first on a 20-20 and 25-25 nodes platform.
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Colored nodes are on the Sagittaire cluster, white nodes on the Capricorne cluster. “D” stands for dgemm,
and “F” stands for Fibonacci.
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Figure 2.13: Hierarchy generated with min-first on 20-20 nodes.
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Figure 2.14: Hierarchy generated with min-first on 25-25 nodes.
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Figure 2.15: Hierarchy generated with max-first on 20-20 nodes.
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Figure 2.16: Hierarchy generated with max-first on 25-25 nodes.

2.5 Fully Heterogeneous

In this section we finally deal with a fully heterogeneous platform: each node j has a computing
power of its own wj , and the communication links between any two nodes j, j′ are possibly all different:
Bj,j′ . Hence, the agents and servers models follow the general model presented in Section 2.2.

The problem when dealing with totally heterogeneous platforms is that we need information about
both the location of the parent, and location of the children. Hence, the bottom-up approach we used
so far will not be applicable, nor would be a top-down approach: we will not be able to build a level if
we do not know the position of the parent in a bottom-up approach, and conversely we cannot build a
level without knowing the position of the children in a top-down approach.

2.5.1 Genetic Algorithm Approach

As we cannot use an iterative approach to build a hierarchy without risking to have to test all
possible solutions, we took a totally different approach: we rely on a genetic algorithm to generate a set
of hierarchies, then evolve them, and finally select the best one among them.

In order to define our genetic algorithm, we need to describe a few notions: the objective function,
crossover and mutations, and finally the evaluation strategy.
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Objective function

The objective function has to encode all the goals we aim at optimizing in a hierarchy. It also needs to
be subject to an order relation. Many genetic algorithm frameworks require that the objective function
is encoded on an integer or floating point variable.

Our goal is the same as before: we aim at maximizing the minimum ρi/ρ∗, while minimizing the
number of agents constituting the hierarchy. Hence our goal can be summarized with the following
point of decreasing importance: (i) maximize mini∈R {ρi/ρ∗}, (ii) then maximize the second ratio, the
third. . . , (iii) minimize the number of agents to support the maximum throughput (i.e., maximize N
minus the number of agents). In order to encode all these points into a single value, we use the following
encoding (presented in Figure 2.17): if we are given a precision ǫ on each ρi/ρ∗

i ratio, then we can encode
them on 1/ǫ digits; moreover, as the maximum number of agents is N − 1, we only need ⌈log10(N )⌉
digits to encode the number of agents. Hence, on the whole we need R× 1/ǫ + ⌈log10(N )⌉ digits.

X X X X X X X X X X X X X X X X X X

ρi/ρi
∗ x 1/ε sorted by increasing values N - NbAgents

...

Objective value to maximize

Figure 2.17: Objective value encoding.

Actually, in order to guide a bit more the genetic algorithm towards convergence, we added two more
metrics that we wish to minimize at the end of the fitness value: the number of agents that do not have
any children (in order to remove really useless elements) and the depth of the hierarchy (this should not
affect the throughput, but this impacts the response time of the hierarchy, and limits the formation of
chains of agents).

Genotype

The genotype needs to encode the whole hierarchy: the parent/children relationship, and the type of
each node (agent, server or unused). It can easily be encoded on two arrays of size N : one for encoding
the type of the nodes, and one for encoding the parent/children relationship. The alleles, i.e., each value
in the arrays, can have the following values. The type of a node can either be 0 if the node is unused,
1 if it is an agent, or i ∈ {2 . . . 2 +R} if the node is a server of type i − 2. The parent of a node i can
either be itself if the node is unused (i.e., type[i] = 0) or the MA, or the node number corresponding to
the parent of i in the hierarchy. Genotypes are randomly generated when creating the first generation
of individuals: nodes’ types and relationship are randomly chosen in such a way that a valid hierarchy
is created.

Crossover

We define a crossover between two hierarchies as follows. Crossovers are only made on the parent
array. We randomly select two nodes (one on each hierarchy) and exchange the parent of both selected
nodes. Figure 2.18 presents an example of crossover. Why not define a crossover which replaces a whole
part of a hierarchy into another one? This approach works well for a small number of nodes, but it has a
far too big impact on the hierarchy shape on a large number of nodes. As an example, consider hierarchies
H1 and H2 in Figure 2.18, suppose a crossover between node 6 in H1 and node 1 in H2. Transferring
node 6 into H2 in place of node 1 would remove seven nodes, as node 6 is a server. Conversely, we cannot
transfer node 1 in place of node 6 into H1, as node 1 is the root of the hierarchy, and thus a transfer
would lead to a loop in the hierarchy.
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Figure 2.18: Crossover. Colored nodes are the one selected for crossover, within hierarchy elements
represent the nodes’ number.

Mutation

Mutations on a hierarchy can occur at different levels in the hierarchy. We define the following
mutations, also presented in Figure 2.19:

– Hierarchy modification:

1. we randomly select a node to change its type. If the mutation changes the type from agent to
unused or SeD, or from SeD to unused, then we remove the underlying hierarchy and modify
the type of the node. If the type changes from unused to agent or SeD, we randomly choose
a parent among the available agents.

2. we randomly select a node that will choose a new parent among the available agents. We can
end up with two hierarchies (if the new parent is the node itself). In this case we randomly
select one of the two hierarchies, and delete the other.

– Pruning: a node is randomly selected, then its whole underlying hierarchy is deleted.

(a) Type mutation (b) Parent mutation (c) Pruning

Figure 2.19: Mutations. Colored node has been selected for mutation. Hexagons are agents, and circles
are servers.

Hierarchy evaluation

In order to evaluate a hierarchy generated by our genetic algorithm, we first compute for all i ∈ R
the throughput supported by the servers, we denote by ρmax

i this throughput. Then, for each agent
in the hierarchy, we compute the maximum throughput ρi for each service supported by the agent, we
use (LP5) to compute ρi.
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Implementation and parameters

Genetic algorithms rely on quite a lot of different parameters. Each one of them can influence the
quality of the result. Among them are the following:

– Selection method: when comparing x individuals, we need to choose which one should “survive.”
Different approaches exist: deterministic tournament, stochastic tournament, roulette or ranking.
Our tests showed that the deterministic tournament was the one giving on average better results.
Hence, we use this selection method in our experiments. When we force that the best parent
replaces the weakest child if the child has a lower fitness, we talk about weak elitism. Weak
elitism can possibly provide better solutions as it forces the algorithm to converge towards a locally
good solution. However, it also reduces the population diversity, and thus, can lead to a local
optimum. Our simulations tended to provide worst solutions when weak elitism was used, thus, in
the following studies, we do not use it.

– Size of the population: with n machines, we varied the size of the population between n/4 and
2×n. The worst results were always obtained for a size of n/4. The best results were obtained for
populations having 5/4× n and 2× n. On average, better results were obtained for populations of
sizes between 5/4× n and 2× n.

– Probability of crossover and mutation: crossover rate should generally be high, around 80%-90%,
and mutation rate quite low, around 0.5%-1%. A very small mutation rate may lead to genetic
drift, whereas a high one may lead to loss of good solutions. We chose set the mutation and
crossover rates respectively to 1% and 80%.

We used the ParadisEO [56] framework to implement our genetic algorithm.

2.5.2 Quality of the Approach

Genetic algorithms mainly depend on stochastic processes, thus we need to assess the quality of the
results. As we do not have any other algorithm for fully heterogeneous platforms, we compare our genetic
algorithm with the heuristics proposed in Section 2.4 for computation heterogeneous platforms.

Comparison with computation heterogeneous, communication homogeneous algorithm

We compare our Genetic Algorithm (GA) with min-first and max-first. GA was run on 1000 gen-
erations, on a population having at least 50 individuals (or 2 × |V | if this is higher than 50). We used
the deterministic tournament method of selection, and we ran 100 executions (100 seeds). Figure 2.20a
and 2.20b respectively present the results for dgemm and Fibonacci services. As can be seen, even if on
the mean GA do not obtain results as good as min-first or max-first, the best GA results closely follows
the min-first heuristic. Table 2.6 presents the relative gain/loss obtained with the best solution of the
genetic algorithm, compared to the min-first and max-first heuristics. As one can see, the loss is no
bigger than 15%, and it gives better results than max-first for the larger platform. This confirms that
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our approach can be effective: even if one run of GA is not sufficient to obtain the best result, taking
the best hierarchy over a few runs of GA can give us good results. Note that this is often the case with
genetic algorithms, as it is an exploratory method. We are quite confident that the performance loss
obtained with the GA solutions can be reduced by fine tuning the GA parameters.

Experiment
Number of nodes

1-2 2-3 5-5 10-10 15-15 20-20 25-25

min-first
dgemm -11.3% 0.0% 5.7% -7.3% -14.3% -11.0% 1.8%
Fibonacci 12.8% 12.6% 4.6% -6.6% -13.6% -11.6% -3.6%

max-first
dgemm -11.1% 0.0% 5.7% -11.6% -11.0% -4.5% 34.1%
Fibonacci 12.8% 5.9% 2.3% -9.2% -11.3% -5.1% 32.6%

Table 2.6: Genetic algorithm gains/loss compared to the min-first and max-first heuristics. A positive
number denotes a gain, whereas a negative one denotes a loss.
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Figure 2.20: Comparison genetic algorithm results with min-first and max-first results.

Initialization difference

We also compared the results of the genetic algorithm for different initialization strategies. We
compared four different strategies:

– random: we first randomly choose the number of nodes for each service, they are mapped on
random nodes. Then, we create a random number of agents, and finally we just connect everything
randomly, but in a way that creates a valid hierarchy. This is the initialization method used in the
previous section.

– min-first or max-first: we use the random initialization for all but one hierarchy. We initialize this
latter with the hierarchy found by min-first or max-first.

– star graph: we randomly choose the type of each nodes, and ensure that only one can be an agent.
Then elements are connected as a star graph under the agent.

Figures 2.21a and 2.21b present the results. The star graph gives the worst results, as new levels of
hierarchy can be created only through mutations, and they do not occur often. Without much surprise,
the min-first and max-first initialization give the best results as they are guided by the result of the
bottom-up algorithm. Finally, the random initialization gives results that are in between min-first and
max-first on the mean, but whose best result is almost as good as min-first method. These results also
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assess the effectiveness of our approach, as starting from totally random hierarchies, we obtain results
as good as with the min-first heuristic.
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Figure 2.21: Different initialization methods.

2.5.3 Experiments

We ran experiments on Diet hierarchies, with the same services as before: dgemm 100 and Fibonacci
30. We used three clusters present on three different sites of Grid’5000: Sagittaire in Lyon, Chti in
Lille and Paradent in Rennes. Their respective computing power is wsagittaire = 3249MFlops, wChti =
3784MFlops and wP aradent = 4378MFlops. Figure 2.22 present the comparison between theoretical
and experimental throughput, and Table 2.7 presents the relative error. As can be seen, the experiments
follow the model. Even though the error can be quite big for small platforms (less than 10 nodes), the
performance prediction becomes more accurate for larger platforms, as the relative error remains lower
than 16%. The higher errors obtained for small platforms can be explained by the fact that the platform
benchmarks have been done by stressing the network and machines. This stress is more easily attained
when many nodes are involved in the experiments.
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Figure 2.22: dgemm 100, Fibonacci 30 theoretical and experimental throughput, obtained with GA.
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Client
Sagittaire-Paradent-Chti

1-1-1 2-2-1 3-4-3 7-7-6 10-10-10 13-14-13 17-17-16

dgemm 5.42% 2.29% 14.26% 0.33% 4.44% 11.73% 3.12%
Fibonacci 98.63% 35.70% 8.16% 4.96% 4.91% 10.53% 15.95%

Table 2.7: Relative Error, using genetic algorithm.

Figure 2.23 presents the shape of the hierarchy obtained for a 17-17-16 platform. As can be seen, not
all the available nodes are used: as previously, adding more nodes does not necessarily provide better
performances as it tends to overload the agents. Blue nodes are on the Chti cluster, red ones on Paradent,
and the white ones on Sagittaire.
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Figure 2.23: Hierarchy shape for a 17-17-16 platform.

2.6 Elements Influencing the Throughput

It is not straightforward to obtain the best throughput out of a given hierarchy. Several parameters
have to be taken into account in order to obtain the best throughput. We give here a list of some of the
problems we encountered while running our experiments and the solutions we used to overcome these
problems. During the first experiments we made, the results did not fit exactly the model. Analyzing
the execution traces lead us to four main parameters having a great impact on the performance.

2.6.1 Bad Scheduling

The basic scheduling implemented within Diet relies on the time of the last request a SeD has
solved. When a request is sent down the hierarchy, each SeD replies the time since last solve, i.e.,
the time elapsed since the SeD has solved a request. Hence, when multiple requests are sent in the
hierarchy at the same time, a SeD can reply the same value of time since last solve for multiple requests.
Thus the same SeD is likely to be chosen for a set of requests. This, of course, may overload some
SeD and do not give any work to the others. Hence, in order to cope with this, we need to activate
an option of Diet which allows a client to make its own scheduling. The client keeps a local list of
available SeD for the service, and choose the server in a round robin fashion (which is what is implied
by our model, as all servers are meant to have the same amount of load). Activating this option allowed
us to increase the throughput up to more than 80% for some deployed hierarchies, using exactly the
same number of clients. Note that bypassing the Diet schedulers by using local caching might lead to
problems on a highly dynamic platform. In our case we used a stable and well controlled platform, hence
the effectiveness of the clients’ scheduling.

Also note that this does not discard our model, as our model supposes that the load of the jobs are
distributed on all servers according to their computing power. Currently Diet is not able to schedule
correctly requests arriving at a high throughput.
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2.6.2 Logging

Turning on or off the logging in Diet can greatly influences the obtained throughput. Indeed, several
log messages are sent through CORBA by each element of the hierarchy whenever a request is sent
and solved. When logging is turned on, we observe periods of burst and periods of starvation on the
throughput. There can be a difference of several hundreds of requests per seconds between two periods,
and the starvation periods tend to dominate the whole execution. This leads, on a 60 seconds run, to
a 30% - 40% throughput loss when logging is enabled. This is contradictory to what has been shown
in [52], however, in our case the tests we run have a number of requests per seconds an order of magnitude
higher than what the authors present, hence the bigger impact. Thus, using the logging system when
Diet deals with a high throughput of requests worsen the performances.

2.6.3 Number of Clients

The number of clients involved in the system also influences the throughput. The first point is of
course the fact that too few clients will not send enough requests in the system to fully load it. Conversely,
too many clients will overload the system as no queuing of the requests is done at the SeD level. Hence,
in order to find the best throughput in our experiments, we needed to find the correct number of clients.
One more point has to be taken into account. Having lots of clients, each sending a request at a time,
is more expensive than having less clients, but threaded ones that are able to send several requests in
parallel. We compared the execution obtained on the same hierarchy when first launching 150 clients
on 40 nodes for each dgemm and Fibonacci services, and secondly with 10 dgemm clients with 15 threads
each, and 2 Fibonacci clients with 75 threads. Each thread can send a single request in the system at a
given time (i.e., a new request can only be sent when the previous one has been solved). Hence, the two
configurations are equivalent in terms of number of “clients”, i.e., the number of requests that can be
sent to the hierarchy at a given time. What we observed is that with threaded clients the throughput is
higher. We gained between 10% and 31% on the throughput for each service with this method.

Hence, during our experiments, we ran at least 10 different combinations number of clients/number
of threads for each service. We kept only the best combination for each experiment. Of course, on a
production platform, the number of clients depends on the users’ needs, and thus this parameter cannot
be adjusted.

2.6.4 OmniORB Configuration

OmniORB has by default some limits on the number of threads CORBA clients and servers can use
at the same time. This can limit the throughput of the platform, especially if “large” data transfers have
to take place (this is the case for example with dgemm 500). Thus, in order to improve the throughput,
we need to increase the number of threads clients and servers can use. This is done respectively with
maxGIOPConnectionPerServer (default value: 5), i.e., the maximum number of concurrent connections
a CORBA client will open to a single server, and maxServerThreadPoolSize (default value: 100), i.e.,
the maximum number of threads a CORBA server is allowed to allocate. We set those values respectively
to 100 and 1000. With these values, we gained around 17% - 18% on the number of requests per seconds
on experiments with larger data transfer (e.g., dgemm 500). They require that the connection between
the client and the server lasts longer, hence limiting the number of concurrent calls that can be done to
a given SeD.

We applied all the above-mentioned optimizations during the experiments presented in this chapter.
Clients made their own Round-Robin, logging was disabled, several number of clients/number of threads
were tested, and omniORB parameters where tuned so as to obtain the best results.

2.7 Conclusion

In this chapter, we have presented a model for hierarchical middleware performance, as well as three
algorithms for automatically finding a relevant hierarchy on different platforms. Compared to previous
work, our approach allows the deployment of several services in the same hierarchy. We also deal with
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fully heterogeneous platforms. Two of our algorithms are based on a bottom-up approach, and rely on
a linear program to build the levels of agents. The last algorithm is based on a genetic algorithm, in
order to cope with the complexity of totally heterogeneous platforms. We conducted experiments with a
hierarchical middleware, Diet, on the French experimental platform, Grid’5000. The results validate the
model accuracy, and show the effectiveness of our approach compared to classical deployment approaches.
Finally, the experiments allowed to detect several points that are likely to impact the performance of the
middleware, and thus, we were able to improve Diet performances.
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Chapter 3

Preliminaries on Clustering

Deploying applications on a distributed platform can be improved by bringing a new “line of sight”
on the platform. Usually described as a graph with no particular high level structures, a platform can
be enhanced by creating clusters of nodes, according to a given metric. Clustering provides a new level
of abstraction, and offers a better insight of the platform performances. In this chapter, we give related
work on distributed graph clustering, as well as an introduction to the concept of self-stabilization.
The first section is dedicated to general centralized graph clustering. Then, in Section 3.2 we present
some distributed graph clustering algorithm. We then move on to the definition of self-stabilization in
Section 3.3, before presenting related work on self-stabilizing clustering algorithms, and more specifically
self-stabilizing k-clustering algorithms in Section 3.4.

3.1 Graph Clustering

Many problems can be represented by a graph, be it in numerical simulations such as in cosmology,
automobile industry, or in networking problems. Graph partitioning is a commonly used technique to
either solve problems, or at least reduce their complexity. In this section, we first present general graph
clustering methods and libraries, then we present solutions specific to network clustering.

3.1.1 General Clustering Techniques

The main clustering libraries share the same global techniques for designing their algorithms. One of
the main approach is the multilevel partitioning, which first coarsen the graph before creating an initial
partition which is then projected on the initial graph, and refined in the uncoarsening phase. They all
provide bipartitioning algorithms based on derived versions of Kernighan-Lin method [113]: the graph
is divided into two parts of almost equal weight, while minimizing the communication cost between the
two parts, i.e., minimizing the cost of the cut. Another method, called the spectral approach, relies on
the determination of eigenvectors from the Laplacian matrix of the graph. Here are three of the main
clustering libraries.

Zoltan [26] is developed at the Sandia National Laboratories, Livermore, USA. It provides a suite
of parallel partitioning algorithms and data migration tools to dynamically redistribute data.

MeTiS [15] is developed at the Karypis Laboratory, Minnesota, USA. It provides three libraries:
MeTiS, PARMeTiS and h-MeTiS which are respectively version for sequential clustering, parallel
clustering, and hypergraph and circuit clustering. MeTiS provides multi-level partitioning techniques,
as well as an adaptive mesh refinement framework.

Scotch [139] is developed at the LABRI Laboratory, Bordeaux, France. It proposes many recursive
bipartitioning algorithms, mapping algorithms and also a multilevel framework. A version for parallel
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clustering is also provided: PT-Scotch . It offers partition refinement techniques relying on either a
genetic algorithm, or on a diffusion based algorithm.

3.1.2 Network Clustering Techniques

Special methods have been proposed in the case where the graph represents a network of machines.
Network clustering is particularly important for example to provide efficient routing algorithms, or
to guaranty a quality of service, or to help scheduling tasks, or again to collect statistics on clients
connections on a server. Anyhow, network clustering is always related to a notion of performance that
one wants to improve or guaranty. For example, on large scale networks due to resource consumption
(energy, and bandwidth), a hierarchical structure is better than using a “flat” one [115].

IP clustering is used in [117] in order to determine where requests arriving to a web server came from,
they base their algorithm on the determination of proxies and spiders. Extracting the IP addresses as
well as the network masks and grouping the nodes by longest common prefix have been studied in [158],
and seems to provide good results. This approach also provides a way to obtain a representation of
the network topology [118]. Some clustering algorithm are based on Euclidean spaces. For example,
[168] is based on GNP [130] (Global Network Positioning) to determine nodes coordinates within an n
dimensional space, clusters are then created based on latencies. A commonly used technique is to elect
leaders, around which clusters are formed. Typically, the creation of dominating sets is used [104, 167],
i.e., a subset D of nodes is selected, and all nodes in the graph either belong to D or are connected by
an edge to at least one of the nodes of D. Spectral analysis can also be used, for example to analyze
Internet topology [100].

The algorithms presented in this section are centralized algorithms, as one machine needs to know
everything about the platform. However, centralized algorithms work well for as long as we can easily
have a global view of the platform. This implies having a global knowledge, which is not always possible
especially in distributed environments such as grids. Hence, the natural step to cope with this problem,
is to distribute the problem to have processes working jointly to reach a common solution.

3.2 Distributed Clustering

Many distributed clustering algorithms exist in the literature. A clustering provides a hierarchi-
cal organization of a network, which consists in grouping nodes into clusters, and, in many clustering
algorithms, electing a clusterhead that is in charge of managing the cluster. A clusterhead can be
in charge of performing performance measurements, or enhancing the spatial reuse of time slots and
codes. . . Moreover, clustering reduces the amount of information stored and maintained in nodes such
as routing or topology information; and decrease the transmission overhead. Changes made within a
cluster can also be kept locally, and thus will not “pollute” the whole network.

Solutions for ad hoc networks aim at grouping nodes which are “geographically close” in the network,
given a certain criterion. For example, the Lowest-ID Clustering (LID) [87] algorithm, is based on the
nodes identifier (ID) in order to build clusters within which all nodes are one hop away from an elected
leader (also called clusterhead) within the cluster. Least Cluster Head Change (LCC) [67] tries to limit
clusterheads changes when there are modifications in the network. High-Connectivity Clustering [98] is
based on the nodes degree instead of their ID. The algorithms Distributed Clustering Algorithm (DCA),
and Distributed and Mobility-Adaptive Clustering (DMAC) presented in [40] use a weight assigned
to nodes to choose the clusterheads. [37] propose a distributed algorithm which organizes the nodes
hierarchically. Clustering can also be used to reduce the power consumption of the nodes, an energy
aware clustering algorithm is presented in [99]. Many other distributed clustering methods can be found
in [138].

The above mentioned algorithms, albeit working on distributed networks, aren’t able to cope with
errors, crashes that are inherent properties of distributed systems. In the next section, we present an
approach to deal with any kind of faults occurring in a distributed system.
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3.3 Concept of Self-Stabilization

We now introduce the concept of Self-Stabilization, a powerful technique to design fault-tolerant
systems.

3.3.1 Self-Stabilization

The concept of Self-Stabilization has been introduced in 1974 by Dijkstra in [77]. It is a general
concept for designing fault-tolerant systems. Whatever the error arising in a self-stabilizing system, this
latter will be able to recover, and after a phase of stabilization, will be able to return to an intended
behavior in a finite time. Hence, once an error has occurred, regardless of the state in which the system
is left, i.e., regardless of the states of the processes, and the messages in the communication links, the
system will be able to recover from any kind of errors, be it the loss of some nodes, or the corruption of
some variables. Thus, the self-stabilizing property claims that there is no need for a proper reset of the
variables, nor for a static network, as a self-stabilizing algorithm is guaranteed to recover automatically
from an arbitrary initialization in a finite time. This property contrasts with the typical fault-tolerance
concept that only states that under all state transitions, the system will never deviate from a correct state.
Conversely, a non self-stabilizing system driven to an illegitimate configuration by some perturbations
may not return to a correct behavior.

3.3.2 Distributed System Assumptions

Consider a connected undirected network, represented by a graph G = (V, E), where V is the set of
nodes (Vertices), and E is the set of links (Edges) between nodes. Note that contrary to the previous
chapter, we do not restrict the graph to fully connected platforms. Distributed algorithms are modeled
as distributed state machines performing a sequence of steps. For a given node (process), a step consists
in first reading its local and direct neighborhood’s state, and then, depending on those states’ values,
performing an action. A process is said to be enabled if it can perform at least one action. Determination
of the neighborhood’s state is done through communications. Two main communication models exist:
message passing and shared memory. A commonly used model is Dijkstra’s theoretical model [77], more
commonly referred to as the shared memory model, where a process can directly read the variables of its
neighbors in one atomic operation. In this model each node can directly read it’s neighbors variables,
and read and write it’s own. The grain of atomicity may also vary [79]. In the composite atomicity
model, a process can read the state of the system and execute an action (i.e., modify its own variables)
in one atomic step. On the contrary, in the read/write atomicity model, a process can read the state of
the system in one atomic step, and then execute an action in one atomic step, hence the configuration
may change between the read and write steps.

As we are evolving in a distributed system, we need to schedule the different processes steps. We
assume that each transition from a configuration to another is driven by a scheduler, also called a
daemon. A daemon can be synchronous if at each step all processes are activated and execute at the
same time, distributed if it can activate simultaneously any subset of processes, or fully distributed if it is
distributed and that all activated processors read their input registers, perform local computations, but
may delay the writing into their registers after the following daemon activation has occurred. Moreover,
a processor may not be chosen again by the fully distributed daemon until it has written its output
registers. Daemons also have different levels of fairness. A fair daemon ensures that if a process P is
continuously enabled, then P is continuously selected by the daemon. A weakly fair daemon ensures
that if a process P is continuously enabled, then P must eventually be selected by the daemon. Finally,
an unfair daemon might never choose a continuously enabled process P , unless P is the only enabled
process.

One should always keep in mind, that a self-stabilizing algorithm can only stabilize if the time between
two faults is long enough for the algorithm to converge. No convergence can be proven if some failures
constantly appear. That is why we say that stabilizing will eventually happen, after the final fault in
the system.
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3.4 The k-clustering Problem and Self-Stabilizing Clustering

The k-clustering problem [76] consists in partitioning a network into clusters, within which all nodes
are no farther than a distance k from the clusterhead in the cluster. Thus, the result of a k-clustering
are subgraphs with a diameter at most 2k, k being a given data of the problem. The diameter of a
graph being the greatest distance between any pair of vertices. We can distinguish several forms of this
problem: clusters can be overlapping or disjoint, and the network can be represented by an unweighted
or weighted graph. In the next chapter, we deal with the weighted version of the problem, with disjoint
clusters.

The purpose of such a clustering is to provide a local view of the platform, and help routing within
the clusters. Typically, clusterheads can be in charge of collecting information about the machines states
in the cluster and constructing an overview of its cluster state. It can also provide routing tables, so
as to transmit messages in less than 2k between any two nodes in the cluster. Clustering facilitates the
reuse of resources, which improves the system capacity.

To the best of our knowledge, no previous work dealt with weighted graphs. Amis et al. [32] give
the first distributed solution to the k-clustering problem on unweighted graph. The time and space
complexities of their solution are O(k) and O(k log n), respectively. Spohn and Garcia-Luna-Aceves [150]
give a distributed solution to a more generalized version of the k-clustering problem. In their algorithm,
a parameter m is given, and each process must be a member of m different k-clusters. The k-clustering
problem discussed in this dissertation is then the case m = 1. The time and space complexities of
the distributed algorithm in [150] are not given. Fernandess and Malkhi [89] give an algorithm for the
k-clustering problem that uses O(log n) memory per process, takes O(n) steps, provided a breadth first
search (BFS) tree for the network is already given – a BFS tree has a designated root, and from each
node, the path from that node through the BFS tree to the root is the shortest possible path in the
network.

The first self-stabilizing solution to the k-clustering problem was given by Datta et al. in [72]; this
solution takes O(k) rounds and O(k log n) space. Another self-stabilizing solution was proposed in [70];
this algorithm needs O(n) rounds but only O(log n) space. Both solutions use the hop metric, and are
thus unable to deal with more general weighted graphs.

Many self-stabilizing algorithms have been proposed in the literature for constructing clusters in
distributed network. In [42], Bein et al. give a link-cluster algorithm where each node can be at a
distance two of any clusterhead. Dolev and Tzachar present in [81] a stochastic self-stabilizing clustering
algorithm. In [169], Zu et al. give an algorithm for constructing a minimal dominating set.

Other self-stabilizing clustering algorithms deal with weighted graphs, where weights are placed on
the vertices, not on the edges. For example, Johnen and Nguyen give in [111] an algorithm to partition
the network into 1-hop clusters, i.e., the algorithm computes a dominating set, a set S such that ever
node is a neighbor of some member of S. This article presents self-stabilizing versions of DMAC [40] and
GDMAC [39]. The authors also give a robust version of both algorithms in [112], i.e., after one round
the network is partitioned into clusters, and stays partitioned during construction of the final clusters.

A self-stabilizing algorithm for clusters formation under a density criterion is presented in [128] by
Mitton et al.. The density criterion (defined in [127]) is used to select clusterheads – a node v is elected
a clusterhead if it has the highest density in its neighborhood, and the cluster headed by v contains all
nodes at distance less or equal to two from v.

Algorithms presented in this section can only deal with unweighted graphs, i.e., only the number
of hops between nodes is taken into account. This approach may be relevant when dealing with ad-
hoc networks, but may hide the true communication cost. Indeed, when communication costs are not
homogeneous in a platform, taking into account only the number of hops in no longer sufficient. For
example, consider the latency within a network, it can vary a lot depending if you communicate with a
neighbor accessible through a local network, or through a wide area network. Thus, in the next chapter,
we present a self-stabilizing distributed k-clustering algorithm for weighted graphs.



Chapter 4

Dynamic Platform Clustering

In the previous part of the dissertation, we introduced how to efficiently deploy a hierarchical middle-
ware on a fully connected platform. However, real large scale platforms, in general, cannot be represented
by a fully connected network. Most networks have to be represented by a graph where connections occur
only between well identified nodes. Running an application without taking into account the underlying
network can lead to dramatic loss of performances. Hence the need to run applications only on group of
well connected nodes arises. But then, what if the platform is modified? What if errors or crashes occur
in the system? Grids are not reliable platforms, they are dynamic and error prone environments. Thus,
taking into account locality in the network is an improvement for obtaining good performances, but this
notion of locality can be modified throughout time due to dynamicity.

In this chapter 1, we tackle the problem of grouping nodes on a platform according to a given distance
k. So far, we studied the problem of obtaining a good throughput on the requests served by a middleware.
What if now we want to address the problem of having a good response time on the submission part,
i.e., the time between the instant a client sends a request, and the instant it receives a list of available
servers? Due to latencies between nodes, the time to search servers can be quite long if we do not deploy
the middleware on well connected nodes. Hence, a notion of locality arises. Two problems are addressed
in this chapter:

1. k-clustering. Given an additive weighted metric on a network (e.g., the latency between nodes),
we aim at grouping the nodes into sets of non-empty connected subgraphs, within which each node
is at a distance at most k from a particular node elected in this subgraph. Hence, within each
subgraph, two nodes are no further apart than 2k. Going back to middleware deployment, suppose
that a limit δ on the response time to obtain a list of servers is given. We only need to fix k = δ/2,
find a k-clustering on the network, and deploy the middleware within a subgraph to ensure the
response time. To the best of our knowledge, we present the first solution to the k-clustering
problem on weighted graphs.

2. Self-stabilization. Grids being dynamic and error prone platforms, we aim at designing a clus-
tering algorithm that can cope with such dynamicity, and recover from any kind of errors that
could happen during the execution of an algorithm. Any modification or error in the system can
be taken into account. Our approach ensures that eventually our k-clustering algorithm will reach
a correct state.

The rest of the chapter is organized as follows. In Section 4.1, we give the preliminary concepts on
self-stabilization. In Section 4.2, we describe more formally the addressed problem. As our solution to
the k-clustering problem makes use of several self-stabilizing algorithms (also called modules), we present
new results on combining self-stabilizing algorithms under an unfair daemon in Section 4.3. Sections 4.4
to 4.6 are then dedicated to presenting the different modules of our algorithm. Finally, before concluding,
we present complexity results in Section 4.7 and simulation results in Section 4.8.

1. The work presented in this chapter has been published in journal [CDDL10], international conference [CDDL09] and
national conference [Dep09].
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4.1 System Assumptions

We now present more formally the concepts of self-stabilization, which has been introduced in the
previous chapter. The state of a process is defined by the values of its variables. A configuration of the
network is a product of the state of all processes. If γ is the current configuration, then γ(P ) is the
current state of each process P . An execution of an algorithm, A is a sequence of states e = γ0 7→ γ1 7→
. . . 7→ γi . . ., where γi 7→ γi+1 means that it is possible for the network to change from configuration γi

to configuration γi+1 in one step. We say that an execution is maximal if it is infinite, or if it ends at a
sink, i.e., a configuration from which no further execution is possible.

The program of each process consists of a set of variables and a finite set of actions, each protected
by a guard. The guard of an action in the program of a process P is a Boolean expression involving the
variables of P and of its neighbors. The statement of an action of P updates one or more variables of
P . An action can be executed only if it is enabled, i.e., its guard evaluates to true. A process is said
to be enabled if at least one of its actions is enabled. A step γi 7→ γi+1 consists of one or more enabled
processes executing an action. We consider that any enabled node P is neutralized in the computation
step γi 7→ γi+1, if P is enabled in γi and not enabled in γi+1, but does not execute any action between
these two configurations. This situation could occur if some neighbors of P change some of their registers
in such a way as to cause the guards of all actions of P to become false.

We assume that each transition from a configuration to another is driven by a scheduler, also called a
daemon, and we consider this latter to be unfair and distributed (see Chapter 3). The unfairness means
that even if a process P is continuously enabled, P might never be selected by the daemon, unless, at
some step, P is the only enabled process. The distributed property means that at a given step, if one
or more processes are enabled, the daemon selects an arbitrary non-empty set of enabled processes to
execute an action.

In order to compute the time complexity, we use the notion of round [80], which captures the speed
of the slowest process in an execution. We say that a finite execution ̺ = γi 7→ γi+1 7→ . . . 7→ γj is a
round if the following two conditions hold:

1. Every process P that is enabled at γi either executes or becomes neutralized during some step of ̺.

2. The execution γi 7→ . . . 7→ γj−1 does not satisfy condition 1.

We define the round complexity of an execution to be the number of disjoint rounds in the execution,
possibly plus one more if there are some steps left over.

Finally, we say that an algorithm A is self-stabilizing if, starting from a completely arbitrary config-
uration, the network will eventually reach a legitimate configuration. More formally, we assume that we
are given a legitimacy predicate LA on configurations. Let LA be the set of all legitimate configurations,
i.e., configurations which satisfy LA: correct configurations. Then we define A to be self-stabilizing to
LA, or simply self-stabilizing if LA is understood, if the following two conditions hold:

1. Convergence. Every maximal execution contains some member of LA.

2. Closure. If an execution e begins at a member of LA, then all configurations of e are members
of LA.

We say that A is silent if every execution is finite. In other words, starting from an arbitrary configura-
tion, the network will eventually reach a sink, i.e., a configuration where no process is enabled.

4.2 The k-Clustering Problem

We now formally define the problem solved in this chapter. Let G = (V, E) be a connected graph
(network) consisting of n nodes (processes), with positively weighted edges. We suppose that the network
contains at least two nodes, n ≥ 2. For any x, y ∈ V , let w(x, y) be the distance from x to y, defined to
be the least weight of any path from x to y. We will assume that the edge weights are positive integers.
We also define the radius of a graph G as follows:

radius(G) = min
x∈V

max
y∈V
{w(x, y)}
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Given a positive integer k ≥ 1, we define a k-cluster of G to be a non-empty connected subgraph of
G of radius at most k, i.e., such that all processes in the cluster are within distance k of a designated
leader process, called the clusterhead.

We define a k-clustering of G to be a partitioning of V into k-clusters. The k-clustering problem is
then the problem of finding a k-clustering of a given graph. 2 We also require that a k-clustering specifies
one node, which we call the clusterhead within each cluster, which is within k of all nodes of the cluster,
and a shortest path tree rooted at the clusterhead which spans all the nodes of the cluster.

A set of nodes D ⊆ V is a k-dominating set 3 of G if, for every x ∈ V , there exists y ∈ D such
that w(x, y) ≤ k. A k-dominating set determines a k-clustering in a simple way; for each x ∈ V , let
Clusterhead(x) ∈ D be the member of D that is closest to x. Ties can be broken by any method,
such as by using IDs. For each y ∈ D, Cy = {x : Clusterhead(x) = y} is a k-cluster, and {Cy}y∈D

is a
k-clustering of G.

We say that a k-dominating set D is optimal if no k-dominating set of G has fewer elements than D.
The problem of finding an optimal k-dominating set, or equivalently, a k-clustering with the minimum
possible number of clusters, is known to be NP-hard [32]. Our algorithm attempts to find a k-clustering
which has “few” clusters in a reasonable time.

4.3 Unfair Composition of Self-Stabilizing Algorithms

Before presenting our solution for dealing with the k-clustering problem, we first present the conditions
under which self-stabilizing algorithms can be combined to form a new self-stabilizing algorithm, which
works under the unfair daemon. The underlying question behind this work is: “can we reuse different
self-stabilizing algorithms, combine them and obtain a self-stabilizing algorithm?” By combination, we
mean that given two algorithms A1 and A2, the stabilized behavior of A1 is used as input by A2. In [79]
are presented the conditions for fair combination of self-stabilizing algorithm. Fair combination denotes
the fact that each process executes a step of each algorithm infinitely often. In this section, we consider
the problem of combining distributed algorithms under an unfair daemon. This problem is not entirely
trivial; for example, what we have discovered is that a naive combination of self-stabilizing algorithms
might not be self-stabilizing.

We define a partial execution of a distributed algorithm A to be a sequence of configurations such
that, other than the first one, each follows from its predecessor by one or more processes executing an
action of A.

We define an execution of A to be a partial execution which is either infinite or ends at a configuration
where no process is enabled.

1. We say that an execution is unfair if it is infinite and if there is some process that executes only
finitely many times and is continuously enabled from some point on.

2. We say that an execution is weakly fair if it is not unfair. We say that A is weakly fair if every
execution of A is weakly fair.

3. We say that an execution is strongly fair if it is either finite, or there is no process that executes
only finitely many times. We say that A is strongly fair if every execution of A is strongly fair.

Note: a strongly fair execution is also weakly fair, and a strongly fair algorithm is also weakly fair.

Lemma 4.1. Every distributed algorithm has a weakly fair execution.

Proof. At each step, select the set of all enabled processes. �

The logical question that arises is: “Is there a strongly fair execution for every distributed algorithm?”
The answer is unfortunately “No.”

2. There are several alternative definitions of k-clustering, or the k-clustering problem, in the literature.
3. Note that this definition of the k-dominating set is different than another well known problem consisting in finding

a subset V ′ ⊆ V such that |V ′| ≤ k, and such that ∀v ∈ V − V ′, ∃y ∈ V ′ : (x, y) ∈ E. [97]
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4.3.1 The Daemon

The scheduler (daemon) chooses an execution of the algorithm A.
– We say that a daemon is weakly fair if it always chooses a weakly fair execution.
– We say that the daemon is unfair if it can choose any execution.
We say that a distributed algorithm A works under the weakly fair daemon if every weakly fair

execution of A has whatever properties are required in the problem specification.
We say that a distributed algorithm A works under the unfair daemon if every execution of A has

whatever properties are required in the problem specification.

Lemma 4.2. If A is a weakly fair distributed algorithm, then A works under the unfair daemon if and
only if A works under the weakly fair daemon.

4.3.2 Input Variables

Normally, input variables are never discussed. However, in most cases, a distributed algorithm has
variables that never change their values. We can call these input variables. In the literature, it seems to
always be assumed that the input variables are constant during the execution of an algorithm.

But what if we want to combine algorithms, so that the input variables of the second module (algo-
rithm) are computed by the first module? In this case we cannot consider input variables to be constants
in every cases.

1. An input variable of an algorithm A is a variable that is used by A but is never changed by A. We
call the vector of all input values of all nodes the input configuration.

2. The usual definition of an algorithm S being self-stabilizing is that, given that the input configu-
ration is correct and never changes, the network will eventually be in a legitimate configuration.
Of course, each problem specification gives a definition of what it means for an input configuration
to be correct, and what it means for a configuration to be legitimate. We will assume that if the
configuration is legitimate, the input configuration is correct.

(a) S is self-stabilizing under the unfair daemon if every execution where the input configuration
is correct and never changes is eventually in a legitimate configuration.

(b) S is self-stabilizing under the weakly fair daemon if every weakly fair execution where the
input configuration is correct and never changes is eventually in a legitimate configuration.

Whether an algorithm A is weakly or strongly fair depends on the definition of a configuration of the
algorithm. The normal definition of configuration allows any process to have any values for its variables,
but the values of its constants are uniquely specified. But what about input variables? Since this issue
is not normally even discussed in the literature, we need to clarify it for our purposes.

We will adopt the definition that an algorithm A can have constants, whose values are given in
the problem specification, and could also have input variables, which could take on a range of values,
but whose values cannot be changed by A (if we never combine algorithms, the distinction between
these is moot). We then define a partial execution of A to be a sequence of configurations where the
input variables can be initialized to have any values in their range, and where during each step one or
more processes execute an action of A. Thus, the input variables are unchanged throughout the entire
sequence.

We summarize the classification of the variables of an algorithm A as follows:

1. Constants, which have values given in the problem specification.

2. Input variables. Each input variable has a range of possible values. There is a defined set of input
configurations call correct input configurations. Input variables cannot be changed by A.

3. Local variables. Variables which can be changed by A, and are used only for the internal compu-
tations of A.

4. Output variables. Variables which can be changed by A, and which are intended to be read by
some agent or algorithm outside A.
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We also require that, if the configuration is legitimate, then no output variable can change. We say
that the output variables are stable.

For example, in the third module of K-CLUSTERING, which we fully describe in Section 4.6.1, k
and P.id are constant, P.parent, P.leader , P.level, and P.minid are input variables, P.dist and P.span
are local variables, and P.maxminid is an output variable.

4.3.3 Combining Algorithms

Suppose that A and B are strongly fair self-stabilizing algorithms on the same network. That means
that each process P has all the variables of both A and B. We classify those variables as follows:

1. Constants.

2. Input variables of A that are not visible to B. These cannot be changed.

3. Variables that are input variables of both A and B. These cannot be changed.

4. Input variables of B which are not visible to A. These cannot be changed.

5. Local variables of A.

6. Local variables of B.

7. Output variables of A which are input variables of B. These can be changed by A but not by B.

8. Output variables of A which are not input variables of B.

9. Output variables of B.

Finally, the combination algorithm Combine(A, B) is defined as follows (also see Figure 4.1):

1. The input variables of Combine(A, B) are defined to be the variables of classes 2, 3, and 4 above.

2. The output variables of Combine(A, B) are defined to be the variables of classes 8, and 9 above,
possibly together with some variables of class 7.

P is enabled to execute an action of Combine(A, B) if and only if P is either enabled to execute an
action of A or enabled to execute an action of B. If P executes an action of Combine(A, B), then P
executes both an action of A and an action of B, if both are enabled, otherwise, it executes one or the
other.

Correctness and legitimacy for the three algorithms, A, B, and Combine(A, B), must be defined to
satisfy the following conditions:

1. If the input configuration of Combine(A, B) is correct, then the input configuration of A is correct.

2. If the input configuration of Combine(A, B) is correct and the configuration of A is legitimate,
then the input configuration of B is correct.

3. A configuration of Combine(A, B) is legitimate if and only if the configurations of both A and B
are legitimate.

Variables
Local

Variables
Output

Variables
Local

Variables
Output

Variables
Input

Variables
Input

Application Layer

ModuleOtheror

Algorithm A Algorithm B

Figure 4.1: Combine(A, B)

Lemma 4.3. If both A and B are strongly fair and self-stabilizing, then Combine(A, B) is strongly fair
and self-stabilizing.
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Proof. We first prove that Combine(A, B) is strongly fair, i.e., that every execution of Combine(A, B)
is either finite, or that no process executes only finitely many times.

Let E = γ0, γ1, . . . be an execution of Combine(A, B). We write γi = (αi, βi), where αi is a configu-
ration of A, and βi is a configuration of B. Let EA = α0, α1, . . . which might not be a partial execution
of A because consecutive configurations could be equal. Let E′

A be the partial execution of A obtained
from EA by eliminating configurations which are the same as their predecessors.

Case I: E is finite. In this case, we are done.
Case II: E is infinite, and E′

A is infinite. Then, since A is strongly fair, every process executes
infinitely many actions of A in E′

A, and hence infinitely many actions of Combine(A, B) in E.
Case III: E is infinite, and E′

A is finite. Pick T such that A does not execute beyond the T th step
of E, that is, αi = αT for all i > T . Then EB = βT , βT +1, . . . is an execution of B. Since B is strongly
fair, each process executes infinitely many actions of B during EB , and thus infinitely many actions of
Combine(A, B) during E.

Thus, in any case, every execution of Combine(A, B) is either finite, or no process executes only
finitely many times, i.e., Combine(A, B) is strongly fair.

We now prove that Combine(A, B) is self-stabilizing, i.e., that every execution where the input
configuration is correct and never changes is eventually in a legitimate configuration. We use the same
notations as above.

Assume that the input configuration of Combine(A, B) is correct at γ0. Then, the input configuration
of A is correct at α0. We claim that E′

A is an execution of A.
Case I: E is finite. Then, at the last configuration of E, no process is enabled to execute an action

of Combine(A, B), and hence no process is enabled to execute an action of A. Thus, E′
A is an execution

of A.
Case II: E is infinite, and E′

A is infinite. Then E′
A is an execution of A.

Case III: E is infinite, and E′
A is finite. Suppose that E′

A is not an execution of A. Then, at αT , there
is some process P which is enabled to execute an action of A, but that process is never selected during
the remainder of the sequence E. This contradicts the fact that E contains infinitely many actions of
every process.

This completes the proof of the claim that E′
A is an execution of A. It follows that αi is eventually

a legitimate configuration of A.

This finally leads us to the end of the proof of Lemma 4.3, i.e., that Combine(A, B) is self-stabilizing.
Assume that the input configuration is correct. Since E′

A is an execution of A, there is some T such
that αT is a legitimate configuration of A. Hence, for any i ≥ T , the output variables of A have legitimate
values, and are stable. Thus, for any i ≥ T , the input variables of B are correct and are the same as at
γT . Let E′

B be the sequence of configurations of B, starting at βT , with duplicates removed. Then E′
B

is an execution of B, and thus will eventually be in a legitimate configuration of B at which the output
variables of B are stable.

In conclusion, eventually both A and B will be in legitimate configurations, and the output variables
of both will be stable, and we are done. �

We have the necessary conditions to build self-stabilizing algorithms out of several self-stabilizing
modules, under the unfair daemon. We will now iteratively build our solution for the k-clustering
problem. We first present a non self-stabilizing algorithm for solving the Best Reachable problem, which
is at the core of our approach to solve the k-clustering problem. Then, we modify it so as to make it
self-stabilizing. Finally, we present two other self-stabilizing modules, and combine them to form our
self-stabilizing solution to the k-clustering problem.
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4.4 Best Reachable Problem

We now go back to a non self-stabilizing algorithm for solving what we call the Best Reachable
problem. It aims at finding a best value within a weighted network under a distance constraint.

We define the Best Reachable problem on a network as follows. We are given a positive weight
function w on edges, and we let w(P, Q) be the minimum weight of any path from P to Q, as before.
We are also given a number k, the allowed distance. Without loss of generality, the weight of any edge
is at most k + 1.

Each process P has a value P.Θ, of some type, and each process must calculate the best value of
Q.Θ over all processes Q within that allowed distance of P . More specifically, each P must calculate
best{Q.Θ : w(P, Q) ≤ k}.

Best means maximum under any given ordering. In our code, we will write “≻” for a given order
relation on values of Θ, and we say that P.Θ is best if P.Θ � Q.Θ for all processes Q. Throughout, we
write NP for the set of all neighbors of P .

We first present in Section 4.4.1 the algorithm, and then its proof in Section 4.4.2.

4.4.1 Algorithm NSSBR

We now give a distributed algorithm, NSSBR, presented in Algorithm 4.1, for the best reachable
problem. Each process P has variables P.best, whose value of the best value of Θ that P has found so
far, P.dist, the distance from P of the nearest Q for which Q.Θ = P.best, and P.span, whose meaning
is as follows: P.best = best{Q.Θ : w(P, Q) < P.span}. That is, P has so far found the best value of Θ
among all process which are closer than P.span, but not among those whose distance from P is greater
than or equal to P.span.

Initially, P.best = P.Θ and P.dist = 0, because P only considers of its own value of Θ. The initial
value of P.span is the shortest distance from P to any neighbor, since P has not searched any neighbor
for a better value.

As the algorithm proceeds, each process P repeatedly iterates the main loop, shown as lines 1.4
through 1.12 in the code below. The loop will iterate until P.span > k, which will indicate that P has
searched all processes of distance at most k to find the best value of Θ.

The only way that P can become aware of values of Θ beyond its immediate neighborhood is through
its neighbors. For example, if X is within k of P and X.Θ is the best value of Θ within k of P , then P
must have a neighbor Y which is on the shortest path from P to X, and P will learn about X.Θ from
Y . At some point in the computation, Y.best = X.Θ, and P will update P.best to that value.

However, there is a complication. Even though P learns about X.Θ via Y , it could be that there is
some better value of Θ within k of Y , but not within k of P . This means that Y.best will eventually be
better than X.Θ. We must make sure that P can read Y.best before that happens.

Algorithm 4.1 NSSBR: A Non-Self-Stabilizing Algorithm for Best Reachable
1.1: P.best ← P.Θ

1.2: P.dist ← 0

1.3: P.span ← min {w(P, Q) : Q ∈ NP }

1.4: while P.span ≤ k do

1.5: if ∀Q ∈ NP : ((Q.best � P.best) ∨ (P.dist + w(P, Q) > k)) ∧ (w(P, Q) + Q.span > P.span) then

1.6: if ∃Q ∈ NP : Q.best ≻ P.best and Q.dist + w(P, Q) = P.span then

1.7: P.best ← max≻ {Q.best : Q ∈ NP and Q.dist + w(P, Q) = P.span}

1.8: P.dist ← P.span

1.9: end if

1.10: P.span ← min

{

min {X.span + w(P, X) : X ∈ NP }
min {X.dist + w(P, X) : X ∈ NP and X.best ≻ P.best}

1.11: end if

1.12: end while

Each process P has the code presented in Algorithm 4.1. In Line 1.7, “max≻” denotes maximum
with respect to the order relation “≻.”
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In order to fit Algorithm 4.1 into our model of computation, we assume that each P executes lines 1.1
through 1.3 of the code immediately, i.e., before any other process reads its values. Lines 1.4 through 1.12
are executed as one atomic step, so that a neighbor of P cannot, for example, read the new value of
P.best until the new values of P.dist and P.span are also computed.

The code of Algorithm 4.1 is not self-stabilizing. We will later show how to modify it to make it
self-stabilizing.

4.4.2 Proof of Correctness for NSSBR

In this section, we prove that Algorithm 4.1 converges and that after convergence, for all process P ,
P.best = max≻ {Q.Θ : w(Q, P ) ≤ k}.

Intuition. As Algorithm 4.1 proceeds, each process P tries to find the best value of Θ within an
increasing distance. It keeps track of the search radius, P.span, as well as P.best, the best value of Θ
within that distance of itself. It also keeps track of P.dist, which is the distance to the process whose Θ
value is P.best (in case more than on such process exists, P.dist is the smallest choice of distance).

Loop invariant. We now define the loop invariant of the main loop of Algorithm 4.1, which is the
conjunction of the following invariants, each of which holds for all choices of processes P , X, and Y .

LI(i)(P ): 0 ≤ P.dist ≤ k and P.dist < P.span

LI(ii)(P ): P.best = max≻ {X.Θ : w(P, X) < P.span and w(P, X) ≤ k}

LI(iii)(P ): P.dist = min {w(P, X) : X.Θ = P.best}

LI(iv)(P, X): P.span ≤ X.span + w(P, X) if X ∈ NP

LI(v)(P, X, Y ): If Y ∈ NP , w(P, X) < P.dist, and w(P, X) + w(P, Y ) ≤ k, then X.Θ � Y.best

Explanation of the loop invariant. We now explain the intuition behind the loop invariant. Fig-
ure 4.2a illustrates LI(i), LI(ii), and LI(iii). For each process P , the distance from P to the nearest
process Q such that Q.Θ = P.best is stored as P.dist, and no process closer to P has a better value of
Θ. Furthermore, P has determined that no better Θ exists among all processes closer than P.span.

_<Θ P.bestQ.Θ = P.best

< P.bestΘ

P P.spanP.distQ

(a) Invariants LI(i), LI(ii), and LI(iii).

PQ

w(P,Q) P.spanQ.span

(b) Invariant LI(iv).

Figure 4.2: Invariants LI(i), LI(ii), LI(iii), and LI(iv).

Figure 4.2b illustrates LI(iv). If Q is a neighbor of P , then Q.span + w(P, Q) ≥ P.span. The basic
reason for this invariant is that P derives all information about other processes from its neighbors.

By far the hardest invariant to explain is LI(v). Suppose Y ∈ NP , w(P, X) < P.dist, and w(P, X) +
w(P, Y ) ≤ k. Pick processes U and V such that U.Θ = Y.best and V.Θ = P.best, as illustrated in
Figure 4.3. Suppose also that w(Y, V ) > k. Thus, it could happen that X.Θ is the largest value of Θ
within k of Y .
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The only way that Y can know about X.Θ is through its neighbor, P . But P.best = V.Θ, which is
larger than X.Θ, and thus P.best will never again be equal to X.Θ.

To avoid error, we must ensure that X.Θ will not be needed by Y in the remaining part of the
computation. The invariant LI(v), which states that Y.best � X.Θ, guarantees this.

PY

V

X

P.dist

Y.distU

Figure 4.3: Invariant LI(v): U.Θ = Y.best, V.Θ = P.best, w(U, Y ) = Y.dist, w(P, V ) = V.Θ, w(P, X) <
P.dist, and w(Y, X) ≤ k < w(Y, V ).

Figure 4.4 gives an example of how a calculation can go wrong if LI(v) is not used. In that figure,
D.best will be unable to achieve its correct value of 3 = B.Θ, since C.best has already found a better
value, namely 4 = A.Θ, for k = 2.

best = 4
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1
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A

dist = 1

best = 2

span = 2

dist = 0

span = 3

dist = 0

best = 3

span = 3

best = 4

span = 3

dist = 2
Θ = 1

Θ = 3

Θ = 2Θ = 4

Figure 4.4: Example showing the necessity of LI(v). In the figure, k = 2, and the invariant LI(v)(C, D, B)
is false, although all other parts of the loop invariant hold. It is impossible for D.best to achieve its correct
value of 3.

We will now prove that NSSBR solves the Best Reachable Problem. We first show that the loop
invariant holds once Lines 1.1 through 1.3 are executed, and that it holds thereafter. Then, we show
that at least one process modifies its variables for as long as we do not have P.span > k for all process
P . This leads to the conclusion that NSSBR solves the Best Reachable Problem.

Lemma 4.4. The loop invariant holds after each process executes Lines 1.1 through 1.3 of the code of
Algorithm 4.1.

Proof. Recall our assumption that no process iterates the main loop of Algorithm 4.1 until after all
processes have initialized, i.e., have executed Lines 1.1 through 1.3. After all processes have initialized,
then P.span = min {w(P, Q) : Q ∈ NP } > 0, P.dist = 0, and P.best = P.Θ for all P . The invariants LI(i)
through LI(iv) are then trivially true, while LI(v) holds vacuously. �

Lemma 4.5. If the loop invariant holds before a step, then it holds after that step.
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Proof. Assume that the loop invariant holds before a given step. During the step, some subset of processes
executes the loop of Algorithm 4.1. For each process P , let P.best, P.dist, and P.span be the values of
P ’s variables before the step, and let P.best′, P.dist′, and P.span′ be the values after that step.

We will also write LI(i), LI(ii), etc. for the invariants before the step, and LI(i)′, LI(ii)′, etc. for the
invariants after the step.

For our proof, we fix a process P , and assume that LI(i)(P ), LI(ii)(P ), and LI(iii)(P ) hold, and that
LI(iv)(P, X) and LI(v)(P, X, Y ) hold for all processes X and Y . We then prove that the corresponding
“primed” invariants, LI(i)′(P ), LI(ii)′(P ), etc. hold.

We will consider three cases, depending on the execution of P during the step.
Case I is where the condition of the if statement on Line 1.5 is false for P . In this case, P does not
change its variables during the step.
Case II is where that condition is true, but the condition of the if statement on Line 1.6 is false for P .
In this case, P executes Line 1.10, but does not execute Lines 1.7 or 1.8.
Case III is where the conditions on Lines 1.5 and 1.6 are both true. In this case, P executes Lines 1.7,
1.8, and 1.10.

In Case III, we will choose Q ∈ NP such that P.span = Q.dist + w(P, Q), and Q.best is maximum
subject to that condition; thus Q.best ≻ P.best. We will also choose a process R such that w(Q, R) =
Q.dist and R.Θ = Q.best. In Cases I and II, Q and R are undefined.

We first show that in the three cases, the variables P.span and P.dist can only increase or keep the
same value, and that the variable P.best can only become better (with regards to ≻) or keep the same
value. This leads to the proof that in Case I, Lemma 4.5 holds, and that only Cases II and III need
further investigation.

Claim A: In Case III, P.best′ ≻ P.best and P.span′ > P.span = P.dist′ > P.dist.

Proof (of Claim A):
P.dist′ = P.span > P.dist by LI(i)(P ), and P.best′ = Q.best ≻ P.best by execution of Line 1.7.
We need only show that P.span′ > P.span. Suppose not. Then, either ∃X ∈ NP such that X.span +

w(P, X) < P.span, which contradicts LI(iv)(P, X), or ∃X ∈ NP such that X.best ≻ P.best and X.dist +
w(P, X) < P.span. But, by the choice of Q and by LI(ii)(P ), Q.best � X.best for all X ∈ NP such that
X.dist + w(P, X) ≤ P.span, which leads to a contradiction. The last case is when ∃X ∈ NP such that
X.span + w(P, Q) ≤ P.span, but this case is prohibited by condition Line 1.5. �

Claim B: If X ∈ NP and P.best ≺ X.best, then P.span ≤ w(P, X) + X.dist, i.e., if P.best is worst than
X.best, then it means that P as not searched as far as X has.

Proof (of Claim B):
By LI(iii), we can pick Y such that Y.Θ = X.best and w(X, Y ) = X.dist. By LI(ii) and by the

triangle inequality, P.span ≤ w(P, Y ) ≤ w(P, X) + w(X, Y ) = w(P, X) + X.dist. �

Claim C: For any process P , P.best′ � P.best, P.dist′ ≥ P.dist, and P.span′ ≥ P.span.

Proof (of Claim C):
In Case I, there is nothing to prove, as P does not change its variables. In Case III, we are done by

Claim A. Consider Case II. Trivially, P.best′ = P.best and P.dist′ = P.dist, as Lines 1.7 and 1.8 are not
executed, since condition Line 1.6 is false in this case. X.span + w(P, X) ≥ P.span for all X ∈ NP , by
LI(iv)(P, X), and X.dist + w(P, X) ≥ P.span for all X ∈ NP such that X.best ≻ P.best = P.best′, by
Claim B. Thus, P.span′ ≥ P.span. �

In Case I, LI(i)′(P ), LI(ii)′(P ), LI(iii)′(P ), and LI(iv)′(P, X) hold trivially, since LI(i)(P ), LI(ii)(P ),
LI(iii)(P ), and LI(iv)(P, X) hold and the variables of P do not change. LI(v)′(P, X, Y ) holds in the three
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cases, since LI(v)(P, X, Y ) holds, and since Y.best′ � Y.best, by Claim C applied to Y . This completes
the proof of the lemma in Case I, and thus henceforth, we assume that we have either Case II or Case III.

We now give five new claims required to prove the remaining invariants. The first two claims, Claims D
and E, are related to the proof that LI(ii)′(P ), LI(iii)′(P ) and LI(iv)′(P, X) hold.

Claim D: P.span′ ≤ min
{

min {X.span + w(P, X) : X ∈ NP }
min {X.dist + w(P, X) : X ∈ NP and X.best ≻ P.best}

for any process P .

Proof (of Claim D):
Since P executes Line 1.10 during the step, that execution makes the claim true. �

Claim E: For any process X, if w(P, X) < P.span′ and w(P, X) = k, then X.Θ � P.best′.

Proof (of Claim E):
In Case II, P.span′ = P.span and P.best′ = P.best, and we are done by LI(ii)(P ). Consider Case III.

Choose Y ∈ NP such that w(P, X) = w(P, Y ) + w(Y, X). Then Y.best � X.best and Y.span + w(P, Y ) ≥
P.span′ > w(P, X) by Claim D.

Suppose Y.best � P.best′. Then w(X, Y ) = w(P, X) − w(P, Y ) < Y.span, and thus X.Θ � Y.best �
P.best′, by LI(ii)(Y ).

On the other hand, suppose Y.best ≻ P.best. Then w(P, X) < P.span′ ≤ Y.dist + w(P, Y ), and hence
w(Y, X) < Y.dist. We also have that w(Y, X) + w(Y, P ) = w(P, X) ≤ k. By LI(v)(Y, X, P ), we have
X.Θ � P.best ≺ P.best′. �

Finally, the last three claims, Claims F, G and H, are related to the proof that LI(iii)′(P ) holds.

Claim F: In Case III, P.dist′ = w(P, R) = w(P, Q) + w(Q, R).

Proof (of Claim F):
By the triangle inequality and LI(iv)(P, R),

w(P, R) ≤ w(P, Q) + w(Q, R) = w(P, Q) + Q.dist = P.span ≤ w(P, R), and P.dist′ = P.span. �

Claim G: There is some process X such that w(P, X) = P.dist′.

Proof (of Claim G):
In Case II, P.dist′ = P.dist, and we are done by LI(iii)(P ). In Case III, let X = R. We are done by

Claim F. �

Claim H: For any process X:
(a) If w(P, X) < P.dist′, then X.Θ ≺ P.best′.

(b) If w(P, X) = P.dist′, then X.Θ � P.best′.

Proof (of Claim H):
In Case II, P.dist′ = P.dist and P.best′ = P.best, and we are done by LI(iii)(P ). Consider Case III.

Choose Y ∈ NP such that w(P, X) = w(P, Y ) + w(Y, X). Then Y.best � P.best and

Y.span > P.span − w(P, Y ) = P.dist′ − w(P, Y ) ≥ w(P, X)− w(P, Y ) = w(Y, X)

since the condition in Line 1.5 holds, and thus X.Θ � Y.best, by LI(ii)(Y ).

Sub-case (i): Y.best = P.best. Then X.Θ ≤ Y.best = P.best ≺ P.best′, and thus both (a) and (b) hold.

Sub-case (ii): Y.best ≻ P.best.
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(a): By LI(v)(Y, X, P ), X.Θ � P.best ≺ P.best′.
(b): Y.dist ≥ P.span−w(P, Y ) = w(Y, X), by Claim B. If Y.dist = w(Y, X), then Y.best � Q.best by our
choice of Q, and thus X.Θ � Y.best � Q.best = P.best′. If Y.dist < w(Y, X), then X.Θ � P.best ≺ P.best′

by LI(v)(Y, P, X). �

Armed with those five new claims, we can now finish the proof of the lemma in Cases II and III.

We first show that LI(i)′(P ) holds. In Case II, P.span′ ≥ P.span by Claim C. Since LI(i)(P ) holds before
the step, we have 0 ≤ P.dist = P.dist′ ≤ k and P.dist′ = P.dist < P.span ≤ P.span′. In Case III, we
have 0 < P.dist′ < P.span′, by Claim A. Since the loop condition in Line 1.4 holds before the step,
k ≥ P.span = P.dist′.

LI(ii)′(P ) follows from Claim E, and the fact that w(P, R) < P.span′ and R.Θ = P.best′ in Case III.

LI(iii)′(P ) follows from Claims G and H.

We now show that LI(iv)′(P, X) holds. Assume X ∈ NP . X.dist′ ≥ X.dist and X.span′ ≥ X.span, since
Claim C holds for X. By Claim D, we are done.

The case of LI(v)′(P, X, Y ) has already been taken care of: we already proved that it held in the three
cases.

Hence, we showed that the loop invariant holds after a step, if it held before the step, which completes
the proof of Lemma 4.5. �

Lemma 4.6. If there is at least one process whose value of span is at most k, then there is at least one
process P such that P can iterate the loop of Algorithm 4.1, and such that during that iteration, at least
one variable of P changes.

Proof. Let P = {P : P.span ≤ k}. Pick P ∈ P such that P.best is minimum. If there is more than one
choice, pick P such that P.span is minimum. We will show that P changes at least one of its variables
during its next iteration of the loop.

We first claim that P satisfies the condition of the if statement in Line 1.5. Suppose not. Then, there is
some Q ∈ NP such that P.dist + w(P, Q) ≤ k and Q.best ≺ P.best, or w(P, Q) + Q.span ≤ P.span.

Suppose Q.span + w(P, Q) ≤ P.span. By the minimality of P.best, we have Q.best � P.best. If Q.best =
P.best, then w(P, Q) + Q.span ≤ P.span, by the choice of Q, which contradicts the minimality of P.span
in our choice of P . Thus Q.best ≻ P.best. Pick R such that R.Θ = Q.best and w(Q, R) = Q.dist. By
LI(i)(Q) and the triangle inequality, we have:

w(P, R) ≤ w(P, Q) + w(Q, R) ≤ w(P, Q) + Q.dist < w(P, Q) + Q.span ≤ P.span

Since R.Θ ≻ P.best, this contradicts LI(ii)(P ).

Otherwise, Q.best ≺ P.best, and thus Q.span > k. Pick a process R such that R.Θ = P.best and
w(R, P ) = P.dist. Then, w(R, Q) ≤ w(R, P ) + w(P, Q) = P.dist + w(P, Q) ≤ k < Q.span and R.Θ =
P.best ≻ Q.best, which contradicts LI(ii)(Q). This proves the claim that P satisfies the condition in
Line 1.5.

We need to show that P changes at least one variable during the resulting iteration. There are two cases.
Case I: There is some Q ∈ NP such that Q.best ≻ P.best and Q.dist +w(P, Q) = P.span. In case of a tie,
pick that Q which has the maximum value of Q.best. Then P will execute Lines 1.7 and 1.8, changing
P.best to Q.best, and increasing both P.dist and P.span.

Case II: Not Case I. Then P will not execute Lines 1.7 and 1.8, but will execute Line 1.10. We need to
show that P.span will increase. Let X be any neighbor of P . If X.best ≻ P.best, then, since Case I does
not hold, and by LI(i), P.span < X.dist + w(P, X) < X.span + w(P, X). Otherwise, by the choice of P ,
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X.span ≥ P.span, and thus P.span < X.span + w(P, X). It follows that P.span increases when Line 1.10
is executed. �

Theorem 4.1. Algorithm 4.1 solves the Best Reachable Problem.

Proof. By Lemmas 4.4, 4.5, and 4.6, the loop invariant of Algorithm 4.1 holds at all times, and the
algorithm will continue to execute as long as the loop condition, in Line 1.4 of the code, remains true
for at least one process.

We need only show that the algorithm cannot keep changing variables forever. Whenever a process P
changes any of its variables, the values of the changed variables increase, by Claim C in the proof of
Lemma 4.5. There are at most n possible values of P.best. Since P.dist is always equal to w(P, Q) for
some process Q, there are at most n possible values of P.dist. Since P.span is always either equal to
w(P, Q) for some Q 6= P , or is greater than k, it also can take on at most n different values during the
execution. Thus, Algorithm 4.1 converges.

Upon convergence P.span > k for all P , and by LI(ii)(P ), the value of P.best is correct. �
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4.5 Self-Stabilizing Best Reachable

In this section, we give a self-stabilizing algorithm, SSBR (presented in Algorithm 4.2), for the Best
Reachable problem. SSBR makes use of NSSBR as a module, and also requires the construction of a
rooted breadth first search (BFS) tree. SSBR is a wave algorithm using broadcast and convergecast
waves [138, 159], the mean of the BFS tree is to support those waves. We use the composite atomicity
model of computation [77, 78]. Each process can read its own registers and those of its neighbors, but
can only write to its own registers. The evaluations of the guard and executions of the statement of any
action is presumed to take place in one atomic step. The algorithm is given in Section 4.5.1, followed by
its proof in Section 4.5.2. An example of execution is given in Section 4.5.3.

4.5.1 Algorithm SSBR

We will use SSBR, also denoted as Algorithm 4.2, as a module as defined in Section 4.3. For that
reason, it will be explicitly designed with input and output parameters, much like a subroutine in a
program.

We assume that every process has an identifier (ID), P.id, which is given, and does not change, and
that IDs are unique.

The inputs of Algorithm 4.2, SSBR, include outputs of some self-stabilizing algorithm which elects a
leader and constructs a BFS tree rooted at that leader. We will refer to this algorithm as SSLEBFS. The
outputs of SSLEBFS are P.parent, the ID of the current parent of P in SSLEBFS, P.leader , of ID type,
but possibly not the ID of any process in the network, and P.level ≥ 0, an integer. When SSLEBFS has
converged, i.e., reached a legitimate configuration, P.leader is the ID of the root process, P.level is the
length of the shortest path from P to the root (in number of hops), and P.parent is the parent of P in
the BFS tree; the parent of the root is itself.

A process P does not execute any action of SSBR if it detects that the BFS tree is incorrect. The
following conditions must hold for each P if the BFS tree is correct.

1. If Q ∈ NP , then Q.leader = P.leader .
2. P.level = 0 if and only if P.leader = P.id.
3. If P.level = 0 and Q ∈ NP , then Q.parent = P .
4. If Q ∈ NP , then |Q.level − P.level| ≤ 1.
5. If Q ∈ NP and P.parent = Q, then P.level = Q.level + 1.

We say that P is locally correct if the above conditions hold.

Lemma 4.7. The BFS tree is correct if and only if P is locally correct for all P .

In addition, we assume a function Θ on processes, whose value we refer to as P.Θ for each process
P , and a specified ordering of the values of Θ. In the code for Algorithm 4.2, we refer to that ordering
using the symbol “≻.”

The variables which are under the control of SSBR are as follows:
– P.status ∈ {working, finished, resting, ready}. We will say that P is working, is finished, is resting,

or is ready.
– P.stable_best, the output of SSBR.
– All the variables of NSSBR, namely P.best, P.dist, and P.span.
The execution of SSBR consists of two parts: status correction and normal execution. During normal

execution, which presumes that the BFS tree is correct, four different status waves are alternately
broadcast and convergecast, as shown in Figure 4.5. During each complete cycle of waves the values
of P.best is recomputed, and is compared to P.stable_best, the output variable of SSBR. P.stable_best is
then updated, if necessary, to agree with P.best. Between those updates, P.stable_best does not change;
thus, eventually, P.stable_best is stable.

We say that P.status is incompatible with P.parent.status if the current combination of status values of
those two processes cannot occur during the normal part of the execution of SSBR. During status correc-
tion, P.status ← P.parent.status if the values are incompatible. Figure 4.6 shows the eight combinations
of incompatible values.
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Figure 4.5: Broadcast waves working and resting and convergecast waves finished and ready. The finished
wave could start before the working wave is completed, as shown in 4.5a, while the ready wave could
start before the resting wave is completed, as shown in 4.5b.

work

finish

work

rest

work

ready ready

finish rest rest rest ready

work finish ready finish

Figure 4.6: Corrective Status Changes. If P.status is incompatible with P.parent.status, then P.status ←
P.parent.status.

A process P can only execute normally if its status value is not incompatible with its parent’s status
value. During normal execution of SSBR, the P.status can change only if the status values of the
surrounding processes satisfy appropriate conditions, as shown in Figure 4.7.

1. If P.status = ready, then P.status is enabled to change to working if either P is the root of the
BFS tree, or if P.parent.status = working, and if in addition, all children of P (in the BFS tree)
have status ready, and no neighbor of P is resting; as shown in Figure 4.7a.

2. If P is working, then P.status is enabled to change to finished if all children of P are finished and
all neighbors of P are either working or finished; as shown in Figure 4.7b.

3. If P.status = finished, then P.status is enabled to change to resting if either P is the root of the
BFS tree, or if P.parent.status = resting, and if in addition, all children of P (in the BFS tree)
have status finished, and no neighbor of P is working; as shown in Figure 4.7c.

4. If P is resting, then P.status is enabled to change to ready if all children of P are ready and all
neighbors of P are either resting or ready; as shown in Figure 4.7d.

Algorithm 4.2 shows the code of SSBR, which is a self-stabilizing emulation of NSSBR. The algorithm
takes inputs variables P.parent, P.leader , and P.level, which, if correct, describe a rooted breadth-first
search (BFS) tree of the network, where P.leader is the ID of the root process, and P.level is the hop-
distance from P to the root (note that the BFS tree is defined using the hop-distance, instead of the
weighted distance given as part of the specification of the best reachable problem). SSBR also takes
as inputs the function Θ which we are trying to optimize, as well as the order relation “≻” on values
of Θ. The sole output variable of SSBR is P.stable_best. Although SSBR runs forever, the value of
P.stable_best is eventually equal to the output of the best reachable problem required by the problem
specification.

The local variables of SSBR are P.status, P.best, P.dist, and P.span. If the input variable of SSBR are
correct, then SSBR will repeat a status wave cycle endlessly. The cycle consists of a broadcast working
wave, a convergecast finished wave, a broadcast resting wave, and finally a convergecast ready wave. The
ready wave initializes the local variable of SSBR to match the initial values of the variables of NSSBR,
and while a process is working, it emulates the actions of NSSBR. When all processes have completed
the emulation of NSSBR, the finished wave moves up the tree, followed by the resting wave, which then
sets P.stable_best to P.best for all P .

Because of arbitrary initialization, it could happen that P.stable_best is given the wrong value. But
if at least one full status wave cycle has been completed, the value of P.best will be correct at the time
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Figure 4.7: Normal Status Changes.

the resting wave reaches P . Subsequent status wave cycles will not change the value of P.stable_best,
although the value of P.best will change endlessly.

If the input variables fail to specify a BFS tree, then the values of P.stable_best could be set to the
wrong values many times. However, in that case, one of the processes will detect a local error in the BFS
tree, and will stop executing actions of SSBR. This “freezing” of that single node will cause SSBR to
eventually deadlock. If, at a future time, the input values of SSBR are correct, the deadlock be broken,
and SSBR will proceed to compute its output correctly.

4.5.2 Proof of Correctness for SSBR

Lemma 4.8. Suppose e is a partial execution of SSBR, and suppose that during that partial execution,
no input value changes. Then, during e, each process P executes a status correction action only finitely
many times.

Proof. By induction on P.level. If P.level = 0, then either P is not locally correct, in which case P
cannot execute at all, or P is a root, in which case its status cannot be incompatible with its parent’s
status, since it is its own parent, and thus it cannot execute a status correction action.

Suppose P.level > 0. If P is not locally correct, then P cannot execute at all. Otherwise, let
Q = P.parent. By the inductive hypothesis, there will be a configuration γ after which Q will not execute
any status correction action. If P.status is incompatible with Q.status, at γ, then Q is not enabled to
change its status, while P is enabled to execute a status correction action, and cannot execute any other
action first.

If P executes that status correction action, then no subsequent action by either P or Q can cause
P.status to become inconsistent with Q.status, and hence P will execute no further status correction
action. �

Lemma 4.9. Suppose e is a partial execution of SSBR, and suppose that during that partial execution,
no input value changes, and there is one process P that never changes its status. Then, if Q ∈ NP ,
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Algorithm 4.2 SSBR (parent, leader , level, Θ,≻; stable_best)

2.1: for all P do

2.2: loop {forever}

2.3: if P is locally correct then {P cannot detect that the BFS tree is incorrect}

2.4: if P.status is incompatible with P.parent.status then

2.5: P.status ← P.parent.status

2.6: else if P is ready then

2.7: if P is a root or P.parent is working then

2.8: if all children of P are ready and no neighbor of P is resting then

2.9: P.status ← working

2.10: end if

2.11: end if

2.12: else if P is working then

2.13: if P.span > k then {P.best should now be the final value}
2.14: if all children of P are finished and all neighbors of P are working

or finished then

2.15: P.status ← finished

2.16: end if

2.17: else if P can detect that the loop invariant does not hold then

2.18: P.span ← k + 1 {short-circuit the computation of P.best}
2.19: else if ∀Q ∈ NP : ((Q.best � P.best) ∨ (P.dist + w(P, Q) > k)) ∧ (w(P, Q) + Q.span > P.span)

then {iterate the loop of NSSBR }

2.20: if ∃Q ∈ NP : Q.best ≻ P.best and Q.dist + w(P, Q) = P.span then

2.21: P.best ← max≻ {Q.best : Q ∈ NP and Q.dist + w(P, Q) = P.span}

2.22: P.dist ← P.span

2.23: end if

2.24: P.span ← min

{

min {X.span + w(P, X) : X ∈ NP }
min {X.dist + w(P, X) : X ∈ NP and X.best ≻ P.best}

2.25: end if

2.26: else if P is finished then

2.27: if P.span ≤ k then

2.28: P.span ← k + 1

2.29: else if P is a root or P.parent is resting then

2.30: if all children of P are finished and no neighbor of P is working then

2.31: P.stable_best ← P.best

2.32: P.status ← resting

2.33: end if

2.34: end if

2.35: else if P is resting then

2.36: if all children of P are ready and all neighbors of P are resting

or ready then

2.37: P.best ← P.Θ

2.38: P.dist ← 0

2.39: P.span ← min {w(P, Q) : Q ∈ NP }

2.40: P.status ← ready

2.41: end if

2.42: end if

2.43: end if

2.44: end loop

2.45: end for
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Q.status changes at most three times during e.

Proof. Without loss of generality, by Lemma 4.8, no process executes a status correction action during
e. Suppose Q.status changes infinitely often. Then Q.status must follow the cycle · · · → working →
finished → resting → ready → working → · · · . Whatever the value of P.status, there is one value that
Q.status cannot change to. If P is working, then Q.status cannot change to resting; if P is finished, then
Q.status cannot change to ready; if P is resting, then Q.status cannot change to working; and if P is
ready, then Q.status cannot change to finished. Thus, Q cannot change its status more than three times,
contradiction. �

Lemma 4.10. Suppose e is a partial execution of SSBR, and suppose that during that partial execution,
no input value changes, and there is one process that does not change its status. Then e is finite.

Proof. Without loss of generality, by Lemma 4.8, no process executes a status correction action during
e. Let P be the process that never changes its status during e.
Claim A: Every process P changes status only finitely many times during e.
Proof (of Claim A): Let Q be the process that never changes its status. We prove the claim by induction
on the hop distance to Q. If P = Q, we are done. Otherwise, P has a neighbor R which is on the
minimum hop-distance path to Q. By the inductive hypothesis, R.status changes finitely many times.
Let γ be a configuration of e after which R.status does not change. By Lemma 4.9, Q.status can change
at most three times after γ, and hence only finitely many times altogether during e. �

We now continue the proof of Lemma 4.10. By Claim A, after some configuration of e, no value
of status will change. If P is not working, then P cannot execute any action. If P is working, it can
execute at most finitely many actions, since either P.dist or P.span increases during each action. Thus,
e is finite. �

Lemma 4.11. If the BFS tree is correct, then some process is enabled to execute an action of SSBR.

Proof. By Lemma 4.7, every process is locally correct. Assume that P.status is not inconsistent with
P.parent.status for any P , since otherwise P is enabled to execute a status correction, and we are done.

Let R be the root of the BFS tree. If R is ready, then all processes are ready, and thus R is enabled
to execute Line 2.9 of the code. If R is finished, then all processes are finished, and thus R is enabled to
execute Lines 2.31 and 2.32 of the code.

If R is resting, then all processes are finished, resting, or ready. If there exist finished processes, pick
a finished node P of minimum level. Then P.parent is resting, and all children of P are finished; thus
P is enabled to execute Lines 2.31 and 2.32 of the code. If there does not exist a finished process, pick
P to be a resting process of maximum level. Then all children of P are ready, and thus P is enabled to
execute Lines 2.37 to 2.40 of the code.

If R is working, then all processes are ready, working, or finished. If there exist ready processes, pick
a ready node P of minimum level. Then P.parent is working, and all children of P are ready; thus P is
enabled to execute Line 2.9 of the code. If there does not exist a ready process and there exists a finished
process P such that P.span ≤ k, then P is enabled to execute Line 2.28 of the Code. If all processes have
span > k, then pick P to be the working process of maximum level. Then all children of P are finished,
and P is enabled to execute Line 2.15 of the code.

The remaining case is that all processes are either working or finished, all finished processes have
span > k, and at least one working process has span ≤ k. By Lemma 4.6, there exists some working
process P which satisfies either the condition given in Line 2.17 or the condition given in Line 2.19 of
the code, and is thus enabled to change at least one of its values. �

Lemma 4.12. If e is an execution of SSBR during which the inputs do not change and the BFS tree is
correct, then

(a) each process changes status infinitely often during e, and

(b) after finitely many steps the values of stable_best stabilize to a solution of the Best Reachable problem.
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Proof. By Lemma 4.11, e is infinite. By Lemma 4.9, each process changes status infinitely often during
e.

Let R be the root process. By Lemma 4.8, we can pick a configuration γ1 of e after which no process
executes a status correction. By Lemma 4.9, there is a configuration γ2 of e at which R is finished. Since
status correction is not enabled, all processes are finished. Similarly, pick a configuration γ3 of e after γ2

at which all processes are ready, a configuration γ4 of e after γ3 at which all processes are finished. And
finally a configuration γ5 of e after γ4 at which all processes are ready.

Between γ2 and γ3, every process executes Lines 2.37 to 2.39 of the code, and thus, at γ3, P.best = P.id,
P.dist = 0, and P.span = min {w(P, Q) : Q ∈ NP } for all P . Thus, the loop invariant holds at γ3.

Between γ3 and γ4, SSBR emulates NSSBR, and hence at γ4, P.best is the best value of Q.Θ among
all Q within distance k of P , for all P , by Theorem 4.1. Then, by the time the execution reaches γ5, all
processes will have executed Line 2.31 of the code, and the output variables of SSBR will be correct. �

4.5.3 An Example Computation of SSBR

In Figure 4.8, we show an example computation of SSBR for “≻” equals “<”, “Θ” equals “id” and
k = 30. In that figure, each oval represents a process P and the numbers on the lines between the ovals
represent the weights of the links. To help distinguish IDs from distances, we use letters for IDs. The
top letter in the oval representing a process P is P.id. Below that, we show P.dist, followed by a colon,
followed by P.best, followed by a colon, followed by P.span. In this example we consider that we start
from a clean state (Figure 4.8a) and that each node is in a ready state (we do not deal with the other
states in this example). Below each oval is shown the line of SSBR the process is enabled to execute
(none if the process is disabled). An arrow from P to Q indicates that P prevents Q from executing due
to conditions Line 2.19.

In Figure 4.8, we show synchronous execution of SSBR. The result would have been the same with
an asynchronous execution, but using synchrony makes the example easier to understand.

Consider the process L. Initially it is enabled to execute Lines 2.21, 2.22 and 2.24 (sub-figure (a)).
It will, after the first execution (sub-figure (b)), find the value of the smallest ID within a distance
of L.span = 7, which is D, and will at the same time update its dist value to L.span, and L.span to
D.span + w(L, D) = 6 + 7 = 13. As during this step, L has updated its span value, D.span is an
underestimate of the real span, thus D is now enabled to execute Line 2.24 to correct this value. The
idea behind the span variable, is to prevent the process from searching a minimum ID at a distance
greater than span. Thus a process will not look at the closest minimum ID in terms of number of hops
(as could have done process D at the beginning by choosing process A), but will compute the minimum
ID within a radius lower than span around itself (hence process D is only able to choose process A in
the final step, even if A is closer than B in terms of number of hops).

SSBR halts when P.span > k for all P (sub-figure (i)). In the final step every P knows the process
of minimum ID at a distance no greater than k, and P.dist holds the distance to this process.

Sometimes, a process P can be elected clusterhead by another process Q without having elected itself
clusterhead (this case do not appear in our example); P could have the smallest ID of any process within
k of Q, but not the smallest ID of any node within k of itself. Hence, for solving the k-clustering problem,
we need to have a second instance of SSBR that runs with “≻” equal to “>” and “Θ equal to “minid”
to corrects this; it allows the information that a process P was elected a clusterhead to flow back to P .
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Figure 4.8: Example computation of SSBR for k = 30, “≻” equals “<” and “Θ” equals “id”.

4.6 The K-CLUSTERING Algorithm

We now define our combined algorithm, K-CLUSTERING as the combination of four algorithms, as
shown in Figure 4.9. Each of these algorithms is self-stabilizing and strongly fair, as defined in Section 4.3.
These algorithms are SSLEBFS, two copies of SSBR, and SSCLUSTER, which we define below. The
four algorithms are defined as follows:

– A strongly fair and self-stabilizing algorithm, SSLEBFS, which elects a leader and which constructs
a BFS tree rooted at that leader. This algorithm outputs variables P.parent, the pointer to the
parent of P in the BFS tree, P.leader , the ID of the elected leader, and P.level, the distance from
P to the leader. Any algorithm which meets those conditions can be used, such as the one given
in [71]: SSLE.

– A copy of SSBR which uses the outputs of SSLEBFS as inputs, and which also uses P.id for Θ
and the relation “<” for the order relation “≻.” The output of this module is the variable P.minid,
whose correct value is min {Q.id : w(P, Q) ≤ k}.

– A copy of SSBR which uses the outputs of SSLEBFS as inputs, and which uses P.minid for Θ
and the relation “>” for the order relation “≻.” Thus, the input variables of the third module
consist of the output variables of the first two modules. The output of this module is the variable
P.maxminid, whose correct value max {Q.minid : w(P, Q) ≤ k}, providing all values of Q.minid
are correct.



67 4.6. THE K-CLUSTERING ALGORITHM

– The algorithm SSCLUSTER given as Algorithm 4.4 below, which uses P.maxminid as its input
variable, and has output variables P.cl_head, P.cl_level, and P.cl_parent.

The complexity of K-CLUSTERING comes from the fact that we are dealing with weighted graphs.
We need to elect clusterheads that are suitable for the k-clustering problem, i.e., such that any node is
at a distance at most k of at least one clusterhead. This is why we need such a complicated arrangement
of several algorithms: the usage of SSBR ensures that the elected clusterheads respect this constraint,
and the result of SSLEBFS, i.e., the BFS tree, helps for the coordination of the two instances of SSBR.
The complexity also comes from the fact that we use only O(log n + log k) bits of memory per process.

Algorithm 4.3 is obtained by applying the Combine construction, given in Section 4.3, three times;
we first combine SSLEBFS with one copy of SSBR, we then combine that algorithm with a second copy
of SSBR, and finally combine that result with the algorithm SSCLUSTER. As specified in Section 4.3,
our construction needs that, when selected, a process is required to execute an action of each module
where that is possible.

Since each of the four modules is strongly fair and self-stabilizing, then K-CLUSTERING is also
strongly fair and self-stabilizing, by repeated application of Lemma 4.3. Eventually, the configuration
of SSLEBFS will stabilize. After that, the configuration of the first copy of SSBR will stabilize, and
after that the configuration of the second copy of SSBR will stabilize. Finally, the configuration of
SSCLUSTER will stabilize.

SSCLUSTER

P.id

P.idP.id

P.cl_head
P.cl_level
P.cl_parent

Variables
Local

SSBR

P.Max_Min_Id

>

Variables
Local

Layer
Application

Variables
Local

SSBR

P.Min_Id

<

P.leader
P.parent

P.levelVariables
Local

SSLEBFS

Figure 4.9: K-CLUSTERING is the combination of four strongly fair self-stabilizing algorithms.
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Algorithm 4.3 K-CLUSTERING (; cl_head, cl_level, cl_parent)

3.1: for all P do

3.2: loop {forever}

3.3: if enabled to do so then

3.4: Execute an action of SSLEBFS (; parent, leader, level)

3.5: end if

3.6: if enabled to do so then

3.7: Execute an action of SSBR (parent, leader, level, id, <; minid)

3.8: end if

3.9: if enabled to do so then

3.10: Execute an action of SSBR (parent, leader, level, minid, >; maxminid)

3.11: end if

3.12: if enabled to do so then

3.13: Execute an action of SSCLUSTER (maxminid; cl_head, cl_level, cl_parent)

3.14: end if

3.15: end loop

3.16: end for

4.6.1 The Module SSCLUSTER

Algorithm 4.4 updates variables P.cl_level, P.cl_head and P.cl_parent. If P is a clusterhead, then
the variables get respectively values 0, P.id and P . Otherwise P.cl_level gets the weight of the shortest
path from P to the closest clusterhead, P.cl_head receives the ID of the closest clusterhead (the lowest
ID when ties need to be broken), and finally P.cl_parent gets the neighbor of P that is on the shortest
path from P to its clusterhead.

4.6.2 Proof of Correctness for K-CLUSTERING

In order to make use of Lemma 4.3, we must first prove that SSBR and SSCLUSTER have the needed
properties.

Lemma 4.13. SSBR is strongly fair and self-stabilizing.

Proof. We first prove that SSBR is strongly fair. Suppose that the input of SSBR does not change. We
need to prove that either SSBR stops executing, or that every process executes infinitely often.

If the input is correct, then, by Lemma 4.12(a), every process executes an action of SSBR infinitely
often.

If the input is incorrect, then, by Lemma 4.7, there is some process P which is not locally correct.
Then P will not execute any action of SSBR. By Lemma 4.10, there can be at most finitely many
remaining executions of actions of SSBR.

Thus, SSBR is strongly fair.

We now prove that it is self-stabilizing. By Lemma 4.12(b), and the fact that the correct values of
P.stable_best are unique, SSBR is self-stabilizing. Thus, SSBR is strongly fair and self-stabilizing. �

Given an input configuration of SSCLUSTER, we define a process P to be a clusterhead if its ID
equals P.maxminid, i.e., P.maxminid = P.id. We define a correct input configuration of SSCLUSTER
to be a configuration where every process is within distance k of some clusterhead.

A legitimate configuration of SSCLUSTER is then defined to be a configuration where

1. The input configuration is correct.

2. If P is any process, then P.cl_level is the distance to the nearest clusterhead.

3. If P is any process, then P.cl_head is the ID of the nearest clusterhead. In case of a tie, P.cl_head
is the smallest choice.
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Algorithm 4.4 SSCLUSTER (maxminid; cl_head, cl_level, cl_parent)

4.1: for all P do

4.2: loop {forever}

4.3: if P.maxminid = P.id then

4.4: if (P.cl_level 6= 0 or P.cl_head 6= P.id or P.cl_parent 6= P ) then

4.5: P.cl_level ← 0

4.6: P.cl_head ← P.id

4.7: P.cl_parent ← P

4.8: end if

4.9: else

4.10: if ∃Q ∈ NP : w(P, Q) + Q.cl_level ≤ k then

4.11: level ← min {w(P, Q) + Q.cl_level : Q ∈ NP }

4.12: head ← min {Q.cl_head : Q ∈ NP and w(P, Q) + Q.cl_level = level}

4.13: parent ← min {Q ∈ NP : w(P, Q) + Q.cl_level = level and Q.cl_head = head}

4.14: if (P.cl_level 6= level or P.cl_head 6= head or P.cl_parent 6= parent) then

4.15: P.cl_level ← level

4.16: P.cl_head ← head

4.17: P.cl_parent ← parent

4.18: end if

4.19: else if P.cl_level 6= k + 1 then

4.20: P.cl_level ← k + 1

4.21: end if

4.22: end if

4.23: end loop

4.24: end for

4. If P is a clusterhead, then P.cl_parent = P . Otherwise, P.cl_parent is the neighbor of P of
smallest ID that lies on a shortest path from P to P.cl_head.

Note that, for any given correct input configuration, there is exactly one legitimate configuration of
SSCLUSTER.

Lemma 4.14. For any given input configuration, every execution of SSCLUSTER is finite.

Proof. Let e be an execution of SSCLUSTER. During this execution, the values of the input variables of
SSCLUSTER do not change, although they may not be correct. Our proof is by contradiction; suppose
that e is infinite.

Let B be the set of process that execute actions of SSCLUSTER only finitely many times during e.
Without loss of generality, each member of B executes no action of SSCLUSTER, since we can start e
at the first configuration after all executions of the members of B.

Case I: B = ∅.
Let L = min {P.cl_level}, and let L = {P : P.cl_level = L}. When a process P ∈ L executes an

action of SSCLUSTER, P.cl_level must increase. Thus, after each member of L has executed at least
once, L must increase. Eventually, L = k + 1, which means that no process can execute, contradiction.

Case II: B 6= ∅.
For all P , let

Λ(P ) =
{

P.cl_level if P ∈ B
min {w(P, Q) + Λ(Q) : Q ∈ NP } otherwise

Λ(P ) = min {k + 1, Λ(P )}

We claim that if P /∈ B and Q ∈ NP , and if eventually Q.cl_level ≤ ℓ, then eventually P.cl_level ≤
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w(P, Q) + ℓ. Let γ be a configuration after which Q.level ≤ ℓ always holds. The next step where P
executes, P.cl_level ≤ w(P, Q) + ℓ, and P.cl_level can never decrease below that value.

It follows that P.cl_level ≤ Λ(P ) for all P , by strong induction on Λ(P ). If P ∈ B, the statement
holds trivially. Otherwise, there is some Q ∈ NP such that Λ(P ) = w(P, Q) + Λ(Q). By the inductive
hypothesis, eventually Q.level ≤ Λ(Q), and thus eventually P.cl_level ≤ Λ(Q) + w(P, Q) = Λ(P ).

Thus, without loss of generality, P.cl_level ≤ Λ(P ) for all P and all configurations of e. We now

claim that eventually P.cl_level ≥ Λ(P ) for all P . Let L =
{

P : P.cl_level < Λ(P )
}

, and let L =

min {P.cl_level : P ∈ L}. If L = ∅, the claim holds. Otherwise, L ≤ k. Every P ∈ L is enabled to
execute, and when it does execute, P.cl_level will increase. Thus, eventually, L will increase or L will
become empty. Since L cannot exceed k, L will eventually be empty, and we have proved the claim.

We can now assume that P.cl_level = Λ(P ) for all P /∈ B at all configurations of e. Each P /∈ B can
then execute at most once, contradicting the infinitude of e. �

Lemma 4.15. SSCLUSTER is strongly fair and self-stabilizing.

Proof. SSCLUSTER is strongly fair by Lemma 4.14. We need only show that it is self-stabilizing.

Assume that the input configuration of SSCLUSTER is correct and never changes. Let A be the set of
clusterheads, namely {P : P.id = P.maxminid}. Since P.maxminid does not change, A is fixed.

By Lemma 4.14, we can consider only the last configuration of SSCLUSTER, i.e., a configuration γ where
no process is enabled to execute an action of SSCLUSTER. We need only prove that γ is legitimate.

By way of contradiction, assume that γ is not legitimate. Let Cl_Level(P ), Cl_Head(P ) and Cl_Parent(P )
be the correct values of P.cl_level, P.cl_head, and P.cl_parent, i.e., the values those variables must have
in a legitimate configuration.

Case I: There is some process P such that P.cl_level > Cl_Level(P ). Choose that P which has the
smallest value of Cl_Level(P ). If P ∈ A, then P is enabled to execute an action, contradiction. Other-
wise, let Q = Cl_Parent(P ). Since Cl_Level(Q) < Cl_Level(P ), the value of Q.cl_level is correct, and
hence P is enabled to execute, since w(P, Q) + Q.cl_level < P.cl_level, contradiction.

Case II: Case I does not hold, and there is some process P such that P.cl_level < Cl_Level(P ). Choose
that P which has the smallest value of P.cl_level, and pick Q ∈ NP such that w(P, Q) + Q.cl_level
is minimum. If w(P, Q) + Q.cl_level ≤ P.cl_level, then Q.cl_level > Cl_Level(Q) and Q.cl_level <
P.cl_level, contradiction. Otherwise, P is enabled to execute, contradiction.

Case III: P.cl_level = Cl_Level(P ) for all P , and there is some P for which either P.cl_head 6=
Cl_Head(P ) or P.cl_parent 6= Cl_Parent(P ). Pick such a P where P.cl_level is minimum. If P is
a clusterhead, then P is enabled to execute, contradiction.
Otherwise, let Q = {Q ∈ NP : P.level = w(P, Q) + Q.cl_level}. By our choice of P , we know that all
variables of Q are correct for all Q ∈ Q. Thus, P will be enabled to execute in order to correct its values,
contradiction. �

Applying Lemma 4.3 twice, we have:

Lemma 4.16. Eventually P.minid = min {Q.id : w(P, Q) ≤ k} and
P.maxminid = max {Q.minid : w(P, Q) ≤ k} for all P .

We then obtain:

Lemma 4.17. Eventually, P.id = P.maxminid if and only if there is some process Q such that Q.minid =
P.id.

Lemma 4.17 is given in [72]. The proof is by contradiction. If Q.minid = P.id then w(P, Q) ≤ k
and P.maxminid ≥ Q.minid. If P.maxminid > Q.minid, then for some R, we have w(P, R) ≤ k and
R.minid > P.id, which contradicts the required correctness condition for R.minid.
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Let A = {P : P.id = P.maxminid}, the set of clusterheads. By Lemma 4.17, we know that every
process is within distance k of some member of A. By the correctness of SSCLUSTER, and applying
Lemma 4.3 once more, we know that K-CLUSTERING partitions the network into cluster, where each
process joins the nearest clusterhead. Thus, K-CLUSTERING is correct.

Applying Lemma 4.3 thrice, we have :

Theorem 4.2. K-CLUSTERING is self-stabilizing, and works under the unfair daemon.

4.7 Theoretical Bounds

In this section, we give worst case theoretical bounds on the memory consumption of K-CLUSTERING,
on its running time complexity, and on the number of clusterheads.

4.7.1 Memory Requirements

K-CLUSTERING uses all the variables of SSLEBFS, in our implementation we used SSLE as pre-
sented in [71]. Hence, our algorithm uses all the variables of SSLE, as well as 14 new variables for each
process (the value of k, five variables for each copy of SSBR, and three for SSCLUSTER). SSLE needs
O(log n) bits. The variables of ID type can be encoded on O(log n) bits, distances on O(log k) bits and
the four status on only 2 bits. Hence, on the whole, K-CLUSTERING requires O(log n + log k) bits of
memory per process. This memory requirement is on the same scale as the optimal memory requirement,
as each process has to store at least its ID and the value of k.

4.7.2 Number of Clusterheads

The algorithm can behave very badly compared to the optimal k-clustering, i.e., the clustering with
the lowest number of clusterheads. In fact, if OPTG is the optimal number of clusterheads for a given
graph G, K-CLUSTERING can return a solution with (n− 1)OPTG clusterheads. An example of such
a bad clustering is given on Figure 4.10: Figure 4.10a presents the initial graph, and Figures 4.10b and
4.10c show the solution returned by our algorithm and the optimal solution, processes with a doubled
line are clusterheads, an arrow designates the parent.
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Figure 4.10: K-CLUSTERING number of clusterheads worst case.

This problem arises because of the distribution of IDs. As our algorithm is comparison based, its
solution is constrained by the distribution of the IDs among the processes. Take the same example as
the one given on Figure 4.10a, but instead put the lowest ID, 1, on the central node, in this case our
algorithm would find the optimal solution.

In order to assess the quality of the solution, one cannot only rely on the (n− 1)OPT upper bound,
as it is very unlikely that most of the instances of the problem will follow such a bad ID distribution.
Moreover, in order to reduce the probability of such a bad configuration, we could add a phase of ID
shuffling before running our algorithm. We will see in the simulations presented in Section 4.8, that the
number of clusterheads we obtained in the studied cases is lower than the theoretical bound.
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4.7.3 Number of Rounds

We now present two theoretical bounds on the number of rounds required by the algorithm to return
correct values.

The Chain Graph Gn,k

In Figure 4.11, we assume that n is even. The network is a chain, i.e., there are edges between Pi

and Pj if and only if |i− j| = 1. Edge weights are given as follows:

||Pi, Pi+1|| =
{

1 if i is odd
k if i is even

1 1k
.  .  .

1 k 1k k
3 n−31 2 4 n−2 n−1 n

Figure 4.11: The Graph Gn,k.

Lemma 4.18. If the algorithm runs on graph Gn,k, the convergence time is Θ(nk) rounds in the worst
case.

Proof. For sake of simplicity, we suppose that the processes start in a clean state, i.e., all possible errors
have been corrected, and P.best = P.id, P.dist = 0 and P.span = min {w(P, Q) : Q ∈ NP }, note that in
this graph for all process P , P.span = 1. We only deal with the copy of SSBR in charge of computing
P.minid.

Initially, only process n is able to execute Lines 2.21, 2.22 and 2.24 due to the condition Line 2.19,
and no other process is enabled. Thus, after one round, n.best = n− 1, n.dist = 1 and n.span = 2; and
no other process has changed its variables.

During the next k−1 steps, only processes n and n−1 are enabled to alternatively execute Line 2.24
to update their span variable. n.span and (n− 1).span are only able to increase by 2 at each step.

Once (n− 1).span > k, n− 1 is enabled to execute Lines 2.21 and 2.22, and set (n− 1).best = n− 2
and (n− 1).dist = k. Then, process n− 2 is enabled to execute Lines 2.21, 2.22 and 2.24, which starts a
new cycle of k − 1 rounds between n− 2 and n− 3 to update span.

These update cycles are repeated until a cycle reaches process 2, which is the last cycle between 1
and 2: the processes can only be updated following a descending order on their IDs.

Overall, it requires (1+(k−1))×n/2 = kn/2 rounds to complete the execution of SSBR for computing
P.minid. Hence the Θ(nk) bound. �

The Random Graph Rn,k

Assuming n is even, we construct the graph Rn,k as follows. The nodes of Rn,k are the integers
{1, . . . n}. We randomly partition the processes into pairs, which we call special pairs, in such a man-
ner that all such partitions are equally likely. If {i, j} is a special pair, we write partner(i) = j and
partner(j) = i. We say that i is superior if partner(i) < i; otherwise we say that i is inferior. Rn,k is
complete, and for any nodes i and j 6= i, the weight of the edge between i and j is 1 if j = partner(i),
and k otherwise. Figure 4.12 presents an example of such a graph.

Lemma 4.19. If the algorithm runs on graph Rn,k, the convergence time is O(nk) rounds in the worst
case.

Proof. For sake of simplicity, we suppose that the processes start in a clean state, i.e., all possible errors
have been corrected, and P.best = P.id, P.dist = 0 and P.span = min {w(P, Q) : Q ∈ NP } = 1. It takes
n/2 steps for processes to have the following values: P.best = P.id if P is inferior, or partner(P ) if P is
superior; P.dist = 0 if P is inferior, or 1 if P is superior; P.span = 1 if P is inferior, or 2 if P is superior.

In fact it does not take exactly n/2 steps, but n/2 executions of Lines 2.21, 2.22 and 2.24, but even
if these steps do not occur consecutively, on the whole it will take n/2 steps for all processes to pass
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Figure 4.12: The Graph Rn,k.

through this configuration. Then, only two processes will be able to update their span variable, due to the
P.dist+w(P, Q) > k condition, which is not true for most of the processes (for those P.dist+w(P, Q) = k),
and Q.best ≥ P.best. Hence, only the special pair with the highest id can update, and only one process
is enabled at each step. This is verified until this special pair finds 1 as the best id, which takes k steps.
We repeat this for the next special pair having the second highest id, and so on and so forth. . . Hence,
as we have n/2 special pairs, on the whole it takes O(nk) rounds. �

4.8 Simulations

We designed a simulator to evaluate the performance of our algorithm 4. In order to verify the results,
a sequential version of the algorithm was run, and all simulation results compared to the sequential version
results. Thus, we made sure that the returned clustered graph was the correct one. In order to detect
when the algorithm becomes stable and has computed the correct clustering, we compared, at each step,
the current graph with the previous one; the result was then output only if there was a difference. The
stable result is the last graph output once the algorithm has reached an upper bound on the number of
rounds (we set this number at least two orders of magnitude higher than the convergence time of the
algorithm). The unfairness is simulated as follows. The daemon chooses randomly an enabled process
and prevents it from executing any action, until it becomes the only process that can execute.

4.8.1 Effect of the k Value

Example of the graph presented in Figure 4.13. We ran the simulator on the weighted graph
illustrated in Figure 4.13. For each value of k, we ran 10 simulations starting from an arbitrary initial
state where the value of each variable of each process was randomly chosen. Hence the processes do not
start in a clean state.

Figure 4.14a presents the number of clusterheads found for each run and each value of k. As K-
CLUSTERING returns exactly the same set of clusterheads whatever the initial condition, the results
for a given k are all the same. Note that the number of clusterheads decreases as k increases, and even
if the algorithm may not find the optimal solution, it gives a clustering far better than a naive O(1)
self-stabilizing algorithm which would consists in electing each process a clusterhead. The figure shows
that the number of clusterheads quickly decreases as k increases.

Figure 4.14b presents the number of rounds required to converge. This figure shows two kinds of
runs: with an unfair daemon that holds a random process until no other process is able to execute, and
with a fair daemon that selects every enabled process at every step. As can be seen, the number of
rounds is far lower than the theoretical bound O(nk), even with an unfair daemon.

Random graphs. We also generated 50 random graphs containing each 100 nodes, with edges weight
uniformly taken between 1 and 100. Figure 4.15a, and 4.15b present respectively the number of clus-
terheads, and the number of rounds. As can be seen the number of rounds (represented in log-scale)
is several order of magnitude lower than the theoretical bound, and the number of clusterheads quickly
decreases. Each type of points on the graphs represent a given platform.

4. It can be found at http://graal.ens-lyon.fr/~bdepardo/down_files/k-clustering/k-clustering.bz2, the file
also contains all the platforms and the results.

http://graal.ens-lyon.fr/~bdepardo/down_files/k-clustering/k-clustering.bz2
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Figure 4.13: Example graph: number of nodes = 59, diameter = 282, radius = 163, weights between 1
and 100.
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Figure 4.14: Number of clusterheads, and number of rounds for graph Figure 4.13.

4.8.2 Complexity Bounds

Graph Gn,k. The number of clusterheads obtained for each instance of the graph is n− 1: every node
is elected clusterhead, apart from node n which connects itself to node n− 1.

Figure 4.16a presents the number of rounds obtained with and without unfairness for different values
of n, for k = 100. It can be observed that the number of rounds follows the theoretical bound O(nk).

Graph Rn,k. The number of clusterheads obtained for each instance of the graph is 1: every node
connects itself to the node of lowest ID: 1.

Figure 4.16b presents the number of rounds obtained with and without unfairness for different values
of n, for k = 100. It can be observed that the number of rounds follows the theoretical bound O(nk).
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Figure 4.15: Random graphs: number of clusterheads and number of rounds.
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4.9 Conclusion

In this chapter, we have presented a self-stabilizing asynchronous distributed algorithm for construc-
tion of a k-dominating set, and hence a k-clustering, for a given k, for any weighted network. In contrast
with previous works which dealt with unweighted graphs, or weights on the nodes, our algorithm deals
with an arbitrary metric on the network, i.e., weights on the links, and hence, is able to take into account
more realistic communications cost. Note however that our approach could easily be extended to take
into account weights on nodes, as we could consider the nodes weight instead of their IDs to elect the
clusterheads. To the best of our knowledge, this work is the first solution to the k-clustering problem on
weighted graphs.

We first gave conditions under which the combination of self-stabilizing algorithms is also self-
stabilizing under the unfair daemon. Then, we presented a non self-stabilizing generic distributed algo-
rithm for solving the Best Reachable problem. This latter is then extended so as to become self-stabilizing.
For this purpose, our solution uses the principle of broadcast and convergecast waves. Finally, we present
our self-stabilizing algorithm, K-CLUSTERING, for solving the k-clustering problem. K-CLUSTERING,
is the combination of four strongly fair self-stabilizing algorithms: SSLEBFS, SSBR (used twice) and
SSCLUSTER. It executes in O(nk) rounds, and requires only O(log n + log k) space per process. A
comprehensive correctness proof of the algorithm is provided, but also simulation results highlighting
the fact that K-CLUSTERING executes in a reasonable number of rounds, despite its bad theoretical
complexity.
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Chapter 5

Preliminaries on Scheduling

Once a mean of accessing the computing power of a grid has been deployed, still remains the problem
of scheduling the jobs onto the resources. On such a platform, several users compete for the execution of
their tasks and thus we need scheduling strategies to deal with the work to be done. In this chapter, we
give an overview on scheduling models and techniques. We present in Section 5.1 the different application
models. Then, we give in Section 5.2 some of the optimization objectives commonly used in scheduling.
Finally, we present approaches commonly used for designing scheduling algorithms in Section 5.3.

5.1 Application Models

Many kinds of applications exist and are executed on computing grids. Some are monolithic, some
need to be executed on several processors either because they use a parallel programming paradigm (such
as MPI), or because they are composed of several sub-tasks interconnected by precedence constraints.
In this section we do not deal with applications based on parallel programming paradigm.

5.1.1 Directed Acyclic Graph

The most general model for representing an application is the workflow. A workflow is a directed
graph representing the dependencies between tasks of an application. Apart from direct dependencies, it
can also contain elaborated control structures such as conditional instructions as well as loops. Depending
on the data values, and the control structures, the number of instantiated tasks can vary, and may only
be determined during execution of the workflow. Figure 5.1a depicts a workflow with a loop and a
conditional branch.

However, most of the applications can be depicted by a simpler workflow, which does not contain any
conditional instructions, a dataflow. A dataflow can be represented by a Directed Acyclic Graph (DAG).
A DAG explicitly contains all the tasks that need to be executed, as well as their dependencies. Thus, the
number of tasks is known prior to execution. Dependencies correspond to data transfer between tasks.
Figure 5.1b depicts a DAG with seven tasks, and finally, Figure 5.1c shows the DAG for a complete
cosmological simulation.

5.1.2 Embarrassingly Parallel Applications

In the next chapter, we focus on a less general kind of applications, but nevertheless frequently used:
applications whose sub-tasks can be executed in any order, and even concurrently. Applications which
do not require any control structures, nor have dependencies between tasks, are called trivially parallel
applications. Two models are generally used to depict such applications.
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Figure 5.1: Workflows, and Directed Acyclic Graphs.

Divisible load

The divisible load model reflects applications that can be divided into an arbitrary number of parts.
We can consider that the processing time of an application can be divided into chunks of arbitrary size,
containing a set of unitary computations. These latter can be considered small compared to the total
computation requirements to process the whole input. Each chunk can then be processed independently
on different processors, and in any order. This model represents applications that can be perfectly
parallelized.

In practice, this model is a reasonable relaxation for applications made up of fine grain tasks without
any dependencies between them. Several scientific applications can fit into this models. Their execution
time often depends on the size of the input data. Thus, dividing the load into small chunks often
consists in dividing the input data. For example comparison of DNA sequences in biology [29], or image
processing [123] fit into this model.

The divisible load has been popularized by the book written by Bharadwaj, Ghose, Mani, and Rober-
tazzi [48], and widely studied since then, see for example [41, 144]. The success of the divisible load
theory comes from the fact that its formulation allows to leverage the problems of having NP-complete
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problems. It provides a background to easily define theoretically optimal scheduling algorithms.

Bags-of-tasks

Another well studied model of application, is the so called bag-of-tasks model. It is somewhat similar
to the divisible load model, as we consider that each application is composed of a given number of
independent sub-tasks. Each of these sub-tasks is supposed to be computed atomically. In this model,
the size of the sub-tasks is fixed, contrarily to the divisible load model where we can choose arbitrarily
their sizes, and the sub-tasks of a given application share the same characteristics.

In practice, many applications follow this model. Indeed, parallel applications requiring several pro-
cessors to be executed are more prone to errors, as the crash of one processor often means the crash
of the whole application. Thus, many applications are designed to run on a single processor. This
class of applications is typical of the grid infrastructures’ usage. Parameter sweep applications [62]
fall into this category, such as the ones studied in the following part of this dissertation, in Part IV:
cosmological simulations’ post-processing applications [50, 106], e.g., the whole DAG depicted on Fig-
ure 5.1c is not necessarily executed all at once, and applications such as GalaxyMaker and MoMaF

are often executed several times with various parameters, in this case, the bag-of-tasks model is well
suited. Other applications such as the ones running on desktop grids like in the BOINC project [33],
and SETI@home [34] also fit in this model.

The bag-of-tasks model is the one used in the next chapter, though we will also refer to the divisible
load model.

5.2 Objectives

Many different schedules can be obtained from the same set of tasks. The differences in the results may
of course come from the used algorithms, but are particularly influenced by the objective the algorithms
tend to optimize. Several “base” metrics exist, and most often, optimizing one is at the expense of some
others.

5.2.1 Based on Completion Time

The first metric that comes to mind when we want to schedule a task, is its completion time. When
several tasks compete for resources, we talk about makespan of a schedule to refer to the maximum of
the tasks’ termination time. This is the most commonly used metric in the literature. Optimizing the
makespan amounts to optimizing the platform utilization, and is thus system-centric. Indeed, taking
into account only the maximum of the tasks’ completion time, does not give any information on the
completion time of each task taken individually. Thus, this approach can be used when all tasks have
the same importance, and when they belong to the same user. When several users compete for the
resources, the average completion time can be used instead.

When a great number of independent tasks are submitted to the system, the makespan metric can be
relaxed, and instead the throughput can be considered, i.e., the number of tasks that are executed per
time-unit. This metric served as a base metric in Part I to qualify the performance of a Diet hierarchy.

5.2.2 Based on Time Spent in the System

When tasks are not released all at the same time, but instead arrive over time, the metrics based on
completion time are no longer relevant. Indeed, what would be the point in optimizing the makespan if
among all the tasks to be scheduled, one is released so late, that all the other tasks have enough time to
be computed. In this case any schedule would be optimal.

Instead, metrics based on the time spent by the tasks in the system, i.e., the flow time, may be used,
such as sum-flow or max-flow. The flow time is the difference between the completion time of a task and
its release date, i.e., the execution time of the job, plus its waiting time.
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The problem with flow time based metrics is that they tend to favor longer jobs, and can even lead to
starvation. Thus arose new metrics based on the slowdown a job experience when scheduled on a loaded
system, compared to when scheduled on an unloaded system. This metric is called the stretch [44],
also referred to as the slowdown [88]. The stretch is defined as the ratio between the flow time, and
its required processing time in a homogeneous platform context. Thus in our context of heterogeneous
platforms, the slowdown is the ratio between the flow time, and the runtime experienced on the system
if the task would have been the only scheduled task.

5.2.3 Based on Energy Consumption

As computing infrastructures tend to become larger and larger from day to day, the total energy
consumed to by these infrastructures becomes higher and higher. Thus, scientists recently focused on
another metric which is the power consumption of a schedule [156]. Two main approaches exist to
minimize the consumed power: dynamic power scaling, and power management. The first one relies on
dynamically scaling the processor’s voltage [171]. The power consumption increases with the processor’s
voltage, but conversely the performance of the processor decreases when the voltage is reduced. The
second one consists in shutting down a processor (or any other hardware part) when idle [66].

5.3 Scheduling

5.3.1 Scheduling Models

There exists several ways of tackling a scheduling problem. Three main scheduling models can be
found in the literature, the difference between them being the knowledge the scheduler has about the
applications. In the simplest model, we know beforehand all the characteristics of the applications
(computation size, number of tasks, etc.), and all tasks are available and ready to be scheduled. In the
offline model, everything about the applications is also known beforehand, but each task can have its
own release date, which is also known from the start. If applications’ characteristics are not known by
the scheduler before their release dates, and the release dates are also unknown, then the model is said
to be online. We can also have in-between models, such as the semi-clairvoyant model, when only partial
information is known about the future.

5.3.2 Difficulty

Once the scheduling problem has been clearly identified (i.e., models and objective have been chosen),
we need to provide a way of solving it. Sadly, scheduling problems tend to be difficult to solve. Many of
them are NP-completeness. Even the simple problem of scheduling independent tasks on two identical
processors, while minimizing the makespan, is already NP-complete [65]: the proof is easily done with
a reduction from 2-partition [97]. We can either propose a formulation of the problem that can lead to
an optimal solution, but at the expense of maybe spending lots of time computing the solution, or rely
on heuristics to provide an approximation of the optimal result, or a “hopefully good” solution.

5.3.3 Approaches

There exist several approaches to deal with a scheduling problem. Apart from designing heuristics, a
commonly used approach that helps leveraging the NP-completeness problem is to rely on Steady state
scheduling. Steady state scheduling has been introduced by Bertsimas and Gamarnik in [47]. It is a
technique to leverage the complexity of scheduling tasks with the objective of minimizing the execution
time. This method is applicable whenever we have a large number of tasks to schedule, and consists in
neglecting the cost of initialization and clean-up phases in the scheduling, to concentrate only on the
period in which the system works to it “maximum capacity”. The integer formulation of the problem
can be relaxed to rational formulation, i.e., instead of considering the exact scheduling of the tasks, we
aim at obtaining a partial mapping of the tasks on the processors that leads to an optimal schedule. The
precise scheduling of communications and computations arises from the quantities of computations and
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communications obtained with the linear program. It consists in finding a period on which all quantities
can be turned into integers. This approach is the one we used in Part I of this dissertation: we did not
care about the precise requests scheduling, nor about the starting and ending phases, but instead we
studied the behavior when the platform worked at its fullest.

The other commonly used approach relies on divisible load theory, which often removes the NP-
completeness of the problem. However, in the problem presented in the next chapter, we do not consider
having a sufficiently large number of tasks to neglect the initialization and termination phases, nor
do we consider that we have applications that can fit in the divisible load model. Thus, we rely on a
method consisting in describing our scheduling problem with a linear program (this approach has already
been introduced in Section 1.3.2). This approach consists in describing with sets of linear equations or
inequations, all the constraints the scheduling problem has to fulfill in order to be valid.

In Chapter 6, we tackle a scheduling problem relying on the beforehand and offline models. We
propose a formulation of the problem relying on a linear program formulation that leads to an optimal
solution.
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Chapter 6

Scheduling with Utilization
Constraints

Once a mechanism to access the machines is provided to the users, remains the problem of efficiently
selecting the resources on which the jobs are executed. Studying scheduling problems corresponds to
having an even closer look at the computation process: we began by studying at a high level grid
computing with middleware deployment and machines clustering, now we deal with the effective tasks’
execution.

Scheduling problems and deployment problems are in fact intimately related. Whereas obviously
deployment has an impact on scheduling results (the more machines we have, the more scheduling possi-
bilities we have), scheduling results can also have an impact on deployment. Indeed, analyzing scheduling
results might lead to detect that too few (or too many) machines are managed by the middleware, and
thus that modifications in the middleware deployment might be necessary. A control loop between de-
ployment and scheduling might thus appear, which leads to dynamic adaptation of the resources’ access
mechanisms.

In this chapter, we only concentrate on a scheduling problem, the dynamic adaptation of a middleware
being part of our future work. We deal with the problem of scheduling several bags-of-tasks on a platform
where access to resources can be limited. Two related problems are addressed in this chapter:

1. Without release dates. We first deal with the case where tasks are released all at the same
time, and we aim at scheduling them on a given period of time, during which the computing power
utilization might be limited. The objective of this schedule is to try to map as many task as possible
from each bag-of-tasks, while respecting a certain “fairness.”

2. With release dates. Then, we tackle the same problem, but when tasks can arrive at anytime,
i.e., release dates are considered. In this case, we do not consider having only one period of time on
which the jobs must be scheduled, but instead we try to map them such as the maximum stretch
is reduced. So many periods, on which the utilization of the resources are limited, are considered.

We give theoretical results, based on linear program formulations, to solve these problems. We
iteratively build the solutions. Starting from simple linear program formulations, we point out the
encountered problems, and present how they can be overcome.

The rest of this chapter is organized as follows. In Section 6.1, we present the problem addressed in
this chapter. Then, we tackle two different versions of the problem, with different objectives. The first
version supposes that all tasks are released at the same time, and the goal is to schedule as many tasks
as possible. This problem is tackled in Section 6.2. The second one assumes that tasks can arrive at
any time. The problem is thus seen from a different angle, and the goal is no longer to maximize the
number of scheduled tasks, but to minimize the stretch they are subjected to. This problem is presented
in Section 6.3.
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6.1 Problem Statement

We are dealing with the problem of scheduling collections of independent and identical tasks on a
heterogeneous platform which already contains scheduled tasks. In this chapter, we won’t take into
account the communication costs that would occur for transferring the input data on the platform,
retrieving the output data, or even to send the application on the platform. We will consider that
required software are already in place on the platform, and that input and output data are either small
enough to neglect their transfer time, or that input are already present and that output data stay in
place.

6.1.1 Platform

We consider a platform which is an aggregation of clusters, as is often the case in grid computing.
Each cluster is composed of a set of resources, where several users compete to have access to resources.
This access can be granted in two ways. Either a job is submitted along with its description, and its
execution time, then it is scheduled by the batch scheduler. Or, its access can be granted through
reservations, i.e., a user submits a job, along with its description, and states that this job should start
running at a given date, and for a given period of time. Thus, whenever a task is submitted, its effective
scheduled is conditioned by the already existing tasks: for each cluster, and each processor, we can have
a Gantt of already scheduled tasks.

What if, for each available cluster, a maximum cluster utilization percentage is given to the users?
Stated differently, what if the users are allowed to schedule jobs on a cluster if and only if this cluster
has not yet reach a fixed utilization percentage on a given period of time? This limitation ensures that
the machines are not fully utilized on a given time period. What is the point in having underused
machines? Several reasons may lead to this limitation. This percentage could be set by administrators
for maintenance and administrative reasons. It could also be imposed by a contract to guaranty a certain
quality of service for a selected group of users (those who aren’t subjected to a tight resource utilization
limitation), or if the pricing varies with the resources utilization, then it might be a will from the user
not to use a cluster when its loaded, so as not to pay too much. It could also be used for energy saving,
to enforce the use of clusters that are for example on cold parts of the globe, or set periods of limitations
such that the computations are mainly executed during the night,. . .

More formally, our platform is composed of m processors, Pi, 1 ≤ i ≤ m, which are grouped into p
clusters, Cj , 1 ≤ j ≤ p. We will denote by γj

i ∈ {0, 1} the fact that a processor Pi belongs, or not, to the
cluster Cj (γj

i = 1 if Pi is in Cj), or to simplify the notation, we will denote by {Pi : Pi ∈ Cj} the set of
processors of Cj . Each cluster Cj has, on a given period of time T , a maximum utilization percentage
βj . This βj constraint has to be respected: whenever a new task is scheduled on the cluster, the new
load of the cluster cannot work more than βj of its maximum workload capacity, see Figure 6.1.
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Figure 6.1: Maximum utilization percentage example.
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Each processor Pi has a given computation power wi, i.e., the work that can be done per time unit
(expressed in Mflops). However, as on the given period T other tasks might be scheduled, Pi already has
an utilization percentage αi, i.e., on the period T , Pi can offer at most w′

i = (1 − αi)wi units of work.
This utilization percentage reflects the workload incurred by tasks already scheduled on the processor:
we already have a Gantt of scheduled tasks and available slacks (periods where the processor does not
have any task scheduled).

6.1.2 Applications

We envision a situation where users, or clients, submit several bags-of-tasks applications to a hetero-
geneous platform. This is a common utilization of grids, where users wish to study parameter sweep
applications for example. Users aim at maximizing the number of tasks scheduled for each bag-of-tasks
in the T period.

We consider that we have q bags-of tasks ak, 1 ≤ k ≤ q. A bag-of-task ak contains fk tasks of the
same application (for the sake of simplicity ak will refer either to the bag of task or the application itself),
each of these tasks requires dk units of work to be computed (expressed in flop). We also consider that
all applications require only one node to be executed, thus we do not deal with parallel applications. We
also denote by an integer variable δk

i ∈ [0, fk] the number of instances of ak scheduled on processor Pi.
As stated above, we consider that the applications do not require any data to be transferred. This

amounts to have the application already present on certain processors. Let Ek
i be a Boolean variable,

stating whether or not an application can be executed on a processor: if Ek
i = 1 then application ak can

be executed on processor Pi, Ek
i = 0 otherwise. This of course limits the scheduling possibilities, as we

will only be able to schedule a task of ak on a processor i such that Ek
i = 1.

6.1.3 Why single node jobs?

Why do we concentrate on tasks requiring only a single processor to be executed, while there exist
many parallel applications? It turns out that grid workloads are dominated by single-node jobs [109].
Figure 6.2 presents the Cumulative Distribution Function (CDF) of the number of processors per job
for different platforms: DAS-2 [3], Grid’5000 [51], NorduGrid [86] and SHARCNET [22]. Data has been
extracted from OAR [132] databases for Grid’5000, and “The Grid Workload Archive” [9] for the DAS-2,
NorduGrid and SHARCNET platforms. As can be seen, on Grid’5000 80% of the jobs used only one node
during the period 2008-2009, on SHARCNET more than 90% during the period 2006-2007, on NorduGrid
99% of the jobs during the period 2003-2006. Only on DAS2 less than 40% of the jobs use only one
node. This shows that a majority of the jobs submitted to grids are not parallel jobs. One restriction
though on this analysis, is that we do not have the information if these jobs are really stand-alone jobs,
or if they are part of workflows.

6.1.4 Goals

As presented in Chapter 5, several objectives can be used to schedule tasks. As we have several bags-
of-tasks to schedule, which may belong to several users, we aim at providing them a notion of fairness.
As we deal with two versions of the problem, we define two notions of fairness as follows.

In Section 6.2, we will consider the case of scheduling tasks without release dates on a fixed period of
time T . As on this period, it may not be possible to schedule all the tasks, our goal is then to schedule
as many tasks as possible within each bag-of-tasks. However, taking care only of the total number of
scheduled tasks may lead to bias. Indeed, tasks requiring few computations would be privileged, as they
would be easier to schedule. Moreover, as each bag-of-tasks may belong to several users, our “fairness”
metric will be to offer almost the same ratio of scheduled tasks to requested tasks per bag-of-tasks. Thus,

for each ak, 1 ≤ k ≤ q, we will aim at maximizing
∑

k

i=1
δk

i

fk
.

On the other hand, in Section 6.3, we consider the problem of scheduling tasks with release dates,
but not on a fixed period T : there would be no point in trying to schedule tasks that may have release
dates outside the given period? Trying to optimize the above mentioned ratio would be pointless. Hence,
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the “fairness” metric we consider is the maximum stretch the tasks will receive. This metric ensures the
users, that if the maximum stretch is S, then their tasks won’t stay more than S times the best time
they would have spent in the system if alone on the platform. Thus, we will aim at minimizing this
maximum stretch, so as to provide the users an upper bound on the degradation on the performance of
the tasks’ execution time.
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(a) Grid’5000, 2008-2009
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(b) DAS-2, 2005 - 2006
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(c) NorduGrid, 2003 - 2006
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(d) SHARCNET, 2006 - 2007

Figure 6.2: CDF of jobs’ number of nodes for various grids.
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6.2 Scheduling Jobs without Release Dates

We first consider that all tasks are released all at once, at the beginning of the T period. We aim at
scheduling the maximum number of instances of each type of application within this T period.

Our problem cannot be dealt with a steady-state approach, this for two reasons. First of all, we do
not have dedicated resources. We already have tasks scheduled on the processors, this prevents the use
of a steady-state approach which gives a cyclic schedule. Secondly, we do not suppose that the number
of tasks for each application is big enough to reach a steady-state.

We iteratively build a solution to our problem based on a linear programming formulation. We first
present a linear program for scheduling the tasks on the processors, while respecting the maximum cluster
utilization constraints, but without taking into account real slacks on the processors. Secondly, we add
new constraints to obtain a valid schedule.

6.2.1 A Linear Program for “Rough” Allocation

We present a linear program for allocating tasks to processors such that the maximum cluster uti-
lization is met.

Constraints

We present the linear constraints that must be satisfied by the previous variables.

Number of requests. The first set of constraints ensures that no more than fk tasks of application ak

are scheduled:

1 ≤ k ≤ q, 0 ≤
m
∑

i=1

δk
i ≤ fk (6.1)

This equation also enforces the limits on the δk
i values: 1 ≤ i ≤ m, 1 ≤ k ≤ q, 0 ≤ δk

i ≤ fk.
Bounded computing capacity. Each processor cannot serve more computing power than what it

offers on the period T :

1 ≤ i ≤ m,

q
∑

k=1

dk.δk
i ≤ w′

i (6.2)

Applications available on a processor. If applications are only available on some processors, i.e.,
Ek

i = 1, then we need to restrict the mapping of the tasks on this subset of processors. Ek
i being

a parameter of the problem, a constant. The next set of constraints enforces δk
i to 0 if application

ak is not present on processor i:

1 ≤ i ≤ m, 1 ≤ k ≤ q, δk
i ≤ Ek

i .fk (6.3)

Maximum cluster utilization. In each cluster, the percentage of computing power used must not be
higher than βj . At least, this constraint cannot be violated due to our applications assignment,
but a cluster could already be “overloaded” due to the other tasks already present in the Gantt of
this cluster. The utilization percentage is given by the following equation for a given cluster Cj :

∑

{Pi : Pi∈Cj}

(

αi.wi +
∑q

k=1 dk.δk
i

)

∑

{Pi : Pi∈Cj} wi

≤ βj (6.4)

Thus, the maximum utilization constraint can be expressed as follows:

1 ≤ j ≤ p,
∑

{Pi : Pi∈Cj}

q
∑

k=1

dk.δk
i ≤ max







0;
∑

{Pi : Pi∈Cj}

wi (βj − αi)







(6.5)

The maximum is here to prevent negative upper bounds: if the cluster is already overloaded due
to the other tasks scheduled on it, then the

∑

{Pi : Pi∈Cj} wi (βj − αi) value is negative. Note that
even though the constraint uses a maximum, it remains linear, as its right hand side is in fact a
constant.
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Objective

Our goal is to schedule as many tasks per application as possible, and to have almost the same ratio

of scheduled to released applications,
∑

k

i=1
δk

i

fk
, for all applications. Thus, we aim at having

∑

k

i=1
δk

i

fk
as

close as possible to 1 for each application, so as to serve as many requests as possible.
So we aim at minimizing:

obj = max
1≤k≤q

{

1−
∑k

i=1 δk
i

fk

}

(6.6)

This reduces to minimizing µ, where µ is defined as follows:

1 ≤ k ≤ q, 1−
∑k

i=1 δk
i

fk

≤ µ (6.7)

Linear program

We now present a linear program, LP6, for scheduling tasks on processors under the maximum cluster
utilization constraints, when the real slacks’ sizes are not taken into account.

Minimize µ
Subject to constraints (6.1), (6.2), (6.3), (6.5), and (6.7).

(LP6)

Note that such a formulation of the program only guaranties that the maximum of 1−
∑

k

i=1
δk

i

fk
on the

applications will be minimized. Which may possibly leave unscheduled tasks, whereas some scheduling
possibilities are still present. In order to maximize the number of scheduled tasks for each application,

we can recursively solve (LP6), find which application ak′ has the lowest 1−
∑

k′

i=1
δk′

i

fk′
value, then fix its

variables to the values (LP6) has found, and run it again without this application in the problem: ak′

now becomes part of the Gantt, and for the other applications, we fix the lower bound on δk
i to the δk

i

found in the previous execution of (LP6).
Before moving on to describing how tasks can be scheduled at the server level, we present how new

constraints on memory usage can easily be added to the model.

Adding memory constraints

As already stated, we consider that all required data is already present on the platform. Another
way of seeing this, is that before the T period starts, the data is sent to whatever relevant processor,
i.e., processor where an application is scheduled. Thus, we slightly modify the problem. We no longer
require that Ek

i be specified statically (Ek
i is now a variable of the problem: Ek

i ∈ {0, 1}), instead, we
consider that each application ak requires a certain amount sizek of data be present on the processor
where it runs. Two kinds of models can comply with this new set of constraints. Either the data is
present directly at the server level, or it is present at the cluster level in a shared repository (for example
an NFS partition). Of course, the available memory is on a machine is limited by the amount of disk
storage available. We present two sets of constraints for these two model:

Data present on the processors. We first consider that data is stored at the processor level, each
processor Pi has a limit on the available memory: MPi

. Hence, the data placement constraints,
and thus the applications placement constraints can be expressed as follows:

1 ≤ i ≤ m,

q
∑

k=1

sizek.Ek
i ≤MPi

(6.8)
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Constraint (6.8) can be added to Linear Program (LP6) to form (LP7):

Minimize µ
Subject to constraints (6.1), (6.2), (6.3), (6.5), (6.7), and (6.8).

(LP7)

Application present on the clusters. Another way of seeing the problem, is to have a shared data
repository on each cluster. If an application’s data is present on a cluster’s repository, then proces-
sors of this cluster can execute this application. As previously, we consider that we have a memory
constraint on the clusters’ repositories: MCj

, which denotes the maximum disk space on the Cj

cluster’s repository. Finally, we declare Rk
j ∈ {0, 1}, Rk

j = 1 if the data for ak is present on cluster
Cj , Rk

j = 0 otherwise. We have the following new sets of constraints:

1 ≤ j ≤ p,

q
∑

k=1

sizek.Rk
j ≤MCj

(6.9)

and
1 ≤ j ≤ p, ∀Pi ∈ Cj , 1 ≤ k ≤ q, Ek

i = Rk
j (6.10)

Constraints (6.9) and (6.10) can be added to Linear Program (LP6) to form (LP8):

Minimize µ
Subject to constraints (6.1), (6.2), (6.3), (6.5), (6.7), (6.9), and (6.10).

(LP8)

6.2.2 Scheduling Requests at the Server Level

Using one of the presented linear program, we are now able to obtain a “valid” placement of the
tasks on the processors such that the maximum cluster utilization constraint is respected. This mapping
of tasks onto processors is given by the δk

i variables: whenever their value is equal to 0, we know that
no task of application ak have to be scheduled on processor Pi, and whenever its value equals x we can
assign “at most” x tasks of ak on Pi. We explain thereafter why we say “at most.”

Problem with the obtained assignment

The next step is to effectively schedule the tasks at the processors level. If we were using a divis-
ible load model (applications with checkpoint-restart), then there would be no problem, as any valid
placement would lead to a valid scheduling: any application could run in as many partial execution as
required to finish the computation. For example, consider Figure 6.3a, it presents the initial state of the
cluster, and a mapping of tasks on the processors. Now, if we consider this placement, and a divisible
load model, then we would end-up with a valid schedule which would be given by Figure 6.3b: as each
task can be split into as many subtasks as required, we can easily fit the tasks into the available slacks.
In this case, we would not, in fact, be exactly in the divisible load model, as if we were in the divisible
load model, a task would not have to be executed entirely on one processor, it could be split upon several
processors. Note that if we were using the divisible load model, the linear programs presented above
could be simplified, as δk

i could be defined as a real value, and not as an integer value, which would
directly give us a valid schedule, and what more would simplify the resolution of linear program (LP6).

However this model does not reflect how most of the applications effectively work: checkpoint-restart
mechanisms are not present in lots of applications, and dividing the work into small chunks is not always
possible. Hence, if we consider the applications as a monolithic bloc of work that cannot be divided, we
then need to fit each task exactly within a slack. Figures 6.3c, 6.3d, and 6.3e show possible schedules
when:

– Figure 6.3c: respecting the given tasks allocations,
– Figures 6.3d and 6.3e: allowing changes in tasks allocation, i.e., migration of tasks between pro-

cessors.
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As explained in the previous section, we use as “fairness” metric the ratio of scheduled tasks to
requested tasks per bag-of-tasks, which as to have almost the same value for all bags-of-tasks. Thus,
we can define the unfairness of a schedule as the difference between the lowest and the highest of these
ratios:

unfairness = min
1≤k≤q

{

1−
∑k

i=1 δk
i

′

fk

}

− max
1≤k≤q

{

1−
∑k

i=1 δk
i

′

fk

}

(6.11)

Where δk
i

′
is the number of effectively, and correctly scheduled tasks at the server level. The unfairness

is nothing more than the difference of the percentage of scheduled tasks between the application having
the highest percentage, and the application having the lowest one. As can be seen, finding a valid and
efficient schedule might not be easy given the allocation obtained using the linear programs (LP6), (LP7)
or (LP8). In some cases it might even prove impossible. Consider Figure 6.3c, its unfairness is 2/3. Even
though the allocation given in Figure 6.3d gives the same unfairness, it manages to schedule one more
task. Finally, the optimal schedule in this case is given in Figure 6.3e, which does not respect the initial
assignment.
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(a) Initial load and tasks placement
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(b) Divisible load
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(c) Possible scheduling given the tasks placement, unfair-
ness: 2/3
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(d) Scheduling 1, unfairness: 2/3

P1

P2

P3

P4

(e) Scheduling 2, unfairness: 1/2

Figure 6.3: Comparison between divisible load and scheduling with atomic tasks.

Thus, we need strategies to maximize the number of really allocated tasks, and reduce the unfairness.
We present two sets of constraints to deal with the above mentioned problem.

Adding constraints to the initial lp

We can add constraints to the initial linear program, (LP6) so as to take into account slacks in
the Gantt of each processor and only schedule tasks that can fit in, and thus obtain a valid schedule.
However, adding new constraints to a linear program increases the problem size, and hence the problem
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resolution time. The first set of constraints does not provide a valid and optimal solution, but merely
guides the solution towards potentially a good processor. It may requires further processing to obtain a
valid schedule. The second set of constraints provides an exact solution, and a valid schedule. However,
this latter solution adds lots of new variables and constraints.

Maximum slack. We can had constraints on the maximum task size a processor can process, i.e.,
the maximum workload that can be processed in a slack. Let si be the maximum slack size for
processor Pi, i.e., the maximum task size that can be scheduled on this processor. We have the
following constraints:

1 ≤ i ≤ m, 1 ≤ k ≤ q, Ek
i .dk ≤ si (6.12)

Adding these constraints does not really solve the problem, as this only ensures that there is at
least one slack where we can schedule a task, this does not tell anything concerning the other
slacks. Thus, we still need to schedule tasks correctly at processor level. However, this guides
the algorithms, as it ensures that on a given processor, each task, taken independently, can be
scheduled on at least one slack.

Real slacks. We can take into account all slacks’ sizes. This approach, even if it directly provides a
valid schedule, greatly increases the problem size. For each processor Pi, let ρi be the number of
slacks on Pi, for 1 ≤ t ≤ ρi let st

i be the “size” of slack t, i.e., the computing power offered by the
slack. Thus, we have another way of defining w′

i based on the slacks: w′
i =

∑ρi

t=1 st
i.

The δk
i variables are no longer sufficient, we need to add the following integer variables: δk

i,t ∈ [0, fk].
Similarly to δk

i , δk
i,t represents the number of tasks of applications ak scheduled on slack t of

processor Pi.
Thus we have the following constraints:

1 ≤ i ≤ m, 1 ≤ t ≤ ρi,
∑q

k=1 dk.δk
i,t ≤ st

i (6.13)

1 ≤ i ≤ m, 1 ≤ k ≤ q,
∑ρi

t=1 δk
i,t = δk

i (6.14)

Equation (6.13) states that a slack cannot compute more work than what it offers, and Equa-
tion (6.14) only computes the total number of instances of application ak on processor Pi. The
fact that δk

i,t must be in the range [0, fk] is taken care of by Equation (6.1). Given these new sets
of constraints, the linear program becomes:

Minimize µ
Subject to constraints (6.1), (6.3), (6.5), (6.7), (6.10), (6.13), and (6.14).

(LP9)

Remark. The problem, when dealt with the real slacks constraints (Equations (6.13), and (6.14)), is in
fact similar to considering that each slack is an individual processor. Indeed, we hide the Gantt of each
processor when we try to directly map the applications on the slacks.
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6.3 Taking Into Account Release Dates

In the previous section, we dealt with the problem of scheduling bags of tasks under the maximum
cluster utilization constraint, when all tasks were released at the same time. The goal of this schedule
was to map as many tasks as possible per bag of tasks on a given period, while having “fairness” between
the bags of tasks. What happens now if we consider that the tasks can arrive at anytime? We consider
that within a bag of tasks, each task can have a distinct release date.

In this section, we consider the scheduling of bags of tasks under the maximum cluster utilization
constraint, when tasks are released at different dates. We do not use the same objective as before, but
instead we rely on the stretch. As previously, we will iteratively build the solution.

6.3.1 Problem Formulation without Maximum Cluster Utilization Constraint

Prior to presenting the problem with the full set of constraints, we first give a linear program formu-
lation for the problem of scheduling bags of tasks with release dates, such that all tasks have a stretch
no bigger than a given maximum stretch S.

Problem statement

We rely on the same system assumptions presented in Section 6.1, apart from the fact that now, each
task has a release date rg

k: let 1 ≤ k ≤ q, 1 ≤ g ≤ fk, rg
k be the release date for instance g of task ak.

Now, suppose that we computed beforehand the optimal makespan MS∗
k,g of scheduling instance g

of ak alone on the platform, i.e., it is the only job to be scheduled on the platform as it currently is
(with the already scheduled tasks, the initial Gantt). Also, let S be the maximum stretch we want to
attain, i.e., we aim at scheduling all tasks such that none of them has a stretch higher than S. Finally,
let MSk,g be the makespan obtained by instance g of ak with our scheduling strategy. MSk,g has to
respect the following constraint:

1 ≤ k ≤ q, 1 ≤ g ≤ fk,
MSk,g

MS∗
k,g

≤ S

⇐⇒ 1 ≤ k ≤ q, 1 ≤ g ≤ fk, rg
k + MSk,g ≤ rg

k + S ×MS∗
k,g

Given the above formulae, we are able to define the maximum completion time for instance g of ak,
such that it respects the maximum stretch S, i.e., its deadline. The deadline for a task is given by the
following formula:

cg
k = rg

k + S ×MS∗
k,g (6.15)

If a task cannot complete no later than its deadline, then the maximum stretch cannot be attained, and
consequently we will need to try a larger maximum stretch.

As we consider tasks’ release dates, we also need to know the starting time and the ending time of
each slack on the processors. Let bt

i be the starting time of slack t on processor Pi. We do not introduce
another variable for its ending time, as it is equal to bt

i + st
i.

Once a maximum stretch S has been chosen, we divide the total execution time into time-intervals
whose bounds are the tasks’ release dates or deadlines, or the slacks’ begin or ending dates. We define a set
of epochal times: Γl ∈ ΓL =

⋃q
k=1

⋃fk

g=1{r
g
k}∪

⋃q
k=1

⋃fk

g=1{c
g
k}∪

⋃n
i=1

⋃ρi

t=1{b
t
i}∪

⋃n
i=1

⋃ρi

t=1{b
t
i +st

i}, such
that Γl ≤ Γl+1. We do not take into account dates Γl such that Γl < min {rg

k : 1 ≤ k ≤ q, 1 ≤ g ≤ fk},
nor dates Γl′ such that Γl′ > max {cg

k : 1 ≤ k ≤ q, 1 ≤ g ≤ fk}. As some dates may be equal, we can
end-up with empty intervals. However, for the sake of simplicity, we do not remove these empty intervals.
We denote by L =

∣

∣ΓL
∣

∣ the number of dates.

The idea behind the algorithm presented thereafter consists in running a task g of applications ak

during its execution window [rg
k, cg

k] on a single slack. However, as each slack can be divided by several
time-intervals, we will determine which percentage of the task has to be executed on the time interval
so as to fulfill the constraints.
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Let λk,g
i (Γl, Γl+1) be a real variable representing the percentage of instance g of application ak ex-

ecuted on processor Pi during epoch [Γl, Γl+1]. Note that we need these variables only on the periods
where Pi has available computing power, i.e., during the period where Pi does not already have scheduled
tasks. Thus, we define new λk,g

i (Γl, Γl+1) variables only on the slacks of Pi, as outside these slacks, the
processor has no available computing power, and hence λk,g

i (Γl, Γl+1) = 0 on such intervals.
We also need to determine for each slack, the percentage of instance g of application ak executed

on slack t of processor Pi during epoch [Γl, Γl+1]. Let st
i (Γl, Γl+1) be a real variable representing the

available computing power offered by the slack t on processor Pi during the interval [Γl, Γl+1] (hence st
i

is just the sum of st
i (Γl, Γl+1) over all intervals [Γl, Γl+1]).

Given these new variables, we are now able to write a linear program for scheduling the instances on
the processors, without maximum cluster utilization constraint.

Linear program formulation

Completion. Every instance of each application has to be computed entirely, i.e., the sum of percent-
ages λk,g

i (Γl, Γl+1) must be equal to 1. Setting this constraint exactly to 1 enforces the fact that
an instance has to be computed. Thus, and if a single instance cannot be scheduled, then we the
answer must that their is no solution to this problem with the given stretch S.

1 ≤ i ≤ n, 1 ≤ k ≤ q, 1 ≤ g ≤ fk, 1 ≤ l ≤ L− 1, 0 ≤ λk,g
i (Γl, Γl+1) ≤ 1 (6.16)

and

1 ≤ k ≤ q, 1 ≤ g ≤ fk,
n
∑

i=1

L−1
∑

l = 1
Γl ≥ rg

k

Γl+1 ≤ cg
k

λk,g
i (Γl, Γl+1) = 1 (6.17)

Bounded computing capacity. The computing capacity of a node should not be exceeded on any
time-interval. As noted above, we only deal with intervals where it is worth computing λk,g

i (Γl, Γl+1),
i.e., on the slacks.

1 ≤ i ≤ n, 1 ≤ t ≤ ρi, l ∈
{

x : 1 ≤ x < L, bt
i ≤ Γx ≤ Γx+1 ≤ bt

i + st
i

}

q
∑

k=1

fk
∑

g=1

λk,g
i (Γl, Γl+1) .dk ≤ st

i (Γl, Γl+1) (6.18)

Atomic computation. Every instance has to be computed atomically, i.e., its computation cannot take
place nor on several processors, nor on several slacks. Let λk,g

i,t be an Boolean variable representing
the percentage of instance g of applications ak computed on slack t of processor Pi.

1 ≤ i ≤ n, 1 ≤ k ≤ q, 1 ≤ g ≤ fk, λk,g
i,t ∈ {0, 1} (6.19)

and

1 ≤ i ≤ n, 1 ≤ t ≤ ρi, 1 ≤ k ≤ q, 1 ≤ g ≤ fk,

L−1
∑

l = 1
Γl ≥ bt

i

Γl+1 ≤ bt
i + st

i

λk,g
i (Γl, Γl+1) = λk,g

i,t (6.20)

Along with Equation 6.17, these equations ensure that only one slack can compute a task.

Release and deadline. Each computation percentage for every instances g of application ak should
always be equal to 0 outside the interval [rg

k, cg
k].

1 ≤ k ≤ q, 1 ≤ g ≤ fk, 1 ≤ i ≤ n, 1 ≤ t ≤ ρi,

l ∈ {x : 1 ≤ x < L, 0 ≤ Γx ≤ Γx+1 ≤ rg
k} , λk,g

i (Γl, Γl+1) = 0
(6.21)
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and

1 ≤ k ≤ q, 1 ≤ g ≤ fk, 1 ≤ i ≤ n, 1 ≤ t ≤ ρi,

l ∈ {x : 1 ≤ x < L, cg
k ≤ Γx} , λk,g

i (Γl, Γl+1) = 0
(6.22)

Objective. The goal of this linear program is to find whether or not a valid schedule exists under the
constraint that the maximum stretch equals S. Thus only a valid schedule is necessary, and we
can aim at, for example, minimizing the makespan of all applications. Hence, minimizing:

max
1 ≤ i ≤ n
1 ≤ t ≤ ρi











































bt
i + st

i −

q
∑

k=1

fk
∑

g=1

L−1
∑

l = 1
Γl ≥ bt

i

Γl+1 ≤ bt
i + st

i

λk,g
i (Γl, Γl+1) .dk











































(6.23)

This reduces to minimizing ms, where ms is defined as follows:

1 ≤ i ≤ n, 1 ≤ t ≤ ρi, bt
i + st

i −

q
∑

k=1

fk
∑

g=1

L−1
∑

l = 1
Γl ≥ bt

i

Γl+1 ≤ bt
i + st

i

λk,g
i (Γl, Γl+1) .dk ≤ ms (6.24)

Linear program formulation. From the above sets of constraints, the problem can be formulated by
a linear program, as follows:

Minimize ms
Subject to constraints (6.16), (6.17), (6.18), (6.19), (6.20), (6.21),

(6.22) and (6.24).
(LP10)

This problem formulation returns a solution where many jobs can run concurrently on a same pro-
cessor. Figure 6.4 presents the sort of schedule we can obtain with this problem formulation. Figure 6.4a
presents the initial conditions. We have two applications a1 and a2 with only one task to schedule for
each. We aim at having a schedule with a maximum stretch S = 2. Figure 6.4b presents a schedule
respecting the values of λk,g

i,t obtained by the linear program: a1 is alone on the periods
[

r1
1, r1

2

]

and
[

c1
2, v1

1 + s1
1

]

, and a1 and a2 are both present on the period
[

r1
2, c1

2

]

. If no two tasks can run concurrently,
then this formulation of the linear problem does not return in fact a valid schedule, as it would require
a divisible load model. However, if two applications can run concurrently, then we can obtain a valid
schedule, as shown in Figure 6.4c.
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(c) Possible schedule with jobs running
concurrently

Figure 6.4: Problem with linear program (LP10) formulation: schedule may not be atomic. This figure
gives an example with two tasks, and S = 2.

6.3.2 Taking into Account the Maximum Cluster Utilization

The maximum cluster utilization constraint states that in each cluster, the percentage of computing
power used must not be higher than βj on a given period T , at least not due to our applications
assignment.

In Section 6.2, we considered that the period T (on which the maximum cluster utilization was
verified) was fixed, and happened only once. We now consider a more general case, where we want to
verify the constraint on several periods. So as to be really general, we will consider that these periods
can overlap, and do not necessarily have the same size.

Each period i on which we want to check the maximum cluster utilization is defined by a beginning and
an ending date: T begin

i and T end
i . We need to add these dates into ΓL, and re-define all λk,g

i (Γl, Γl+1)
and st

i(Γl, Γl+1) variables over this new ΓL set. We also define a set containing all the periods on

which we need to check the constraint: ΓT
set =

{{

T begin
1 , . . . , T end

1

}

,
{

T begin
2 , . . . , T end

2

}

, . . .
}

. Each set
{

T begin
i , . . . , T end

i

}

contains all dates of ΓL included in the period
[

T begin
i , T end

i

]

.

For all (Γl, Γl+1) ∈ ΓL we define wi (Γl, Γl+1) to be the total computing power of processor Pi for
time interval [Γl, Γl+1]. Also, let αi (Γl, Γl+1) be the percentage of computing power of Pi used over that
time interval by other applications, note that due to our definition of ΓL, αi (Γl, Γl+1) equals either 0 or
1 (0 if the period falls into a slack, and 1 otherwise).

As an example, we could define the maximum cluster utilization periods as follows. Let’s consider a
fixed period T , and consider that we aim at having the maximum cluster constraint verified “at anytime”.
Of course, this cannot exactly be done, so we consider that such a period starts anytime a task of the
Gantt starts or end on the platform, or when a task is released or at its deadline.

Thus, we modify ΓL so as to include the corresponding epochal times: starting from any date in
Γl ∈ ΓL (as defined in Section 6.3.1), we add the epochal time Γl + T if this date does not ex-
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ist, and if Γl + T < max
{

Γl ∈ ΓL
}

. We also add the dates required to encompass the latest task
deadline. Thus, we obtain the following set of periods on which we need to verify the constraint:
ΓT

set = {{Γ0, . . . Γ0 + T} , {Γ1, . . . Γ1 + T} , . . . }. As can be seen on this example, the definition of the
periods can be quite complex, and several periods can overlap.

With these new periods definitions we are now able to give a set of constraints for checking the
maximum cluster utilization, which can be added to Linear Program (LP10):

1 ≤ j ≤ p, ∀ΓT ∈ ΓT
set

∑

{Pi : Pi∈Cj}

ρi
∑

t=1

|ΓT |−1
∑

l = 1
(Γl, Γl+1) ∈ ΓT

q
∑

k=1

fk
∑

g=1

λk,g
i (Γl, Γl+1) .dk

≤ max



























0,
∑

{Pi : Pi∈Cj}

|ΓT |−1
∑

l = 1
(Γl, Γl+1) ∈ ΓT

wi (Γl, Γl+1) (βj − αi (Γl, Γl+1))



























(6.25)

As previously given in Equation (6.5) we need to use the max function so as to deal with periods on
which the maximum cluster utilization constraint is violated by the initial Gantt.

This new constraint does not help coping with the fact that we may need a divisible load model to
obtain a valid schedule. Figure 6.5a presents an example where the linear program result would require
a divisible load model. In this example we require that no more than half of the computing power is
used. Tasks on P2 are part of the initial Gantt. On P1 we schedule a single task, which is split into two
so as to respect the maximum utilization cluster on any T period.

It may also lead to a schedule where the computing power of nodes are only partially used. For
example, on Figure 6.5b, we require than no more than 3/4 of the computing power is used. The task on
P2 is part of the initial Gantt. The linear program can return a solution where only 50% of P1 is used
during two T periods (in fact this is equivalent to having this task split into two, each sub-task using
the whole computing power on twice less time).

P
1

P
2

!"# !"#

$
$

$
$

(a) May require a divisible load model

P
1

P
2

! !

(b) May lead to partially use a node

Figure 6.5: Problems with the maximum cluster utilization constraint.

Thus, adding the maximum cluster utilization constraint does not leverage the problem of atomic
computations, and even worse, it can lead the linear program to a solution requiring a divisible load
model, or an execution model where we are allowed to use partially the processors.

Remark (Maximum cluster utilization constraint formulation). Even though the given example relies
on periods of size T starting at each available date in the original Gantt and at each date induced by the
tasks’ arriving dates and deadlines to compute the maximum utilization constraint, any kind of periods
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can be considered. The periods do not necessarily have the same size, nor do they need to overlap, or
even cover the whole Gantt, there can be gaps between the periods.

Moreover, we considered that the periods are present on all clusters, which leads to a very constrained
problem. In fact, the formulation of the periods on which are computed the maximum utilization con-
straints can be changed. Any kind of period can be used, for as long as all processors of a cluster are
subjected to the same periods. Indeed, adapting the problem to other kinds of periods is quite straight-
forward, as one would need to modify the ΓT

set and ΓL to adapt to her problem. The formulation with
different periods between clusters only requires to define sets of periods per cluster. Doing so would in
fact lower the number of variables and constraints in our problem, but as the formulation is already
complex, adding new indices to the variables depending on the cluster on which they are checked would
have lowered the readability of the equations.

6.3.3 Coping with the Atomic Tasks Problem

We will now extend Linear Program (LP10) in order obtain a valid schedule that would not require
a divisible load model. We need to check two constraints so as to enforce the atomic tasks model. First,
we need to make sure that any task is entirely executed on contiguous periods. Secondly, we need to
make sure that anytime a task spans on several periods, the inner periods are entirely used, otherwise
this would mean that we could slow down the computer and use only partially its computing power.

Contiguous period computations

We first deal with the fact that tasks need to be computed atomically. We will add new constraints
to our problem. Let’s first define new variables:

– let yk,g
i (Γl, Γl+1) ∈ {0, 1} be the period placement variable for instance g of application ak, on

processor Pi during period (Γl, Γl+1). It equals 1 if and only if λk,g
i (Γl, Γl+1) > 0, i.e., if and only

if part of the task is mapped on Pi during the period (Γl, Γl+1).
– also let zk,g

i (Γl, Γl+2) be the difference between yk,g
i (Γl+1, Γl+2) and yk,g

i (Γl, Γl+1):

zk,g
i (Γl, Γl+2) = yk,g

i (Γl+1, Γl+2)− yk,g
i (Γl, Γl+1) ∈ {−1, 0, 1}

What is the meaning of these zk,g
i (Γl, Γl+2) variables? They will help us determine the valid and

invalid schedules. We aim at having a real “atomic computation” for all instances, and prevent the case
presented on Figure 6.5a. Thus, we need to ensure that on a given slack, an instance is not mapped on
two periods which are not consecutive. Let’s analyze the behavior of the zk,g

i (Γl, Γl+2) variables on valid
and invalid schedules.

Figure 6.6 presents the only valid placements for a task on a slack, the sub-figures’ titles give the
corresponding values taken by the zk,g

i (Γl, Γl+2) variables:

– Figure 6.6a: the task uses the entire slack, all zk,g
i (Γl, Γl+2) variables equal 0.

– Figure 6.6b: the task is scheduled at the beginning of the slack, and finishes before the end of the
slack, all zk,g

i (Γl, Γl+2) variables equal 0 apart from the one when the task ends, which equals −1.
– Figure 6.6c: the task starts during the slack, and ends before the end of the slack, all zk,g

i (Γl, Γl+2)
variables equal 0 apart from the ones when the task starts and ends, which respectively equal 1
and −1.

– Figure 6.6d: the task starts during the slack, and ends when the slack ends, all zk,g
i (Γl, Γl+2)

variables equal 0 apart from the one when the task starts, which equals 1.
– Figure 6.6e: the task is not scheduled on this slack, all zk,g

i (Γl, Γl+2) variables equal 0.
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(e) 0. . . 0

Figure 6.6: Allowed cases.

Similarly, Figure 6.7 presents examples of invalid placements: the task cannot be split into several
sub-tasks. Note that in this figure, we only present the cases where the task is split into two. The cases
where the task is split into more than two is just a matter of adding part of the task into the remaining
empty periods. The “zk,g

i (Γl, Γl+2) patterns” would not be much affected per se.
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(a) 0. . . 0 -1 0. . . 0 1 0. . . 0
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(b) 0. . . 0 -1 0. . . 0 1 0. . . 0 -1 0. . . 0
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"!!#

(c) 0. . . 0 1 0. . . 0 -1 0. . . 0 1 0. . . 0 -1 0. . . 0

!

"!!#

(d) 0. . . 0 1 0. . . 0 -1 0. . . 0 1 0. . . 0

Figure 6.7: Some of the forbidden cases.

The zk,g
i (Γl, Γl+2) variables can take three different values:

– 0: when nothing changes during two consecutive periods [Γl, Γl+1] and [Γl+1, Γl+2], i.e., either the
task does not execute on these periods, or it does, but not both,

– 1: the task does not execute on the first period [Γl, Γl+1], and executes on the second [Γl+1, Γl+2],
– −1: the task execute on the first period [Γl, Γl+1], and does not on the second [Γl+1, Γl+2].

Analyzing the valid and invalid schedules, and the corresponding values of the zk,g
i (Γl, Γl+2) variables, we

can see emerging patterns of allowed and forbidden combinations of zk,g
i (Γl, Γl+2) variables. A schedule

is valid on a given slack if on this slack we do not have one of the following patterns on the zk,g
i (Γl, Γl+2)

variables:

1. a −1 value is followed by a 1 value at some point,

2. we cannot have more than one 1 value, nor can we have several −1 values.

With these observations, we are now able to define four new sets of constraints:

1 ≤ i ≤ n, 1 ≤ t ≤ ρi, 1 ≤ k ≤ q, 1 ≤ g ≤ fk,

l ∈ {x : 1 ≤ x < L ∧ bt
i ≤ Γx ≤ Γx+1 ≤ bt

i + st
i} , λk,g

i (Γl, Γl+1) ≤ yk,g
i (Γl, Γl+1)

(6.26)
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1 ≤ i ≤ n, 1 ≤ t ≤ ρi, 1 ≤ k ≤ q, 1 ≤ g ≤ fk,
l ∈ {x : 1 ≤ x < x + 2 ≤ L ∧ bt

i ≤ Γx ≤ Γx+1 ≤ Γx+2 ≤ bt
i + st

i} ,

yk,g
i (Γl+1, Γl+2)− yk,g

i (ΓlΓl+1) = zk,g
i (Γl, Γl+2)

(6.27)

1 ≤ i ≤ n, 1 ≤ t ≤ ρi, 1 ≤ k ≤ q, 1 ≤ g ≤ fk,
l, l′ ∈ {x : 1 ≤ x < x + 2 ≤ L ∧ bt

i ≤ Γx ≤ Γx+2 ≤ bt
i + st

i} , and l < l′

−1 ≤ zk,g
i (Γl′ , Γl′+2) + zk,g

i (Γl, Γl+2) ≤ 1
(6.28)

1 ≤ i ≤ n, 1 ≤ t ≤ ρi, 1 ≤ k ≤ q, 1 ≤ g ≤ fk,
l′ = x such that bt

i = Γx,
l ∈ {x : 1 ≤ x < x + 2 ≤ L ∧ bt

i ≤ Γx ≤ Γx+2 ≤ bt
i + st

i} ,

−1 ≤ yk,g
i (Γl′ , Γl′+1) + zk,g

i (Γl, Γl+2) ≤ 1

(6.29)

Let’s now explain these new equations. Variables yk,g
i (Γl, Γl+1) precise whether or not instance g of

application ak is mapped on period [Γl, Γl+1]: if yk,g
i (Γl, Γl+1) equals 1, then thanks to Equation (6.26)

we know that at least part of the instance is computed on this period, otherwise it equals 0.
Equation (6.27) defines a function with values in {−1, 0, 1}, i.e., the zk,g

i (Γl, Γl+2) variables. Equa-
tion (6.28) prevents this function from having two 1 or two −1 values on the whole slack. As already
stated, a value of 1 means that previously the instance was not mapped on the slack, and that now a
part of it is mapped. A value of −1 means that previously the instance was mapped, and that it is not
anymore on the considered period. Thus, if we want to ensure that the instance is computed atomically
we need to ensure that we cannot have no two 1 or −1 values for the same instance on the slack, hence
Equation (6.28).

Equation (6.29) is quite similar to Equation (6.27). The difference is that we add a fictitious variable
yk,g

i (Γl, Γl) equal to 0 at the beginning of the slack, so as to have in this case a value of zk,g
i (Γl, Γl+2)

equal to 1 (as the instance starts at the beginning of the slack). This constraint is here to cope with the
particular case presented in Figure 6.7a. In this case, Equation (6.27) cannot detect that we have an
invalid configuration, as we only have a -1 and a 1 value, and thus from the point of view of Equation (6.27)
this case is similar to the one presented in Figure 6.6c.

Computing power utilization

Having dealt with the atomic computation problem, two problems still remain. We want to make
sure that whenever a processor is used, its computing power is entirely used, and that a valid schedule
without no two tasks running concurrently at the same time can be found. Figure 6.8 sums up these two
problems.
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(b) No valid schedule can be extracted from the lin-
ear program without scheduling tasks concurrently

Figure 6.8: Problems with the computing power utilization.

To cope with the problem of computation power partially used, we need to add news constraints
stating that the computation on a given period of a slack has to fulfill certain conditions:
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Case 1 whenever at least a task do not start or end in the considered period, then the slack has to be
completely used (the sum of the computations done on this period has to be equal to the offered
computing power). Otherwise this would mean that we can slow down the computation of our
tasks on a given period. See Figure 6.9c, period 3.

Case 2 if a task is either starting or finishing on the considered period, then the slack can be partially
used. This does not require to slow down computation, it only means that if several tasks fit
in this period, they can be scheduled one after another on the given period while meeting the
requirements of the maximum cluster utilization. See Figures 6.9a and 6.9b periods 1 to 5, and
Figure 6.9c, periods 1, 2, 4, 5.

Case 3 Any other possibility is a combination of Cases 1 and 2.
The problem of concurrent executing tasks will be taken care of when dealing with the first problem.
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Figure 6.9: Allowed computation patterns on a processor.

On a period [Γl, Γl+1], we need to constrain the utilization of a processor to st
i (Γl, Γl+1) if we fall

into Case 1. Note that whenever a slack is composed of only one or two periods, then we do not need
to check these constraints, as the utilization can always be a fraction of the total available computation
power, i.e., we always fall into Case 2. The same holds for any period at the beginning or the end of a
slack.

We need a mean of forcing the sum of the works computed on Pi during [Γl, Γl+1] to be equal to
st

i (Γl, Γl+1), whenever required. In order to cope with the concurrent execution problem, we also need
to decide if a task has to entirely use the computing power of a processor on a given period. Thus, let
ηk,g

i (ΓlΓl+1) be a Boolean variable equal to 1 if and only if instance g of application k has to use the
whole available computing power of Pi during [Γl, Γl+1]. A task has to use the whole computing power
on a period if it is neither starting, nor finishing on this period. As an example, on Figure 6.9c, on period
1, 2, 4, and 5, ηk,g

i (ΓlΓl+1) should equal 0, and on period 3 it should equal 1. In fact, ηk,g
i (ΓlΓl+1)

variables do not need to be Boolean variables, but only real variables with values in [0, 1]:

1 ≤ i ≤ n, 1 ≤ k ≤ q, 1 ≤ g ≤ fk, Γl, Γl+1 ∈ ΓL, Γl ≤ Γl+1, 0 ≤ ηk,g
i (ΓlΓl+1) ≤ 1 (6.30)

ηk,g
i (ΓlΓl+1) variables are set to 0 on periods outside slacks. We now add constraints on ηk,g

i (ΓlΓl+1)
so as to give them their correct {0, 1} values:

1 ≤ i ≤ n, 1 ≤ t ≤ ρi, 1 ≤ k ≤ q, 1 ≤ g ≤ fk,

l ∈
{

x : 1 ≤ x− 1 < x + 2 ≤ L ∧ bt
i ≤ Γx−1 ≤ Γx ≤ Γx+1 ≤ Γx+2 ≤ bt

i + st
i

}

,

ηk,g
i (ΓlΓl+1) ≥ yk,g

i (Γl−1, Γl) + yk,g
i (Γl, Γl+1) + yk,g

i (Γl+1, Γl+2)− 2 (6.31)

≤ yk,g
i (Γl, Γl+1) (6.32)

≤ yk,g
i (Γl−1, Γl) (6.33)

≤ yk,g
i (Γl+1, Γl+2) (6.34)

Equation (6.31) forces the value of ηk,g
i (ΓlΓl+1) to 1 when the application is present on this pe-

riod [ΓlΓl+1], and it is neither starting or terminating. In this case, yk,g
i (Γl−1, Γl), yk,g

i (Γl, Γl+1) and
yk,g

i (Γl+1, Γl+2) all equal 1, and the sum minus two equals 1. In all the other possible configurations
the sum is lower than 3, and this equation does not force ηk,g

i (ΓlΓl+1) to 1. Equations (6.32) to (6.34)
forces the value to 0 when:
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– Equation (6.32): ag
k is not present on period [ΓlΓl+1]

– Equation (6.33): ag
k is not present on the previous period, i.e., [Γl−1Γl]

– Equation (6.34): ag
k is not present on the following period, i.e., [Γl+1Γl+2]

Finally, we can add the constraint on the minimum computing power utilization on any period for
any processor:

1 ≤ i ≤ n, 1 ≤ t ≤ ρi, 1 ≤ k ≤ q, 1 ≤ g ≤ fk

l ∈
{

x : 1 ≤ x < x + 1 ≤ L ∧ bt
i ≤ Γx ≤ Γx+1 ≤ bt

i + st
i

}

,

λk,g
i (Γl, Γl+1) .dk ≥ st

i (Γl, Γl+1) .ηk,g
i (Γl, Γl+1)

(6.35)

Complete linear program formulation

Using these constraints, and the definition of the maximum cluster utilization given by Equation (6.25),
we can now ensure that the solution of the linear program will give us a solution to our problem.

In fact, we do not really need to minimize the maximum makespan, as we only wish to ensure that
all the tasks have a stretch lower than or equal to S. Hence, we only need to find a feasible solution with
maximum stretch S, i.e., verify that our set of constraints accept at least one solution. In practice, to
verify that this is the case, we use a fictitious linear objective function to our set of constraints. Thus, we
can use as objective function, for example, the sum of all λk,g

i,t , that we try to maximize. When all tasks
are mapped, this sum equals the total number of tasks submitted to the system. Linear Program (LP11)
gives the complete sets of constraints that need to be verified to solve the problem.

Maximize
m
∑

i=1

ρi
∑

t=1

q
∑

k=1

fk
∑

g=1

λk,g
i,t

Subject to constraints (6.16), (6.17), (6.18), (6.19), (6.20), (6.21),
(6.22), (6.24), (6.25), (6.26), (6.27), (6.28),
(6.30), (6.29), (6.31), (6.32), (6.33), (6.34), and (6.35).

(LP11)

Remark. Why do we use such a complex representation for our problem? Indeed, one could wonder
why not use a simpler representation that would directly use tasks’ release date and deadline, with as
an objective function the minimization of the maximum stretch on all tasks. This formulation would
indeed lead to less variables and constraints for the simplified problem without the constraint on the
maximum utilization (Section 6.3.1), and would moreover give us directly the schedule. However, using
this representation, we cannot add the maximum cluster utilization constraint, as this would lead to
computing intervals’ overlap between tasks’ schedule and the periods on which we check the utilization
constraint. Computing these overlaps leads to computing minimum and maximums, which are not linear
functions.

Note, that other constraints such as memory constraints presented in Section 6.2.1 could easily be
added to the formulation of Linear Program (LP11).

6.3.4 Obtaining a Real Schedule

Linear Program (LP11) provides a valid mapping of the tasks, such as a schedule with maximum
stretch S, and respecting the maximum cluster utilization constraint can be found. Even though this
formulation does not provides us with the direct starting and ending time of each task, the λk,g

i (Γl, Γl+1)
variables give the amount of computing power that is required for each task on each period. Thanks to
constraints (6.26) to (6.35), we know that we can find a schedule where no two tasks will have to run
concurrently.

Obtaining a valid schedule can be done as follows:

1. First of all, we need to determine the starting and ending dates of all tasks that are scheduled
on three or more than three periods. Apart from the periods where the task starts or ends, we
are sure that the task uses the whole “inner” periods (see Figure 6.9c). Thus, for these tasks, we
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can easily determine the starting and ending dates. If instance g of ak starts during [Γl, Γl+1] on

Pi, then its starting time will be Γl+1 −
λ

k,g

i
(Γl,Γl+1).dk

wi(Γl,Γl+1) × (Γl+1 − Γl). Similarly, if it ends during

(Γl′ , Γl′+1), then its ending time will be Γl′ +
λ

k,g

i (Γl′ ,Γl′+1).dk

wi(Γl′ ,Γl′+1) × (Γl′+1 − Γl′).

2. Once all the heavily constrained tasks have been dealt with, we can move on to the remaining tasks.
All the tasks that remain are scheduled either on one or two periods (see Figures 6.9a and 6.9b).
We can schedule them in a greedy fashion. We consider each processor independently. Starting
from the first period, we consider each period one after another. On the considered period, first
schedule as soon as possible all tasks that execute exactly during this period, in any order. Then,
schedule the remaining tasks (those which span on two periods) as soon as possible. Move on to
the next period and repeat this process.

Using this greedy approach, we build a valid schedule. Note that a task which spans on two periods
may, in the end, not execute on these two periods, but only on the first of the second one. This does
not matter, and does not invalidate the constraints, as we ensure that the execution remains during the
time frame of these two periods.

6.3.5 Finding the Best Maximum Stretch

To find the best attainable stretch, we perform a binary search on the possible S values. Each time
a value for S is considered, we try to find a valid solution to (LP11). Three values are required for the
binary search. The lower bound on the achievable stretch is 1. We also need an initial upper bound
on the achievable stretch, Smax. We can use a naive approach to define Smax. For example, we could
wait for the last task to be released before starting to schedule the tasks. Then start to schedule the
latest tasks first, and finish with the first release task, by using for example Minimum Completion Time
(MCT) under the maximum utilization constraint. This ensures that we have a valid schedule, and we
can take the maximum stretch on all instances for Smax.

Finally, we need the termination criterion of the binary search, that is the gap between two possible
stretches: ǫ. We suppose that the determination of the value of ǫ is out of the scope of this research, as
it may depend on the users’ wishes. So we consider that ǫ is provided by the users. Suppose that we are
given ǫ > 0, then the determination of S using a binary search can be realized using Algorithm 6.1.

Algorithm 6.1 Binary search
1.1: Sinf ← 1

1.2: Ssup ← Smax

1.3: while Ssup − Sinf > ǫ do

1.4: S ←
Ssup−Sinf

2

1.5: if Linear Program (LP11) has no solution then

1.6: Sinf ← S

1.7: else

1.8: Ssup ← S

1.9: end if

1.10: end while

1.11: return Ssup

At each step, the research interval is divided by two. Thus, we need O
(

log Smac

ǫ

)

steps to find the
interval containing the optimal stretch Sopt. At the end, Sopt ∈ [Sinf ,Ssup], with Ssup − Sinf ≤ ǫ, such
that Ssup ≤ Sopt + ǫ, and Ssup is achievable.

An interesting and powerful approach is proposed in [122] and [143] to find the optimal stretch on
scheduling problems under stretch minimization objective. It relies on the definition of stretch-intervals.
Within each stretch-interval the ordering of the dates of ΓL is the same, whatever the value of S. The
idea is then to perform a binary search on the research intervals, and to try to minimize the stretch of all
tasks with the linear program (the objective function is then the minimization of S). Unfortunately, this
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approach cannot be applied in our case due to Equation (6.35) which becomes quadratic, as the dates
Γl vary linearly with S.

6.4 Conclusion

In this chapter, we have presented linear program solutions for the problem of offline scheduling
of bags-of-tasks on a platform where the resources utilization could be bounded on given periods of
time. We iteratively presented the solutions, and showed how to circumvent the problems inherent to
basic linear programming formulations. Two cases are considered. The simplest one considers that all
tasks are released at the same time, and only one period T , on which access to resources is limited, is
considered. In this case the objective is to schedule as many tasks as possible from each bag-of-tasks.
Then, we considered the case where tasks can arrive at anytime. The solution derives from the solution
for the problem without release dates. Complex and interleaved limitation periods are considered, we
give linear constraints leading to a correct tasks’ mapping onto the processors. The objective in this
case, is to minimize the maximum stretch, which is attained using a binary search.

Scheduling problems are strongly related to dynamic middleware adaptation and re-deployment.
Based on execution history, we can check that the metric we want to optimize has an acceptable value,
and if not, we might need to adapt the number of machines controlled by the middleware. Thus, the next
step in middleware deployment would be to have a feedback mechanism that would send information
about scheduling results to the middleware deployment controller, which in turn would make adequate
decisions on whether the middleware deployment should be adapted or not.
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Chapter 7

Contribution to Cosmological
Simulations: Implementation of a
Distributed Platform

Deploying the middleware on sets of “close” nodes, and scheduling jobs on available resources is only
one part of the problem of efficiently running cosmological simulations on a grid. A few needs remain.
Most of them can be addressed by the middleware with a few modifications, such as data manage-
ment, and scheduling the tasks of a workflow (though information specific to cosmological simulations is
needed); others have to be directly solved. For example, when deploying the middleware across several
platforms, communication problems can appear due to several security policies; and users still require a
graphical interface that hides the complexity of submitting jobs to the middleware.

In this chapter 1, we deal with the problem of effectively running cosmological simulations on a
grid of computers in a transparent way. This involves managing communications, scheduling tasks,
managing tasks’ dependencies in cosmological simulations’ workflows, and providing a comprehensible
user interface. Thus, the purpose of this chapter is twofold:

1. Our first concern is to provide a transparent and easy access to computing resources to the users.
As those are not necessarily versed into the “art” of using a command line, even less to use
a distributed environment, we propose an end-to-end infrastructure. Our solution provides an
easy and comprehensible web interface to submit cosmological simulations, coupled with the Diet

middleware to access resources. The communication layer complexity can also be hidden by using
PadicoTM in order to cope with firewall and network issues. We illustrate the motivation of this
work with the deployment of this whole infrastructure over three computing elements: Grid’5000,
a local cluster GdsDmi and our computational and web server Graal, the last two elements reside
in Lyon, France.

2. Secondly, we study the case of the deployment of cosmological applications on a grid. The goal
of these applications is to simulate the evolution of particles, in order to study the formation
of galaxies. The interest of these applications, relies in that they mix sequential and parallel
codes, and that they can be assembled into a complex workflow. We present cosmological software
modelization, and our Diet client/server implementation, along with experiments results.

The rest of the chapter is organized as follows. We first present our prototype architecture which
provides transparent access to resources in Section 7.1. Then, we provide background on cosmological
simulations and motivate the usage of simulations in this research field in Section 7.2. Finally, we present
our work on cosmological simulations in Section 7.3.

1. The work presented in this chapter has been published in international conferences [ABB+06, CCC+07, DCD+09],
and international journal [ABC+08].
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7.1 Transparently Using a Grid

As already seen in the previous parts of the dissertation, using a grid is not straightforward. This
is true when running a single sequential application, but even more when running complex scientific
simulations. Those often require the use of parallel software, coupled with several other software. Such a
sequence of applications is called a workflow, and is represented by a graph of tasks. The execution order
of these tasks is defined by the control and data dependencies. The graph, i.e., the assembly of tasks, can
become quite complex, and executing it requires to manage both the jobs execution, and the data transfers
and replications. Thus the need to have a workflow control manager, which automatically handles these
issues. We present in this section, an end-to-end solution to run complex scientific applications on a grid.

7.1.1 Applications Management

As presented in the first part of this dissertation, one of the means to access distributed resources is
to use a Grid-RPC middleware such as Diet. Managing the execution of applications on a grid is not
only limited to being able to access resources, but it also means being able to move data around, and
coordinate tasks so as to execute complex workflows.

The workflow paradigm on grids is well adapted for representing interdependent tasks, and the
development of several workflow engines (DAGMan [2], GridAnt [31], MADAG [ABB+06], Pegasus [148],
Taverna [133]) illustrates significant and growing interest in workflow management. The most commonly
used model to represent a workflow is the graph, and especially the Directed Acyclic Graph (DAG). A
DAG does not provide any control mechanisms (such as loops or if statements), but is generally sufficient
to describe a large range of applications.

Diet introduces a new kind of agent: the MADAG, which is connected to the MA, as can be seen
Figure 7.3. Instead of submitting requests directly to the MA, a client can submit a workflow to the
MADAG, i.e., an XML file containing the whole workflow description. The MADAG will then take care
of the workflow execution, and schedule it along with all the other workflows present in the system.
The system can manage multiple workflows concurrently. Thus, the client only needs to describe the
workflow in an XML format, then feed in the input data, and finally retrieve the output data when the
workflow has finished its execution.

As data needs to be moved between consecutive tasks, we need an efficient data management tool.
Diet can use Dagda [60] (Data Arrangement for Grid and Distributed Application), which allows data
explicit or implicit replications and advanced data management on the grid such as data backup and
restoration, persistency, and data replacement algorithm. A Dagda component is attached to each
Diet element and follows the same hierarchical distribution. However, whereas Diet elements can only
communicate following the hierarchy order (these communications appear when searching a service, and
responding to a request), Dagda components will use the tree to find data, but once the data is found,
direct communications will be made between the owner of the data and the element that requested it.
The Dagda component associates an ID to each stored data, manages the transfers by choosing the
“best” data source according to statistics about the previous transfers time. Just like Diet, Dagda uses
the CORBA interface for inter-nodes communications.

All in all, our resource management system is based on Diet which includes a workflow management
system with the MADAG, and data management system with Dagda. The whole infrastructure relies
on transparent communications with CORBA. However, communications can only be transparent when
no firewall or network accessibility problems prevent CORBA from using whichever ports it needs.

7.1.2 Bypassing Firewalls

A recurrent problem when dealing with distributed resources is: how can we jointly use several
computing resources that are managed by different entities? This often implies that even if you have
an account on two different clusters, due to firewall rules and network design, you won’t be able to
communicate between the two clusters: only a few ports can be opened (usually only ssh is open),
connections might not be bidirectional, or machines may be hidden behind a gateway which in turn
does not reply with the same address depending on the network we’re in. Figure 7.1 presents these
different problems. A classical solution consists in manually creating ssh tunnels and encapsulating



111 7.1. TRANSPARENTLY USING A GRID

any required connection within these tunnels. However, if this solution may seem reasonable for a few
clusters and ports, it quickly becomes prohibitively complicated, especially when running applications
that dynamically open ports, such as Diet due to CORBA communications.
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(b) Unidirectional connections
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(c) Network “hidden” by a gateway

Figure 7.1: Connection problems within a distributed platform.

Including networking management within Diet would be complicated and quite limiting. Thus, we’d
rather rely on an external tool capable of handling communications, and routing them in a suitable
manner whenever required. To this end, we use PadicoTM [75]. PadicoTM aims at providing high
performance communications and threads. Given a synthetic platform description with communication
rules, PadicoTM is able to catch all communication routines within a program, and can apply routing,
ssh tunneling, etc. Thus, running on top of PadicoTM, Diet is able to run across several clusters which
only have for example the ssh port opened. Moreover, those clusters do not necessarily need to be able
to communicate by ssh in a bidirectional manner. As presented on the example architecture figure,
Figure 7.3, the only prerequisite is that the network is connected, PadicoTM then takes care of routing
communications. Another big advantage of using PadicoTM, is that no code modification has to be
made to use it: PadicoTM uses LD_PRELOAD in order to load its libraries in place of the standard
libraries, before the program is executed. It then catches all communication system calls, and route them
appropriately whenever required.

Using PadicoTM and its routing and tunneling facilities, we are now able to interconnect several
platforms, even if nothing more than ssh is available between the sites. Finally, when all communication
problems have been dealt with, a last obstacle remains: making the system accessible to non expert
users.
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Figure 7.2: Cosmological simulation submission web page.

7.1.3 Friendly User Interface

Though Diet hides the complexity of the grid to the end-user, and PadicoTM the complexity of the
network, classical Diet client programs need to be executed using the command line. Moreover, this
often implies that Diet and the client program be installed on the end-user computer. All this can be
an obstacle for efficiently and easily running already complex applications. Fortunately, Diet can be
interfaced with a web page to submit jobs. We developed a web page 2 based on the Diet-WebBoard [1]
for cosmological simulations (we describe those simulations in the next section). It provides the following
features:

– Security: only registered users can access the submission web site. Connection is made using a
login/password method.

– Job submission: different web pages offer the possibility to submit jobs to different kind of
cosmological applications: Ramses, MoMaF or GalaxyMaker job. The interface also provides
an easy way of submitting parameter sweep jobs for the post-processing parts: the user specifies,
for each parameter, the range of values she wishes to test for both GalaxyMaker and MoMaF,
and the system creates the corresponding workflow and executes it. If for some reason a job fails,
the system takes care of resubmitting it automatically after a fixed period, this until the job finishes
properly, or is canceled by the user.

– Data management: once a job has finished, result data is sent back to the server as a tarball, it

2. The web page can be found at http://graal.ens-lyon.fr:5544. A test account is available: user=test and pass-
word=test. This account is restricted to page navigation, and cannot submit jobs.

http://graal.ens-lyon.fr:5544
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is then made available on the web site. The user can leave it on the server, or decide to remove it.
– Statistics: on jobs execution time, on the number of jobs submitted over a given period, on the

output size. . .
– Diet management: the Diet-WebBoard can also be in charge of deploying the Diet platform

using GoDiet, and of controlling that the hierarchy is still working and re-deploying it when
necessary.

Figure 7.2 presents a submission web page for cosmological simulations.

7.1.4 Overall Architecture

We sum up in Figure 7.3 the whole architecture that has been developed to run scientific applications
on a grid environment, and more specifically cosmological simulations. This figure only presents the
prototype architecture used to run simulations across two platforms, namely GdsDmi and Grid’5000.
However this architecture could easily be extended to larger platforms. For as long as we have a connected
network, PadicoTM can take care about the communication layer, and Diet the jobs management.

Figure 7.3 shows the following. The platform is constituted of three elements: two computing plat-
forms, Grid’5000 and GdsDmi, and one web and computational server, Graal. No ports apart from
port 22 (the ssh port) is opened, and only Graal can open direct connections towards GdsDmi and
Grid’5000. No outgoing connection can be made from within Grid’5000, and no direct connection can
be made from GdsDmi to Grid’5000. On top of the physical infrastructure, PadicoTM opens relevant
tunnels between the three sites, thus rending the deployment of Diet possible. Diet is then deployed
on top of PadicoTM with the MA, MADAG and a few SeDs on Graal, and the rest of the hierarchy
(LA and SeDs) is spread on Grid’5000 and GdsDmi. Finally, the web site is deployed on Graal, it
launches the relevant clients whenever a job request is made.
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Figure 7.3: Overall architecture for running scientific applications on the grid.
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7.2 Cosmological Simulations

Studying the formation of our universe can be decomposed into two orthogonal, but yet complemen-
tary domains: observations and simulations. It amounts to determining the position, composition, mass
and velocity of galaxies, and thus creating catalogs of such known galaxies [136]. The process of studying
the formation of the universe can be divided into five points:

1. Using real observational data, the physicists determine the matter density and velocity fields. From
these, they can create catalogs of galaxies, containing their velocity, luminosity and mass.

2. Given observational data, numerical Initial Conditions (IC) are created for the simulations. They
contain the position, velocity and mass of every particles in the universe just after the Big Bang.

3. Dark matter simulations are performed using a numerical simulator such as Gadget [151] or
Ramses [160]. These applications produce only the distribution of matter and dark energy, but
do not form the galaxies.

4. In order to compare the simulation results with the observational data (which only contains in-
formation about baryonic matter), we need to create visible matter, and thus galaxies, out of the
simulation results. This is done by using software such as GaLICS [106] and MoMaF [50]. They
create mock galaxies catalogs.

5. The last step consists in comparing the mock catalogs to the real catalogs, determining if the
simulations fit the observations, and finally, using the simulations to determine parameters that
cannot be seen by using only observations. Those results being in turn used to prepare future
observations in order to better understand the physical processes at play.

Results obtained in step 5 are really important as they can be used to derive observation strategies,
or even used in the design of new instruments:

– observation strategies: if the statistics on the simulations have a lot of fluctuations, it may be best
to do ten observations in different part of the universe to have a good statistical representation of
the universe; whereas if the statistics on the simulations are quite uniform, it may be best to do
ten observations connected in a mosaic, in the same part of the universe, to have a greater angular
field of view.

– new instruments: when designing a new observation instrument, we need to define for what kind of
observations it has to be tuned. Depending on what we want to observe, it will need to be more or
less sensitive: if the simulations state that the part of the universe that is studied is quite empty,
then we’ll need a very sensitive instrument that will be able to work with only a few photons,
whereas if the part of the universe is full of galaxies, the instrument will receive more information.

Hence, once point 5 is done, we can go back to point 1 and start once again the whole process. We will
now describe in details the five above-mentioned steps.

7.2.1 Determining Motions in the Universe

In 1964 Arno Penzias and Robert Wilson [140] discovered what is called the Cosmic Microwave
Background (CMB). At the beginning the universe was dense and hot, filled with hydrogen plasma and
radiations, and thus, was opaque. As it expanded, it cooled, became transparent, or at least seen with
classical telescopes. However, when looking through a radio-telescope, we can observe isotropic radiations
being roughly 2.7± 1 Kelvin (K). This is the CMB. Figure 7.4 presents the CMB as detected by WMAP
(Wilkinson Microwave Anisotropy Probe). In fact some anisotropy can be observed when looking into
details. One peculiar, and important fluctuation is a dipole anisotropy due to the peculiar motion of
our local group of galaxies [90], i.e., the CMB appears slightly warmer in the direction of the movement
than in the opposite direction (blueshift and redshift motions due to the Doppler shift). Hence the need
to study the peculiar motion of our Local Group, and determine the position, distance and velocity of
galaxies.

When looking at the universe, we can detect regions of high density of matter, whereas some regions
are almost empty of any matter (voids of the universe). If you could have a look at the universe “from
afar”, large structures of matter would appear. Indeed, the distribution of matter is not random, and
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Figure 7.4: CMB temperature fluctuations given by WMAP on a 5-year observation over the full sky
(2008). The average temperature is 2.725 Kelvin. Blue regions denote colder temperatures, whereas red
regions denote warmer ones (these fluctuations are of the order 10−5).

certainly not isotropic. Large Scale Structures of galaxies appear in the universe: voids, walls and
filaments. Those latter are thread-like structures containing galaxies bound together by gravitation.
However, there isn’t enough baryonic matter (matter we can “see and touch in everyday life”) in the
universe to explain the motions of the galaxies. Hence the need for an invisible matter, dark matter, in
the models, to compensate the lack of baryonic elements. Figure 7.5 presents the skeleton obtained in a
simulation of dark matter.

Figure 7.5: Universe skeleton as detected in a 50 Mpc dark matter simulation (© Thierry Sousbie, CRAL
Lyon, France).

Velocities of galaxies are hard to determine, and are at the core of cosmological studies, as they allow to
determine matter distribution in the universe. Indeed, the observed velocity of a galaxy (Vobserved) is the
composition of two vectors: the expansion velocity (Vexpansion), and the gravitational pulls (Vgravitation):

Vobserved = Vexpansion + Vgravitation

However, an important point when determining velocities from a particular galaxy, is that only its
radial component is attainable through observations. Indeed, as the distance measurements rely on the
Doppler Effect, only the component being on the line of sight between the observer and the galaxy can
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be determined. Two observations made from two distant points would be necessary to be able to obtain
the tangential component. However, during a one year rotation of the earth around the sun, the two
most distant points are only 1UA apart, which is not sufficient. Hence, we need to rely on simulations to
reconstruct the other non-radial components as well as the distribution of the dark matter which cannot
be detected in the observations.

Determining the distance to a galaxy allows the physicists to get rid of the expansion velocity, as
this latter is expressed as the universe expansion rate from the Hubble Constant H0 multiplied by the
distance d to the galaxy:

Vexpansion = H0 × d

Two independent observations are needed to determine both the distance to a galaxy and its radial
velocity observed. The distance allows to subtract the component due to the expansion of space, leav-
ing the physicists with velocities due to the gravitational environment, called peculiar velocities, which
directly probe the underlying gravitational field or matter distribution:

Peculiar velocities trace the full gravitation at each position of the universe, i.e., dark and visible
matter. Only the radial part of these peculiar velocities’ vector are accessible from the observations. The
Wiener filter permits to reconstruct the full 3D vector, and thus to build the full 3D velocity field and
underlying 3D matter density field causing those velocities.

7.2.2 Initial Conditions Generation

Once the distances to every object is obtained, i.e., the observational catalogs, we can derive the
density field (i.e., the number of galaxies present in a given direction), and the velocity field (velocity of
each galaxy). However, having the velocity of each object is too complex and “noisy”, thus data is first
filtered. Figures 7.6a and 7.6b present an example of density and velocity fields used to generate IC.

(a) Density field (b) Velocity field

Figure 7.6: Density and velocity fields obtained once the Wiener filter applied.

At this point two possibilities exist. Either we generate initial conditions using only the CMB provided
by WMAP5, and run the simulator on lots of generated IC in order to derive statistics on all the
simulations. Or, we use the CMB, and the density and velocity fields in order to generate constrained
IC that correspond to the observations. As time cannot be reverted, the method to generate IC from the
fields is not the inverse method from running the simulation from an IC to the present day. In order to
generate constrained IC, an analytical method is used, whereas the simulator uses a numerical approach
when running the simulation from the IC to the present day. The parameters associated with an IC are
the size of the box representing the universe in Megaparsecs (Mpc, one parsec is approximately 3.262
light-years), and the number of particles in the box.
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7.2.3 Dark Matter Simulations

Cosmological simulations consist in evolving the particles present in the universe through cosmic
time with regards to a particular model and parameterization. Whereas in the observations we only
have access to the baryonic matter (which represents only 0.05% of the matter present in the universe,
which in turn represents only about 0.3% of all the energy, the rest being dark energy), in simulations
we can also take into account dark matter. Thus, we have access to much more information than what
is really available through observations.

Due to the different scales that are involved in such simulations (scale of the universe versus the
scale of the particles), an Adaptive Mesh Refinement technique is often used in classical cosmological
simulators. This method increases the computation precision only on local parts of the universe, where
particles interactions take place. Examples of such simulators are Gadget [151] or Ramses [160].

7.2.4 Mock Galaxies Catalogs

Once the simulations of dark matter are done, we need to create galaxies out of the dark matter
distribution. GaLICS [106] (Galaxies In Cosmological Simulations), starting from theoretical priors,
uses numerical simulations to describe hierarchical particles clustering. It uses a hybrid approach which
first extracts halos (groups of particles) merging history trees from the dark matter simulations, and
then uses a semi-analytical model to evolve galaxies in these trees. In fact, GaLICS is composed of
three software used one after the other. HaloMaker detects the halos of dark matter using the ’friend-
of-friend’ (FOF) algorithm [73] (this algorithm links two particles in the same group if their distance
is less than a certain linking length). TreeMaker builds the merger trees: the merging tree of the
dark matter halos formed thanks to the accretion of matter, Figure 7.7a presents a merger tree. Finally,
GalaxyMaker creates galaxies out of the merger trees.

However, having the position and properties of the galaxies isn’t sufficient to be able to compare the
simulations to the real data. We need to have catalogs of virtual observations, i.e., catalogs that would
describe the galaxies in the same way real observations would be able to describe them. MoMaF [50]
(Mock Map Facility) creates mock cones of observations from the output of GaLICS. Given a line of
sight, and an opening angle, MoMaF creates mock catalogs of galaxies, and also two other kinds of
mocks: pre-observation maps which are projection of the galaxies on the sky, and post-observation maps
which include realistic modeling of the characteristics of the instruments used to observe the sky, hence
it includes the bias one would observe with these instruments. Figure 7.7b presents a mock catalog.

7.2.5 Observations/Simulations Comparison

The last step consists in comparing the results obtained in the simulations to the real observations.
There is currently no automated process for this step, and is thus still conducted manually. Either
statistical studies are conducted, or precise studies on the structures of the universe in the case of
constrained simulations. Ultimately, when a simulation is coherent with the observation, it allows to
find all the missing parameters in the observations: tangential velocity, distribution of dark matter. . . A
simulation is valid if the number of galaxies, their magnitude and spectrum match the observations.
If not, then the physical processes modelizations in GaLICS are questioned, and modified for future
simulations.
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(a) A merger tree (b) Mock 2dFGRS: each point represents a
galaxy

Figure 7.7: Merger tree, and mock galaxy catalog.

7.3 Running Cosmological Simulations with Diet

In this part, we present our study of cosmological simulations. We first present, in Sections 7.3.1 and
7.3.2, modelization results on dark matter simulations and their post-processing. These performance
estimations are used in our Diet client/server implementation in order to predict the execution time of
the services. We then present the whole cosmological simulations workflow in Section 7.3.3, before giving
experimental results of the first prototype in Section 7.3.4, and then results of a large scale experiment
in Section 7.3.5.

7.3.1 Dark Matter Simulations

Ramses

Ramses is a typical computational intensive application used by astrophysicists to study the for-
mation of galaxies. It is used, among other things, to simulate the evolution through cosmic time of
a collisionless, self-gravitating fluid called dark matter. Individual trajectories of macro-particles are
integrated using a state-of-the-art N body solver, coupled to a finite volume Euler solver, based on the
Adaptive Mesh Refinement techniques. The computational space is decomposed among the available
processors using a mesh partitioning strategy based on the Peano–Hilbert cell ordering. Ramses is a
parallel program based on MPI [149] (Message Passing Interface), and has already been used on more
than 2000 processors on the Mare Nostrum cluster on a very large scale simulation. The simulations we
are tackling are much smaller, and do not have the same goal. While large scale simulations (on Mare
Nostrum the IC contained 10243 particles) aim at having the finest precision, the simulations we run
on the grid aim at obtaining statistical results from different IC with a lower resolution (less than 2563

particles).

Simulations input/output

Ramses reads the initial conditions from Fortran binary files, which are generated using a modified
version of the Grafic2 [46] code. This application generates Gaussian random fields at different resolu-
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tion levels, consistent with current observational data obtained by the WMAP5 satellite observing the
CMB radiation. The generated IC can be of two sorts. Either it contains a single level of resolution, i.e.,
the universe has a “homogeneous”distribution of dark matter, these IC are used to perform the initial
low resolution simulation of a zoom re-simulation. Or, it can generate multiple levels of resolution, i.e.,
several nested “boxes”, like matryoshka dolls. These nested boxes add more particles, and thus more
precision locally, on a point of interest in the universe. These are used in the zoom part of the simulation.

The outputs of Ramses are twofold. Periodically, Ramses outputs backup files so as to be able
to restart a simulation at a given time step. The second kind of output is of course the result of the
simulation. The user defines time epochs at which she would like to obtain a snapshot of the simulation,
i.e., a description of all particles (their position, mass, velocity. . . ), Ramses will then output as many
snapshots as requested.

Execution time and I/O size

Figures 7.8a and 7.8b respectively present the execution time for generating IC with Grafic2, and the
dark matter simulation time with Ramses. Grafic2 execution time slightly depends on the number of
particles in the IC when no nested boxes are generated. However, if adding several nested boxes into low
resolution IC (with less than 2563 particles) does not increase the execution time, their generation time
becomes paramount for higher resolutions (higher than or equal to 2563 particles). Ramses execution
time does not benefit from the code parallelization on low resolution simulations. However, on higher
resolution IC, the simulation time is “roughly” divided by two whenever the number of processors is
doubled. The execution time also depends on the size of the universe, and is inversely proportional
to its size in Mpc: the smaller, the denser the universe is, the longer the simulation will be, as more
interactions will take place between particles.
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Figure 7.8: Grafic2 and Ramses execution time.

Number of Particles IC Size (GB)

20483 128
10243 16
5123 2

Number of Particles IC Size (MB)

2563 256
1283 32
643 4

Table 7.1: Initial conditions size. The given figures concern one level of resolution.

The input file size is easy to determine, as it grows linearly with the number of particles. The size
of the universe does not impact the IC size. However, it has to be noted that these sizes concern each
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level of zoom. Thus, when running a zoom simulation on a box containing 2563 particles and 3 levels of
zoom, we have a total of 1GB (the level 0, and 3 more levels of zoom). Table 7.1 presents the IC sizes.

Concerning output files; a backup file is in fact a copy of the memory used by the program at a given
time, so its size depends on which time step the simulation is, and the size of the input, but typically,
a backup file weights a few gigabytes. As the snapshots contain the parameters of all particles, each
snapshot has roughly the same size as the IC, and even though the size of the snapshots tends to grow
a little as the simulation reaches the present time, the IC size stays a good estimate.

7.3.2 Post-Processing

Dark matter simulations snapshots need to be post-processed, as they only contain information on
the dark matter density field. Obtaining mock catalogs of galaxies requires further processing. We first
need to run GalaxyMaker to form galaxies out of dark matter, and then MoMaF to obtain mock
catalogs. However, these software rely on “hand-made” galaxy formation models, whose results depend
a lot on the parameterization. So, in order to fine-tune their models, the physicists need to explore the
whole range of parameters combinations.

GaLICS and MoMaF

Actually, as explained in Section 7.2.4, three applications, which are part of the GaLICS suite, need
to be executed on the snapshots in order to obtain galaxies. The first one, HaloMaker, can be executed
in parallel on all the snapshots: it detects halos of dark matter, i.e., density peaks. Then, TreeMaker

gathers all the outputs of HaloMaker, and builds the merger tree, i.e., the tree representing the
history of halos formation. These two phases are quite straightforward, and need only to be run once.
However, the results of the last step, GalaxyMaker, are highly dependent on the physical model
parameterization, which needs to be explored so as to determine which sets of parameters are relevant.
Thus, we only concentrate on this last part of the post-processing, which need in turn to be transformed
into mock observational catalogs with MoMaF. Even though MoMaF results do not depend on the
physical model parameterization, we need to produce many observational cones (simulations of what a
real instrument would see) with many opening angles and lines of sight.

Post-processing execution time and output size

As post-processing applications are meant to be executed in a parameter sweep manner (so as to
analyze the influence of each parameter on the galaxies’ formation), we need to be able to provide the
best possible estimation on the execution time and generated files’ size, in order to be able to predict
the whole post-processing execution time. This is especially useful in the server selection phase when a
request is submitted to the middleware. It also helps the servers reserve the correct amount of resource
time, when the server is in charge of, for example, a batch scheduler. Thus, we need to analyze the
influence of each parameter on the applications’ behavior.

Parameters influencing the galaxies formation results are the following: the star formation efficiency,
αpar, the feedback efficiency, ǫ, the halo recycling efficiency, υ, and whether the supernova feedback model
is used or not, Sf . Another parameter which is not in itself part of the model, but which influences the
execution time and the output files’ size, is the size of the input file which contains all the halos and
their formation history.

We ran benchmarks on GalaxyMaker in order to derive models for execution time and output files’
size. We used four files generated by TreeMaker as inputs for GalaxyMaker: a small one (3MB),
and three larger ones (10, 38 and 120MB). We tested a representative set of values for each parameter,
leading to 250 executions for each input files.

Unfortunately, we did not manage to obtain accurate execution time and output files’ size models for
MoMaF, as this application’s behavior is much more erratic than GalaxyMaker’s. The only relevant
information we extracted from our benchmarks is that the computation time increases with the size of
the observational cone (the larger it is, the more galaxies it contains), and its depth of view. However,
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no fine correlations could be found between the parameters’ value and the execution time, or the output
files’ size. Thus, we now only present GalaxyMaker’s execution time and output files’ size models.

Execution time. Equation (7.1) presents the execution time model for GalaxyMaker.

TGalaxyMaker = At × nbhalos + Bt + ct ×
(αpar

ǫ

)dt

(7.1)

Where TGalaxyMaker is GalaxyMaker execution time in seconds, nbhalos is the number of halos found
in the input file (i.e., this value is linearly proportional to the input file’s size), At and Bt are constants,
and ct and dt are linear functions of nbhalos, whose constants values depend on whether Sf is true or
false. As can be seen, υ does not appear in the model, as its influence on the execution time is negligible
compared to the influence of the other parameters. Figure 7.9 presents the ratio between the execution
time given by the model, and the real execution time. As can be seen, for small input files, the model
overestimates the execution time, this is often the case when modeling application behavior on small
inputs: there is less swapping and caching problems.
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Figure 7.9: GalaxyMaker computation time model.

Concerning the smaller input file (10642 halos), the execution time is much lower than what the
model predicts. This is due to cache mechanisms: as the data is much smaller, it best fits into the cache,
which reduces the number of cache misses, and incidentally reduces the computation time. The model
returns roughly a computation time ten times bigger than the real execution time. If we divide by 10 the
result of the model, we obtain a relative error that is lower than 20% for 72% of the 250 experiments on
the smallest file. As for the larger files, we have 58.5% of the 615 experiments which have a relative error
smaller than 20%, and 81.5% a relative error smaller than 40%. Figures 7.10a and 7.10b respectively
present the cumulative distribution function (CDF) of the relative error for the small input file when
dividing the model execution time value by 10, and for the large files.

We tested our model against two other input files, a large one (95995 halos), and a small one (12558
halos). With the large file, the model predicts the execution time within 20% of relative error for 73.0% of
the experiments (196 experiments), and 90.3% within 40% of relative error. For the smaller file, dividing
the model result by 10 provides a prediction within 20% of relative error for 69.5% of the experiments
(240 experiments), and 79.2% within 40% of relative error. The varying number of experiments is due
to the fact that for some parameters’ combinations, GalaxyMaker was not able to create galaxies,
and crashed, thus we removed these failed experiments. CDF for the small and large test files can be
respectively seen in Figures 7.11a and 7.11b.

Outputs. The output files’ size is almost constant for a given input file, and thus easier to model: it
only depends on the input file’s size, i.e., the number of halos. Equation (7.2) presents the model for
output file size, and Figure 7.12a the comparison between the model and the real output files’ size.

SGalaxyMaker = As × nbhalos + Bs (7.2)
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Figure 7.10: GalaxyMaker execution time model, relative error CDF.
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Figure 7.11: GalaxyMaker execution time model verification, relative error CDF.

Where SGalaxyMaker is the output files’ size in MB, As and Bs are constants. The output files’ size is
really stable, and thus the model closely matches the real output size: apart from the smallest input files
for which the model gives a relative error around 20% ∼ 23.2%, the relative errors are lower than 4%
for about 60% of the 1301 tested cases. Figure 7.12b presents the CDF of the output files’ size model
relative error, for both the four benchmarked input tree files, and the two test tree files.
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Figure 7.12: GalaxyMaker output files’ size model.

7.3.3 Simulation Workflow

In this section, we present the whole workflow for cosmological simulations. The workflow is depicted
in Figure 7.13. It is divided into two main parts: the dark matter simulation (i.e., IC generation with
Grafic2, and the simulation itself with Ramses) and the “one-shot” post-process (i.e., HaloMaker

and TreeMaker), followed by the parameter sweep part with GalaxyMaker and MoMaF. Three
Diet services are dedicated to executing this workflow. The first one deals with the dark matter simu-
lation itself along with HaloMaker and TreeMaker post-processing, and can possibly run Galaxy-

Maker, if no parameter sweep is requested. The second service executes an instance of GalaxyMaker,
thus, during the parameter sweep part, we have x× |{parameters}| calls to the GalaxyMaker service
(x being the number of files that TreeMaker created, and {parameters} the set of tested parameters).
The same number of calls holds for the last service, which is in charge of running MoMaF. This workflow
is submitted by the Diet client to the MADAG, which in turn manages the execution of the different
services.

As the first part of the simulation uses a parallel program, Ramses, the first service is already in
charge of several processors. Thus, in order to reduce the communications, the IC generation, the dark
matter simulation and the execution of HaloMaker and TreeMaker are grouped into one single
service. The parallel calls to HaloMaker can easily be done by re-using the same processors dedicated
to Ramses.

In fact, more than three services are requested to run cosmological simulations. As each step creates
a lot of temporary data, and in order to reduce the communications, all files used and created by a given
service have to be kept on the platform, for as long as another service might need them. Thus, whenever
a service ends, it cannot necessarily delete the files it created. Moreover, the way Diet works prevents
the client from knowing that a file is no longer used by any services: the MADAG takes the decision of
which task has to be executed, then sends an order to the client telling it to request this selected service.
Thus, the client only knows about the currently executed services, but nothing about the whole workflow
progress. Besides, the client does not know the name of these temporary files, nor their location on the
platform (which machines hold them). The solution adopted to deal with this problem, and remove all
temporary files once they are not needed anymore, is to spawn a new cleanup service whenever one of the
three main services finishes, and return the name of the service to the client. These new cleanup services
do not require any parameter, and have a unique identifier, which is a Universally Unique Identifier
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Figure 7.13: Cosmological simulations workflow.

(UUID). Thus, a cleanup service uniquely represents the files created on a specific machine, by a specific
service. In fact, when we create the workflow description XML, we already add those services with the
correct dependencies. The point that we do not know beforehand the name of the services is not a
problem, as we added into Diet the capability to use the output variables of a Diet service, as input
for the service name of one of the children task in the workflow. Thus, whenever a service is created,
its correct name is replaced in the workflow description, which enables the MADAG to execute this new
service. When a cleanup service is called, it removes all temporary data it is in charge of, and finally
deletes itself so that it cannot be called anymore. Originally, Diet does not handle such dynamic service
spawning and deletion, only services declared at the SeD initialization were possible. We added the
possibility to dynamically add and remove services. The new services can either be described by an
already existing service, or they can also be loaded from an external library.

Finally, the MADAG relies on the Heterogeneous Earliest Finish Time [161] (HEFT) heuristic to
schedule the different tasks. As HEFT selects the server that can execute the task with the minimum
finish time, we need to be able to predict the finish time of a task on a given server. The finish time
of a task is the sum of the waiting time (time to finish all previously enqueued task on the server) and
the execution time. Thus, we used the previously presented models (or a rough estimate when no model
was available) to give an estimate of the execution time of each task. In order to cope with the models’
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uncertainties, we compute a sliding mean on the relative error whenever a job is executed. This mean is
then used to compensate the errors of the model.

Actually, the whole workflow is seldom executed. It is often divided into two parts: the dark matter
simulation, and the post-processing phase. The physicists often first simulate the execution of dark
matter, then run a few analysis, before effectively running the post-processing. Thus, there usually is a
gap between the two parts. Moreover, even the parameter sweep part is more or less run interactively:
a few sets of parameters are tested, and depending on the results, new sets are generated and tested.
Thus, the parameters values’ range is studied iteratively.

7.3.4 Prototype

The first implemented prototype aimed at ascertaining the feasibility of porting Grafic2, Ramses

and GaLICS on a grid environment: Grid’5000, with the help of a grid middleware: Diet. To this end,
we implemented a Diet client and server. The SeD contained a single service which was in charge of
a simplified workflow: MoMaF was not used, and only one instance of GalaxyMaker was executed.
The idea was to simulate the execution of a real zoom simulation on a low resolution universe (1283

particles, in a 100Mpc.h−1 box). Hence, the “global workflow” consisted in running one dark matter
simulation, and then, running one hundred sub-simulations with nested boxes IC so as to have a better
resolution locally on some points of the universe.

Diet was deployed, along with the cosmological applications, on five sites of Grid’5000. The hierarchy
comprised a Master Agent in Lyon, six Local Agents (two in Lyon, and one in Lille, Nancy, Toulouse and
Sophia), and eleven SeDs (two per site, apart from Lyon, which had three). Each SeD was in charge of
16 machines in order to be able to run Ramses using MPI.

 40

 50

 60

 70

 80

 90

 100

 110

 120

 130

 0  20  40  60  80  100
 3500

 4000

 4500

 5000

 5500

 6000

 6500

 7000

F
in

d
in

g
 t
im

e
 (

m
s
)

S
im

u
la

ti
o
n
 e

x
e
c
u
ti
o
n
 t
im

e
 (

s
)

Request number

Finding time
Execution time

(a) Finding and execution times (b) Gantt chart

Figure 7.14: Prototype: SeD finding time, requests execution time, and Gantt chart.

Figure 7.14a presents the requests’ finding time, i.e., the delay between the moment the client sent a
request to the MA, and the time it received a reply with a suitable SeD to execute the request, and the
execution time of the simulation, for each simulation. The execution time variations observed between
the different simulations (between 4000s and 6500s) come from the processors’ speed differences. The
finding time is really low compared to the simulation execution time, and almost constant: on average
it took 49.8ms to find a suitable SeD. Apart from the finding time, we need to add the overhead added
by the service initialization: on average it took 20.8ms. Thus, the average overhead for one simulation is
about 70.6ms, so a total of about 7s of overhead on a 16hrs run for 101 simulations. This result comforts
us in our idea of using Diet as a good solution for running cosmological simulations on a grid.

The total execution time for the whole workflow was 16h 18min 43s (1h 15min 11s for the first part
and an average of 1h 24min 1s for each simulation in the second part). Figure 7.14b presents the Gantt
chart of the whole workflow execution: each line represents a SeD, and each “colored box” represents
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the execution time of a simulation. From this chart, we can see that the schedule is far from being
optimum. Indeed, the fastest SeDs finish computing a few hours before the slowest one. The reason for
this is twofold. Firstly, after the first simulation is finished, we have 100 sub-simulations to schedule all
at once. As we used the default Diet scheduler, which amounts to allocating the requests in a Round-
Robin fashion, each SeD receives an equal share of the total workload in terms of number of requests to
execute. Secondly, as we did not use the workflow system for this prototype (it was not fully implemented
at this time), the jobs are not being held by the system before being scheduled, i.e., once the client can
submit the 100 tasks, it submits them without waiting for any resource to be free. These two conditions
lead to a poor schedule. However, using distributed resources helped computing the simulations faster,
would they have been executed sequentially, it would have taken more than 141hrs.

Once small scale experiments have been validated on a small platform, we needed to stress our
prototype with longer runs, i.e., simulations on higher resolution IC, and on a larger platform. This is
the purpose of the next section.

7.3.5 Large Scale Experiment

In order to validate our prototype to run cosmological simulations, we realized a large scale experiment
on Grid’5000 3. The goal was to stress all the components of a simulation: the hardware, the middleware,
and the simulation software. Thus, we reserved 979 machines, on 12 clusters on 7 sites of Grid’5000,
for 48 hours. This represented the totality of Grid’5000 resources at the time, minus the resources
that did not work properly (they were either dead or problems occurred on them in the first steps
of the experiment). The simulation workflow was reduced so as to be composed of Grafic2 for the
2563 particles, 100Mpc.h−1 IC generation, followed by a Ramses simulation, and finally using a simple
post-processing to obtain “slice pictures” of the universe on all snapshots. The approach was somewhat
different from the previous experiment, as the goal here was to produce statistical data for the physicists:
they did not want to study the formation of galaxies, but instead the formation of large scale structures,
i.e., the universe’s skeleton. So, independent simulations were run with exactly the same cosmological
parameters. The only difference came from the parameters fed into Grafic2 to generate the IC.

Figure 7.15 presents the deployed Diet hierarchy. It was composed of one MA, 12 LA (one per site),
and 29 SeDs. Each SeD was limited to one execution of Ramses at a time. On the whole, it was 816
nodes that were dedicated to the simulations (some nodes among the 979 did not work properly). A few
snapshots of the universe produced by one of the simulations can be seen on Figure 7.16.

The jobs submission mechanism was different from the previous experiment. All simulations were
independent, and they were not released all at once by the client. Instead, the client was allowed to
submit a new simulation request, if and only if a SeD was free. Thus, at any time, there were at most
29 simulations running concurrently on the platform.

The results were concluding, as we managed to submit 59 simulations (33 were completed, and 26
were partially made), corresponding to 193 GB of data, and we obtained an equivalent of 368 days of
computation time on one processor, and this realized in 28 hours of computation. Compared to the
platform the physicists usually use for their experiment at the CEA, it would have taken more than
6 months of computation. This work allowed to improve the stability of Grid’5000, to improve data
management within Diet, and produced useful simulation data for the cosmologists.

3. This work received the “Best Large Scale Experiment” award during the 2009 Grid’5000 Spring School.
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Figure 7.15: Large scale experiment: Diet hierarchy.

Figure 7.16: Dark matter density taken at four stages of the universe evolution.

7.4 Conclusion

In this chapter, we have first presented our end-to-end infrastructure to run scientific applications in
a transparent manner on a grid platform. Our solution relies on a web site on the user side to submit
jobs. Those latter are fed into Diet, which takes care of creating the relevant workflow, and manages
the tasks and the data. Finally, in order to abstract the complexity of the network, and especially
of the firewalls, we rely on PadicoTM. Then, we presented background on cosmological studies based
on simulations, these simulations are essential in the process of analyzing the distant galaxies, as they
allow to determine parameters that are not attainable through observations. The last section provides
an analysis on the software used for cosmological simulations: their execution time and the size of the
generated files. We also provide an efficient framework to run and analyze simulations, based on Diet

and its workflow support: Diet can handle the whole workflow execution, and manages temporary data
thanks to dynamic services. Our experiments on a large scale platform gave encouraging results.
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Conclusion

Grids play an important role for scientific computing. While they aim at gathering heterogeneous
and distributed resources to provide a large amount of computational power, their utilization is still far
from being simple. Deploying services on a grid, accessing them efficiently, and in a transparent manner
is a complex process. Several barriers are still hindering this process. These problems are inherent to
this kind of platforms, mainly related to their heterogeneity, scale, and dynamic nature.

In this dissertation, we have presented what we think are some of the end-to-end requirements to
provide efficient, and transparent access to services deployed on a grid. The proposed solutions deal with
the users’ side of the problem, as well as with the administrators’ side.

The purpose of the first chapter was to ease the understanding of the whole grid computing context,
and to provide background on Grid-RPC middleware, and their deployment on such heterogeneous and
distributed platforms. The first tackled problem, presented in Chapter 2, was the deployment of hierar-
chical network enabled server environments on a grid. We first gave a generic model for understanding
the computation and communication costs present in a hierarchical middleware, when several services
need to be deployed. Based on this model, we proposed three heuristics built on linear programs, and
genetic algorithm techniques, for three different platforms, namely fully homogeneous, communication
homogeneous/computation heterogeneous, and fully heterogeneous platforms. We showed the effective-
ness of our approach through real experiments on the French research grid, Grid’5000, with the Diet

middleware, by comparing our solutions with classical deployment approaches.

Grids being heterogeneous, dynamic and error prone environments, we then moved on to the problem
of grouping nodes using a fault-tolerant approach. In Chapter 3, we have presented related work on
clustering techniques, as well as an introduction to the concept of self-stabilization. Then, in Chapter 4,
we focused on the problem of grouping nodes into clusters of bounded diameter, so as to guaranty
communications’ response time within each cluster. To the best of our knowledge, we were the first to
address this problem on weighted graphs, which are a more pertinent representation of a grid network
topology than unweighted graphs, which are relevant for MANET. Our solution, K-CLUSTERING, is
totally distributed, and self-stabilizing under an unfair daemon. K-CLUSTERING is built upon three
self-stabilizing algorithms, and is, as provided by the self-stabilization paradigm, able to provide a correct
clustering after crashes, wrong initializations, or any transient faults affecting the system. It has very
low memory requirements, at the expense of a poor theoretical convergence time. However, simulation
results have shown that in practice, the convergence time can be several order of magnitude lower than the
theoretical bound. We also gave the conditions under which a composition of self-stabilizing algorithms
forms a self-stabilizing algorithm under the unfair daemon.

Once the problem of accessing services efficiently has been tackled, remained the problem of schedul-
ing the different jobs. Models, objectives and techniques related to scheduling have been discussed in
Chapter 5. The problem of scheduling bags-of-tasks on a platform composed of several clusters, with
constraints on the computational power the users are allowed to use, have been presented in Chapter 6.
We have studied two cases: when tasks are all released at the same time, and when release dates are taken
into account. Thus, two objectives have been considered: maximizing the number of tasks scheduled per
application, and the maximum stretch that the tasks can undergo. Our solutions are based on linear
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programs. We iteratively built the solutions, and showed at each step the limitations of each formulation.
We have presented extensions to the linear programs to circumvent the encountered problems.

Finally, in Chapter 7, we discussed more practical contributions, applied to cosmological simulations.
We have first presented a complete infrastructure to transparently run scientific applications on a grid.
It relies on three layers. At the communication level, PadicoTM takes care of routing and tunneling
whenever required to interconnect several computing elements. At an intermediary level, the Diet

middleware is used to manage workflows’ executions, and data management. Finally, a web-site serves
as an front end between the users’ needs and Diet. The whole complexity of using the grid is thus hidden
to the end-users. Then, we specialize this infrastructure for cosmological simulations. The behavior of
the cosmological applications have been studied, and the corresponding workflows can be executed using
Diet. Experiments on Grid’5000 show the feasibility and effectiveness of our approach.

Thus, submitting jobs to a grid can efficiently be managed from the web-site, down to the servers.
A request goes through a middleware’s hierarchy, which shape is tuned especially for the platform, and
the applications; the deployment taking place on clusters with bounded communication time. Finally,
the tasks can be scheduled on clusters, while respecting constraints regarding the available computing
power.

Future Works

Several improvements can be undertaken on the solutions presented in this thesis.
– The deployment algorithms presented in Part I are only able to deal with fully connected platforms.

A deeper study on the network topology is here required to take into account contentions, and more
accurate and realistic communication costs.

– Still in Part I, another important point, is that our algorithms can only deal with a static deploy-
ment, i.e., we know in advance all the parameters of the problem, and provide a hierarchy that
best fits the requirements. What if the users’ needs change over time, or if nodes’ availability can
change? We need dynamic algorithms to adapt the middleware to the evolution of the environment.
We already added the possibility to dynamically modify the Diet hierarchy, but we still lack intel-
ligent and automatic mechanisms. Recent works [105, 147] based on autonomic computing already
propose a few repair, and adaptation mechanisms for Diet using TUNe. However, the current
policies are quite simple. In the context of errors and crashes, another interesting work would be
to make a self-stabilizing version of the dynamic deployment algorithms, and implement them in
TUNe for example.

– The design of our self-stabilizing k-clustering algorithm presented in Part II is highly dependent
on the ID of the processes. Thus, the quality of the result can greatly vary, depending on the
IDs distribution. It could be interesting to modify the way the clusterheads are elected, to be less
dependent on the IDs. Another important point that needs to be addressed is the complexity of
the algorithm. Currently, it requires O(nk) rounds to converge to a legitimate solution. This value
can be quite high, and would be a drawback for the evolution of K-CLUSTERING into a message
passing model. Indeed, the number of transmitted messages could become prohibitive. Reducing
the complexity would certainly require to increase the memory requirements. Finally, the next
step is also to couple this clustering algorithm with the deployment algorithms so as to provide
guaranties on the response time of the middleware.

– In Part III, we present the scheduling of applications under a maximum utilization constraint.
This problem tend in fact to schedule the tasks on the less constrained clusters. The next step
is to provide online scheduling algorithms, and implement them into Diet plug-in schedulers. A
feedback mechanism operating apart from the classical Grid-RPC messages would be required to
help the dynamic adaptation of Diet. Based on scheduling results, the Diet hierarchy could be
modified, or, in the case where the maximum utilization constraints are handled by Diet, they
could be dynamically adapted depending on the obtained maximum stretch for example, or they
could be coupled with energy aware scheduling algorithms.

– Concerning cosmological simulations presented in Part IV, specific schedulers could be developed
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and plugged into Diet. Currently HEFT is used, but schedulers dedicated to cosmological simu-
lations, based on the software’s models could greatly improve the execution time. Moreover, only
the execution time is taken into account, the communications are left aside. Due to the amount of
data to transfer, it could be interesting to couple Diet with a performance prediction system to
give an estimate of the transfer times. This could be done using a grid monitoring system (such
as Pilgrim [19]) to retrieve values on the machines’ load, and the network’s capacity, coupled with
a simulation tool (such as SimGrid [64]) to simulate executions and transfers. This would allow
to simulate the contentions that are likely to occur when transferring large amounts of data on a
distributed platform.

– Finally, in a more global vision, the last step would be to provide a software that would integrate
everything into a single deployment and autonomic management tool. This tool would be an
offspring of GoDiet and ADAGE for their platform description and deployment capabilities,
and TUNe for its autonomic capabilities. The ideal would be to be able to provide a tool that
would, given the platform and applications descriptions, provide an efficient hierarchy for the
first deployment (based on the proposed algorithms, and the self-stabilizing clustering). This
first deployment could require the co-deployment of PadicoTM in order to cope with networking
problems. Then, using monitoring, and feedback from the schedulers, dynamically adapt the
hierarchy. From the point of view of the administrator of the middleware, such a tool would be
highly profitable.

In this thesis, we focused essentially on a particular type of platforms that are grids. Though grids
are already quite complex environments, the next generation of platform is already there, and add
virtualization on top of it all. Cloud computing [96] is the next step. And despite the fact that clouds
aim at hiding the complexity of grids, they bring an even greater dynamicity and heterogeneity to the
platforms.

The next step is thus to manage elastic cloud computing where virtual machines can come and go on
demand, and also be migrated. Moreover, machines may no longer be dedicated to the middleware and
its computations. Indeed, as clouds rely on virtualization, several virtual systems may run concurrently
on a same physical machine. Diet is inclined to manage SaaS (Software as a Service) [61] platforms,
by providing on demand resources. Managing SaaS platforms can be seen as dynamic deployment and
adaptation of the middleware. The needs are the same than the ones addressed in this thesis: a model
describing the behavior of the platform and the middleware, and efficient algorithms that take into
account the various modifications of the environment.
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Abstract:
The results presented in this thesis deal with the execution of applications on heterogeneous
and distributed environments: computing grids. We study, from end-to-end, the process al-
lowing users to execute complex scientific applications. The contributions of this work are
thus manifold. 1) Hierarchical middleware deployment: we first present an execution model
for hierarchical middleware. Then, based on this model, we present several heuristics to auto-
matically determine the shape of the hierarchy that would best fit the users’ needs, depending
on the platform it is executed on. We evaluate the quality of the approach on a real platform
using the Diet middleware. 2) Graph clustering: we propose a distributed and self-stabilizing
algorithm for clustering weighted graphs. Clustering is done based on a distance metric be-
tween nodes: within each created cluster the nodes are no farther than a distance k from an
elected leader in the cluster. 3) Scheduling: we study the scheduling of independent tasks
under resources usage limitations. We define linear programs to solve this problem in two
cases: when tasks arrive all at the same time, and when release dates are considered. 4)
Cosmological simulations: we have studied the behavior of applications required to run cos-
mological simulations workflows. Then, based on the Diet grid middleware, we implemented
a complete infrastructure allowing non-expert users to easily submit cosmological simulations
on a computing grid.

Keywords:

Grid middleware, deployment, graph clustering, k-clustering, self-stabilization, scheduling,
cosmological simulations.

Résumé :
Les travaux présentés dans cette thèse portent sur l’exécution d’applications sur les environ-
nements hétérogènes et distribués que sont les grilles de calcul. Nous étudions de bout en bout
le processus permettant à des utilisateurs d’exécuter des applications scientifiques complexes.
Les contributions de cette thèse se situent donc à plusieurs niveaux. 1) Déploiement d’inter-
giciel hiérarchique : nous proposons dans un premier temps un modèle d’exécution pour les
intergiciels hiérarchiques. À partir de ce modèle, nous présentons plusieurs heuristiques pour
définir automatiquement la meilleure hiérarchie en fonction des exigences des utilisateurs et
du type de plate-forme. Nous évaluons la qualité de ces heuristiques en conditions réelles avec
l’intergiciel Diet. 2) Partitionnement de graphe : nous proposons un algorithme distribué et
auto-stabilisant pour partitionner un graphe quelconque ayant des arêtes pondérées entre les
nœuds. Le partitionnement est réalisé en fonction des distances pondérées entre les nœuds et
forme des grappes au sein desquelles les nœuds sont à une distance maximale k d’un nœud
élu dans la grappe. 3) Ordonnancement : nous étudions l’ordonnancement de tâches indépen-
dantes sous des contraintes de limitation d’utilisation des ressources. Nous définissons des
formulations en programme linéaire pour résoudre ce problème dans deux cas : lorsque les
tâches arrivent toutes en même temps et lorsqu’elles ont des dates d’arrivée. 4) Simulations
cosmologiques : nous avons étudié le comportement d’applications nécessaires à l’exécution de
workflows de simulations cosmologiques. Puis, en se basant sur l’intergiciel de grille Diet, nous
avons mis en place une infrastructure complète permettant à des utilisateurs non expérimentés
de soumettre facilement des simulations cosmologiques sur une grille de calcul.

Mots-clés :
Intergiciel de grille, déploiement, partitionnement de graphes, k-clustering, auto-stabilisation,
ordonnancement, simulations cosmologiques.
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