
HAL Id: tel-00576663
https://theses.hal.science/tel-00576663v1

Submitted on 15 Mar 2011

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

3D User Interfaces, from Mobile Devices to Immersive
Virtual Environments

Martin Hachet

To cite this version:
Martin Hachet. 3D User Interfaces, from Mobile Devices to Immersive Virtual Environments. Human-
Computer Interaction [cs.HC]. Université Sciences et Technologies - Bordeaux I, 2010. �tel-00576663�

https://theses.hal.science/tel-00576663v1
https://hal.archives-ouvertes.fr


No d’ordre : 506

Habilitation à Diriger des Recherches

Présentée à

L’UNIVERSITÉ BORDEAUX 1

ÉCOLE DOCTORALE DE MATHÉMATIQUES ET D’INFORMATIQUE

Par Martin Hachet

3D User Interfaces, from Mobile Devices to Immersive Virtual Environments

Soutenue le : 3 Décembre

Après avis des rapporteurs :
Patrick Baudisch Hasso Plattner Institue
Doug Bowman Virginia Tech
George Drettakis INRIA

Devant la commission d’examen composée de :
Patrick Baudisch Hasso Plattner Institue Rapporteur
Doug Bowman Virginia Tech Rapporteur
Myriam Desainte-Catherine ENSEIRB Examinateur
George Drettakis INRIA Rapporteur
Pascal Guitton Université de Bordeaux Examinateur
Guy Melançon Université de Bordeaux Examinateur

2010





Abstract / Résumé

Enhancing interaction between users and 3D environments is a challenging research question that is
fundamental for the positive widespread of interactive 3D graphics in many fields of our societies (e.g.
education and art). In this document, I present various 3D User Interfaces (3D UIs) we have devel-
oped these past few years, and that contribute to this general quest. The first chapter focuses on 3D
interaction for mobile devices. In particular, I present 3D UIs for interaction from keystrokes, and for
interaction from stylus/finger input. Then, I present two multi degrees-of-freedom prototypes based
on the embedded cameras of mobile devices. In the second chapter, I concentrate on 3D interaction
for general touch-screens (e.g. tables and large interactive screens). I present Navidget, an example
of 3D UI dedicated to camera viewpoint control from pen/finger inputs, and I discuss the challenges
of 3D interaction on multi-touch devices. Finally, the third chapter of this document is dedicated to
immersive virtual environments, with a strong focus on musical interfaces. I present the new direc-
tions we have explored to enhance interaction between musicians, audiences, sounds, and interactive
3D environments. I conclude by discussing some directions for the future of 3D User Interfaces.

Keywords: 3D user interfaces, 3D interaction, mobile devices, touch-screens, multi-touch, musical
interfaces, virtual reality, user studies.

Résumé en français

Améliorer l’interaction entre un utilisateur et un environnement 3D est un défi de recherche primordial
pour le développement positif des technologies 3D interactives dans de nombreux domaines de nos
sociétés, comme l’éducation. Dans ce document, je présente des interfaces utilisateur 3D que nous
avons développées et qui contribuent à cette quête générale. Le premier chapitre se concentre sur
l’interaction 3D pour des terminaux mobiles. En particulier, je présente des techniques dédiées à
l’interaction à partir de touches, et à partir de gestes sur les écrans tactiles des terminaux mobiles.
Puis, je présente deux prototypes à plusieurs degrés de liberté basés sur l’utilisation de flux vidéos.
Dans le deuxième chapitre, je me concentre sur l’interaction 3D avec les écrans tactiles en général
(tables, écrans interactifs). Je présente Navidget, un exemple de technique d’interaction dédié au
controle de la caméra virtuelle à partir de gestes 2D, et je discute des défis de l’interaction 3D sur des
écrans multi-points. Finalement, le troisième chapitre de ce document est dédié aux environnements
virtuels immersifs, avec une coloration spéciale vers les interfaces musicales. Je présente les nouvelles
directions que nous avons explorées pour améliorer l’interaction entre des musiciens, le public, le son,
et les environements 3D interactifs. Je conclue en discutant du futur des interfaces utilisateur 3D.

Mots clés: Interaction 3D, terminaux mobiles, écrans tactiles, multi-points, interfaces musicales,
réalité virtuelle, études utilisateur.
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Introduction

The digital revolution has changed usages in any domain of our Northen societies1. In particular,
interactive 3D graphics play an important role in this evolution. This powerful medium allows users
to better understand, learn, conceive, or exchange with each-other. For example in aviation industry,
the whole design of new planes entirely relies on CAD software solutions. The widespread boom
surrounding interactive 3D applications is strongly linked to the impressive advances of computer
graphics technologies that have occurred these past few years, both in the scope of hardware and
software developments. Compare to the amount of work that has been done to address the challenges
coming from these technological concerns, smaller amount of work has focused on interfaces allowing
one to interact well with 3D content. However, these interaction issues are crucial in interactive 3D
graphics, and the success of any 3D application is strongly linked to the relevance of its user interfaces
(UI). In this document, I will focus on the challenges of 3D interaction in different technological
contexts, and I will present the works I have been implied in, from my PhD thesis in 2000-2003 to the
most recent work I currently focus on. In particular, I will discuss 3D UIs for three different contexts:
mobile interaction, (multi)touch-based interaction, and immersive interaction.

Research area The question of how users can communicate with interactive systems has gone with
the story of computer science. Human-Computer Interaction (HCI) is the science that addresses such
a question. Since Yvan Sutherland’s pioneering work on graphic interaction (PhD thesis at MIT
Lincoln Laboratory, 1963), the general HCI comunity has changed the way we interact with digital
data, mainly in 2D spatial contexts.

At the same time, the computer graphics (CG) community has brought interactive 3D graphics
to a mature state, where complex 3D data can be displayed in real-time on various platforms, from
powerful workstations to small mobile devices. To achieve this goal, the whole graphic pipeline
(acquisition, modeling, rendering) has been addressed. On the other hand, interaction issues have
often been set aside. Since the eighties where 3D control widgets were introduced [Bie87], desktop
user interfaces dedicated to interaction with 3D content have few evolved.

For the Virtual Reality (VR) community, the quest has been to immerse users in multi-sensory
synthetic worlds, since the invention of the Sensorama Machine by Morton Heilig in 1957. The con-
junction of numerous domains such as CG, HCI, cognition and psychology, haptics, systems and
display technologies has contributed to this general quest. An important objective of VR is to reach a
good immersion by insuring efficient interaction processes between the user and the virtual environ-
ments. Consequently, numerous input devices and interaction techniques dedicated to 3D interaction
have been developed to achieve this goal, in an immersive context.

Recently, a new research community centered on 3D User Interfaces (3DUI) has emerged from the
three above-mentioned communities. In 2004, the book "3D User Interfaces - Theory and Practice"

1According to the International Telecommunication Union (ITU), less than 4% of african people have access to internet.
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[BKLP04] was published to aggregate the knowledge in this area. At the same time, two workshops
dedicated to the questions that are linked to interaction with 3D data were organized by Doug Bow-
man, Bernd Froehlich and Yoshifumi Kitamura during the annual IEEE VR conferences (2004, 2005).
The success of these workshops led to the creation of the 3DUI annual symposium, which is now well
known and well established as a major event.

A 3D user interface is an interface that involves 3D interaction. According to Bowman et al.
"3D Interaction is a Human-Computer Interaction in which the user’s tasks are performed directly
in a 3D spatial context. Interactive systems that display 3D graphics do not necessarily involve 3D
interaction; for example, if a user tours a model of a building on her desktop computer by choosing
viewpoints from a traditional menu, no 3D interaction has taken place. On the other hand, if the user
clicks on a target object to navigate to that object, the 2D mouse input has been directly translated
into a 3D location, and thus 3D interaction has occurred."

3DUI is at the frontier between HCI, CG, and VR. It is a sub-research area of HCI where the
spatial context is 3D. It lies on CG where the focus is the user. Finally, 3DUI share some goals with
VR, but it is not restricted to immersive contexts. Desktop configurations, mobile devices, tabletop
systems, VR and AR configurations are examples of technological contexts where 3D UIs need to be
designed to help users interacting with 3D graphics. Figure 1 illustrates this positioning.

3DUI
3D User Interfaces

VR
Virtual Reality

HCI
Human‐Computer 

Interaction

CG
Computer Graphics

Fig. 1: 3DUI positioning.

Similarly to any UI, a 3D UI operates in two directions. Users input some actions to modify
the 3D environments or to change the state of the application (e.g. modify the viewpoint). In the
other direction, users are informed of the changes by way of appropriate feedbacks. To insure this bi-
directional communication, both hardware and software components are implied. Standard hardware
interfaces may be used to interact with 3D graphics. For example, a regular mouse associated with
efficient interaction techniques may be well suited to complete some interaction tasks with 3D data
displayed on standard LCD screens. For other 3D interaction tasks, the standard hardware interfaces
are not well suited anymore, and new input devices have been designed to better fit the structure of 3D
space. In particular, multi degrees-of-freedom (DOF) input devices allow one to control several 3D
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parameters at the same time (eg. 3 translations and 3 rotations). Similarly, dedicated output devices
such as stereoscopic and haptic devices, can be valuable to 3D interaction.

My personal background and evolutions I started my PhD in 2000, in Bordeaux, under the su-
pervision of Pascal Guitton. At this time, the LaBRI was being equipped with a SGI Reality Center
called Hemicyclia. This immersive setup was composed of a large curved screen (10x3m), three CRT
Barco projectors, and a SGI machine. My initial PhD subject was to explore the benefit of such an
immersive setup for information visualization. In this context, I started working on new metaphors
to enhance the understanding of abstract data displayed on geographic layers. One of the directions
I explored was the use of 3D tubes, in which bubbles with different shapes, appearances, and move-
ments were linked to some parameters (eg. nb of employees in a shop). One of the main problems
I faced during these experiments was the difficulty for users to interact with the 3D environments.
Indeed, it is very difficult for users to understand well the data they are dealing with if they are not
able to interact with them in a simple and efficient way. For example, comparing the relative sizes
of two objects in 3D requires extensive modifications of the camera viewpoint, which may be hard
to perform. Consequently, I redirected my research toward interaction, which I have considered as
the main challenge to address before going farther with any 3D interactive applications. At this time,
this statement has been strengthened by some discussions I had with companies during workshops of
PerfRV, the national research network dedicated to Virtual Reality. Indeed, the companies tended to
express satisfaction concerning the complexity of the 3D models they were using as well as the quality
of the images they were able to display, but they expressed a true difficulty as soon as users had to
intercat with the data. The idea of the CAT, a 6 DOF input device designed to enhance interaction
with 3D content displayed on large screens came at this time. This hardware interface, which led to
several publications and technological transfers, will be described in more depth in the third part of
this document.

In 2002, INRIA decided to create a new research center in Bordeaux. We took benefit from this
opportunity and we created a join project-team (INRIA - Université de Bordeaux/LaBRI) called Iparla.
The initial target of Iparla was to visualize and to interact with complex data on mobile devices. In
this context, I reoriented my research towards mobile devices. My goal has been to move and adapt
3DUI from desktop to mobile setups in order to favor the creation of interactive 3D applications on
mobile devices. Indeed, insuring real-time rendering of 3D objects on mobile devices is not enough
to bring 3D applications to mobility. New 3D UIs need to be conceived, and this challenge has been
the focus of my research activities in the Iparla project-team. This objective allowed me to explore
new directions that will be presented in the first part of this document. In 2005, I have been recruited
at INRIA as a permanent researcher.

In 2006, we recruited two PhD candidates in the scope of 3DUI. This allowed us to create an
"interaction group" in the Iparla project-team. The first one, Fabrice Dècle, has focused his research on
3D UIs for mobile devices. The second one, Sebastian Knoedel, has explored some new directions to
reduce the gap between mobile and immersive contexts, and to have these two separate technological
contexts working together. In 2007, Mariam Amira joined the group as an engineer, and we have
contributed to Part@ge, a national ANR research project, where the goal was to enhance collaborative
interaction for mobile users.

Beyond 3DUI and computer graphics dedicated to mobile devices, we have changed the objectives
of the Iparla project-team -and in particular the interaction group- towards a more general mobile con-
text. The goal is not to focus only on mobile devices anymore, but more to think about new approaches
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aiming at favoring the mobility of users, from mobile devices to immersive virtual environments, and
from standard desktop configurations to collaborative tabletop setups. Indeed, the standard worksta-
tion paradigm where users interact by way of keyboards and mice is evolving. Today, new systems
and interfaces allow users to interact with digital content in different locations and at different times.
In particular, the world is witnessing a widespread boom surrounding interactive touch-based surface
technologies, noticeably with the extremely rapid market penetration of multi-touch surface technolo-
gies, which have lately been spreading ubiquitously from small devices and smartphones to large,
multimedia touch-screens. In this context, we have explored new approaches aiming at tackling the
challenges of 3DUI for touch-based interaction. Our first results will be described in the second part
of this document. We have just started a project focusing on this topic, InSTInCT, a national ANR
project, which aims at bringing 3D interfaces from its current office desktop use to new, broader usage
and contexts. Aurélie Cohé has been recruited as a PhD student for this project, and Fabrice Dècle
will participate as an engineer.

At the same time, since 2007, I have explored new directions in the scope of music with Florent
Berthaut, a PhD student I co-advise with Myriam Desainte-Catherine. The purpose of this work is to
use and to contribute to the evolution of immersive technologies in order to provide rich interaction
between musicians, audiences, images and sounds. This work is very motivating for me as it targets
artistic creation. It is also an inspiring context where we explore new concepts. The development of
our virtual instrument led to interesting results in the scope of audio-visual mappings and hierarchical
structures, design of new input devices, and experimentations with various display configurations.
This work will be described in more depth in the third part of this document.

Visual Overview
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Chapter 1

Mobile 3DUI

1.1 Introduction

Mobility is a major (r)evolution for current interactive systems. Mobile devices that were dedicated to
phone calls only few years ago, tend to be used as personal computers, now. In addition to short texts,
sounds, images and videos, mobile users may now benefit from interactive 3D graphics displayed on
their mobile devices. This evolution has been supported by the impressive recent advances in mobile
technologies . New usages have appeared from this technological evolution. For example, mobile
users may benefit from 3D visualization of their surrounding environments for assisted navigation.
Figure 1.1 illustrates such an application we have developed for hiking purposes [22]1. Another
example is the use of interactive 3D graphics for cultural heritage where users visualize, on-site, 3D
reconstructions of buildings that disappeared. Many other examples could be cited in the scope of
maintenance, entertainment, sports, and so on.

Fig. 1.1: Example of 3D mobile application: a hiking assistant [22].

Despite the potential benefit of such mobile 3D applications, few concrete examples have reach
a general public success, except video-games on dedicated mobile consoles. We think that one of
the reasons that limits this general acceptance is the difficulty for users to interact well with 3D data
displayed on mobile devices. Few user interfaces have been specifically designed to favor mobile 3D
interaction. Consequently, the level of interactivity with such settings is generally much reduced.

Most of 3D UIs have been designed for desktop configurations or VR setups. Consequently, they
do not fit well with the constraints of mobile devices (eg. mobile ergonomic issues and hardware
limitations, see the PhD thesis of Fabrice Dècle for details [D0̀9]). General HCI has evolved towards
mobile-HCI. In particular, the research community has been very active to adapt 2D UIs to the mobile

1References in italic refer to my personal publications - see curriculum vitae at the end of this document
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input and output spaces (e.g. Shift technique [VB07] and MicroRolls [AEY09]). The mobile input
space has also been increased (e.g. LuscidTouch [WFB+07]). I am convinced that 3DUI should follow
a similar evolution, from its current state to mobile-3DUI. This evolution is required to enhance 3D
interaction on mobile device and, consequently, to favor the development of new 3D applications for
mobile users.

In the following sections, I present some examples of mobile 3D UIs we have developed since
2003. These examples follow the evolution of the input strategies on mobile devices. In a first step,
I present two results based on keystroke interaction. Then I focus on tactile interaction. Finally, I
present two prototypes that increase the standard mobile device input space for 3D interaction.

1.2 Interaction from keystrokes

Until a recent time, mobile devices were mainly based on discrete inputs for interaction with the
system. Directional keys and small discrete thumb-joysticks were the standard physical interfaces of
the mobile devices. Examples are given in Figure 1.2. These input devices, controlled by the thumb
motions are generally used to "jump" from an item to another. This jump-based navigation is well
suited for navigation in discrete structure such as 1D lists (eg. list of contact) or 2D lists (eg. arrays of
icons). This paradigm is widely accepted by the general public, and younger users who are frequent
mobile phones users have even developed new anatomical skills for interaction from their thumb.

Fig. 1.2: Example of key-based mobile devices.

The problem comes when users need to interact with continuous structure such as images or 3D
environments. In these cases, the standard approaches for the completion of interaction tasks may
become inefficient when completed from keystrokes. In particular, moving a cursor over the screen to
reach each part of the displayed content may be time consuming. We interested in this problem, and
proposed two interaction techniques to better adapt key-based input to interaction with continuous
content on mobile phones.

1.2.1 Jump and Refine

The first technique called "Jump and refine" aims at improving performance of users in pointing tasks.
This technique is not dedicated to one or few specific applications. It rather aims at operating as a
universal technique on key-based mobile phones. The main idea is to reduce the number of keystrokes
by using two (or more) successive levels. In the first level (jump), a grid is displayed on the screen
as illustrated in Figure 1. The cursor is positioned at the center cell. From directional inputs on the
phone, the cursor is moved by successive jumps from cells to cells. This allows fast cursor movements.
Then, a pressure on the "validate" key leads to the second level (refine) where the only current cell is
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displayed as a visual feedback. In this level, the cursor can precisely be moved for accurate positioning
if necessary, as illustrated in Figure 1.3.

Fig. 1.3: The two-levels "Jump and Refine" selection technique.

We interested in the optimal grid size for a given screen resolution and at a given precision. For
example, with a horizontal resolution of 176 pixels, which was a standard mobile phone resolution,
and with a precision of 3 pixels, the number of keystrokes required to go from the center to the border
of the screen is 29. Now, if we use our jump and refine approach with a grid composed of 7 columns,
this number decreases to 7. In [20], we show that this number of keystrokes is given by

Nummax =
⌊n

2

⌋
+

⌊
resolution

2.n

⌋
(1.1)

with n the number of grid columns (resp. lines) and resolution the horizontal (resp. vertical)
resolution of the screen. The optimal number of lines (resp. columns) is reached when the derivative
of (1.1) is zero, that is

n =

√
resolution
precision

(1.2)

In our example, this formula says that 7 is the optimal horizontal grid size to minimize the number
of keystrokes. We conducted an experiment to verify that the number of keystrokes was correlated
to the users’ completion time for a pointing task on a mobile phone operated by directional keys.
We found that the performance of the users followed the theoretical number of required keystrokes.
Moreover, the suggestive rating of the grid sizes by the subjects was concordant with the theoretical
prediction and experimental results. Additional details can be found in [20].

Applications where pointing tasks are required are not well suited to be used with key-based
mobile devices. With Jump and Refine, we showed how to reduce the gap between such applications
and the input devices based on discrete events. Beyond mobile devices, the Jump and Refine approach
can be used in various domains. For example, the majority of remote controls are equipped with
directional keys. Jump and Refine could thus be used for selection tasks with interactive television.
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1.2.2 Z-Goto

Similarly to Jump and Refine, Z-Goto is a technique we developed to improve user performance
with key-based mobile devices. Whereas Jump and Refine addresses the general problem of pointing
independently of the application, Z-Goto has been designed specifically to improve navigation in 3D
environments. 3D navigation from keystrokes is difficult. For example, a continuous approach where
the user controls the speed and the direction of the camera movements from discreet input is very
limited as soon as the environment becomes large. With Z-Goto, we explored a Go to approach where
the user indicates the location he or she wants to fly to.

Compared to a standard Point-Of-Interest technique [MCR90] where the user selects the end point
of the trajectory by picking the projection of the target on the screen plane, Z-Goto operates in depth,
as follow. At any time, the depth of the current view is divided up in a few numbers of sections. The
current section is highlighted by a colored strip, as illustrated in 1.4. Hence, with few keystrokes, users
can select target depths from nearest to farthest locations. This DOF relates to the distance where the
users want to fly to. Once the depth range is selected, a target point is highlighted (the blue point on
Figure 1.4). Its size depends on its distance from the viewpoint, in order to improve depth perception.
This target point can then be moved from left to right to select the target destination, directly in the
3D space. Additional details can be found in [25].

Fig. 1.4: Z-Goto for 3D navigation from keystrokes

Z-Goto has been designed to be used with key-based mobile devices. Our main motivation was
to limit the number of required keystrokes by taking into account the underlying 3D environment
structure. For example, in Figure 1.4-right, the left part of the image is a first-plane object for which a
unique targeting should be necessary. The upper-right part fits to the sky for which no targeting should
be possible. At the end, the only lower-right part of the screen has to be reached for navigation. With
Z-Goto the target point is moved in this interesting area only, which optimizes the number of required
keystrokes. Moreover, by sliding the current section along the z axis, users may improve perception of
the depth, which may help them for the construction of cognitive maps. Sliding colored strips inside
the scene favors the perception of the contours that can be difficultly perceived on small screens. For
example, in the case of 3D terrains, the relief of the ground can be better felt.
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We conducted a preliminary experiment to assess the usability of Z-Goto (see [25] for details). It
showed that Z-Goto can be a good alternative to a standard Go to technique where a cursor is moved
on the screen plane by way of successive keystrokes. In particular, the subjects reported that Z-Goto
was faster, and it allowed them to better perceive the 3D environment, which contribute to our general
quest of improving immersion on small handheld devices. Beyond mobile devices, Z-Goto can benefit
to desktop users, too. Navigation can be done by way of keyboard strokes with the non-dominant hand,
while the dominant hand controls the mouse for other tasks (eg. object selection).

1.3 Interaction from the mobile device touch-screens

During the past few years, keystroke interaction on mobile devices has evolved towards tactile in-
teraction. The first devices taking benefit from this tactile approach were the PDAs, where styluses
are used for efficient pointing and handwriting. Later, many mobile phones have adopted this new
input modality, but the stylus techniques have tended to be replaced by UI directly operated from
the users’ fingers. Tactile mobile devices has changed the general mobile HCI, and this new input
modality has been widely accepted by the users. On the other hand, few works have explored how
this tactile paradigm adapts to 3D interaction tasks. In this section, I present two works that explore
tactile input for 3D interaction on mobile phones. The first one is the result of a collaboration with
Alexander Kulik, from Bauhaus Universitat - Weimar. It focuses on navigation for PDAs operated
with styluses. The second one is dedicated to the observation of 3D objects on mobile phones where
the users interact directely from their thumbs.

1.3.1 Improving stylus interaction with elastic feedback

The standard usage of PDAs is oriented towards 2D content, where users access and manipulate the
data by directly "touching" them. Due to the congruency of the tactile input space and the graphical
output space, the isotonic input that is based on the motion of a pen or fingers directly on the screen is
very intuitive and effective. Interaction with mobile device applications is therefore mostly direct and
position controlled. This one-to-one mapping is broadly accepted as working well for hypertext and
menu interaction or scrolling through text and image documents.

On the other hand, 3D applications may require interaction tasks where this one-to-one mapping
is not well suited anymore. In particular, navigation in large 3D environments requires potentially
infinite viewpoint motion. For tasks like these, position-controlled techniques as currently provided
with pen-based interaction are not very appropriate since they frequently require disturbing and irk-
some re-clutching. Rate control techniques seem to be more adequate. Zhai [Zha95] demonstrated
the superiority of elastic devices for rate control techniques regarding a 3D docking task. Following
his findings, the isotonic resistance characteristic of the pen does not seem to be well suited for the
rate control required in 3D navigation tasks. Consequently, we developed a simple concept to adapt
the input characteristics of a handheld computer to benefit from an elastic feedback for the control of
viewpoint trajectories (see Figure 1.5).

We evaluated the differences between isotonic and elastic controls for 3D trajectory tasks on
mobile devices. Much like a slalom competition, our evaluation task consisted of passing gates located
at different depths as fast as possible. We were interested in differences regarding the completion times
and the efficiency of the user trajectories assessed as the number of collisions that take place during
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Fig. 1.5: A simple rubber band adds elastic feedback to pen input on a PDA.

the task. We also looked at the user preference in both conditions. The details of this experiment are
described in [17].

We found that elastic control was significantly faster (28%) than isotonic control. We also found
large differences between the two interfaces for the efficiency of the trajectories. These results, il-
lustrated in Figure 1.6 demonstrate an important gain of control with elastic feedback given to the
user. This has been strengthened by the subjective evaluation where the subjects reported that elastic
feedback helped them for completing the task effectively. Under the isotonic condition, users adapt
their movements from the visual feedback they obtain from the application. This visual feedback is
the only output that guides them. On the other hand, elastic feedback gives users a stronger perception
of their actions. Consequently, they are able to interact in a more efficient way.

Fig. 1.6: Mean task completion times and average number of collisions per subject.

From these findings, we built prototypes taking benefit from elastic feedback for rate-controlled
tasks such as 3D navigation, while maintaining the possibility for the user to interact in a more tradi-
tional way (eg. picking a 3D object). These prototypes are illustrated in figure 1.7.
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(a) Elastic pen insertion with
small movement deviation.

(b) Elastic feedback system
made of elastic fabric to be
used with pen or thumb.

(c) Semi-elastic pen inser-
tion, providing constrained
isotonic input for one degree
of freedom, while offering
elastic feedback to the other.

(d) Semi-elastic pen inser-
tion as in (c), but providing
constraints to the elastic de-
gree of freedom in relation
to induced input with isotonic
movement.

Fig. 1.7: Examples of elastic control insertion on PDA.

1.3.2 Sketchball

Many current mobile phones are equipped with tactile screens, where users interact directly with their
fingers on the screen, without stylus. The iPhone is a famous example of such devices. The standard
UI that have been developed for this input modality are based on tapping and sliding techniques. This
allows one to select items by clicking directly on them (eg. an application icon), or to scroll long lists
of items by flicking them (eg. list of contacts). Flicking is one example of mobile adaptation where
the standard scroll bars of desktop HCI have been replaced by gestures on mobile devices.

We believe that a similar adaptation should take place for 3DUI. For example, the virtual trackball
metaphor is a well-known technique that has become a standard for observation of 3D objects in a
desktop context (ie. operated by a mouse). On mobile devices there is no evidence that this technique
remains efficient. Some inherent mobile constraints may affect the performance. In particular, the
fact that the thumb of the user occludes a large part of the screen may be a problem when observing
3D objects, as illustrated on the left side of the Figure 1.8. Moreover, the anatomical constraints as
well as the precision issues make the control of the virtual trackball harder with the thumb than with
a mouse. Consequently, we have explored a new direction for the control of a trackball, where users
manipulate objects by sketching horizontal and vertical strokes (see Figure 1.9, right).

In our implementation, horizontal strokes result in rotations of the virtual camera around the ver-
tical axis while vertical strokes result in rotations around the horizontal axis (see Figure 1.9). After
the user releases his or her thumb from the screen, the camera is smoothly rotated according to the in-
puted gesture. Hence, the user is able to move the camera around the 3D model by drawing successive
strokes. The rotation angle between two successive views is set according to the required precision.
Our experience with the technique has shown that a 45 degrees rotation angle is a good compromise
between speed and precision. It allows good visualization of the 3D models while limiting the number
of required strokes.

The sketch-based trackball we propose, call Sketchball, induces a discretization of the possible
views. Consequently, it is not well suited for precise 3D orientation tasks. Our approach follows the
sketching philosophy, where coarse results are obtained by way of simple and fast commands. In the
context of interactive 3D applications on mobile devices, we can assume that accurate positioning is
rarely required. Coarse manipulation approaches can be better suited as soon as they allow the user
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Fig. 1.8: A standard trackball on a mobile device induces occlusions of the screen (left). A stroke-based
adapted trackball favors the visualization of the 3D model (right).

Fig. 1.9: Horizontal movements produce rotation around the “up vector” of the camera (top).
Vertical movements produce rotation around the “Right vector” of the camera (bottom).

to understand well the 3D structure of the objects. To better understand the influence of the control
(direct vs. sketched) on the user performance for an observation task, we conducted a preliminary
user study. The task for this experiment consists in counting the number of targets drawn on the faces
of a 3D model. We asked the subjects to perform the task twice, once with the standard trackball and
once with Sketchball. The details of this experiment can be found in [12].

The results showed that the subjects performed the task faster with the direct-controlled trackball
than with its sketch-based counterpart. This can be explained by the time needed to run the animation
after the users’ strokes. On the other hand, this study showed that Sketchball helped the subjects to
better maintain a spatial orientation. The subjects significantly reported that they felt lost with the
standard trackball, while Sketchball helped them in the cognitive structuring of their movements. For
example, by inputting two successive strokes in the same direction, the users know they will obtain
a 90 degrees rotation, and they can come back to the original orientation by stroking twice in the
opposite direction. Further investigations should be conducted to better understand the impact of the
control on user performance. This work, even preliminary, showed us that UI based on gestures could
be interesting alternatives to desktop 3DUI for interaction with 3D data displayed on mobile devices.

1.4 New inputs for mobile devices

In the previous sections, I presented some 3D UIs that were designed to be operated from the standard
inputs of the mobile devices, ie. the keys and the tactile inputs. These UIs are very generic and,
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consequently, they could be used directly on the current mobile devices. Beyond the standard mobile
inputs, we explored the benefit of video-based interaction for mobile 3DUI. Indeed, the wide majority
of the existing mobile devices are equipped with embedded cameras. Consequently, we tried to take
benefit from this new modality to better adapt the mobile input space to the structure of 3D interaction
tasks. In particular, we designed two multi-DOF interfaces based on video tracking. The first one
called Tangimap explores bi-manual interaction. The second one is a 3 DOFs elastic controller.

1.4.1 Tangimap for bi-manual interaction

Our main objective with Tangimap was to explore proprioception2 for the simultaneous control of 3
DOFs. To achieve this goal, we designed a bi-manual interface where users hold the mobile device
with their non-dominant hand while moving a target with their dominant hand, as illustrated in Figure
1.10. With this configuration, they do not occlude the screen, which enhances the visualization of
the displayed data. Moreover, they do not need to tilt the device to interact. Consequently, they can
choose their optimal visualization angle to the screen in regard to the lighting conditions.

Fig. 1.10: Tangimap. By moving a target with his dominant hand, the user controls 3 DOFs for interaction
with large documents or 3D environments.

In our implementation, the movements of the dominant hand from the frame of reference (ie. the
non-dominant hand), are tracked thanks to the camera of the mobile device associated to a simple
vision algorithm. The target, is a 12x12 cm wide square paperboard divided into an array of 8x8 cells.
These cells are color-codes composed of 3x2 code-units. Each cell codes its position in the target using
a binary representation where blue is assigned to 0 and green to 1, red being used as the background
color. The three top code-units of a cell relate to the column number while the three bottom ones
relate to the row number. By analyzing only a few pixels in each frame of the video stream captured
by the camera, we are able to compute the x and y shift of the target from the referent position. The z
coordinate is inferred from the cell width in pixel unit. A simple filter based on the previous records

2Proprioception is the unconscious perception of movement and spatial orientation arising from stimuli within the body
itself (Source: The American Heritage Science Dictionary)
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is used to avoid the jittering coming from the hand of the users. Additional details can been found in
[27]. In our approach, we did not seek for an accurate and robust video tracking methodology. We
rather developed a technique that computes user movements in a very fast way. Hence, the CPU is
saved for end-user applications. The grid configuration allows us to track the target within a relatively
large area, in particular when the user movements occur close to the camera.

With Tangimap, users are able to control 3 DOFs at the same time. This input structure is partic-
ularly well suited for 3D interaction tasks, as well as for interactive visualization of large documents
(eg. maps and pictures). For manipulation of 3D objects, translation and rotation modes are separated.
Two buttons of the mobile device operated from the users’ non-dominant thumb allow users to switch
between these two modes. Translations are directly mapped to the target movements. The mapping
for the rotations is illustrated in Figure 1.11. For 3D navigation, the distance of the target from the
camera allows one to control the speed of the movements in the 3D space, the 2 other DOFs being
used to modify the yaw and pitch angles of the virtual camera. Hence, by moving the target behind the
mobile device, users navigate in a 3D space with smooth and continuous movements. The semantic
link between the target movements and the resulting actions in 3D spaces is relevant. This allows the
cognitive immersion of users to be improved for 3D interaction tasks on mobile devices.

Fig. 1.11: Rotating 3D objects with Tangimap.

We assessed Tangimap for a large document visualization task. The task consisted in finding
targets on a map. We asked 16 subjects to perform the task with Tangimap, and with a standard
stylus approach. Details are given in [26]. We found that Tangimap was significantly faster. The user
preference was widely in favor of Tangimap, too. By holding the tangible map, the users benefit from
the proprioceptive feedback in addition to the visual feedback. For example when a target appears on
the top-left corner, the subjects directly move the Tangimap target to a corresponding location. Then,
the target can be found quickly. On the other hand, stylus interaction appears less efficient as the users
have to move the map without knowing exactly where to go. The only feedback they have is the one
provided by visual cues. At the time we conducted this experiment, no multi-touch mobile device was
available. Now, it would be interesting to evaluate a multi-touch approach for a similar task.

Proprioception and multi-DOF interaction has shown many benefit in the scope of virtual reality.
In this work, we showed that mobile interaction can benefit from similar inputs. Of course, Tangimap
is more a concept than a true input device. In the next section, I present a 3 DOFs elastic controller
that could be embedded in mobile devices.

1.4.2 3 DOFs elastic controller

To investigate the benefit of 3 DOFs elastic control on mobile devices, we developed a proof-of-
concept prototype (see Figure 1.12). Four springs that maintain a movable grip provide the elastic
feedback. The movements applied to this grip are captured by a deported target image that the device’s
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camera films. As part of the prototype, we also designed a tracking algorithm, which can be provided
in different ways such as a driver to simulate mouse events or a dedicated library. The algorithm
tracks the user’s movements of the grip (in three directions) based on changes in the target image’s
appearance. We analyze the video frames to track the target’s movements. The cardboard-made target
used is a black-and-white drawing of two orthogonal axes and a central disc in its center. Additional
details are described in [5].

Fig. 1.12: 3 DOFs elastic controller.

Similarly to Tangimap, this elastic controller allows one to simultaneously control 3 DOFs. Con-
sequently, it is well suited for interaction tasks that require the integral control of 3 DOFs such as
interactive visualization of large 2D documents as well as manipulation and navigation in 3D environ-
ments. The main difference between Tangimap and the elastic controller is the sensing mode which
the device relies on. Tangimap exploits proprioception through an isotonic sensing mode (ie. without
any resistance). At the opposite, the proprioceptive feedback with the new controller is much reduced,
but the inherent elastic sensing mode may be valuable for rate-controlled applications, as discussed
in section 1.3.1. We did not compare the impact of these two input devices on user performances.
However, we can presume that Tangimap should be better suited for position-controlled visualization
of large documents while the elastic controller should better adapt to 3D rate-controlled applications.

One advantage of the 3 DOFs controller compared to Tangimap is the potential compactness of
the interface for a true integration on mobile devices. We have identified two directions for this inte-
gration. The first direction consists of developing efficient physical add-ons inspired by our prototype.
These add-ons will easily be adaptable to many types of mobile devices. This approach requires no
electronics or mobile device modifications. Because the sensing technology is based on the embedded
cameras in current mobile devices, all such devices could benefit from it. The second direction is to
integrate the 3 DOFs controller directly into the mobile device. For efficient integration, the mobile
device manufacturers will need to handle this work. Similar to a Swiss Army knife, the 3-DOF con-
troller could be moved inside or outside the mobile device. This would ensure good ergonomics when
the controller is used, while maintaining the handheld device’s global compactness (see Figure 1.13).
The elastic 3 DOFs controller we have presented lets users easily switch between the controller and
another input device, for example the touch-screen for selection tasks.
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Fig. 1.13: A fully integrated solution for the 3 DOFs elastic controller (photomontage).

1.5 Conclusion

In this chapter, I presented examples of UIs designed to improve 3D interaction on mobile devices.
We first focused on software interaction techniques based on the current mobile input devices, which
are the physical keys and the tactile screens. Then, we explored new input modalities taking benefit
from the embedded cameras of the mobile devices. I believe that many mobile 3D UIs are still to be
designed to favor the development of interactive 3D graphics on mobile devices.

Beyond the input modalities we have explored, new mobile sensors could enhance mobile 3D
interaction. In particular, tilt sensors, accelerometers, compasses, GPS are examples of technologies
that are now embedded in the current mobile phones. Such sensors increase the mobile input space
and could definitively benefit to the end-user mobile 3D applications. In addition to these devices,
new technologies are emerging. This is the case of auto-stereoscopic screens that will equip the
next generation of mobile devices3. Stereoscopic visualization will undoubtedly boost mobile 3D
applications. It also creates new challenges for the design of efficient 3D UIs. Similarly, it can be
assumed that 3D cameras such as the Z-Cam4 will equip mobile phones in a near future. Such a
technology may motivate new approaches where users will interact by way of gestures in front or
behind their mobile devices. Another direction that seems particularly interesting to me is the use of
pico-projectors. Indeed, one of the main limitations of the current mobile devices is the small size
of the display. Pico-projectors5 that now equip some first mobile devices may definitively enhance
mobile interaction. Once again, UIs to be used with such distant configurations need to be developed
and evaluated. Figure 1.14 illustrates some upcoming mobile technologies that may participate to the
next generation of 3D mobile applications.

Tactile interaction has been the major evolution of mobile HCI during these past few years. In
particular, the Iphone and its multi-touch technology has played a fundamental role in this evolution.
Beyond mobile devices, touch-based interaction is changing the way we interact with digital content,
from small Smartphones to large public screens. We started to focus on 3D UIs based on tactile
interaction for mobile devices. Sketchball is one example. However, we believe that the benefit of
touch-based UIs for interaction with 3D content goes beyond mobile configurations, and we decided
to address the challenges of this new paradigm in a more general context, which is the focus of the
next chapter.

3Sharp developed an autostereoscopic LCD screen that will equip the Nintendo 3DS and other mobile devices
4Z-Cam, http://en.wikipedia.org/wiki/ZCam
5eg. Samsung Pico Projector Phones I7410 and W7900
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Fig. 1.14: Upcoming mobile technologies: pico-projectors, auto-stereoscopic screens, and 3D camera.
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Chapter 2

Touch-based Interaction

2.1 Introduction

General interaction with current interactive systems is evolving toward tactile interfaces. In particular,
many mobile devices, tablets, interactive tables and screens tend to be operated by way of finger or
stylus gestures (see for example Figure 2.1). This evolution is redefining entirely the way people
interact with digital content. The past few years have seen much research activity in the scope of
2D [multi-]touch interaction (e.g. [BM08][Mos09][BWB06]). On the other hand, only very few
applicative studies have leveraged the potential of touch-screens for interactive 3D applications, and
research work in this area is still at an early stage. Authors have proposed sketch-based approaches for
creation of 3D content from stylus input (e.g. [Iga03], [SSB08], [BBS08]). Others have explored first
multi-touch 3D interaction techniques (e.g. [HCCN07][RDH09][MCG09][dlRKOD08]). I believe
that a lot still need to be done in this direction.

Fig. 2.1: Interaction with a 3D object on a large touch-screen.

With mouse-based systems, users benefit from accurate pointing, distant interaction, unobstructed
views of the screen, and direct access to numerous buttons and keyboard shortcuts. Consequently, the
standard desktop 3D UIs have been designed from these characteristics. On the other hand, touch-
screens have none of these qualities as noted by Moscovitch [Mos09]. Hence, 3D UIs for touch-
screens need to be reinvented. Three years ago, we have started exploring new approaches with the
goal of designing touch-based 3D UIs. We obtained first results for object inspection [14] and volume
exploration [13]. We are currently exploring new 3D transformation widgets designed specifically for
the purpose of touch-based interaction. In the following sections, I decided to focus Navidget, a 3D
UI designed for 3D camera control. Then, I will discuss the challenges of multi-touch interaction with
3D content.
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2.2 Navidget

Camera movement control in 3D applications has been studied since the early years of interactive
3D graphics. Many different user interfaces have been proposed to optimize user performance (eg.
[KKS+05][ZF99]). However, controlling the camera in a 3D environment remains a difficult task.
This is particularly true for touch-based systems where standard mouse-based approaches become
inefficient [17].

2.2.1 The technique

To control camera movements in 3D touch-based applications, we have proposed a new approach
called Navidget. This approach derives from the Point-of-Interest (PoI) technique introduced by
Mackinlay et al. [MCR90]. Compared to a standard PoI technique where the user only selects a target,
Navidget allows the control of the distance to the target as well as the viewing direction with which
you want to visualize it. This is possible by way of adapted controls and visual feedback. To control
the distance to the target, the user encircles the area he or she wants to focus on. The size of the focus
area can be adjusted by way of some size actuators, too. A widget which is mainly composed of a half-
sphere allows the user to adjust the viewing direction. By moving a 3D cursor on the surface of this
half-sphere, the user controls the position of a virtual camera around the focus area. Once, the virtual
camera is positioned, a smooth trajectory from the current viewpoint to the selected destination is com-
puted and the corresponding motion starts. Navidget also integrates a border ring which allows fast
access to perpendicular views. Finally, Navidget allows you to spin the half-sphere to reach the back-
side of the focus area. This is done by moving the pen out of the widget and back in. Figure 2.2 illus-
trates the Navidget widget. Additional information including papers, demo examples, libs and videos
can been found on the dedicated webpage http://iparla.labri.fr/software/navidget/.

Size Actuators

Half - Sphere

Virtual Camera

Border Ring

Cursor Object

Fig. 2.2: The Navidget widget.

In addition to the described functionalities, we added some simple gestures that enrich the Navid-
get input space. A back-gesture corresponding to an upside-down "v" entails repositioning the camera
in its previous state. In other words, the camera follows the last trajectory path that has been played,
but in the reverse direction. From the user’s perspective, this action can be seen as an "undo" action.
This allows the exploration of 3D environments in a way that can be compared to website navigation,
where users explore new areas of interest by way of hyperlinks, and return to previous states using
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"back" actions. We think that such simple web-based navigation can help users in their navigation
tasks since they benefit from a well-established mental model.

We also implemented turn-gestures allowing one to look around the current location. This is done
by way of vertical and horizontal strokes. Following the Navidget philosophy, users do not control
directly the movements of the camera. Instead, they indicates coarse directions they want to look at in
simple and fast gestures. Camera movements are automatically computed once the strokes have been
drawn.

2.2.2 Usages

Navidget is an example of response for our initial goal that was to enhance the mobility of users. In-
deed, the same technique can be used from small mobile devices to large collaborative touch-screens.
One can switch from one device to another and control complex camera movements within a unified
approach, i.e. users do not need to modify the way they interact. Beyond touch-screens, we developed
an immersive version of Navidget [18]. The implementation of this immersive technique operated
with a virtual ray differs from its tactile counterpart. However, the approach remains the same from a
user point of view. Figure 2.3 illustrates navidget operated on various systems. We also developed a
remote version of Navidget, where users interact from distant mobile devices, as illustrated in Figure
2.4

Fig. 2.3: Navidget operated on PDA, a tablet, a large screen, and in an immersive environment.

Fig. 2.4: Remote control of Navidget from mobile devices in front of a large screen.

Navidget has been demonstrated in numerous exhibitions, including Le Bourget Air Show and the
European City of Science in Grand Palais, Paris. During these exhibitions, many people experimented
the technique. We observed that most of the users, including kids and older people, managed to
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navigate inside a 3D environment easily, and with a very reduced learning period. This success can
been explained by the fact that users did not have to think about how to move the camera to reach a
given goal, as done with standard approaches where several controls need to be managed (e.g. pan,
orbit, and fly). Instead, they just needed to indicate what they wanted to observe in a simple and
fast way, directly on the screen. The system then automatically computes the corresponding camera
movements.

Navidget has also been used for collaborative applications, in the scope of Part@ge, a national
ANR reserach project. Beyond camera control, we showed that this technique can be useful for non
face-to-face 3D collaborative sessions, where users positions 3D pointers from simple 2D gestures
(see Figure 2.5).

Fig. 2.5: Navidget for Le Bourget Air Show (left), and pointers positioning for collaborative tasks (right).

2.3 Towards multi-touch interaction with 3D data

Generally, 3D interaction requires the control of multiple DOF. Consequently, multi-touch sensors
seem very interesting compared to mono-touch technologies, for interaction with 3D content. We
have explored this research direction. After a couple of years, we have observed that multi-touch
technologies can benefit to 3D interaction, but the design of successful multi-touch 3D UIs is difficult
and need to be addressed with a great care. In the following section, I present some of the seemingly
good ideas we had. Then I will discuss the influence of directness on performance for a manipulation
task from multi-touch input.

2.3.1 Seemingly good ideas

Multi-fingers interaction

Following 3D input device approaches where several DOFs can be controlled at the same time, we
designed a multi-touch interface where users have access to multiple parameters from one-hand’s fin-
gers. This technique, called Muffin (MUlti FINgers), is illustrated in Figure 2.6. The idea is to control
2 main DOFs with the forefinger (e.g. pan movements), while controlling additional parameters with
the thumb and the middle finger (e.g. pitch and yaw camera rotations). Our experience with this
technique learned us that it was very difficult for the users to assign her or his fingers to different
sub-tasks. This approach may work for very simple actions, such as mouse button events as done
in [LGF10], but it requires a high level of expertise for more complex tasks such as 3D viewpoint
control. Consequently, we did not go forward with this approach.
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Fig. 2.6: Multi-DOF control from one hand.

Forefinger-thumb interaction

The forefinger and the thumb jointly used together enrich the input space compared to a single finger
tactile input. This combination allows one to input orientations, as well as distances between both fin-
gers in addition to 2D positions (see Figure 2.7). So, we explored this combination for the completion
of 3D interaction tasks (e.g. flying vehicle metaphor). Our assumption was that the proprioceptive
feedback linked to the finger relative positions may ease interaction, similarly to an elastic feedback
which improves interaction on tactile screen, as I shown in section 1.3.1. Consequently, we conducted
a pilot study to obtain user feedback about this approach. The main lesson of this experiment was that
the subjects quickly complained because they had sore fingers due to the muscles implied during the
task. Consequently, we abandoned this approach. The use of multiple fingers of one hand should be
dedicated to very brief actions in 3D, as done with image resizing in 2D for example.

Fig. 2.7: Multi-DOF control from one hand.

Visual-Proprioceptive mapping

We have also explored proprioception when two hands are used on a distant touch surface (i.e. non
co-located with the screen). Our final goal was to provide an alternative approach to the standard
use of cursors for selection of visual elements on the screen (e.g. 3D widget). Our hypothesis was
that the perception of the relative position of their hand may allow users to select some elements
directly, without any visual feedback. For example, this could benefit to manipulation tasks where
users translate objects by successively moving them along their primary axes (see Figure 2.8). To
confirm this hypothesis, we first designed a low-level user study aiming at better understanding user
performance in a visual-proprioceptive mapping task. Unfortunately, the results of this study were not
very convincing. Hence, this has stopped our research in this direction.
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Fig. 2.8: x, y, z axes can be accessed directly from the relative position of the user’s hand.

2.3.2 Extending 2D RST to 3D objects

RST is a popular multi-touch technique where Rotations, Scaling, and Translations are controlled
from two finger inputs. With 2D content such as images, it is commonly argued that this technique
is very "compelling". We have explored a similar approach for visualization of 3D objects, with the
goal of understanding how well this technique extends in 3D space. With 2D visualizations, the RST
technique is very straightforward because the input space and the visualization space are congruent
(see Figure2.9 left). On the other hand, a projection of an object in 3D space breaks this direct
mapping (see Figure2.9 right). Consequently, it is important to look closely at user performance for
such interactive tasks.

Fig. 2.9: RST technique for manipulation of photos on the Microsoft Surface (left). The same technique with
a 3D visualization may cause occlusion problems (right).

In our study, we looked at the impact of directness for both 2D and 3D visualization. Indeed,
indirect multi-touch interaction (e.g. users do not interact directly on the screen) has some substantial
advantages that have been highlighted in the recent literature (e.g. [MH08]). In particular, indirect-
ness avoids occlusion issues and lack of precision that are inherent to direct touch technologies. Then,
contrary to its direct counterpart, indirect multi-touch design is not guided by co-location concerns.
Consequently, this increases the possible variety of interactions, as user input can be mapped freely
into screenspace. This seems particularly interesting for interactive 3D visualization. Moreover, indi-
rect interaction allows one to work with large screens, or stereoscopic displays.

We designed an experiment testing the configurations that are illustrated in the following table1:

1In the case of 3D-indirect, the finger movements on the tactile sensors are dissociated from the screen. They are mapped
to the virtual 3D plane.
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2D 3D

direct

indirect

24 subjects (8 women, 16 men) participated in the experiment. They were asked to complete a
docking task, as fast as possible. We measured completion time, target reentry as an accuracy measure,
and inefficiency as defined by Zhai [ZM98]. The results are illustrated in Figure 2.102.
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Fig. 2.10: The total mean values for inefficiency, target reentry, and completion time for all four conditions.

The important findings of this study are that although direct touch is faster, indirect interaction is
more efficient and more precise for RST docking tasks. This can be explained by the fact that dissoci-
ating the visual space and the interaction space releases the co-location constraints, and consequently,
let the user interact with better comfort. An analysis of the results showed that this effect was bigger
in 3D than in 2D. Consequently, we believe that indirect interaction may be more suitable for manip-
ulation of 3D data. Moreover, the results of the study showed that, with direct interaction, the speed
gain is lower in 3D than in 2D. We also observed that the behaviors of the users’ trajectories were very
similar with 2D and 3D visualization, and with direct and indirect settings (see Figure 2.11). This tend
to show that users apply similar strategies where translations and rotations are jointly managed in a
coordinated way, while scaling is separated.

From these findings, we designed a demo application benefiting from RST multitouch interaction
where users manipulate 3D objects on a 2D plane, from a distance (see Figure 2.12). In addition to
single object manipulations, users can select and manipulate the whole scene for viewpoint adjust-
ments. This application, dedicated to the general public, can be seen as an extension in 3D of the
standard 2D multi-touch image viewer. Several users tested this demo with a furniture manipulation
scenario. Interestingly, we observed that subjects with no previous experience with 3D applications
and multi-touch technologies were able to arrange a virtual living room in a fast and easy way. A sim-

2We do not report all the statistical analysis in this document for clarity purpose
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Fig. 2.11: Mismatch curves in the translation-rotation space (left), and the translatio-scale space (right).

ilar task would have been difficult to complete for novice users interacting through a standard mouse
approach.

Fig. 2.12: Indirect control of the RST technique in a 3D furnitures manipulation scenario.

2.4 Conclusion

In this chapter, I have presented some of the work we did in the scope of touch-based 3DUI. I believe
that this research direction is still promising in the future. Indeed, tactile devices become widespread.
They equip an increasing number of interactive systems, and they brings users closer to digital con-
tent. This is very motivating and inspiring for the future of interactive 3D graphics, and many end-
user applications can emerge from this evolution. In 2009, we have started a national ANR project,
InSTInCT3, which focus on this topic. Our goal is to explore in more depth touch-based 3D interac-
tion, with the final goal of opening 3D graphics to non-expert users. In this project, we will continue
designing 3D UIs. For example, we are currently focusing on new 3D transformation widgets. Addi-
tionally, we will explore new modalities for touch-based interaction with 3D data (e.g. stereoscopic
visualization, additional sensing feedback, variety of sensor geometries and so on).

With the tactile paradigm, we have explored solutions that work from small mobile devices, to
large immersive environments. Navidget is an example. This is an answer for the main objective

3InSTInCT: http://anr-instinct.cap-sciences.net/
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of our research team Iparla, i.e. favoring the mobility of users. Beyond mobility, we also proposed
solutions that bridge the gap between mobile devices and VR, where both technologies can be used
together, in particular for collaborative tasks (See Sebastian Knoedel’s PhD thesis [Kno09]). In the
next chapter, I will discuss 3D UI for immersive virtual environments.
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Chapter 3

Immersive Interfaces

3.1 Introduction

The design of relevant 3D UIs has always been of major interest in the virtual reality (VR) community.
Indeed, one of the final goal of VR is to immerse users in plausible virtual environments (See for
example Figure 3.1). To achieve this goal, efficient interaction techniques need to be proposed. Since
our initial investigations with the CAT in 2002, we have continued exploring immersive 3D UIs, with
a special interest for artistic creation.

Fig. 3.1: A user immersed in a virtual environment.

In this chapter, I will briefly remind what the CAT is. Then, I will focus on the work we did in the
scope of digital sound. This work has been mainly led by Florent Berthaut who did his PhD under the
supervision of Myriam Desainte-Catherine and me. Our goal was to explore how VR could benefit to
music creation. We have investigated new directions for creating new experiences.

3.2 Input devices

3.2.1 The CAT

The CAT is a 6DOF device that has been designed to favor 3D interaction in front of large projection
screens. It is composed of a movable tabletop that can be manipulated around a central pillar (see
Figure 3.2). The rotations (cyclic) are directly controlled by an isotonic sensing mode while the
translations (infinite) are controlled by an isometric sensing mode. This allows manipulation of 3D
objects in a fast and easy way, and navigation in wide virtual environments. Moreover, a tablet that
is fixed on the tabletop can be used for accurate 2D interaction techniques or for the control of the
system, while keeping immersed in 3D environments. Additional informations can be found in my
PhD thesis [Hac03], and on the dedicated webpage: http://www.labri.fr/perso/hachet/CAT/.
In 2003, the CAT has been used for immersive theater performances (see [32] for details).
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Fig. 3.2: The CAT: Control Action Table.

3.2.2 PIIVERT

The virtual ray technique [BH97] is a very convincing metaphor for interacting with virtual objects.
A virtual ray is generally operated by way of a 6 DOF isotonic device whose position is tracked.
The user trigger events by way of low-resolution buttons. Such an interaction technique may be
very efficient for many 3D interactive tasks, but it does not fit well most musical gestures, and it
reduces musical possibilities. Indeed, the virtual ray metaphor suffers from accuracy issues and lack
of haptic feedback. Moreover, push-buttons only output discrete events, so they cannot reproduce the
dynamics of a percussion gesture. To overcome these limitations, we have designed a new input device
called PIIVERT (Percussion-based Interaction for Immersive Virtual EnviRonmenTs). See Figure 3.3.
Basically, with such a device, the musician will graphically select and manipulate audiovisual objects
through a virtual ray metaphor (see Section 3.3.2), while using the pressure and hit gestures to interact
with the selected objects within fine musical controls. This follows Cadoz’s musical gestures [Cad99],
where selection and modification gestures are separated from excitation gestures.

Fig. 3.3: The Piivert device. Tracking is operated by infrared vision. Force Sensitive Resistors allows fine
excitation from finger gestures.

Technically, we use infrared tracking for controlling the virtual ray, and Force Sensitive Resistors
(FSR) for the pressure part. Figure 3.4 illustrates the setup. Note that excitation gestures do not
depend from the graphical part. This ensures a high temporal precision. In addition to low-level
hits that trigger sounds, we have defined high-level gestures, detected as combinations of low-level
gestures. These gestures allow musicians to trigger various actions such as recording and managing
musical sequences for live-looping1 performances. Moreover, we extended the virtual ray metaphor

1Live-Looping is a musical technique that consists in recording musical loops from an audio or control(e.g MIDI mes-
sages) input and stacking these loops to quickly build musical structures or sound textures.
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with a split ray with which each finger of the Piivert device can be associated to different objects, and
with a vibrating ray, which provides interesting feedback for percussion gestures. Additional details
can be found in [10].

We conducted experiments showing that PIIVERT was more efficient than a standard virtual ray
approach for musical tasks (see Florent Berthaut’s PhD thesis for details [Ber10]). Beyond musical
interaction, we believe that such an approach may be valuable for other VR contexts. In particular,
the high-level gestures can add semantic links between the performed gestures and the corresponding
graphical actions. This work is described in more depth in [10].

Fig. 3.4: The Piivert workflow.

3.2.3 Opportunistic music

For interaction with sounds, we have also explored an approach where musicians directly play with
the physical environment surrounding them. We called this approach opportunistic music, following
the previous work by Henderson and Feiner [HF08], where opportunistic controls were used for in-
teraction with AR applications. The idea is to benefit from the physical attributes of the surrounding
objects for controlling music. For example, a musician will slide his finger along the border of a table
to control the volume of an audio track, or he will tap on the cover of a book to start a musical loop.
Such an opportunistic approach opens new perspectives for musical creation. By interacting with the
physical objects, the musicians benefit from inexhaustible sources of inspiration.

Fig. 3.5: The musician is equipped with a LED and a FSR sensor (left). The real environment provide many
potential controllers, with interesting physical proprieties (right)

.

From a technical point of view, the musician wears a ring equipped with a FSR sensor, and a LED,
which is tracked by a pair of cameras. Hence, we are able to know the 3D position of his finger, and
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when the latter is in contact with a physical surface. To play music, the musician first defines his
physical virtual controllers (e.g. a phone) by sliding the FSR sensor on them, and then he associates
these controllers to parameters of a Pure Data patch that has been previously prepared. Once done, he
can play with the sound. Currently, we have developed a proof-of-concept laboratory prototype only,
but we believe that a true mobile system could be built easily. This work is described in detail in [15].

3.3 Image-Sound-Human interaction

Compared to their traditional counterparts, the instruments that are based on graphical interaction
offer infinite reconfigurations, which is very interesting. We have explored the use of 3D interac-
tive environments for building new multi-processes instruments, i.e instruments that are composed of
several sound synthesis processes.

3.3.1 Audio-visual mapping

Interactive 3D environments open new possibilities for musical interaction [MPLKT05][RGM+05].
These environments allow the manipulation and the visualization of large sets of sound processes
associated to 3D objects by connecting graphical parameters to sound parameters. Several of these
audio-visual mappings can been combined on a single 3D object. However, this brings up the issues
for the choice of these mappings. We conducted a user study on sixteen musicians to guide this choice
in the context of 3D musical interaction.

This user study was composed of three experiments. The first experiment investigated subjects’
preferences for mappings between four perceptual sound parameters (amplitude, pitch, spectral cen-
troid and noisiness) and ten graphical parameters, some of them being specific to 3D environments.
This allows us to understand which mappings should be favored. For example, figure 3.6 illustrates
user preferences for representing the amplitude of a sound.

Fig. 3.6: First experiment : Preferences - Mean rates for Amplitude. The significant differences between the
mappings from a Wilcoxon analysis are also given.
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The second experiment focused on efficiency of single mappings in an audiovisual identification
task. For each trial, an audio sequence with a variation of a sound parameter was played and four
cubes were displayed, as seen in figure 3.7-a. Subjects were asked to identify as quickly as possible
the cube whose graphical variations was connected to the sound parameter. The results showed almost
no significant differences, but some tendencies, which may indicate that the choice of mappings scales
is more important than the choice of the mappings themselves.

The goal of the last experiment was to test the influence of simultaneous audio-visual mappings.
We progressively increased the number of visual feedback associated to a sound parameter to under-
stand how user performance evolves (see Figure 3.7-b). The results indicate no significant differences,
which suggest that it may be possible to combine up to four audiovisual mappings on a single graphi-
cal object without any performance loss for musicians, if they do not disrupt each other.

(a) Experiment 2: Amplitude is mapped with
Shininess (left) and Size (right).

(b) Experiment 3: Two (left) and four (right) visual feedback
associated to a sound parameter.

Fig. 3.7: Screenshots of the second and third experiment.

This study allowed us to better understand the interaction between interactive images and sounds.
It guided us for the design of the 3D reactive widgets I will describe in the next section. The full
description of the study can be found in [9].

3.3.2 Interacting with the sound

We have extended the concept of reactive widgets to 3D. A reactive widget, described by Golan Levin
[Lev00] and used for example by Sergi Jorda [Jor05], is a component offering both manipulation
and visualization of musical processes. Its graphical parameters are connected to the parameters of
the associated musical process. These connections are bi-directionnal, so that graphical changes are
reflected in the sound process and that musical events are displayed by the widget. Figure 3.8-a
illustrates examples of 3D reactive widgets. To modulate the sound, we use modification widgets as
the ones illustrated in Figure 3.8-b. Hence, musicians are able to visually identify the sound they
want to modulate thanks to the feedback provided by the reactive widgets. Then, they are able to
modify their graphical appearance and, consequently, their audio properties by way of the modification
widgets (see Figure 3.8-c). Note that both the reactive widgets and the modification widgets can be
manipulated. We have also developed additional features aiming at enriching musical interaction in
such 3D environments.

The 3D reactive widgets can been combined together, which allows the building of hierarchies.
For example, bringing two reactive widgets close to each-other implies the creation of a new widget
as the one illustrated in Figure 3.9. With specific Piivert high-level gestures, the reactive widgets can
also been duplicated, or split. This is very interesting from a musical point of view as the musician
can interact at several hierarchical levels. For example, imagine that a reactive widget has been built
from initial drum sounds. Musicians may trigger only the snare or kick to produce a fill, or they can
modulate the parent drum node to modify the whole rhythm. Our investigations with interactive 3D
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(a) Examples of 3D reactive
widgets

(b) Examples of modification widgets

(c) A 3D reactive widget being modified.

Fig. 3.8: Modifying a sound trough graphical widgets.

environments for music allowed us to develop the concept of hierarchical live-looping, where the
interaction possibilities are greatly increased compared to the standard live-looping approaches. This
new concept is described in more details in [8].

Fig. 3.9: An example of 3D reactive widget that has been hierarchically constructed from initial widgets.

3.3.3 A new virtual instrument for immersive performances

Our work in the scope musical interaction led us to the creation of a virtual instrument called Drile (see
Figure 3.10). With this instrument, musicians are immersed in virtual environments displayed on large
projection screens. With the Piivert device associated to head-tracking, they can interact with audio-
visual objects thanks to the 3D UIs we have discussed previously, and they can build hierarchical live-
looping musical structures. In addition, the musicians can move from virtual musical rooms to others
by physically moving in front of the screen, and thus, they can navigate inside musical pieces. Novice
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users may interact with basic components of the instrument like hit gestures and modulation gestures
only. When gaining expertise, they will probably use high-level gestures to manage live-loops. After
more learning, they will benefit from hierarchical structures. Videos and additional information can
been found on the webpage of Florent Berthaut: http://www.labri.fr/perso/berthaut.

Fig. 3.10: Florent Berthaut playing music in an immersive virtual environment.

A virtual instrument like Drile allows the exploration of new musical interactions, and thus new
creations, from a musician point of view. It also create new interesting experience for the audience.
Because the full audience cannot benefit from head-tracking we have explored several setups to im-
prove immersion. A configuration that has appeared as interesting is illustrated in Figure 3.11. It is
composed of two screens - one for the head-tracked musician and one for the audience - correspond-
ing to two views of the same virtual environment. With this setup, the audience benefit from a good
perception of stereoscopic visualization while seeing the musicians and their gestures well. The au-
dience see the virtual rays as if they were coming directly from the Piivert devices. They can see and
understand what the musician is doing. We have performed some first performances in our lab virtual
reality room with this setup. Now, we would like to exit from the lab and prepare true concerts.

Fig. 3.11: Setup for immersive performances. The audience’s view (left) and the musician’s view.
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3.4 Conclusion

The collaboration with the digital sound group has been very inspiring. When we started this work
three years ago, we did not know exactly where we wanted to go. Our exploration of the possible
connections between immersive 3D graphics and music creation was for me very fruitful. In one
direction, the needs and constraints of music led us to the creation of new 3D UIs. Piivert is an
example. We believe that this input device dedicated to music may inspire new developments for
VR in general. For example, it would be interesting to explore a percussion-based approach where
button inputs would be replaced by simple high-level gestures. This could add semantic to some VR
applications (e.g. start an animation by successive hits of forefinger and major fingers, with the speed
of the animation being proportional to the gesture velocity, and stop it with the reverse gesture). In the
other direction, immersing a musician in a virtual environment led to the emergence of new musical
controls that were difficult to imagine previously. In particular, hierarchical live-looping is a new
musical concept we have developed from the interaction possibilities given by our interactive system.
In the future, I want to continue such collaborations, and artistic creation is definitively a motivating
topic.

Today, the musical interfaces we have proposed are dedicated to complex lab setups. We would
like simplify them, and to make them accessible to many musicians. We hope that such simplified
systems may favor new kind of artistic creations that were not possible previously. Expert musicians
may benefit from such technologies. Furthermore, it would be interesting to investigate how these
interfaces could motivate artistic creation for non-musician users.
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Chapter 4

Perspectives and Conclusion

4.1 Future work

In this chapter, I give some directions to the research challenges I want to tackle in the future. In the
short-term, I will continue exploring 3DUI for touch-screens, as this topic is still at an early stage and
a lot still need to be done. Additionally, I will start investigating another research direction that seems
promising to me. This topic, whose final goal is to favor creation of 3D content for non-expert users,
will be addressed in the mid-term. Finally, I will discuss additional research challenges that motivate
me for the future.

4.1.1 Touch-based 3DUI, again.

In the second chapter of this document, I have summarized some first work we did in the scope of
touch-based 3DUI. I think that research investigations in this direction must continue. 2D interfaces
have known a mutation from mouse/keyboard systems to touch-based systems. This evolution has
come with a very large emulation of research work that have addressed the challenges of such a
mutation (e.g. many dedicated sessions in previous CHI and UIST conferences, and emergence of a
dedicated Symposium, ITS). On the other hand, very little work have focused on touch-based 3DUI.
However, all we used to do in front of our desktop computers for interaction with 3D content is
not adapted to the tactile paradigm anymore. Consequently, desktop 3DUI need to be re-invented.
In particular, multi-touch interaction favors the simultaneous control of several DOF, which should
benefit to 3D interaction. However, our first investigations have shown that interacting well with 3D
data from multi-touch input is not easy. For example, the work by Reisman et al. [RDH09] is very
compelling as it allows credible manipulation of 3D objects. However, it appeared that, in practice,
it is very difficult to control well the transformation being applied. Consequently, work need to be
continued in this challenging research direction.

Within the InSTInCT project that I lead, the methodology we will follow relies on several steps.
First, we investigate low-level characteristics for 3D interaction on touch-screens. The study of di-
rect/indirect interaction presented in chapter 2 is an example. Currently, we also try to better under-
stand the links between the perceived 3D data and the gestures applied to perform an action. For
example, we asked subjects the gesture they would draw to make a cube spin on a touch-screen. This
experiment allowed us to identify invariant behaviors of user gestures for such a task. It will be inter-
esting to design new 3D UIs that rely on this finding. Such low-level experiments are very important
because they will guide the future interaction techniques.

At the same time, we will observe how the general public tend to interact with touch-screens. One
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of the partner of the InSTInCT project is Cap Sciences1, a museum dedicated to Science. Thanks
to this collaboration, we will be able to test some first techniques in true conditions. The goal is to
understand some general principles that can be difficultly observed in laboratory. For example, do
people use long or brief gestures? what part of the screen is touched? Do the gender and age factors
impact interaction? These observations will help us for making important design choices.

Based on the low-level experiments and the observations of users interacting in true settings we
will design new touch-based 3D UIs. These UI will evolve with the successive user studies we will
conduct in our lab, and at Cap Sciences. In a first step, we will investigate general 3D interaction
tasks (e.g. manipulation and camera viewpoint control). Then, we plan to focus on more specific
tasks. For example, in collaboration with our colleagues from the SeARCH project2 dedicated to
cultural heritage, we will study how touch-screens may benefit to archaeologists for reassembling
virtual fragments coming from scanned objects.

Beyond the design of 3D UIs dedicated to standard touch-screens, we will also try to extend the
input and output spaces of touch-screens for 3D interaction. Among the directions we want to explore,
we will investigate the convergence between the tactile paradigm and immersive setups. Stereoscopic
visualization, additional sensing feedback (e.g. force feedback), variety of sensor geometries, are
example of modalities that could benefit to 3D interaction. This will be done in particular with Im-
mersion3, which is a company participating to the InSTInCT project.

4.1.2 Creation of 3D content for non-expert users

In addition to touch-based interaction, I plan to explore 3D UIs aiming at opening creation of 3D
content to everyone. To start investigating this topic, we have just recruited Jeremy Laviole, a new
PhD student, who will be supervised by Christophe Schlick and myself.

As stated in the introduction of this document, 3D UIs for creation and modification of 3D shapes
have not evolved much since the introduction of Skitters and Jacks [Bie87]. The majority of the
existing modeling systems are still based on such 3D widgets, which are visual elements allowing
designers to successively modify some degrees of freedom of the manipulated objects (eg. translation
of an object vertex along the local-frame x axis). These modeling systems allow accurate shape
creation, but they require a high degree of expertise to be used efficiently. Non-expert or untrained
users cannot effectively use these interfaces; as a consequence these interfaces have not been widely
adopted. More recently, authors have proposed some alternative approaches based on users’ sketches
to make the interactive modeling process more direct (e.g. [Iga03]). These systems exploit 2D strokes
drawn by users to create 3D shapes, which can been deformed afterward [NISA07][GSMCO09].
Compared to traditional modeling interfaces, sketch-based approaches favor non-expert uses for the
creation of simple shapes. On the other hand, complex shapes are hard to obtain or are even impossible
to create as the range of possible modifications is limited. Finally, a common approach used for video
games or for general public applications is to let users choose some variations among a predefined set
of 3D objects. For example, the Creature Creator module of Spore4 proposes several shape variations
that can been combined together in a very easy way. Some dedicated 3D widgets allow users to refine
the shapes along some predefined degrees of freedom. Such an approach allows novice users to create

1http://www.cap-sciences.net
2http://anr-search.labri.fr/web
3http://www.immersion.fr
4http://www.spore.com/ftl
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3D objects, but the space of possible creations is limited to a few specific and simplistic interactions
that are dedicated to a narrow context.

In the future, I would like to explore a novel general interaction framework where novice users
would be able to define complex variations of 3D objects by way of new, simple and efficient 3D UIs.
These interfaces should allow non-expert users to apply rapid coarse transformations while enabling
them to precisely refine the shapes or appearances of the manipulated objects. To achieve this goal,
I would like to explore an approach based on the concept of suggestive interaction, inspired from
some computational photography tools, where the system automatically suggests in real-time various
directions for the modification of objects. Such an approach allowing users to define rich variations of
general 3D objects constitutes a break with the standard shape creation processes described above. It
should favor successful combinations of high levels of interactivity and ease of use. In this approach,
it is important to concentrate on scalable UIs, allowing taking benefit from new interaction usages,
from multi-touch input to hand-free interaction.

A mixed approach based on interactive navigation in "suggestion graphs" and direct control of
transformation parameters could be investigated. For example, users could be invited to "evolve" an
initial object towards various transformation directions making the object thinner, smoother, more
twisted or shiny. By navigating inside the suggestion graph, users should easily reach some global
deformations, which may also inspire them to create shapes they would not otherwise have imagined.
For each modification direction, specific widgets should be designed for precise adjustments. These
context-dependent 3D widgets that can be easily understood will provide users with very specific
and well-controlled operations. For example, by navigating towards a twisted variation of the initial
object, the user should have direct access to widgets dedicated to the control of the twist parameters.

Many interesting questions need to be addressed to achieve efficient navigation in suggestion
graphs. What are the directions that should be proposed to the users? How should these graphs be
represented? Which navigation techniques must be provided? In addition to these initial questions,
it will be important to understand the efficiency of such an approach from a cognitive point of view.
Are users able to follow appropriate directions to reach given goals? Are they able to navigate in
hierarchies while maintaining good mental models of the successive transformations? Should appear-
ance and geometric transformations be separated or combined in the same graph? To answer these
questions, we will need to design initial UIs and make them evolve according to the experiments we
will conduct all along the duration of this project. Also, it would be interesting to investigate if the
suggestion graphs and the dedicated widgets may adapt to the user, e.g. from predefined or learnt
interaction behaviors.

Beyond suggestive interfaces, numerous 3D UIs dedicated to content creation need to be invented.
To address this challenge, expertize is required in both computer graphics and 3DUI research area. In
Iparla, my project-team, I have the chance to closely work with colleagues having an excellent knowl-
edge in CG. Consequently, I think that this is very favorable for pushing such a research direction.

4.1.3 Usage-guided interaction and immersive interaction for everyone.

During the past years, my research activities have been mainly guided by technological contexts. At
the beginning of the Iparla project, we have focused on 3D UIs for mobile devices. Then, we have
explored 3D UIs for touch-screens. We have also explored musical interaction for immersive setups.
This systematic approach has been fruitful and we have obtained interesting results. We have now
gained expertize in various technological contexts. In the future, a different approach could consist

41



Conclusion Perspectives and Conclusion

in orienting our research towards usages, independently of the technology involved. 3D applications
for children or for artistic creation are target examples. Another focus could be on disability. Cultural
heritage is also an example of target area where the UI will be motivated by the usage more than by
the technology. For such specific contexts, we should not only focus on the design of independent 3D
UIs anymore. Instead, we should address the global challenge at a higher level.

Among the emerging technologies that enhance the pool of available hardware interfaces, the
immersive solutions that become available at home seems particularly interesting. In particular, 3D
TV and input devices like Microsoft Kinect or Sony Move change the way people visualize and
interact with 3D data. Video-games are the first targets for such new technologies. Numerous other
applications could be imagined for the target area cited above. For a long time, immersive 3D UIs
have been thought mainly for industrial uses. Now, the audience is changing, and new immersive 3D
UIs should been invented for the general public. This new context will definitively change the way
the interfaces will be developed. This is a very motivating research direction for the coming years.

4.2 Conclusion

This document synthesized the last 8 years of my research activities, where I have explored several
directions for improving interaction with 3D environments. After my initial PhD work in the scope
of 3D interaction in front of large projection screens, I have participated to the creation of an INRIA
project-team, Iparla. An INRIA project-team focuses on one main objective during a given period
(typically height to ten years). At Iparla, we chose to explore how to enhance interactive 3D graphics
on mobile devices. Before starting the Iparla project-team, I did not know nothing about mobile
devices. Then, by focusing our research on this topic, we have explored new approaches guided by
the main objective of the team. To my point of view, this has been very fruitful, and we obtained
several interesting results that are summarized in the first chapter of this document.

On the other hand, exploring a general context without having a well defined goal may lead to
interesting research work, too. In particular, on the side of the Iparla’s main objective, I have col-
laborated with the ”Digital Sound” group of LaBRI. Three years ago, our initial research project was
quite vague. We wanted to study the general question of how VR could enhance music creation. Then
we had very interesting discussion mixing artistic and scientific considerations. These discussions led
to several results that are summarized in chapter 3. Consequently, I think that having a well defined
project with clear objectives as we had with the Iparla project-team is very efficient to do good re-
search. However, at the same time, it is important to keep some time to explore new directions that
are not linked to any precise objective.

3DUI in the future

The 3DUI community has been very close to the VR community for a long time. This is due to
historical reasons and because the problem of how interacting well with a 3D environment is a key
preoccupation in VR applications. VR is an interesting area for 3DUI. However, a confusion some-
times exists where 3DUI is seen as "VR interfaces" or 6DOF interactions. To my point of view, 3DUI
is much wider than the VR specific case (and many VR topics do not concern 3DUI, e.g. virtual
agents). For example, in this document, I presented examples of 3D UIs, some linked to VR, and
some other not.
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During the past few years, I have discussed with many people from the CG community who tend to
say that many hard graphic problems were resolved, and that one of the main challenges for the coming
years will be to enhance interaction between the user and 3D content. At the same time, an evolution
can been noted in the HCI community where the number of publication with interfaces dedicated to 3D
environments tend to increase. My feeling is that both the CG community and the HCI community that
have evolved separately for a long time, are moving towards common 3DUI challenges. Consequently,
I believe that 3DUI is not a narrow research area. Instead, it is a convergence topic bridging the gap
between the historical communities.

Many major evolutions like printing, widespread of personal computers, or worldwide networks,
have led to many advances in the scope of industry, communication, knowledge, or culture for exam-
ple. I am convinced that interactive 3D graphics can play a similar role for a general evolution of our
societies. Until now, this medium was mainly dedicated to expert users. I think that one of the reasons
is that interaction with 3D environments remains a difficult task. In the past, many researchers have
focused on the computer graphics side. I believe that, now, the main challenge is to design efficient
3D UIs that can easily be adopted by everyone.
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Figure 1: The camera-based interface.

Abstract

Recent advances in mobile computing allow the users to deal with
3D interactive graphics on handheld computers. Although the com-
puting resources and screen resolutions grow steadily, user inter-
faces for handheld computers do not change significantly. Conse-
quently, we designed a new 3-DOF interface adapted to the charac-
teristics of handheld computers. This interface tracks the movement
of a target that the user holds behind the screen by analyzing the
video stream of the handheld computer camera. The position of the
target is directly inferred from the color-codes that are printed on it
using an efficient algorithm. The users can easily interact in real-
time in a mobile setting. The visualization of the data is good as the
target does not occlude the screen and the interaction techniques
are not dependent on the orientation of the handheld computer. We
used the interface in several test applications for the visualization of
large images such as maps, the manipulation of 3D models, and the
navigation in 3D scenes. This new interface favors the development
of 2D and 3D interactive applications on handheld computers.

CR Categories: B.4.2 [Input/output and data communications]:
Input/output devices—Channels and controllers; H.5.2 [Informa-
tion interfaces and presentation]: User interfaces—Interaction
styles

Keywords: handheld computer, user interface, interaction, visual-
ization, video tracking
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†e-mail: pouderou@labri.fr
‡e-mail: guitton@labri.fr

1 Introduction

Recent advances in mobile computing allow the users to deal with
3D interactive applications on handheld computers such as PDA
and cell phones. These applications lead to new prospects for our
everyday life. For example, a technician will be able to visualize
and to manipulate on site the 3D model of the motor he has to repair,
an archaeologist will compare the ruins of a building she saw with
a computer-generated reconstruction displayed by her PDA, or a
marketer will make a decision according to the strategic data he can
analyze through a corresponding graph. Of course, video games
have taken the benefits of mobile computing for a long time with
products such as the famous GameBoy from Nintendo. They are
now evolving from 2D to 3D.

Several challenges go with the development of handheld comput-
ers in terms of computing hardware, real-time visualization tech-
niques and algorithms, and user interfaces. In this paper, we focus
on this last challenge. Even if the direct pointers (stylus) seem to
be widely accepted for interaction with PDA, we will see that they
are not always the best solution, particularly when visualization is
important. For such situations, we propose a new interface, based
on the movements of a target held by the user behind the visualiza-
tion interface, as illustrated in Figure 1. The target is tracked using
the video stream of the camera of the handheld computer.

Compared to desktop computers, handheld computers have several
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characteristics that have to be taken into account for the develop-
ment of an adapted user interface:

• Limited visualization. The first characteristic is the reduced
size of the screen which is one of the main limitations of
the handheld computers. Consequently, the visualization area
should not be occluded by the hand of the user in order to fa-
vor a good visualization. Moreover, the display of the screen
can only be perceived by a limited range of viewing angles,
i.e. when the user is facing the handheld computer. There-
fore, interaction should operate without having to modify the
orientation of the handheld computer.

• Mobile use. Handheld computers aim at mobile use. Conse-
quently, interfaces for interaction have to operate in real mo-
bile conditions. In particular, they should operate indepen-
dently, without being connected to an additional computer,
and without assuming the user is sitting in front of a table.

• Limited computing resources. The PDA and cell phones
have limited computer resources. Consequently, the user in-
terfaces have to be as less computation demanding as possible
in order to insure real time interaction and to free the maxi-
mum of available resources to the applications.

• Low extensibility. A last characteristic that has to be taken
into account is the low extensibility of the handheld comput-
ers. The limited connection possibilities and the lack of stan-
dard libraries make the integration of new I/O components dif-
ficult. Hence, the challenge for new user interfaces for hand-
held computers is to work on different architectures, without
any custom installations.

In our approach, we attempt to keep in mind these four primordial
constraints of the handheld computers. Our aim is to provide an
interface that enables the manipulation of data such as 3D scenes,
while assuring a good visualization. We focus on a very light user
interface, in terms of bulk as well as in terms of computing re-
sources.

This paper is organized as follows. In the next section, we present
and discuss some previous work. We describe our interface in detail
in Section 3, and in Section 4, we show how it can be used for 2D
and 3D interaction. Finally, in Section 5, we conclude and give
directions to future work.

2 Previous work

Several techniques have been proposed to interact with handheld
computers. Some are based on the existing I/O possibilities, and
others use new hardware interfaces for interaction. In particular,
some work has been based on position and orientation sensors, and
recent work uses video streams for interaction.

Buttons and direct pointers

The standard input interfaces of handheld computers are the but-
tons defining numerical keyboards, function keys or cursor keys for
discrete input, and direct pointers such as stylus associated to sen-
sitive screens for continuous input. They fit well with many basic
interaction tasks such as numerical entries or selection of items in
small menus, as experienced by Kjedskov and Skov [2002]. From
these input devices, Gong and Tarasewich [2004] propose to ex-
tend the general HCI recommendations of Shneiderman [1997] to
be suited to handheld computers. For higher level interaction tasks,
advanced techniques have to be used. In particular, for browsing

information, the small screen size imposes the use of zooming user
interfaces (ZUI) such as [Bederson and Hollan 1994] or [Igarashi
and Hinckley 2000]. The main limitation of handheld computer
standard devices is their limited degrees of freedom for interaction
with 3D environments. Moreover, an important drawback of direct
pointers is that they occlude the screens. As we recalled in the intro-
duction, occlusion is a critical issue when dealing with very small
screens.

New handheld computer interfaces

To overcome the limitation of handheld computer standard devices,
several new approaches have been proposed over the last few years.
Pierce and Mahaney [2003] presented an opportunistic annexing
approach where the users benefit from the I/O resources available at
a given moment (e.g. television and keyboard). Dusan et al. [2003]
integrated speech input for multimodal interaction with handheld
computers. Another example is the use of wearable chord key-
boards or isometric joysticks [Krum et al. 2003].

Position and orientation sensors

Many interfaces are based on the movements of the handheld com-
puters as input. The ScrollPad [Fallman et al. 2004] is a mouse-
mounted PDA allowing the visualization of large documents while
scrolling it on a table. The Peephole display [Yee 2003] is a com-
parable interface where the user moves the PDA in space. It is
inspired from the pioneering investigations of Fitzmaurice [1993;
1993]. Recent implementations of this approach use tilt sensors
[Rekimoto 1996; Hinckley et al. 2000], accelerometers and com-
passes [Rantakokko and Plomp 2003]. The problem of all these
techniques is that the user’s viewpoint to the screen changes per-
manently, losing the optimal visualization angle. Furthermore, the
mobility is not always insured.

Cameras

The cameras of handheld computers have been used for augmented-
reality applications. For example, Wagner and Schmalstieg [2003]
use a PDA camera to recover the position of specific markers po-
sitioned in the real environment. Previously, Rekimoto and Nagao
[1995] tracked their NaviCam by means of color-code IDs. Cur-
rently, Rohs [Rohs 2004] uses visual codes for several interaction
tasks with camera-equipped cell phones. These three works are
based on markers that have to be previously fixed in the real envi-
ronment, limiting mobility.

Two-handed interaction

In our approach, we were inspired by previous work on two-handed
interaction. Two-handed interaction demonstrated many benefits
[Buxton and Myers 1986]. In particular with 3D user interfaces,
two-handed interaction has been used to give the users a kinaes-
thetic reference frame [Balakrishnan and Hinckley 1999]. The prin-
ciple is to perform actions with the dominant hand with respect to
the non-dominant hand corresponding to the reference frame. For
example, Mine [1998] proposed several interaction techniques for
immersive virtual environments using two hands in order to benefit
from the kinaesthetic sense (proprioception). Our interface exploits
kinaesthesia as well.
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3 A new camera-based interface

3.1 General description

Inspired by the forces and the weaknesses of the described previ-
ous work, and according to the recommendations we presented in
the introduction, we developed a new interface for interaction with
handheld computers.

To favor a good visualization we opted for a system where the
screen is never occluded by the users’ hand. Consequently, the
users can concentrate on their data without being perturbed by any
physical object. Moreover, we particularly wanted the users not to
be constrained to move the handheld computer for interaction, let-
ting them choose and keep the optimal viewing angle to the screen.
In our system, the user interacts by doing movements behind the
handheld computer.

Mobile use is the aim of handheld computers. Therefore, we de-
veloped a system that can be used everywhere at any time, without
being connected to any desktop computer, even through a wireless
network. To overcome the problem of low extensibility, we use
the camera that is more and more often integrated in the handheld
computer, or that can easily be plugged in the CF or SD ports. The
inputs for interaction infer from the analysis of the images coming
from the camera.

To deal with the limited computing resources of the handheld
computers, we designed a target that will be described in the next
section. By simply analyzing a few pixels of the video stream, we
are able to quickly determine the 3D position of the target with re-
spect to the handheld computer. Our algorithm requires very little
CPU ticks, hence freeing the computing resources for the applica-
tions.

Summing up, the users interact with the data by moving a target
behind the screen as illustrated in Figure 2. The target has approxi-
mately the size of a CD jacket. We detect the position of the target
in 3D space, which makes our interface a 3-DOF interface. This
approach takes benefit from the two-handed interaction and the ki-
naesthetic sense described above.

Figure 2: The camera of the handheld computer films the move-
ments of a target behind the screen.

3.2 Implementation

Computer vision toolkits such as OpenCV1 or ARtoolkit2 track a
target in real time on standard PC. For example, Woods et al. [2003]
use the ARToolKit to emulate a 6-DOF flying mouse. Similarly,
Hinckley [1999] developed a camera-based multi-DOF mouse for
pose estimation from a 2D grid pattern. However, the use of such
techniques on handheld computers is not reasonable as they are very
CPU demanding. Furthermore, using a wireless connection to pro-
cess the vision algorithms on a distant server as done by Wagner
and Schmalstieg [2003] is critical since the response of the user’s
action depends on the QoS of the network. Moreover, such a tech-
nique is only possible when a wireless network is available. There-
fore, we designed an efficient and fast algorithm that can be directly
computed on the handheld computers.

The 3-DOF tracking of a single black pattern on a white target is
simple to implement. However, the small field of view of the hand-
held computer cameras makes this technique inefficient since the
target has to be far from the camera to be visible while moving.
Moreover, the input images have to be entirely analyzed, which
significantly increases computation time.

In order to favor wide movements and to reduce the number of op-
erations for tracking, a second approach could be the use of color
scales. Hence, a x-y location of the target could be directly inferred
from the color of the pointed pixel. Several color spaces could be
used, in particular the uniform CIE Luv color space. However, the
low quality of the handheld computer cameras and the variation of
the light conditions in mobile settings make this technique inappro-
priate.

RGB color-codes

In order to allow wide movements close or far to the camera, and to
limit the issues due to the variable light conditions, our technique is
based on pure RGB color-codes. We use the target shown in Figure
3 composed of several cells separated by red borders. The target
is a 12×12 cm wide square divided into 8×8 = 64 cells. Each cell
is composed of two horizontal lines. The upper line relates to the
x coordinate while the lower one relates to the y coordinate of the
target. Each of these two lines is composed of a triplet of blue and
green colors. By assigning 0 to blue and 1 to green, each triplet
corresponds to a binary code. Consequently, in our target, the first
line of any cell codes the column number in the target while the
second line codes the line number.

A pixel from the video input is defined by its three RGB compo-
nents. Each of the pixels analyzed by our algorithm is assigned to
one of the three clusters RED, GREEN or BLUE according to the
maximum of its components.

In the general case, it is very simple (and fast) to determine which
location on the target the camera is pointing to. We describe the
technique in the following. The seed is a reference point that is
initially set to the center of the input image. The snapshots on the
right are parts of the input images.

1OpenCV: http://www.intel.com/research/mrl/research/opencv
2ARToolKit: http://www.hitl.washington.edu/artoolkit
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Figure 3: The RGB target composed of binary code cells.

From the seed, we search for
the borders of the cell to the
right, to the left, to the top and
to the bottom by following the
simple rule: while the pixel is
not red, consider the next pixel.

Once the borders of the cell
have been identified, it is very
easy to recover the color-codes
by looking at the six pixels
highlighted on the right.

The color-codes determine which cell is pointed to. In our example,
the first line of the cell has as the binary code 110, which corre-
sponds to the sixth column. The second line is 010, corresponding
to the third line.

The location pointed by the center of the camera has the following
x coordinate on the target:

xtarget = N ∗W + ls∗
W
lr

(1)

where N is the column number, W is the width of the column on
the target, ls corresponds to the number of pixels between left and
seed, and lr is the number of pixels between left and right. The
ytarget coordinate is computed identically.

The x-y position of the target with respect to the camera is directly
given by xtarget and ytarget . The z coordinate is inferred from lr,
the number of pixels between left and right. Indeed, the farther the
target is from the camera, the smaller is the distance left to right.

We have described a technique to determine the position of the tar-
get when the seed belongs to a cell. When the seed does not, it has
to be shifted to the next cell as follows.

A is the initial seed. While
the current pixel is red, go to
the next up-right pixel. Set
B. While the current pixel is
not red, go to the next up-right
pixel. Set C. The new seed D is
defined by the middle of BC.

To make our technique more robust, a last test is performed before
looking for the borders of the cell. This last test detects the error
that could come from a tilt of the target.

Since the cells are squares, the
lengths right-left and up-down
are supposed to be equal. If
not, we are in the situation il-
lustrated on the right.

In this particular case, we shift
the seed to the middle of the
longest segment between right-
left and up-down. Applying this
heuristic allows to deal with
small tilts, which is enough
from our experience.

The technique described here operates well. The users are able to
perform wide and fine displacements of the target, far or close to
the camera. These displacements are processed by our algorithm
and provide x, y, and z coordinates for each frame. These coordi-
nates are absolute since they do not depend on the previous records.
When a record is too far from the average of the 3 previous records,
it is considered as an error and not taken into account.

3.3 Technical considerations

For the first tests, we use a PocketPC Toshiba e800 PDA with a
400MHz XScale ARM CPU. With such a PDA the x, y, and z co-
ordinates can be estimated in less than one quarter of millisecond.
Consequently, our approach allows a real-time interaction and can
be used without penalizing the application. Thanks to its efficiency,
our interface could be used with smaller CPU such as cell phones.

We use the Compact Flash FlyCAM camera with a resolution of
160×120 pixels. As noticed in [Wagner and Schmalstieg 2003],
this camera is not able to deliver more than 7-8 images per seconds,
which constitutes the main bottleneck today. However, we assume
that more and more efficient integrated cameras will equip the PDA
and the cell phones, and that the video streams will be easily ex-
ploitable.

Once folded, the target can be put in the cover of the PDA.

For the 3D applications we are going to describe in next section, we
use klimt3, an OpenGL—ES implementation for PocketPC.

3klimt: http://studierstube.org/klimt
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4 Applications

Many applications can benefit from our interface, for the visual-
ization of large documents (e.g. maps, pictures and web pages) or
for interaction with 3D environments. In the following, we present
some test applications we have developed.

4.1 Pan and zoom

The visualization of large documents such as maps is a difficult
task when dealing handheld computers. Our 3-DOF interface is
particularly well adapted to such a task since the users are able to
directly control pan and zoom, without occluding the screen. They
just have to bring the target closer in order to focus on a specific
location. They bring it farther for general views. The two-handed
interaction and the kinaesthetic reference frame allow an efficient
interaction as the users benefit from a spatial feedback in addition
to the visual feedback. Figure 4 illustrates the use of our interface
for the visualization of a large map.

Figure 4: Large map visualization.

4.2 3D interaction

The following interaction techniques show how our interface can
contribute to the development of 3D applications on handheld com-
puters. These interaction techniques relate to manipulation, naviga-
tion, selection, and system control.

Manipulation

Our interface provides 3-DOF that can easily be attached either to
the translations or to the rotations of a 3D object according to the
pressed button. The mapping between the translations of both the
held target and the manipulated object is direct. It gives the users
the feeling to directly hold the object. Consequently, users are able
to translate the objects in 3D space without any difficulties. Rotat-
ing an object is less direct as the user’s translations are mapped to
the rotations of the object. However, all the users who tested the
system immediately understood the technique without any expla-
nations, because the semantic link between the users’ actions and
the resulting actions on the screen operates well. The mapping be-
tween the movement of the target and the rotation of the object is
illustrated in Figure 5.

Figure 5: Mapping between the target movements and the object
rotations.

Navigation

The 3-DOF provided by the interface could be used to first con-
trol the translations of the camera, and then its rotations. However,
we preferred to implement a technique to directly fly into the 3D
scene by using the forward-backward DOF to control the forward-
backward velocity in the scene and the 2 other DOF to modify the
yaw and pitch angles. Hence, by controlling 3 DOF at the same
time, users are able to easily navigate in large 3D scenes. To go
to the left, they move the target to the left. To go up, they move it
up. Finally, to go slower, they just have to bring the target closer.
Once again, the visualization is not altered as the user permanently
sees the whole screen over the best orientation. Figure 6 shows
an example of such a 3D navigation in a height field created using
AutoMNT [Pouderoux et al. 2004].

Selection and system control

Several interaction techniques can be used to select 3D objects. For
example, a technique could be to use the target as a butterfly net,
or to extend the classical 2D box selection to 3D space. Therefore,
users would be able to select groups of objects by locking them up
into 3D selection areas. This approach is used by Encarnação et al.
[1999] with their translucent sketchpad.

The control of the application is a real problem when dealing with
handheld computers. Effectively, the small size of the screen for-
bids the use of large popup menus, as classically done on standard
screens. Therefore, new user interfaces have to be found. We pro-
pose to use treemaps that hierarchically refine to select the menu
items. The level of hierarchy is controlled by the z DOF while the x
and y DOF enable to navigate over the items for a given level. For
example, we can imagine that at the first level (when the target is
far from the camera) five items divide the treemap: ”file”, ”edit”...
By bringing closer the target in the ”file” section, eight new items
appear, and so on. After a small moment, users know where the
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Figure 6: Height field navigation.

items are on the target allowing them to quickly control the system.
For example, the item ”save as” will be on the top left of the target.

5 Conclusions and future work

Numerical data have been visualized on computer monitors for a
long time. Today, handheld computers also allow mobile visual-
ization which leads to many prospects in our everyday life. How-
ever, the intrinsic characteristics of the handheld computers make
us think about new user interfaces.

The classical input devices of the handheld computer (buttons and
direct pointers) can be very efficient for some basic interaction
tasks. However, they become obsolete for the visualization and/or
3D applications. That’s why we developed a new 3-DOF inter-
face for interaction with handheld computers. This interface aims
at favoring a good visualization at any time, in real mobile settings,
with real low computing resources. Our interface based on a sim-
ple video stream analysis works well and the users who tested it
were really enthusiastic. They particularly like to permanently see
the whole screen when navigating in 2D maps or 3D environments.
Moreover, they really enjoyed the smoothness of the 3D trajectories
they were able to control.

The next step of our research project will consist in evaluating the
interface. In particular, we will ask subjects to perform a given task
with our interface and with a 2D direct pointer. For example, the
task could be a 3D docking task or 3D labyrinth navigation task.
Our interface has also been implemented on a standard PC using a
web-cam. It can be a low-cost alternative to classical 3D interfaces.
We have to evaluate the benefit of this approach for such environ-
ments.

In this paper, we presented a new interface for 2D and 3D mobile

applications. Farther than these applications, we think that this in-
terface has a great potential for information visualization (InfoVis)
applications such as the visualization of large graphs. Similar to the
application for the visualization of pictures that we have presented,
InfoVis applications would benefit from two-handed interaction and
kinaesthetic reference frame for an efficient interaction. Many In-
foVis techniques, such as Fisheye, could be used. We are currently
focusing on these techniques.
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Abstract

This paper presents an extended version of Navidget. Navidget is a new interaction technique for camera positioning in 3D

environments. This technique derives from the point-of-interest (POI) approaches where the endpoint of a trajectory is selected for

smooth camera motions. Unlike the existing POI techniques, Navidget does not attempt to automatically estimate where and how the

user wants to move. Instead, it provides good feedback and control for fast and easy interactive camera positioning. Navidget can also be

useful for distant inspection when used with a preview window. This new 3D user interface is totally based on 2D inputs. As a result, it is

appropriate for a wide variety of visualization systems, from small handheld devices to large interactive displays. A user study on

TabletPC shows that the usability of Navidget is very good for both expert and novice users. This new technique is more appropriate

than the conventional 3D viewer interfaces in numerous 3D camera positioning tasks. Apart from these tasks, the Navidget approach can

be useful for further purposes such as collaborative work and animation.

r 2008 Elsevier Ltd. All rights reserved.

Keywords: 3D camera control; Pen-input; 3D widget; Collaboration; Animation; 3D pointer

1. Introduction

Navidget is a 3D user interface (3DUI) designed for
easy camera positioning in 3D environments using
2D inputs. This technique was initially published in
3DUI 2008 (Hachet et al., 2008). This paper is an exten-
sion of the previous publication. In particular, we propose
new functionality to better control the camera. We
also show that the Navidget approach can be useful for
other interaction tasks, such as collaborative work and
animation.

Camera movement control in 3D applications has been
widely studied since the early years of interactive 3D
graphics. Many different user interfaces have been
proposed to optimize the user performance. However,
controlling the camera in a 3D environment remains a
difficult task, and innovative interaction techniques still
need to be designed to make user interaction easier.

In this paper, we propose a new UI attempting to reach
this goal. This interface, called Navidget, allows easy and
fast camera positioning in 3D environments from 2D
inputs, by way of an adapted widget. Navidget derives
from the point-of-interest (POI) technique introduced by
Mackinlay et al. (1990), where the user selects the endpoint
of a trajectory in order to automatically fly to a
corresponding location. This technique is also known as
the ‘‘go to’’ function for a wide range of 3D viewers.
Selecting the endpoint of a trajectory as a navigation
metaphor has several advantages:

Generic inputs. Only a pointing device and a start signal
are requested by POI techniques. No additional standard
workstation devices, such as keyboards or joysticks, are
needed. Consequently, a POI approach can be used with a
wide variety of alternative equipments, including mobile
devices (e.g. smartphones and PDAs) and large touch
screens for collective work. Indeed, the possible inputs with
such equipments are often limited to pointing operations
(as illustrated in Fig. 1). Consequently, POI techniques are
particularly well suited for optimizing 3D navigation in
alternative visualization situations.
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Ease-of-use. POI approaches are very simple and direct.
Users simply have to select the point to which they want to
fly. No learning time is required. All visible parts of the
scene can be reached directly.

Fast. Camera movement in the 3D environment operates
within controlled completion times. Hence, users can
quickly travel long distance.

Cognitive-friendly. Cognitive maps, which play an
important role in wayfinding tasks, are sometimes difficult
for the user to construct when navigating in large 3D
environments. POI users benefit from continuous move-
ments (i.e. the whole environment is traveled over from
the current position to the desired location). Moreover, the
speed of camera movement gives an indication of the
distance traveled.

Real-time independent. True real-time cannot always be
achieved in 3D applications, particularly when very large
scenes have to be displayed or when low computation
devices such as handhelds are used. In this case, direct
camera controls must be avoided, since the time-lag
between the user’s actions and the related camera move-
ment in the 3D scene can be very disturbing. With POI
approaches, the user simply selects a target and waits for
the camera movement, so the time-lag is much less
objectionable as an immediate feedback is not required.

On the other hand, POI techniques have two significant
drawbacks:

Surface-dependent. The target is always a point on a
surface. Consequently, the only possible camera move-
ments are translations towards a surface of the 3D scene.
This is restrictive as users may want to move to other
locations. For example if two objects are displayed, users
have to choose the one they want to fly to. It is not possible
to move to a location where both objects can be seen within
a closer view.

Limited control. Users can only give the point to which
they want to fly. They do not control how they want to go
there. In particular, users do not control parameters
such as the distance between the endpoint of the camera

trajectory and the target, and the angle from which they
want to view the target. These parameters are generally
fixed or automatically computed. This results in some
awkward situations. For example, facing a large surface
that occludes the whole scene is very common when using
classical POI techniques.
In spite of these two drawbacks, POI techniques are still

widely used as they are often the easiest techniques. ‘‘Go
to’’ is one of the standard functions of Web3D viewers. In
many cases, users navigate in 3D environments by simply
pointing to some part of the scene. POI techniques are
useful in many visualization contexts for novices as well as
for expert users. In this paper, we propose to extend the
POI approach by providing additional controls to the user.
In the next section, we present some previous work that

are related to this approach. We then describe the Navidget
technique in detail in Section 3. In Section 4, we present the
user study that has been carried out. We present how
Navidget has been extended in Section 5. In addition to
camera positioning tasks, we show in Section 6 that the
Navidget approach can be beneficial to the user for many
other tasks. Finally, in Section 7, we give our conclusion
and suggest some directions for future work.

2. Previous work

Control of the virtual camera in 3D environments
requires at least 6 degrees of freedom (DOF). These DOF
can be directly controlled by means of 6-DOF input devices
using adapted metaphors. For example, Ware and Osborne
(1990) proposed the scene-in-hand, eyeball-in-hand, and
flying vehicle metaphors. However, such 6-DOF devices are
not that common. Consequently, the challenge that
researchers have tried to resolve for many years is how to
control the camera using only the 2 DOF available on
conventional input devices, such as mice.
With 2-DOF devices, the standard techniques are

orbiting, flying and POI. Orbiting is used for observation
of an object from an exocentric point of view. The principle
is to map the motions of the controller to motions over the
surface of a sphere (Chen et al., 1988), or other 3D
primitives. 3D motions can also be achieved by means of
external widgets, as is the case with Open Inventor-like
viewers (Strauss and Carey, 1992). Other advanced
techniques such as the HoverCam (Khan et al., 2005)
and the StyleCam (Burtnyk et al., 2002), are based on
camera movements along predetermined surfaces or
trajectories. Orbiting techniques are mainly used for
observing objects.
The flying approach, which is widely used in video

games, is related to the flying vehicle egocentric metaphor,
but with only 2 DOF. These 2 DOF are generally assigned
to forward/backward movements and left/right camera
rotations. If a keyboard is available, the forward/backward
movements can be controlled using certain keys, leaving
up/down 2D controller movements free to control top/
bottom camera rotations. Some advanced techniques allow
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automatically constraining camera trajectories according
to the topology of the scene (e.g. Hanson and Wernert,
1997), or according to the speed of the movements (Tan
et al., 2001). Flying techniques are mainly used for
exploring 3D scenes. Contrary to the above techniques,
Navidget does not directly map the input DOF to the
camera DOF. It rather allows the user to define target
destinations, without having in mind the camera DOF that
are implied.

The POI approach has been shown to have many
benefits, as discussed in the introduction. This technique
has primarily been described by Mackinlay et al. (1990),
where logarithmic control of speed is proposed. Some
extensions have since been explored. For example, in
Mackinlay et al. (1994), radial and/or lateral viewpoint
motion have been discussed. Zeleznik and Forsberg (1999)
describe the UniCam where one of their techniques, called
click-to-focus on silhouette edges, is aimed at automatically
choosing the endpoint of the camera trajectory according
to the proximity of the edges of some object. Hachet et al.
(2006) proposed the z-goto for mobile devices, an extension
of the ‘‘go to’’ approach, where the endpoint is directly
selected in depth by means of simple keystrokes. For all
these techniques, the virtual camera is automatically
positioned in the 3D space. Users do not have any direct
control once the target point is selected. In our approach,
we want the user to be able to control the camera
destinations. Zeleznik et al. (2002) have investigated the
use of controlled POI for VR setups. They proposed a set
of techniques where users can adjust the viewing direction
and the distance to the target by way of tracked VR
devices. Navidget shares the same goal, but for standard
2D screen-based interfaces.

In the scope of computer graphics, 3D widgets such as
Bier’s (1987) Skitters and Jacks are commonly used.
Today, the wide majority of the modeling applications
are based on these visual 3D elements for the manipulation
of 3D objects (e.g. Blender,). These widgets have shown
many benefits for manipulation tasks (translate/rotate/
scale). On the other hand, the use of 3D widgets for
navigation and inspection tasks has been little explored.
The IBar (Singh et al., 2004) has been proposed to control
some parameters of the camera in an interactive fashion
(e.g. perspective distortion). In our approach, we donot
want to control the camera parameters independently. We
rather provide an interface that allows the user to complete
a 3D camera positioning task in a unique operation.

An alternative approach for 3D interaction tasks is the
use of sketch-based techniques. The idea is to let the user
control the system from simple 2D strokes. For example,
SKETCH (Zeleznik et al., 1996) and Teddy (Igarashi et al.,
1999) interpret the input gesture for modeling and editing
tasks. A sketching philosophy has also been proposed for
animation tasks in Motion Doodles (Thorne, 2004).
Concerning camera manipulation, Unicam (Zeleznik and
Forsberg, 1999) is based on a gesture vocabulary for the
control of the camera parameters. Finally, the system

proposed by Igarashi et al. (1998) allows 3D walkthrough
from free-form path drawing on the 3D scene ground.
These gesture-based techniques, where the user can control
the system by way of simple 2D gestures inspired our work.

3. Navidget

3.1. General approach

The main idea of Navidget is to let the users control
where they want to look at, contrary to the conventional
POI techniques that try to guess where the user wants to
focus. With a 2D sequence only (i.e. press, move and
release), the Navidget users define their target destinations.
This is done using adapted controls and a dedicated widget.

3.2. Navidget controls

3.2.1. Distance

The simplest gesture sequence that is related to Navidget
consists in pointing a target destination by picking a 3D
point in the scene. This is similar to the conventional POI
approach. The main problem with this basic approach is
that the camera can only be moved towards a surface.
Moreover, the resulting view may be little convincing as the
user does not control the depth where the camera has to
stop (see Fig. 2). To solve these problems, we propose an
initial extension consisting in circling the target area.
Circling is highly intuitive as the user directly draws what

he or she would like to see, as illustrated in Fig. 2. Circling
is particularly well suited to stylus-based and finger-based
systems. Indeed, this gesture is usually done with a pen on a
paper when something has to be highlighted. The circling
metaphor has been used by Schmalstieg et al. (1999) with
transparent props for selecting virtual objects. However,
their work did not involve navigation tasks. Circling can be
achieved using any pointing device, depending on the
hardware settings. With mouse-based environments, the
circling metaphor can be replaced by the conventional
rectangle-based selection technique, which is commonly
used in many 2D software programs or with some 3D
orthographic CAD applications.
After a release event, the camera moves towards the

center of the circle. There are several possibilities to
compute the final camera position, as presented in Fig. 3.
The first and simplest one (CENTER) makes use of the 3D
point given by the projection of the circle center into the
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scene. The drawback of that naive approach is that this
particular point does not necessarily exist. To overcome
that issue, we developed an alternative approach (MAX)
based on the most frequent depth value of the selected area.
The main drawback of this method is that objects that are
located between the current viewpoint and the target area
might not be visible afterwards. Finally, the most
conservative technique (NEARER) considers the nearest
depth value of the selected area in order to insure that the
whole selection is visible.

Because of perspective, the resulting view is not exactly
what has been circled. It should be noticed that Zeleznik
and Forsberg (1999) have proposed a concept of region

zooming that may be related to our technique. However,
with their technique, users must first select a point before
modifying the size of the zooming area. Consequently, the
target area is always centered on a 3D point in the scene.
We think that circling is a very intuitive metaphor, as users
directly show what they want to focus on using a simple
and familiar gesture.

3.2.2. Viewing direction

The targeted viewing direction is automatically com-
puted in existing POI techniques. Generally, the camera
looks at the target point with a viewing direction that is
aligned with the normal of the related face, or with a pre-
defined oblique view (Forsberg et al., 1998). Whatever the
choice made by the designers of POI techniques, the final
camera angle is fixed. Consequently, users cannot control
how they want to visualize the target. Worse, automatic
computation of the destination views can be disturbing.
For example, the viewpoint can be moved to a position
which is too close to the target.

We use a 3D widget in order to let the user control the
viewing direction at destination. This widget, illustrated in
Fig. 4 is composed of a half-sphere facing the current
viewpoint, a border ring, a set of size actuators, and a
virtual camera. This widget is centered on the target. It
appears if no release events occur just after a pointing
operation. In other words, if the user clicks and waits for a
short time, the widget appears. At this level, a default

radius is computed in order for the widget to appear as a
constant proportion of the application window. We did not
base our approach on object bounding-boxes in order not
to constrain the user interaction to object hierarchies.
Indeed, Navidget allows the users to focus on specific parts
of large objects such as terrains, or to travel towards areas
where several objects are implied.
The half-sphere highlights the part of the scene that will

be seen at the end of the camera trajectory. By moving a
3D cursor on this surface, users control how they want to
visualize the target. A representation of a camera shows the
position and angle to which the viewpoint will be moved.
This intrinsically provides good feedback to the user.
Indeed, the possible occlusions can be seen clearly, so they
are naturally avoided (see Fig. 5). In Section 3.2.5, we
present an extension, called smart camera, which allows
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Fig. 3. The three different possibilities (NEAR, MAX, CENTER) to

compute the depth value.
Fig. 4. The Navidget.

Fig. 5. The visual feedback provided by Navidget allows the user to avoid

occluded views.
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emphasizing the visual feedback that is provided by
Navidget.

A pilot study that will be described in Section 4 revealed
a need for efficient selection of viewpoints that are
orthogonal to the current viewing direction. For this
purpose, we added a border ring. Indeed, reaching the
border ring is more convenient than accurately positioning
the cursor on the border of the half-sphere. Moving the
cursor around the border ring has similar effect than
moving it along the visible limits of the half-sphere.

The pilot study also revealed that the users wanted to
move the virtual camera behind the half-sphere. Conse-
quently, we introduced a mechanism allowing switching the
direction of the half-sphere, in front or behind the target
depth plane. When the cursor exits and re-enters the half-
sphere, the latter is 180� rotated through a quick animation
(see Fig. 6). This allows moving the virtual camera all
around the target area. A fast outside–inside movement
allows going directly behind the target area. A similar
gesture within a slower movement insures continuity in the
virtual camera movements, the border ring being similar
for both front and back half-spheres.

3.2.3. Distance and viewing direction

Similarly to the pointing technique, the widget appears
if no release event occurs once a circling gesture has
been performed. After a hold phase, the widget is dis-
played and the radius is directly given by the size of the
drawn circle. In this way, the user can manage both
the distance to the target and the final viewing direction.
This sketch-based approach enhances intuitive interaction.
Of course, the widget can be called after rectangle-based
area selection, too.

If available, the barrel button, the non-preferred hand,
pop up menus or pressure-based input could also be used
to make the widget appear. However, since our technique is
based on a simple and unique gesture sequence by a one
handed interaction, we want to avoid extra pop up menus
as well as additional interaction using the non-preferred
hand. Furthermore, using the barrel button or a pressure
based input is not suitable for stylus or finger-based
interaction system.

We added some size actuators that allow the widget to be
resized at any time, without releasing the stylus or the
finger. These actuators are located on the cardinal direction

of the half-sphere. Once these actuators are captured, the
system is set to a RESIZE state. The user can then modify
the size of the widget—and consequently the distance of the
virtual camera to the target—by doing vertical (resp.
horizontal) movements on the screen. The RESIZE state is
left when horizontal (resp. vertical) movements are
detected (see Fig. 7). This means the user wants to come
back to the half-sphere or the border ring to specify
the viewing direction. Hence, by controlling a direction
and a distance, users are able to position the camera in the
3D space.
When a release event occurs and the cursor is located on

the half-sphere or the border ring, the viewpoint is
smoothly moved to the target virtual camera. If the cursor
is outside, the action is canceled and the widget is hided.
To obtain a smooth camera movement we create a

key-frame animation by interpolating the position and
orientation of the initial viewpoint and the specified target
camera. After a circling gesture we use a simple linear
interpolation, which results in a straight-lined movement
towards the selected target. If the half-sphere widget was
used to specify the target, we perform a Bézier interpola-
tion that results in a smooth curved trajectory. Every
animation lasts 100 key-frames (ca. 3 s), which guarantees
that the target is reached in the same time, independently of
the distance to travel.

3.2.4. Preview window

Navidget has initially been designed to favor fast camera
positioning in 3D environments. We noticed that it could
also be useful for distant inspection tasks. A preview
window corresponding to the virtual camera’s view can be
displayed in addition to the main visualization window (see
Fig. 8). Thereby, users can inspect distant areas and decide
whether or not to move to the corresponding targets,
according to what they have seen. Concretely, if the users
just want to inspect objects without moving in the scene,
they will release the pen outside of the widget. This refers to
a cancel action. If they want to move to the target, they will
release inside the widget, once the preview visualizations
correspond to their targets.
It can be noticed that this technique recall previous work

such as the one by Grosjean and Coquillart (1999), where
distant inspection was possible from manipulation of a
6-DOF magic mirror in immersive virtual environments.
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orientation of the half-sphere (front or back), so the virtual camera can be

moved behind the target area. Fig. 7. The size actuators.
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With Navidget associated with a preview window, the user
can look all around the target area with a 2-DOF input
control.

A preview window is not adapted when small displays
such as those of the mobile devices are used. Additional
windows may also be disturbing with immersive stereo-
scopic visualization. However, when the display of
an additional window is possible, the use of a preview
window with Navidget can be very useful. This allows
exploring a 3D scene without moving one’s position. This
is particularly interesting as the user can focus on specific
areas while keeping the global context. This focusþ context

approach is useful for the cognitive processes that
are implied in 3D navigation tasks. It has to be noticed
that this technique requires additional computation.
Consequently, real-time rendering can be a problem with
big 3D scenes.

3.2.5. Smart camera

As we have already described in Section 3.2.2, Navidget
provides users with good visual feedback. In addition to
this intrinsic feedback, we propose an extension that
supports the user by providing additional information as
the camera is being positioned. This extension is useful as
soon as an object is located between the POI and the
position of the virtual camera, or when the camera is
covered by an occluder. Both cases are presented in
Fig. 9(a) and (c).

Since we know the position of the POI and the current
position of the camera, we are able to detect any geometry
between these two positions that could disturb the user.
Therefore, we can visualize the occluding part in high
contrast (see Fig. 9(b)) so it is clearly visible to the user.
Furthermore, we can prevent the camera from vanishing
behind an object by making any such objects transparent,
as illustrated in Fig. 9(d).

It should be noted that the computational cost to detect
occlusions increases with the complexity of the scene.
Indeed, precise occlusion computation implies numerous
intersection tests. In order to preserve real-time, we
currently use a simple method based on two intersection
tests. The first one tests the visibility from the virtual
camera to the center of the half-sphere (Fig. 9(b)). The
second one tests the visibility between the current view-
point and the virtual camera (Fig. 9(d)).
Beyond these tests, we could also move the camera to a

more convenient position where no occlusions occur.
However, this would imply taking away control from the
user, which may cause disturbances.

4. User study

4.1. General comments

In this section, we describe a pilot study we carried out to
assess Navidget. We have designed a set of experiments in
order to evaluate the general usability of the technique. The
feedback we obtained from the subjects who participated in
this study helped us for the final design of Navidget. For all
the experiments, a TabletPC was used. Our study focused
on tasks where Navidget can be useful, i.e. when the user
wants to visualize 3D areas from specific viewpoints.
Our motivation for this study was to evaluate the

usability of each Navidget control. Moreover, we wanted
to have an idea about the user preference between Navidget
and the standard 3D viewer controls.1 We set up
experiments where the subjects had to complete camera
positioning tasks. After the experiments, we asked the
subjects to answer a questionnaire.
In our preliminary experiment, we did not use time as a

metric to evaluate Navidget in comparison with the
standard controls. Indeed, completion times largely depend
on the speed that is chosen for Navidget animations. It also
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Fig. 8. The preview window. In this example, the half-sphere has been

moved behind the target area.

Fig. 9. Smart camera: (a, c) without smart camera and (b, d) with smart

camera.

1Standard controls were fly, pan, look around, go to and orbiting.

M. Hachet et al. / Int. J. Human-Computer Studies 67 (2009) 225–236230



depends on the sensibility levels that are set for the direct
controls. Consequently, the completion times obtained
would have been strongly linked to the initial settings.

4.2. Procedure

Thirty subjects divided into two groups took part in this
first study (21 males, nine females, average age ¼ 26). For
the first group, 15 3D expert users were recruited. The
second group included 15 novice users (i.e. having less than
one experience using videogames or 3D applications a
month). For each group, half of the subjects completed all
the experiments with Navidget, then with the standard
controls. The other half began with the standard controls.

The experimental scenes consisted in cubes for which one
face was highlighted. On this face, some letters (red ‘‘A’’
and black ‘‘B’’) were written. The tasks entails counting the
number of red ‘‘A’’. To complete the task, the subjects had
to move to appropriate viewpoints (see Fig. 10). A trial was
completed when the subject selects a number as an answer
of the task. This was done using an answer panel.

Before the experiments, we presented both interfaces to
the subjects. They tried each control at least once inside a
test environment to get familiar with them.

During the experiment with Navidget, the subjects were
explicitly asked to use one of the Navidget controls (i.e.
point only, circle only, pointþ widget, circleþ widget, or

widgetþ size actuators). Each control has been used three
times with different targets’ size and location.

4.3. Results

The analysis of the questionnaires have shown that the
general usability of Navidget is good. Both expert and
novice subjects did not have difficulties when using the
Navidget controls (see Table 1). The circling metaphor has
been appreciated. Indeed, the link between circling and
focusing is very strong. Consequently, the circling meta-
phor was used extensively by the subjects, even if a simple
pointing technique would have been necessary. Similarly,
sketching the widget by way of a circle gesture works well.
The link between the drawn circle and the corresponding
3D widget was easily understood by the subjects. The
subjects managed to define the targeted viewing direction
easily. They have understood the role of the half-sphere

directly. Similarly, the subjects have controlled the size
actuators efficiently, from the first use.
Among the comments we had, some subjects complained

not to be able to move the virtual camera behind the half-
sphere. For this reason, we have developed the mechanism
that enables to switch the half-sphere front and back. Some
additional subjects have tested this mechanism in an
informal way. They appreciated the technique and they
have used it without difficulties.
Similarly, the border ring has been developed from

subjects’ comments. The addition of this functionality has
improved the interface. Indeed, side views can be reached
very fast. We also have good feedbacks from the first users
concerning the Navidget preview window.
The pilot study has shown that the wide majority of the

subjects preferred using Navidget rather than the conven-
tional controls for the proposed tasks, as shown in Fig. 11.
Wilcoxon signed rank tests have shown that this

preference was significant for each question we asked2 to
both experts and novices, except for the ease of under-
standing where both interfaces were easily understood. In
particular, both expert and novice subjects found that
Navidget was easier to use than the standard controls
(Expert Wilcoxon Z test: �3:52; po0:05; Novice Wilcoxon

Z test: �2:99; po0:05). They also found Navidget faster
(Expert Wilcoxon Z test: �3:45; po0:05; Novice Wilcoxon

Z test: �3:34; po0:05).
With Navidget, a simple action is used to complete the

task. The same task requires switching between different
techniques when using the standard controls, which is time
consuming. Following Buxton (1995), each control switch
divides the action in separate chunks, because the applied
motor tension changes and the motion continuity is
interrupted. This leads to higher separation into subtasks
and therefore to higher cognitive load.

4.4. Discussion

Novice users had some difficulties using conventional
controls they were not familiar with, particularly since they
had to remember the specific nature of each of them
(translation in the xy plane means nothing for a novice
user). Generally, they were trying a control without
knowing what was going to happen in the 3D scene. They
often got lost. Some of them also reported some motion
sickness.
On the other hand, with Navidget, the subjects enjoyed

dealing with a technique where several parameters can been
controlled by a simple gesture. Unlike the standard
controls where the 2 input DOF are directly mapped to 2
of the camera viewpoint DOF (e.g. z-translation þ

y-rotation for fly), the 2D gestures of Navidget make
it possible to perform basic camera positioning tasks,
where multi-DOF are jointly implied. The rich visual
feedback of Navidget favors efficient interaction. During
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Fig. 10. Example of an experimental scene for the pilot study. From the

initial view (left), the subjects had to move closer to the target face (right)

in order to count the number red ‘‘A’’. 2See Fig. 11 for the questions.
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the experiments, the subjects were exactly knowing what
was going to happen. They were able to easily control
where they wanted to move. Thanks to smooth camera
movements, no motion sickness has occurred.

Zoomingþ orbiting is the standard technique that relates
the most to Navidget. We have noticed that this technique
may perturb the user when large scenes were used. Indeed,
the whole scenes move around the user, which can be
disturbing. Moreover, many occlusions can occur. This
makes this technique little adapted to dense environments.
Of course, Zooming+orbiting is well suited for exocentric
tasks where single objects are observed. On the other hand,
Navidget seems better suited when users navigate large 3D
scenes with egocentric viewpoints. Navidget seems better
suited when true real-time cannot be insured, too. Further
investigations have to be conducted to confirm this.

Of course, this study does not mean that Navidget is
better than the standard controls in general. It simply
shows that, for camera positioning tasks, Navidget can be
more appropriate. The current version of Navidget is
adapted to target-based navigation, where the destination
is visible from the current viewpoint; it does not fit well
with naive exploration of 3D scenes. During the experi-
ments we conducted, some participants complained that
they were not able to return to previous camera positions.

We advised them to use another standard control (e.g. fly
and look-around) as an alternative. But they did not want
to take back the direct control of the camera movements.
Consequently, we have extended the initial Navidget as
described below.

5. Extended Navidget

In order to allow the users to navigate using only
Navidget, we introduced two new sets of gestures. The first
one allows them to come back to previous states while the
second one makes it possible to turn the camera in any
direction.

5.1. Back-gesture

A back-gesture (see Table 2) entails repositioning the
camera in its previous state. In other words, the camera
follows the last trajectory path that has been played, but in
the reverse direction. From the user’s perspective, this
action can be seen as an ‘‘undo’’ action. Technically, all the
new positions and orientations of the camera are pushed in
a stack. An undo gesture entails popping the stack to move
the camera back to its previous state.
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Fig. 11. General satisfaction for Navidget and standard controls.

Table 1

Satisfaction for each of the controls of Navidget [Novices, Experts (mean)]

Circle Half-sphere Resize actuators CircleþHalf � sphere

Was the interaction technique easy to understand? 3.0, 2.9 (3.0) 2.9, 2.8 (2.8) 2.6, 2.6 (2.6) 3.0, 2.9 (3.0)

Was the interaction technique easy to use? 2.9, 2.9 (2.9) 2.7, 2.7 (2.7) 2.2, 2.4 (2.3) 2.7, 2.8 (2.8)

Were you able to interact freely? 2.9, 2.9 (2.9) 2.5, 2.9 (2.7) 2.3, 2.8 (2.5) 2.9, 2.9 (2.9)

Did you feel like interacting precisely? 2.9, 2.6 (2.7) 2.6, 2.7 (2.6) 2.3, 2.8 (2.5) 2.6, 2.8 (2.7)

Did you feel like interacting fast? 2.8, 2.9 (2.8) 2.8, 2.9 (2.8) 2.4, 2.6 (2.5) 2.7, 2.9 (2.8)

0 ¼ Fully disagree, 3 ¼ fully agree.
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Navidget, associated with this new functionality,
allows the users to explore 3D environments in a
new manner. This type of 3D exploration can be
related to website navigation, where users explore new
areas of interest by way of hyperlinks, and return to
previous states using ‘‘back’’ actions. We think that such
simple web-based navigation can help the users in their
navigation tasks since they benefit from a well-established
mental model.

For example, let’s consider a user who wants to observe
several objects that are simultaneously visible in a 3D
scene. With a standard approach, the user would have to
reach the first target, then would have to search for the
second one from the new location, and so on. This can be
difficult, particularly because wayfinding in 3D environ-
ments is a difficult task. With the extended version of
Navidget, the user can focus on the first object, then can
come back to the initial location by way of a simple stroke
on the screen, and then focus on a new target, and so on.
This is similar to what users do when navigating through
web pages.

5.2. Turn-gestures

Another feature we have implemented to extend the
initial version of Navidget is the possibility for users to
turn the view around their current location. This is done by
way of vertical and horizontal strokes (see Table 2).
Following the Navidget philosophy, the users do not
control directly the movements of the camera. By drawing
a vertical (resp. horizontal) stroke, users indicate the
system that they want to look up/down (resp. left/right).
At the end of the stroke, the camera smoothly turns in the
sketched direction.

Technically, a 45� horizontal/vertical rotation is applied
to the camera. With a standard 90� camera field-of-view,
this entails moving the viewing vector towards one of the
edges of the screen. Hence, the users can look everywhere
around them using simple strokes.

5.3. Summary

The gestures for the extended Navidget are summarized
in Table 2. The number of gestures that the users have to
remember is small. Consequently, this extended version of
Navidget does not require an additional learning period.
We have not conducted a formal study to evaluate these

new controls. However, according to our first user
feedback, it appears that this extended version of Navidget
works well. The users have not experienced any difficulties
in assimilating the new Navidget functionality, which
provide more control for navigation in 3D environments.

6. Further uses of the Navidget approach

In the previous sections, we have described Navidget in
terms of camera positioning tasks. In the sections that
follow we will present several implementations that show
how the Navidget approach can be useful in many different
situations.

6.1. Defining a 3D vector

Navidget makes it possible to orient a 3D vector around
a target area, from 2D input interaction. For camera
positioning tasks, this vector refers to the viewing direction
at which the user wants to visualize a target. This 3D vector
can also be used for other tasks. We present two
implementations in the following sections.

6.1.1. 3D pointing

With current 3D applications, pointing generally refers
to the selection of a 3D point using a picking operation
from the standard 2-DOF pointing devices. By using the
Navidget approach, users are no longer limited to 3D
positions; they can also control orientations as well as
distances to targets. This can be beneficial in numerous
situations. For example, an adapted design of the Navidget
widget can be useful for the definition of force vectors in
interactive physical simulation. could be envisioned, such
as spot light positioning, virtual drilling, clipping plane
positioning, and so on. Fig. 12 illustrates an example of
3D pointing.

6.1.2. Rotation of objects

The Navidget approach can also be useful for manipula-
tion tasks. It allows users to define 3D axes of rotation,
around which the object can spin. Current interfaces for
object rotations are either based on a virtual trackball or
canonical decomposition of the rotation space. In the first
case, many rotations are difficult or even impossible to
achieve (e.g. rotation around the viewing direction axis). In
the second case, the users have to compose the rotation
they want to achieve using iterative adjustments. On the
other hand, with the Navidget approach, a rotation axis
can be defined very quickly and easily. The benefits of this
approach for such manipulation tasks are similar to those
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Table 2

Extended Navidget gestures

Gesture Resulting action from gestures

Point and encircle Focus on an area

Back-gesture Go back to previous location

Horizontal/vertical strokes Turn the view
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for camera positioning tasks: users can concentrate on
what they want to do, rather than concentrating on how
they can do it.

6.2. Multiple cameras

Until now, we have considered the use of one Navidget
at a time. Below we shall discuss some implementations
where it could be beneficial to use several Navidget
interfaces at the same time. In these examples, the user’s
viewpoint does not move automatically towards the
targets. The widgets stay visible in the scene and the user
can access each of them.

6.2.1. Defining several control viewports

It can be beneficial to visualize a 3D scene from several
viewpoints, at the same time. If we consider the example of
3D physical simulation, it may be necessary to see several
parts of the scene simultaneously in order to control the
evolution of physical phenomena. To this end, we
developed a small prototype, using several widgets
associated with corresponding preview windows that can

be positioned in the scene, as illustrated in Fig. 13. During
the simulation, if required, the user can easily adjust the
virtual cameras.

6.2.2. Animation

Similarly, the use of multiple widgets can be useful for
animation purposes. Indeed, animation paths are specified
as a sequence of key (view) points with orientation defined
by positioning several widgets into the scene. Next, the
system associates time values and automatically calculates
continuous intermediate values using an interpolation
method.
Navidget naturally fits well with the definition of the key

viewpoints, as the interface has been designed to allow fast
and easy camera positioning around focus areas. In the test
application we developed, the user can define key view-
points by using several widgets and then play a camera
motion along an interpolated path. We use uniform cubic
B-Splines to obtain a smooth animation by interpolating
the acquired key viewpoints. The positions and orienta-
tions of the virtual key cameras can been adjusted at
any time.

6.3. Collaboration

We think that collaborative applications can benefit
from Navidget, too. Two examples are illustrated below,
which we implemented as prototypes.

6.3.1. Shared displays

In front of large screens, several participants can
visualize the same image. This is of great benefit for
collaborative work. On the other hand, the viewpoint is
shared by all participants, so if one of them wants to focus
on a specific area, the whole group is affected by the
applied camera motions. We propose a new approach
where several participants can share global visualization of
a scene (e.g. a car) while simultaneously focusing on
different specific parts of it (e.g. the tyres, the lights, and so
on). To achieve this, the participants must be equipped
with personal pointing devices (e.g. lasers, Wiimotes, and
PDAs). Then, all of them control their own Navidget on
the large screen. This allows them to reach private views in
the scene. These private views can been displayed on the
side of the main window as illustrated in Fig. 14. They can
also be sent to the participants’ personal devices (e.g. PDA
and TabletPCs).

6.3.2. Distant collaboration

We have previously described the use of the Navidget
approach for 3D pointing. This functionality is particularly
beneficial for distant collaborative work. Indeed, distant
collaborators have to understand one another despite the
fact they cannot see each other. Consequently, fast and
easy 3D pointing from 2D inputs is very beneficial for this
type of applications. Indeed, the collaborators can high-
light precisely what they are talking about.
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Fig. 13. Multiple Navidget for simultaneous inspection.

Fig. 12. The Navidget approach for 3D pointing.
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7. Conclusion

In this paper, we have proposed a new approach for
camera positioning tasks. The key idea of this technique is
to provide good controls and feedbacks to the user, in
order to allow them to easily position the camera around
focus areas.

We have implemented Navidget with OpenGL, OpenSG,
and OpenGLjES. The technique is based on mouse events.
It can be used with a wide variety of platforms: PDAs,
TabletPCs, standard workstations, large touch screens, and
so on, since the entire technique can be controlled by
means of a simple 2D gesture sequence. Fig. 15 shows some
examples. Moreover, the same technique can be used with
immersive virtual environments, by means of a virtual ray
controlled by some trackers for example. This portability is

one of the strengths of Navidget. Users do not have to
learn new context-dependent techniques when dealing
with new interactive systems. Instead, they benefit from a
unified technique. This enhances user mobility.
The user study has shown that the usability of Navidget

was good. It has also shown that, Navidget can be a good
alternative to the standard controls that have been
available for years on many 3D viewers. With these
controls, many basic navigation tasks are difficult to
perform. Navidget can make the completion of these
tasks easier.
In addition to camera positioning tasks, we have shown

some examples where the Navidget approach can help the
user in many interaction tasks. This new interface changes
the way we interact with 3D data.
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ABSTRACT
We present Drile, a multiprocess immersive instrument built upon
the hierarchical live-looping technique and aimed at musical per-
formance. This technique consists in creating musical trees whose
nodes are composed of sound effects applied to a musical content.
In the leaves, this content is a one-shot sound, whereas in higher-
level nodes this content is composed of live-recorded sequences
of parameters of the children nodes. Drile allows musicians to
interact efficiently with these trees in an immersive environment.
Nodes are represented as worms, which are 3D audiovisual ob-
jects. Worms can be manipulated using 3D interaction techniques,
and several operations can be applied to the live-looping trees. The
environment is composed of several virtual rooms, i.e. group of
trees, corresponding to specific sounds and effects. Learning Drile
is progressive since the musical control complexity varies accord-
ing to the levels in live-looping trees. Thus beginners may have
limited control over only root worms while still obtaining musi-
cally interesting results. Advanced users may modify the trees and
manipulate each of the worms.

Keywords
Drile, immersive instrument, hierarchical live-looping, 3D interac-
tion

1. INTRODUCTION
In the past decade, the live-looping technique has become more

and more used in musical performances, either for solo singers
who create their accompaniment or for instrumental or electronic
improvisations. However, it has some limitations due to the use
of hardware controllers, such as the impossibility of creating and
manipulating complex musical structures or the impossibility of
modifying all the parameters of recorded loops. We believe that
3D immersive environments can support the evolution of this tech-
nique into a more advanced system for musical performances. In-
deed these environments provide interesting possibilities for 3D
interaction with multiprocess instruments, i.e instruments that are
composed of several sound synthesis processes. They also enable
new way of building, visualizing and navigating complex musical
structures as 3D shapes. Immersion, e.g using large stereoscopic
displays, may be as valuable for the audience as it is for musicians.
For example, comprehension of what musicians are doing and in-
volvment in the musical performance may be improved by the use
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of stereoscopic vision and large screens. Finally, these immersive
environments are often used in other fields for collaborative tasks,
and thus they may be appropriate for collaborative musical perfor-
mance.

In section 3, we describe an evolution of the live-looping tech-
nique, called hierarchical live-looping technique. Then, in section
4, we present Drile, our immersive musical instrument which re-
lies on this technique. As it can be seen on figure 1, the musician
wears 6DOF tracked stereoscopic glasses, and he interacts with the
instrument, displayed on a large screen, using the Piivert input de-
vice. We define the components of our instrument in section 4.2,
then we describe how we represent and interact with the 3D live-
looping trees in section 4.3. Finally, we present the live-looping
scenes in section 4.4 and the collaboration/learning possibilities
brought by our approach in section 4.5.

Figure 1: Drile used by one expert musician.The live-looping
scene contains a three-level tree on bottom left, a two-level tree
on top right, 1 leaf node/worm and 2 tunnels(scattering/reverb
and color hue/pitch).

2. RELATED WORK

2.1 3D Virtual Instruments
Many existing immersive instruments focus on navigation in

musical environments, like the virtual groove in the Phase project
[10] or the audiovisual grains in Plumage [3]. These applications
allow musicians to play precomposed musical structures, but they
do not give access to the structure of the synthesis processes.

Other immersive instruments are single process instruments, i.e.
instruments that allow to interact with only one synthesis process,
such as the Virtual Xylophone, the Virtual Membrane, or the Vir-
tual Air Guitar developed by Mäki-Patola et al. [4] and the sculpt-
ing instruments developed by Mulder [6]. The application devel-
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oped by Mike Wozniewski et al. [12] relies on users movements
to either control the spatialization of pre-recorded sound sources,
or apply effects on the sound of an accoustic instrument. All these
applications aim at being ordinary instruments, with more control
over synthesis processes than navigation tools, that one may use
for musical performance. However, they do not take advantage of
the possibilities brought by 3D environments in terms of multiple
processes handling and structures creation.

An interesting application designed by Polfreman [8] takes ad-
vantage of 3D environment to build complex musical scores in-
cluding hierarchical organisation of elements. Nevertheless it is
not designed for musical performance but rather for composition.

2.2 Live-Looping
Live-Looping is a musical technique that consists in recording

musical loops from an audio or control(e.g MIDI messages) in-
put and stacking these loops to quickly build musical structures
or sound textures. It has several advantages over other electronic
playing techniques such as triggering sequenced loops, or apply-
ing effects to different tracks of a prepared song. First of all, there
is usually no temporal quantization so it enables more natural mu-
sical patterns as opposed to midi sequences. It may fit any musical
genre since any musical input and any time-signature can be used.
Finally, one can rely on prepared loops or improvise every part of
a musical structure. It is mostly used for live performances by dif-
ferent instrumentalists such as guitar players, beat-boxers, or elec-
tronic musicians1. It is also an interesting tool for music writing,
allowing quick sketching of songs.

Live-Looping originates from tape-delay systems and was ex-
plored by contemporary composers such as Terry Riley or Steve
Reich. This looping system was then implemented in hardware ef-
fects racks or guitar pedals as the Gibson Echoplex, Digitech Jam-
man, Boss RC20 and so on. Usual operations include record, play
and stop/mute. One can also overdub, i.e add material to an exist-
ing loop, multiply the length of a loop, and reverse a loop. Live-
looping has evolved with digital loopers, such as Sooperlooper2 or
Freewheeling3, which include new possibilities such as synchro-
nization, timestretching, graphical interfaces and so on.

Most live-looping systems deal with audio input, so that the
loops are audio buffers. However, some of them, such as LiveLoop4,
deal with control inputs, such as MIDI or OpenSoundControl mes-
sages or other events. They record and playback series of events,
which may be either sound triggers or synthesis/effects parameters
controls. This control live-looping has many advantages over au-
dio live-looping. First of all, loops can be easily modified since
each event is separable. This enables timestretching and addi-
tion/removal of events. Notes and effects controls may be recorded
independently, so that they can be modified separately. Finally the
same recorded loops can easily be rerouted on different synthesis
processes.

Some novel instruments are based on live-looping. For exam-
ple, the BeatBugs [11] are small input devices that record rhythms
played by users and repeat them. Recorded rhythms can then be
modified and several devices can be synchronized, enabling col-
laborative musical interaction. Another very interesting applica-
tion is Fijuu [7], in which users manipulate 3D audiovisual shapes
using a gamepad. Each shape is associated with a specific sound
synthesis process which is triggered when the shape is distorted.
Audiovisual effects can also be applied on produced sounds and
audio loops can be recorded for each shape. These loops can then
be accelerated, muted and amplified. However, creation and mod-
ification of musical structures remain limited, as well as the inter-

1http://www.livelooping.org/
2http://www.essej.net/sooperlooper/
3http://freewheeling.sourceforge.net/
4http://code.google.com/p/liveloop/

action possibilities.

3. HIERARCHICAL LIVE-LOOPING
Basic live-looping does not enable the creation and manipula-

tion of complex musical structures, but only lists of recorded se-
quences. It also reduces the possibilities of advanced modification
of recorded loops, especially when the content is audio data. We
propose to expand the advantages of control live-looping with what
we call hierarchical live-looping. The tree structure used in hier-
archical live-looping is based on the study of Marczak [5]. This
section focuses on the concept of hierarchical live-looping while
section 4 describes its implementation as a 3D immersive instru-
ment.

3.1 Principle
We define live-looping trees containing leaves l :< cl, x > and

nodes n :< ch, c, x >. x is a list of audio effects. cl is a one-shot,
i.e no sequences or loops, musical content which can be a soundfile
or another synthesis process. ch is a list of children nodes. c is a
musical content composed of live-recorded sequences of children
events. These events are effects parameters and triggers of the mu-
sical content. The audio effects available for all nodes are pitch,
volume, distortion and reverb. In addition to these audio effects,
the tempo of sequences can be modified, and other high-level mu-
sical effects could be added. Each node and leaf also has a content
play mode, which can be trigger, i.e the content is played until its
end, normal, i.e the content is played until its end or the reception
of a stop event, and loop, i.e the content is looped until it receives
a stop event. The loop mode is not used for leaves,

Control and audio data follow different paths in hierarchical
live-looping. Control data go top-down the tree because nodes
contain their children sequences. Audio data go bottom-up the
tree, which means that the sequences of sounds contained in the
leaves will be successively modified by the effects of their parent
nodes. The audio and control data flows and the structure of a
live-looping trees can be seen on figure 2.
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Figure 2: Basic live-looping data flow (left) and hierarchical
live-looping control (in black) and audio (in red) data flows.

Hierarchical live-looping has several advantages over traditional
live-looping approaches. First of all, it allows musicians to build
musical sequences of any complexity by creating and manipulating
trees. A simple example can be seen in figure 3.

It also provides direct access to any level of the trees. One may
trigger only the snare or kick to produce a fill, or the drums node
to completely modify the rhythm. Effects can be applied to any
node independently, whether they are leaves or high-level nodes,
in which case the effects will affect all their children. For exam-
ple one may filter all the drums by modifying the drums node, or
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Hip-Hop
Loop

Bass
Drums
Loop Scratch

SnareKick Hi-Hat

Figure 3: Hip-Hop live-looping tree example.

pitchshift only the hi-hat.
Live-looping trees also adapt to user with different levels of ex-

perience. Beginners can play with tree roots, thus triggering musi-
cally interesting parts and applying simple effects to it. Advanced
users can go down the tree and manipulate each node. They may
change any sequence by re-recording it, or modify the effects as-
sociated to the different nodes.

Furthermore, advanced users can easily collaborate to build mu-
sical structures. For example, they may add nodes to existing trees,
or duplicate nodes to remix loops prepared by others.

Finally, several live-looping trees can coexist, allowing musi-
cians to experiment with non-synchronized loops. This may be
useful to create complex sonic textures.

3.2 Node operations
Two operations are available for the nodes. Nodes content can

be triggered, and nodes audio effects can be modulated. Trigger-
ing a leaf node will play its sound whereas triggering a higher-level
node will play its sequences of events and parameters. Audio ef-
fects parameters can also be modified. In leaves, this will directly
affect the musical content, i.e the audio file, whereas in higher-
level nodes it will affect the resulting audio output of all children.
Musical effects, such as tempo modification, affect higher-level
nodes sequences.

3.3 Tree operations
We propose a set of operations for the live-looping trees, which

are shown in figure 4: build, merge, duplicate, extract.
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Leaf1 Leaf1

Build

Record Create

Node 1

Leaf 1
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Leaf 1 Leaf 2

Merge

Node1

Leaf1 Leaf2

Node1

Leaf1 Leaf2

Leaf2

Duplicate

Node1

Leaf1 Leaf2

Node1

Leaf1

Leaf2

Extract

Figure 4: Hierarchical live-looping operations.

The build operation has two steps. The first step starts the record-
ing of the events of a node. The second step stops the recording,
creates a parent node and define the recorded sequences of events
as its content. The playing mode of the parent content is automat-
ically set to loop so that its children sequences keep playing, as it
would occur with a traditional live-looping application. The play-

ing mode can then be changed to trigger or normal. When a build
operation is performed on a node that already has a parent, this
operation simply records sequences over existing ones.

The merge operation consists in linking two trees by merging
two parent nodes into a single parent node. The oldest sequence
of these nodes, i.e the one which was recorded first, is taken as
a pulse. Another sequence could be chosen as the pulse, but the
usual playing technique in live-looping is to first record the pulse,
then the other loops. All the other sequences are then synchronized
to multiples of this pulse according to their length, as depicted in
figure 5.

Node1

Node2

Node3

Node4

Node1

S1

S2

S3

S4

S1

S2

S3

S4

Merge

Figure 5: Example of sequences synchronization when merg-
ing several nodes. Here the oldest sequence is S1.

Thus the parent node synchronizes all its children together, which
allows musicians to build regular rhythms. The build and merge
operations can be combined if multiple sequences are recorded at
the same time. In that case, all simultaneously built parent nodes
are merged into a single node. One must note that this operation
is not possible if both nodes have parents, since it may lead to too
much changes in the live-looping tree.

The duplicate operation consists in duplicating a part of a live-
looping tree. This is a useful operation because hierarchical live-
looping results in nodes being locked to their parents content, as
one node can not have two parents, for musical structure under-
standing reasons. Thus nodes can not be used in two different
sequences at the same time. Using the duplicate operation, one
can copy a node in order to use it to build another sequence, with
different effects parameters for example.

With the extract operation, one may remove any node and its
children from a live-looping tree, making it the root of a new tree,
or a leaf if it has no children.

3.4 Implementation
Hierarchical live-looping adds new theoretical possibilities to

basic live-looping. However, its relevance heavily depends on its
implementation. Indeed operations on trees and manipulations of
nodes need to be efficient. 3D immersive environments provide
new possibilities in terms of interaction, visualization and immer-
sion. They are thus fitted to the control of complex musical struc-
tures, especially in a performance context.

4. DRILE
Drile implements the hierarchical live-looping technique in a

3D immersive environment. In this implementation, leaves con-
tain multisampled sounds which can be played normally or using
granular synthesis. Live-looping trees are represented by 3D vir-
tual structures. Musicians interact with these structures in front of
a large screen. They are immersed in the 3D environment thanks
to stereoscopic glasses and head-tracking. A video of Drile can be
watched on http://vimeo.com/9206485.

4.1 Technical setup
Drile is composed of three applications which run on Gnu/Linux:

drile-audio, drile-ui and drile-ui-display. Drile-audio handles the
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sound processes and it outputs audio via the Jack sound server.
It also uses LV2 audio effects plugins, and VAMP audio analy-
sis plugins. Drile-ui handles the scene graph of the 3D environ-
ment. They may run on two separate computers and communi-
cate via OpenSoundControl messages. The stereoscopic display is
done by two instances of drile-ui-display synchronized with drile-
ui and connected to separated projectors, one for each eye. In addi-
tion, one user (or several with split screens) can be equipped with
tracked glasses, to improve immersion and interaction with the en-
vironment. Users wear passive stereoscopic glasses and the sound
is played using an external usb soundcard and two active speakers.

4.2 Worms, Tunnels and Piivert
In Drile, nodes of live-looping trees are represented by what

we call worms. These worms, which can be seen on figure 1,
have several graphical parameters such as color hue, size, trans-
parency, scattering and so on. These parameters are associated to
the nodes audio effects parameters, so that modifying the worms
appearance modifies the nodes audio effects. Current mappings are
size/volume, color hue/pitch, transparency/distortion and scatter-
ing/reverb. They were chosen as a result of a user study, following
user preferences and trying to preserve the independance of graph-
ical perceptual dimensions. One must note that the mappings are
relative, not absolute. For example, two worms with the same color
hue do not necessarily have the same pitch, but their initial pitch
is modified by the same amount. Graphical parameters thus give
the current value of the effect, like a cursor on a graphical slider,
which is essential for efficient interaction.

Worms shapes are associated to the analysed spectrum of nodes
audio outputs, to allow users to identify which worm is associated
to a node. Finally, each worm rotation on the y-axis is associated
to the position of the read pointer in its associated node content.
This allows musicians to follow the playback of nodes sequences.

Worms graphical parameters, and thus their associated sound
parameters, can be modified by grabbing and sliding the worms
through what we call tunnels. Two of them can be seen on figure
1. Each tunnel is associated to one or several graphical parameters,
and one or several scales for each parameter. The tunnels are made
of a succession of thin cylinders which reflect the values of the
parameters scales. The scales can be continuous or discrete. For
example, if one associates size with pitch, one may define musical
notes with an array of sizes. One may modify only one worm
at a time by passing it through a tunnel, but one may also grab
and move a tunnel to modify several worms at the same time, for
example to mute several loops.

To interact with the environment, we use an input device called
Piivert [1]. Piivert is a bimanual input device that combines 6DOF
tracking, using infrared targets detection, with high-sensitivity pres-
sure sensing. It allows musicians to benefit from the possibilities
of graphical interaction while preserving accurate musical con-
trols. Force-resistive sensors are positionned under the thumb, in-
dex, middle and ring fingers, allowing us to detect different ges-
tures. These include low-level gestures such as hit and pressure,
and high-level percussion gestures such as flam, three-strikes roll
and four-strikes roll. This device allows us to select and grab
worms and tunnels using a ray-casting technique, i.e a virtual ray
that sticks out of the device and goes through the 3D environment.
To grab a worm or tunnel, users perform a pressure gesture with
their thumb. Low-level gestures transmit vibrations to the worms
with the virtual ray, and thus trigger the associated node. Hit ges-
tures play the entire content of the node while pressure gestures
play the content using random small grains of the content, which
results in granular synthesis for the leaves. Tunnels scale presets
can also be changed by selecting the tunnels and performing a hit
gesture. Finally, high-level gestures are used to trigger hierarchical
live-looping operations. A user holding this device can be seen in
figure 1.

4.3 Hierarchy
Common 3D selection and manipulation techniques such as the

virtual ray technique are more efficient for objects at short dis-
tances, as evaluated by Poupyrev et al. [9]. Furthermore, as the
size parameter is used to control the volume of worms, allowing
continuous modification of worms depth may disrupt the percep-
tion of worms size. Thus we propose to keep most worms and
tunnels on what we call the interaction plane, at a fixed distance.
This preserves spatial and temporal accuracy for musical actions
such as selecting and manipulating worms and tunnels. Depth and
navigation in the environment may then be used for actions that
require less temporal accuracy.

4.3.1 Live-looping trees
As depicted in figure 6, live-looping trees are represented by

connected worms organized by depth. Each level of the tree is dis-
played at a discrete depth. The level that is the closest to the users
is on the interaction plane. Worms children are placed in kind
of appendages. Musicians may only select and grab the worms
on the interaction plane and their direct children. By physically
moving in front of the screen, musicians can easily point directly
at children with the virtual ray, thanks to head-tracking. When
grabbed, the children jump to the depth of the interaction plane so
that they can be modified using the tunnels. To access lower-level
and higher-level worms, musicians respectively pull and push one
of the worms, as depicted in figure 6. When going down the tree,
high-level worms move towards users and disappear. Their ap-
pendage remain visible, to indicate that displayed worms are chil-
dren. When users grab and move the root worm of a tree, all the
tree follows its translations. When users grab a children worm,
move it and release it, it jumps back to its parent appendage.

The immersive environment allows us to display the live-looping
hierarchy without overloading the interface and disrupting the in-
teraction. Indeed, manipulation of nodes is done within the inter-
action plane whereas access to the trees levels relies on the depth
of the environment and on the use of head-tracking. These simul-
taneous manipulations of trees and nodes would be more compli-
cated with a 2D interface, since they could not be done in separated
dimensions.

Figure 6: Three-levels live-looping tree (left). Pulling a worm
goes down the tree (right).

4.3.2 Tree Operations
The build operation needs to integrate closely in a sequence of

musical gestures since it records a musical loop. Thus we have
defined a high-level gesture with Piivert, actually a ring-middle
finger flam. First the user needs to select a worm with the virtual
ray. When the record step is triggered, the worm changes shape
to highlight its rotation around the y-axis. When the create step
is triggered, the created parent node appears and the child worm
moves behind it, in its appendage, as depicted on figure 7.

The merge operation is a less temporally critical operation. This
it is done by colliding worms. When two worms collide for more
than 1 second, the system will try to merge them. All children
of one of the worms are transferred to the other, and this empty
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node is deleted from the scene. Children worms are automatically
arranged behind their parent worm in its appendage, as depicted in
figure 7.

Figure 7: Live-looping trees operations (from right to left, top
to bottom): Build, Merge, Duplicate, Extract

The duplicate operation is also done graphically by grabbing a
worm with two rays, i.e two hands, and stretching it, as it can be
seen on figure 7. A copy of the stretched worm and all these chil-
dren, with all contents, is then added to the scene. The stretched
worm thus become the root of a new live-looping tree, and is brought
to the interaction plane.

Since the extract operation is the opposite of the build operation,
it is also triggered by a high-level Piivert gesture. This gesture is a
flam with the same fingers but in the opposite direction, i.e middle
finger before ring finger. The extracted worm is brought to the
interaction plane, its children remaining behind it, as depicted in
figure 7. This results in a new live-looping tree.

4.4 Live-looping scenes
As explained in section 2.2, the live-looping technique often in-

cludes the idea of scenes. A scene is composed of several loops
which are synchronized, or which simply fit together musically.
With hardware systems, like guitar pedals, scenes are selected us-
ing buttons or rotary encoders. Thus each scene is only associ-
ated with a number. With 2D looping software, like Freewheeling,
scenes are selected with a menu, and are associated with a name.
Their musical features, such as tempo or mood, may thus be better
described.

In Drile, we define scenes as 3D rooms containing several worms,
which can be leaves or high-level nodes of pre-built live-looping
trees, and several tunnels.

When the user walks backward from the screen and reaches a
specific distance, the camera moves backward, revealing the grid
of scenes, as depicted in figure 8. A scene can then be selected
simply by looking at it. The head movement needs to be a little
exagarated though, as the selection is computed from the position
and orientation of the user’s head. Finally, the user move to the
selected scene simply by walking towards the screen.

Such an approach has several advantages. Visual properties of
each scene/room, such as colors, 3D objects, walls and so on, may
be used to reflect the musical ”mood” of the live-looping trees.
Users can refer to these properties to choose the musical content
they want to play with. The appearance of the scenes is defined in
a configuration file with a XML syntax.

Different tunnels can be chosen for each scene, as audio effects
needs may be different for different musical content.

Figure 8: View of all scenes (here 4). Here one tree is being
moved from one scene to another.

A worm can be brought from a previous scene, to make smooth
transitions between musical parts. This worm can be a leaf, with
a single sound, so that musicians may play it a last time while
starting the new musical part. It may also be the root of complex
tree, so that the new musical part will consist in modifying the
previous tree by progressively adding new sounds.

Performances may follow very different paths, as any transition
between scenes is possible and may be done at anytime.

Finally, each scene has a floor. Musicians can bypass worms or
complete trees by moving them below this semi-transparent floor.
Their audio data is then sent another stereo Jack output, which can
be connected to earphones for example. This may be used as a
monitor system to prepare trees and then play them, or it can be
simply used to quickly mute trees.

4.5 Learning and Collaboration
Thanks to hierarchical live-looping, learning Drile is progres-

sive. Indeed, following Birnbaum et al. classification of new in-
struments in dimension spaces [2], Drile happens to be between
two different configurations, as depicted in figure 9. New users
may begin by interacting only with the root worms of pre-built
live-looping trees. This allows them to manipulate musically in-
teresting sequences without much expertise. To push this idea fur-
ther, we have developed an interaction technique in addition to the
ones available with Piivert, which we call the bucket. Users manip-
ulate a virtual bucket using a 6DOF tracked device with a single
button. They may then grab and move only worms on the inter-
action plane. They are not allowed to trigger the sequences, but
only pass these worms through tunnels, or bypass them. Interac-
tion is quite simple, i.e grabbing and moving worms, and the musi-
cal possibilities are reduced to high-level processes manipulation.
Thus required expertise, musical control and degrees of freedom
are low.

When users get accustomed to this subset of Drile interaction
techniques, they can switch to Piivert. By going down the tree,
musicians progressively access rawer musical content, i.e simpler
sequences and finally single sounds. Symmetrically, the degree
of interaction needed to produce an interesting result, i.e the re-
quired expertise, rises. At first, they may interact only with the
root worms, this time being able to trigger the musical content.
When gaining expertise, they may access lower levels of pre-built
live-looping trees, to trigger their nodes and make more complex
manipulations. Finally, after more learning, they may modify trees
structures by using the available operations, and even build new
trees. Obviously required expertised increases as hierarchical live-
looping operations and low-level worms manipulations are com-
plex. The number of degrees of freedom also increases because Pi-
ivert enables new musical gestures and 3D interaction techniques.
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Symmetrically, the musical control evolves from high-level con-
trol of a musical process to a complete control of the sound and
musical parameters of each worm.

Musical
Control

Required ExpertiseRole of sound

Distribution
in space

Inter-actors

Feedback Modalities
(output)

Degrees of freedom
(input)

Figure 9: Drile Dimension Space, in purple for beginners with
buckets and only access to root worms, in blue for advanced
users with piivert and access to all worms of the live-looping
trees.

Collaborative performances may rely on these different exper-
tise levels. An advanced user can easily collaborate with one or
several beginner users, as seen in figure 10. In this configuration,
the expert builds live-looping trees, and pass them to the beginners
so that they can manipulate worms at the foreground, i.e interesting
musical sequences. As the bucket does not allow to manipulate the
tunnels, the expert may also choose which tunnels should be used
by the beginners.

Figure 10: Collaboration between one advanced user with Pi-
ivert (left) and two beginner users with buckets

5. CONCLUSION
In this paper, we presented Drile, an immersive multiprocess

instrument especially suited for musical performances. It relies
on the concept of hierarchical live-looping, which enhances basic
live-looping by allowing musicians to create and manipulate com-
plex musical structures. Drile enables efficient use of this tech-
nique thanks to the possibilities brought by immersive environ-
ments. In particular, musicians make use of head-tracking, nav-
igation in 3D environments and combination of hierarchy visual-
ization with 3D interaction. Moreover, Drile is well adapted to
learning and collaboration between users with different levels, be-
cause live-looping trees include different steps of musical interac-
tion complexity.

Collaboration between several beginners users and a single ad-
vanced user is simple to setup with one screen, as beginners do

not need head-tracking to use the bucket technique. Collaboration
between advanced users, i.e using virtual rays and head-tracking,
on the same screen could be implemented with a more complex
hardware setup.3D avatars may also be used for distant collabora-
tion, as multiple environments could be synchronized using Open-
SoundControl messages together with OpenSG internal synchro-
nization features. Following Birnbaum et al. classification, dis-
tribution in space would then be maximized. Another interesting
issue is the immersion of the audience. They may obviously be
equipped with stereoscopic glasses, but one can imagine various
stage setups. Musicians and the audience may both face the same
screen, though musicians may occlude parts of the screen. 3D
avatars may also be used to display musicians while they inter-
act in front of another screen. Future work will investigate these
different issues.
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[4] T. Mäki-Patola, J. Laitinen, A. Kanerva, and T. Takala.
Experiments with virtual reality instruments. In Proceedings
of the 2005 International Conference on New Interfaces for
Musical Expression (NIME05), Vancouver, BC, Canada,
2005.

[5] R. Marczak. Etude d’une représentation hiérarchique liant
micro et macro-structures musicales. Master’s thesis,
University of Bordeaux, 2007.

[6] A. G. Mulder. Design of virtual three-dimensional
instruments for sound control. PhD thesis, Simon Fraser
University, Canada, 1998.

[7] J. Olive and S. Pickles. Fijuu: http://www.fijuu.com/.
[8] R. Polfreman. Frameworks 3d: composition in the third

dimension. pages 226–229, Pittsburgh, USA, Carnegie
Mellon University, 2009.

[9] I. Poupyrev, S. Weghorst, M. Billinghurst, and T. Ichikawa.
Egocentric object manipulation in virtual environments:
Empirical evaluation of interaction techniques. 1998.

[10] X. Rodet, F. Gosselin, P. Mobuchon, J.-P. Lambert,
R. Cahen, T. Gaudy, and F. Guedy. Study of haptic and
visual interaction for sound and music control in the phase
project. In Proceedings of the 2005 International
Conference on New Interfaces for Musical Expression
(NIME05), Vancouver, BC, Canada, 2005.

[11] G. Weinberg, R. Aimi, and K. Jennings. The beatbug
network: a rhythmic system for interdependent group
collaboration. In NIME ’02: Proceedings of the 2002
conference on New interfaces for musical expression, pages
1–6, Singapore, 2002. National University of Singapore.

[12] M. Wozniewski, Z. Settel, and J. Cooperstock. A spatial
interface for audio and music production. In Proceedings of
the International Conference on Digital Audio Effects
(DAFx), 2006, 2006.

Proceedings of the 2010 Conference on New Interfaces for Musical Expression (NIME 2010), Sydney, Australia

197



Contents

Curriculum Vitae vii

Introduction 1

1 Mobile 3DUI 7

1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

1.2 Interaction from keystrokes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

1.2.1 Jump and Refine . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

1.2.2 Z-Goto . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

1.3 Interaction from the mobile device touch-screens . . . . . . . . . . . . . . . . . . . 11

1.3.1 Improving stylus interaction with elastic feedback . . . . . . . . . . . . . . 11

1.3.2 Sketchball . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

1.4 New inputs for mobile devices . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

1.4.1 Tangimap for bi-manual interaction . . . . . . . . . . . . . . . . . . . . . . 15

1.4.2 3 DOFs elastic controller . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

1.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

2 Touch-based Interaction 21

2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

2.2 Navidget . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

2.2.1 The technique . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

2.2.2 Usages . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

2.3 Towards multi-touch interaction with 3D data . . . . . . . . . . . . . . . . . . . . . 24

2.3.1 Seemingly good ideas . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

2.3.2 Extending 2D RST to 3D objects . . . . . . . . . . . . . . . . . . . . . . . 26

2.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

79



CONTENTS CONTENTS

3 Immersive Interfaces 31

3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

3.2 Input devices . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

3.2.1 The CAT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

3.2.2 PIIVERT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

3.2.3 Opportunistic music . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

3.3 Image-Sound-Human interaction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

3.3.1 Audio-visual mapping . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

3.3.2 Interacting with the sound . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

3.3.3 A new virtual instrument for immersive performances . . . . . . . . . . . . 36

3.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

4 Perspectives and Conclusion 39

4.1 Future work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

4.1.1 Touch-based 3DUI, again. . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

4.1.2 Creation of 3D content for non-expert users . . . . . . . . . . . . . . . . . . 40

4.1.3 Usage-guided interaction and immersive interaction for everyone. . . . . . . 41

4.2 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

Bibliography 44

Appendix 51

80


