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Ecole Doctorale: Mathématique, Science et Technologie de l’Information
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Couplage mouvements articulés — vision stéréoscopique:
une approche projective

Résumé Cette thèse propose un nouvel éclairage sur le couplage de la
vision stéréoscopique avec le mouvement articulé. Elle développe tout par-
ticulièrement de nouvelles solutions s’appuyant sur la géométrie projective.
Ceci permet notamment l’utilisation des caméras non-calibrées.

La contribution de cette thèse est d’abord une nouvelle formulation géo -
métrique du problème. Il en découle des solutions pratiques pour la modéli-
sation, l’étalonnage, et la commande du système. Ces solutions suivent une
approche “coordinate-free”, généralisées en une approche “calibration-free”.
C’est à dire, elles sont indépendantes du choix des repères et de l’étalonnage
des caméras.

Sur le plan pratique, un tel système projectif peut fonctionner sans con-
naissance a priori, et l’auto-étalonnage projectif se fait de manière automa-
tique. Les modèles proposés sont issues d’une unification projective de la
géométrie du système plutôt que d’une stratification métrique. Pour un as-
servissement visuel, les modèles obtenus sont équivalents aux modèles clas-
siques. D’autres questions pratiques ont ainsi pu être abordées d’une nouvelle
manière: la commande de trajectoires visibles et méchaniquement realisables
dans l’espace de travail entier.

Sur le plan théorique, un cadre mathématique complet est introduit.
Il donne á l’ensemble des objets impliqués dans un asservissement visuel
une représentation projective. Sont notamment etudiés, l’action des joints
rotoïdes et prismatiques, les mouvements rigides et articulés, ainsi que la
notion associée de vitesse projective. Le calcul de ces représentations est de
plus explicité.

mots clés: asservissement visuel, stéréo non-calibrée, cinématique
spécialité: Informatique (Imagérie, Vision, Robotique)
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Closing the loop between articulated motion and stereo vision:
a projective approach

Abstract In this thesis, the object of study are robot-vision systems
consisting of robot manipulators and stereo cameras. It investigates how to
model, calibrate, and operate such systems, where operation refers especially
to visual servoing of a tool with respect to an object to be manipulated.

The main contributions of this thesis are to introduce a novel, “projec-
tive” geometrical formalization of these three problems, and to develop novel
coordinate- and calibration-free solutions to them.

The impact in practice: the “projective” systems can operate with less
priori knowledge. Only metrically unstratified but projectively unified pa-
rameters are needed to “calibrate” a fully operational model of the system.
This can be done automatically with a self-calibration method. As far as
visual servoing is concerned, the projective models are equivalent to classical
ones. Also, their particular properties allow new answers to open questions
in visual servoing to be found, such as how to control trajectories that are at
the same time visually and mechanically feasible over the entire work-space.

The impact on theory: a novel and complete projective framework has
been introduced, that allows calibration-free representations for all basic ge-
ometrical objects relevant to visual servoing, or to camera-based perception-
action cycles in general. Most important are the projective representations
of rigid- and articulated motion, as well as the respective notion of projective
velocities. Effective computational methods for the numerical treatment of
these representations were also developed.

keywords: visual servoing, uncalibrated stereo, coordinate-free kine-
matics
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Kopplung von artikulierter Bewegung und Stereosehen:
ein projektiver Ansatz

Zusammenfassung Die vorliegende Dissertation betrachtet Hand-Auge-
Systeme bestehend aus einem Roboterarm und einer Stereokamera, mit dem
Ziel einer sichtsystemgestützten Führung und Regelung des Roboters. Die
Fragestellung umfaßt dabei die Umsetzungschritte Modellierung, Kalibrie-
rung und Betrieb eines solchen Systems, wobei die Positionierung von Werk-
zeugen bezüglich der zu manipulierenden Werkstücke als Anwendungsbeispiel
herangezogen wird.

Der wissenschaftliche Beitrag besteht in der Formulierung eines neuarti-
gen Ansatzes zur mathematischen Beschreibung der Systemgeometrie, dessen
formale Darstellungen nur auf Mittel der projektive Geometrie zurückgreift.
Dazu kommen durchgängig projektive Lösungen für die drei Umsetzungss-
chritte. Sie zeichnen sich insbesondere durch Unabhängigkeit sowohl von der
Wahl des Koordinatensystems als auch von der Kamerakalibrierung aus.

Auswirkungen auf die Praxis können entsprechend “projektive” Hand-
Auge-Systeme haben, die auch ohne Vorgaben zur Systemkalibrierung in Be-
trieb gehen können. Hierzu wird die zuvor noch in metrische und projective
Parameter aufgetrennte Kalibrierung durch eine vereinheitlichte projektive
Parametrierung ersetzt, die automatisch mit einer Selbstkalibriermethode
bestimmt wird. Beide Parametrierungen sind, zumindest zum Zwecke der
bildbasierten Regelung, gleichwertig. Weiterhin ergab diese Parametrierung
auch neue Antworten auf noch offene Fragestellungen, wie die Roboter-
führung entlang von wohldefinierten Trajektorien, die sowohl unter mech-
anischen als auch unter visuellen Gesichtspunkten vom Hand-Auge-System
realisierbar sind.

Auswirkungen auf die Theorie liegen in dem erstmals eingeführten pro-
jektiven Formalismus zur kalibrierunabhängigen Darstellung, welcher alle
grundlegenden Bestandteile von Hand-Auge-Systemen umfaßt und somit als
vollständig bezeichnet werden kann. Hervorzuheben sind hierbei die projek-
tive Darstellung starrer und artikulierter Bewegungen sowie der entsprechen-
den Geschwindigkeitsbegriffe. Der theoretische Beitrag wird noch aufge-
wertet durch die Formulierung und Umsetzung der rechnerischen Methodik
zur numerischen Behandlung der projektiven Darstellungen.
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Chapter 1

Introduction

1.1 Motivation

The human capacity to control movements based on visual perceptions is
called hand-eye coordination. By analogy, a technical system build from
video cameras, robotic actuators, and computing devices should also be ca-
pable of hand-eye control. A technology called “visual servoing” implements
such “perception-action-cycles” as a closed-loop robot control, where feed-
back and set-points are video-images captured on-line.

Human hand-eye coordination nicely exemplifies the various charac-
teristics and potentials of this paradigm. From primitive tasks like reaching
and grasping, through still simple tasks like tracking, pointing, and shoot-
ing, to skilled craftsmanship and precision manufacturing, the various com-
plexities of hand-eye skills remind of an evolution from gatherer, through
hunter or warrior, to craftsmen. The latter are a good example how hu-
mans acquire skills very efficiently from learning-by-doing or, more precisely,
from learning-by-seeing. For example, photos, sketches, or exploded-views
in assembly instructions for take-away furniture or construction-toys (Fig.
1.1) can be seen as high-level “programs” for sequences of hand-eye skills,
that almost anybody can follow. Finally, standardized engineering-drawings,
CAD/CAM file formats, and in particular the connection of CNC machining
with vision-based quality-control marks the transition from human towards
technical hand-eye-coordination.

Technical hand-eye-coordination should ideally be as flexible, effec-
tive, and intelligent as its human counterpart, while retaining the speed,
efficiency, and power of machines. These dual goals mean that hand-eye-
coordination is at the crossroads between artificial intelligence and machine
vision in computer science, robot- and video-technology in engineering sci-
ence, and fundamental control theory, mechanics, and geometry in applied
mathematics. In very general terms, the overall aim is to produce a desired
3D motion of the manipulator by observing its position and motion in the

16
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Figure 1.1: A hand-eye sketch from an assembly manual for a do-it-yourself
lamp (left), and an exploded-view describing a construction-toy (right).

images, and using these observations to calculate suitable controls for the
actuators. For expressing the interaction between perceptions and actions, it
is therefore necessary to model the geometry of the system, and to calibrate
it.

From a merely scientific point-of-view, Euclidean geometry provides
ready-to-use concepts like rigid motion, kinematics, and linear camera op-
tics, which make the geometric modeling of the robot-camera system straight-
forward. However, “calibration” – identifying all parameters such a visual
servoing system under real-world conditions – remains a difficult and time-
consuming problem, both, technically and methodologically.

Distances measured in a Euclidean ambient space allow for the control-
error to be defined in workspace, for it to be visually measured, and for a
corresponding workspace-based control-law to be derived. Whenever such a
control-loop servos the robot actuators to drive the distance-error to zero, it
is ensured that the hand-eye-coordinated action or motion has achieved to
desired target. Think of an assembly task specified for instance in terms of
a drawing, e.g. of take-away furniture. It would be considered completed as
soon as the video-image shows the various parts to have the desired align-



CHAPTER 1. INTRODUCTION 18

ment. Here, all the visual servoing loop does is to control the robot towards
a position at which the video image captured by the on-line camera is in
perfect alignment with the default image on the drawing. Obviously, this re-
quires the on-line camera to be calibrated with respect to the drawing. This
is related to the problem of camera calibration, for which various approaches
already exist.

Off-the-shelf calibration uses manufacturer data, calibration devices,
and on-site manual measurements to identify and estimate the model pa-
rameters. Although the results obtained often lack stability and accuracy,
and in some cases only a coarse guess is possible, the robustness inherent in
the hand-eye approach ensures that the control still converges in most cases.
However, systems that require accurate high-speed tracking of complex tra-
jectories for global operability across the whole 3D-workspace, usually are
only feasible if the quality of calibration is better than coarse.

More recent calibration techniques, especially for self-calibration of
video cameras, use recent results in “uncalibrated” computer vision to iden-
tify camera parameters without prior knowledge of either the present en-
vironment, or the factory-given parts of the system. Although these tech-
niques are rapidly becoming mature, they apply only to the “eye”, while
the “hand”, the arm, and in particular the hand-eye relation still require
an external calibration in form of a sophisticated procedure, called “hand-
eye-calibration”. Moreover, a prior kinematic model of the robot is still
required, e.g. from the manufacturer, deviations from which greatly influ-
ence the overall coherency and accuracy of the system and its calibration.

Coordinate-free methods seek formal representations, distance met-
rics, and computational algorithms that are independent of ad-hoc choices
of coordinate-systems. Geometrically, the latter often refer to a profusion of
frames associated with the various components to be modeled. For instance,
a classical model would allocate frames on robot-base and -hand, on each
linkage, on the tool, and on the camera. The hand-eye link or Denavit-
Hartenberg parameters of each linkage are examples of representations that
fail to be coordinate-free. A coordinate-free representation, in contrast,
would be based on joints rather than linkages, and would represent them by
their respective group actions on the ambient three-space. Such representa-
tions often have fewer singularities, and greater generality, giving a theory
that is both more powerful and more flexible, revealing the inherent nature
of the underlying problem.

From an abstract scientific point of view, projective geometry de-
scribes the geometric space of optical rays through a center of projection, and
provides the mathematical concepts for perspective projection, geometrical
infinity, coordinate-systems based on cross-ratios, and respective perspective
transformations. Recent research in computer vision has successfully used
these tools to model “uncalibrated” cameras, and to coherently describe the
geometry of multiple uncalibrated cameras. In this context, “uncalibrated”
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means “calibration-free”, i.e. the metric parameters describing the camera
lens, the physical dimensions of the CCD, and their relation with the frame
grabber output are entirely unknown. These metric parameters are replaced
by projective ones, such as the linear product with a projection matrices.
For instance, the epipolar geometry of an uncalibrated camera pair can be
encoded as a pair of projective matrices, which in turn allow stereo triangu-
lation of the environment in a three-dimensional projective space.

Image-based methods are a class of techniques, for which projective
calculations are particularly well-suited.

For instance, two images of a scene are equivalent to a 3D projective
reconstruction. Images taken from different view-points, using possible dif-
ferent lenses or cameras, or different acquisition systems, can be related
to the original one by a projective transformation. As everything can so be
expressed in terms of images coordinates, the metric information does some-
how “cancel out”. In this sense, the metric calibration and the displacement
of the cameras become transparent, i.e. they no longer appear explicitly in
the equations.

For example, as soon as a pair of images depicts an object-tool align-
ment, it corresponds to a calibration-free representation of the underlying
assembly task, which is already well-suited for a visual servoing to be ap-
plied.

Calibration- and coordinate-free methods are analogous in the
sense that they aim produce algebraic frames suitable for representing the
geometry underlying the problem, and sometimes even geometric algebras
naturally arising from it. In hand-eye-coordination, they are complementary,
in the sense that coordinate-free representations of the action domain and
calibration-free representations of the perception domain cover both aspects
of hand-eye coordination. Moreover, the similarity of the two paradigms
suggests that their fusion is worth investigating, in particular in the context
of stereo-based hand-eye systems.

1.2 Problem formulation

The thesis seeks to give new solutions to the problem of hand-eye coordina-
tion, with special emphasis on the visual servoing of a robotic cell consisting
of a stereo camera and a manipulator arm (Fig. 1.3). One common applica-
tion is grasping an object from camera observations of the work-space (Fig.
1.2). In contrast to existing approaches, the general case of “uncalibrated”
cameras is considered, which necessitates the integration of projective ge-
ometry with known techniques for visual servo control. The uncalibrated
stereo rig spans a projective ambient space, whereas robot kinematics are
commonly formulated in Euclidean space. One can ask whether a projective
analogue to classical kinematics exists, and whether such an approach is



CHAPTER 1. INTRODUCTION 20

Figure 1.2: “Visual servoing” stands for hand-eye coordination in a closed
control loop. Its set-point is a target image e.g. of a grasp, and its error-
signal is usually the distance between current and target image.

computationally feasible. More generally, can the integration of calibration-
free vision and coordinate-free mechanics bring about a unification of rep-
resentations, as well ?

A detailed formulation of the problems investigated is as follows:

• Given an uncalibrated stereo system capturing projective observations
of a dynamic scene, is a notion of “projective motion” well-defined, and
how can it be represented, calculated, and accurately estimated? How
can this be done for general rigid-object motions, for elementary robot-
joint motions, and for general articulated motions? Given an articu-
lated mechanism, is a notion of “projective kinematics” well-defined,
how can it be represented, calculated, and accurately estimated – “pro-
jective robot calibration” ? Can the forward and inverse kinematics
be solved projectively, i.e. in terms of mappings between joint-space
and projective-space motions? What are the infinitesimal analogues
of this?

• Given a robot manipulator operating inside a projectively observed
workspace, is a notion of “projective control-error” well-defined? How
can a law for “projective servo control” be derived and calculated?
Does it converge? How can this be done for set-points and features
in a single image, in an image pair, and directly in projective space?
Considering joint-velocity control, is a notion of “projective dynam-
ics” well-defined1, how can projective velocities be represented, calcu-

1We will consider only first-order motion parameters, here. Acceleration and forces
will not be taken in account.
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lated, and applied? Velocities of rigid-object motion, of points, and
also of planes? Based on a dynamic model of the interaction between
joint-space and image-space, can the forward dynamics, mapping joint-
velocities onto image-space velocities, and the inverse dynamics, map-
ping the image-velocities required to annihilate the control-error onto
the required joint-velocity command be solved projectively?

• Given an alignment task in a calibration-free representation, is a notion
of “projective trajectory” well-defined, and how can it be represented,
calculated, and adapted to the task? Given an alignment of all six
degrees of freedom of a rigid body, is a notion of “projective Carte-
sian motion” 2 well-defined, and how can it be represented, derived,
and calculated? Based on the object’s projective displacement or al-
ternatively on the projective dynamics of object points and -planes,
how can the alignment be decomposed into projective translations and
projective rotations, and can the robot motions that drive these ele-
mentary motions be used to produce the desired Cartesian trajectory?
Is the solution still image-based or can a “direct projective control”
be done? Can the trajectory approach cope with restricted visibility,
large rotations, and global validity in work-spaces?

1.3 Organization of the manuscript

The manuscript is organized in 7 core chapters, enclosed by an introduc-
tory and a concluding chapter, followed by a number of appendices. Below,
a chapter-by-chapter overview on contributions and impact is given. The
organization of the chapters themselves follows the general guideline: alge-
braic characterization, geometric interpretation, analytical and differential
properties, computational and numerical methods, experimental validation
and evaluation.

• Fundamentals: In this precursory chapter, the concepts fundamental
to this thesis are recapitulated and restated using the terminology and
formalisms adopted also in the succeeding chapters. Basically, these
are the projective geometry of uncalibrated stereo vision, and respec-
tive 3D-reconstruction in projective space. The rigid-stereo assump-
tion is made, on which most results of this thesis are based. Equally
important are the geometry and representations of the displacement
group as well as its differential geometry and the velocities of rigid
motion. The integration of these two concepts then allows the notion
of projective motion to be defined as the homographic transformations
arising from rigid motion observed in a projective space, i.e. captured

2Cartesian motions move a fixed point on the body along a straight line and rotate the
body only about this point.



CHAPTER 1. INTRODUCTION 22

Figure 1.3: Modelling of a robotic work-cell using a stereo camera pair.

with a rigid stereo rig. Finally, the basic computational methodol-
ogy for calculating reconstructions and homographies is given in great
generality, allowing for instance also line and plane features to be con-
sidered.

• Projective Translations: This chapter introduces the calibration-
free representation for the projective translation group, and character-
izes the properties of this Lie group and its Lie algebra. It provides
efficient computational techniques for calibration, forward- and inverse
kinematics of prismatic joints, as well as for affine stereo calibration,
which range from algebraic closed-forms, linear methods, to numer-
ical optimization. The methods have been validated and evaluated
experimentally.

• Projective Rotations: This chapter introduces the coordinate- and
calibration-free representation for the projective rotation group, and
characterizes the properties of this Lie group and its Lie algebra. “Ro-
tation” refers to an axis which may have an arbitrary position in space,
e.g. the single joints of a six-axis industrial manipulator. Efficient com-
putational techniques for calibration, forward- and inverse kinematics
of revolute joints are provided, as well as for a pan-tilt actuated stereo
rig. The methods range from algebraic closed-forms, linear methods,
to numerical optimization. The basic method is validated and evalu-
ated experimentally on a pan-tilt mechanism.
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• Projective Kinematics: This chapter combines the results of the
two preceding ones to introduce coordinate- and calibration-free rep-
resentations for projective articulated motion, in form of a product-of-
exponentials. This comprises projective representations for the static
as well as dynamic kinematics of a robotic mechanism. The latter
has the form of a Jacobian relating joint-velocities to velocities of pro-
jective motion, or to image velocities. The chapter provides efficient
computational techniques for stereo-based self-calibration of a robot
manipulator, and for its forward kinematics as well as forward and
inverse kinematics of the velocity model. The methods range from the
sound analytic form of the Jacobian and forward kinematics, over a
linear matrix representation of the joints-to-image Jacobian, to a large
bundle-adjustment for the non-linear refinement of the calibration ac-
curacy. Additionally, a stratification of the kinematics is investigated.
The methods are validated and evaluated experimentally in a self-
calibration experiment of a six-axis industrial manipulator.

• Projective Inverse Kinematics: This chapter relies on the devel-
opments in the preceding chapters and details solutions to the inverse
kinematic problem for standard industrial manipulators. The contri-
bution is to solve this problem from a projective kinematic model, only,
which is more difficult than in the metric case, since only angular but
no distance measures are available. It is a projective solution which
renounces stratifying the representations. The main interest is in find-
ing a restricted initial solution for initializing a subsequent numerical
refinement. Moreover, the modular geometric solution had a strong
impact on the subsequent chapter, in particular on the algorithm for
finding the elementary components of an alignment task.

• Projective Trajectories: Two approaches to generate the trajec-
tories of Cartesian motions from projective data are developed. The
first is based on a projective displacement and affine stratification to
identify a translational component. The second is based on projective
velocities, and on constraining the motion of a face on the object under
consideration. The same trigonometric formulae as in the inverse pro-
jective kinematics are arising. Cartesian trajectories are then created
as a product-of-exponentials of projective translations and one or two
concentric rotations. Additionally, the visibility of the face is taken
into account. The methods are tested on simulated realistic data.

• Projective Visual Control: Two distinct approaches to visual robot
control are developed. The first consists in image-based visual servo-
ing based on a projective kinematic model. It is presented in great
generality where the numerous varieties of this approach are shown as
special cases of a coordinate-free formulation of the system. In partic-



CHAPTER 1. INTRODUCTION 24

ular, the equivalence of the hand-eye and independent-eye systems is
shown. Similarly, a calibration-free formulation is possible, assuming
nothing more than a rigid structure associated with the tool, while
camera and robot configurations now may vary.

Besides the 2D-approaches, also a 3D approach can be considered,
where a projective instead of a Euclidean space requires to revisit the
definition of control-error in 3D-points.

Second, the results of the trajectory chapter have given rise to a di-
rectly computed feed-forward for trajectory control of Cartesian mo-
tion. The computations essentials correspond to those done in trajec-
tory generation, while the remaining degrees-of-freedom are considered
as a feedback error, which can be used to avoid singularities or con-
strained visibility.

The basic results are validated on a real visual servoing system, and
the advanced techniques are tested against simulated data.

Notations

For a complete reference on the notations employed throughout this thesis,
please refer to appendix B. Here, only the basic typesetting conventions
for equations shall be stated. Plain Roman type stands for scalars a, b, c,
indices i, j, k, and coefficients h21, k12, where Greek letters denote angles α, θ
and scale-factors γ, λ, µ. Bold type stands for matrices T, H, J, P, which
sometimes are accentuated with ¯ , ˆ , ˇ . Bold italic stands for vectors
q, M , S, m, s, where in the context of point-vectors, uppercase denotes
3D-points while lowercase denotes 2D-points. Finally, calligraphic type is
used for naming frames, e.g. E , A, P.
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1.4 State-of-the-Art

The following synopsis on the state-of-the-art aims to situate this work with
respect to the main approaches and the key-papers in the field. It more-
over aims to relate it to previously published work which has inspired or
influenced the research, and to distinguish it from approaches that show a
certain degree of similarity. Since an innovation coming out of this thesis
is a novel combination of robot control and manipulator kinematics with
computer vision and projective geometry, the bodies of knowledge proper to
both these fields have been of equal importance.

Concerning the research literature on visual robot control, please con-
sult [42] and references there, or [9] in the quite representative collection
[33], for an exhaustive overview on the research literature on visual robot
control. Above that, the theoretical concepts underlying task- and sensor-
based control are abstracted and formalized as the “task-function approach”
introduced in the textbook [65]. Finally, two rather geometrical textbooks
on robotics and kinematics, [66] and [57], have been a rich source of inspi-
ration, and are quite close to the paradigms adopted in this thesis. More
classical treatments are [5], [10], or the very didactic, but concise [55]. Ad-
ditionally, the related problem of robot calibration is well covered by [56].

Concerning literature on computer vision or formerly “robot vision” [40],
a number of excellent textbooks are already available for an in-depth and
rather complete coverage of nowadays available solutions and computational
methods: [37], [20], or [45] and more recently [29], which are very close to the
scientific approach adopted in this thesis. In addition, a new collection of
research work concerned with unifying the geometric approaches to robotic
as well as vision problems is since recently available in [69].

One of the scientific pillars this thesis has been founded on is the notion
of “projective motion”, more precisely “projective rigid motion”. It can be
considered as a unifed formal and computational framework related to the
classical problems in computer vision, such as pose, structure-from-motion
(SFM), and binocular stereo vision. In this context, it is of interest what
level of prior knowledge of camera calibration is required, since a fundamen-
tal question addressed in this thesis is what degree of calibration is inherent
to the visual robot control, and what requirements have been made in the
past just for the sake of technical convenience.

Object pose [27] from a single image requires both, a metric model of
the object and the camera’s intrinsic parameters in these metric units. This
notion has given rise to the so-called position-based approach to visual ser-
voing, see e.g. [80], for instance, or [75] which emphasizes more the pose-
tracking problem. Structure from motion (SFM) [48] – more precisely struc-
ture and motion from an image pair – requires the intrinsic parameters, only,
and yields a metric model of the object and the camera’s motion in between
the images, up-to a length scale, only. Visual servoing based on this has
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been proposed in [73] for instance. A highly relevant special case is that of
a planar object and its partial pose captured by the homography between
two images of one and the same plane [6]. A respective visual servoing law
has been introduced in [52], and extended to non-planar objects.

When internal camera calibration is no longer available, but only image
correspondences, the essential matrix representing SFM becomes the funda-
mental matrix representing the epipolar geometry of an image pair [49]. It
is determined from at least eight points, and linear estimation is feasible and
efficient [31]. Basic visual “homing” based on epipoles is actually proposed
in [1]. Above that, the fundamental matrix allows for three-dimensional re-
construction of scene-structure. In the uncalibrated case, [22], [30], it allows
to recover structure and camera motion up to a fixed but unknown pro-
jective transformation of the ambient space. Approaches to visual servoing
which are trying to cope with such ambiguities are described in [25], [24],
and [46]. A theoretical framework based on geometric algebras has been
proposed in [2].

Reconstruction can be extended to a series of images, where respective
factorization-based methods for multi-view reconstruction have successfully
been applied , first to affine [74], and then to projective cameras [71]. Com-
mon to most of these formulations is that the camera moving in or around a
static scene is considered, and that it is camera motion which is recovered. In
contrast, these methods cannot be applied immediately to a dynamic scene
containing multiple objects moving relative to each other. Therefore, visual
robot control, especially if an independently mounted camera is considered
[39], is demanding rather for a sensorial system that yields a dynamic three-
dimensional reconstruction of a dynamically changing environment. In the
most general case, uncalibrated reconstruction is projective, and the respec-
tive notion of three-dimensional dynamics in a projective ambient space is
“projective motion”, as proposed in this thesis. In case of Euclidean three-
space, discrete motion and pose is recapitulated in [82]. In the 2D projective
case, the continuous motion seen by a single uncalibrated camera has been
developed up to first-order in [77].

Projective motion output can be provided by stereo vision, which is con-
sidered in combination with a computational method for triangulation as a
proper device for triangulation, briefly called a “stereo camera”. The article
[32] introduced such a method for triangulation, and discusses its properties
when applied to ambient spaces of various geometries, from Euclidean to
projective. Besides this polynomial solution in closed-form, a general itera-
tive method, and also methods for reconstruction of lines have been proposed
in [28] and [34], which are closely related to section 2.6.1, and a respective
method for iteratively estimating projective motion [15], now from various
features is developed in section 2.6.2.

A state-of-the-art application of projective motion is self-calibration of a
rigid stereo rig [17], [83]. This can be done for the stereo camera undergoing
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various types of rigid motion, among them ground-plane motions [11], [3]
with respective degenerate situations [14]. The methods are closely related
to the stratification hierarchy of geometric ambient spaces [21]. Among the
special projective motions, pure translations and pure rotations with its
axis in a general position – actually a general ground-plane motion is a non
coordinate-free instance of a pure rotation – have so far been neglected. Fi-
nally, they have been studied in-depth by the author [58], [59], where in par-
ticular their potential for representing articulated motion and mechanisms
has been exploited. Such motions, sometimes called “singular” motions,
have been investigated with respect to degeneracies of self-calibration [72],
and respective algorithms for partial or constrained estimation of epipolar
geometries [78], camera calibration, or partial reconstructions [50].

However, those works are still using stratified representations, separat-
ing camera calibration and Euclidean representations of motion, although
equivalent projective representations, to which Euclidean and affine camera
parameters are transparent, can indeed be defined, and have been introduced
by the author [60]. Moreover, projective representations of articulated mo-
tion and the kinematics of the underlying mechanism are equally possible,
and respective calibration techniques have been demonstrated as feasible
and accurate [62]. Above that, the notion of projective velocities of a point,
a plane, or a rigid-body moving in a projective ambient space have been
introduced in [61], (section 2.4.3) and [63]. In addition, the relationship
between the chosen frame of the ambient space and the corresponding mo-
tion representations has been revealed (see also A.3), which allows to show
for instance that visual servoing of hand-eye and independent-eye systems
is strictly equivalent from a theoretical point-of-view (section 8.2.1). Last
but not least, the group property of projective displacements, i.e. of projec-
tive rigid motion, its differential geometry as a Lie group, and its algebraic
structure generated by the underlying Lie algebra have been identified [61].
Besides [18], few work has tried to explore the group-theoretical foundations
of the visual servoing problem.

Most of the common approaches to visual servoing are neglecting the
question of modeling or “kinematic calibration” of the robot actuator. Ei-
ther an idealized Cartesian robot is considered [19], [51], or a six-axis in-
dustrial manipulator is operated in the manufacturer’s Cartesian mode [26].
The effect of singularities [53], coupling [8], or inaccurate kinematics, also in
the robot-camera linkage, are investigated rarely, and often no further than
to the argument of asymptotic stability about the convergence of the closed
loop.

Few approaches are controlling the robot-joints directly, and if, the cou-
pling between the robot posture and the visual Jacobian is either covered by
a coarse numerical approximation of a linear interaction model [44], which
is valid only locally, or by an a-priori estimation of the interaction model,
mostly locally around the goal and the robot’s configuration, there [70].
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Convergence of such control laws has been observed, but little can be said
about its performance in work-space, or about trajectories and convergence
properties, there.

The same could be said about a “coarse calibration” of the camera and
the hand-eye linkage, which generally means that factory given values for
focal length, pixel size, and coarse, manual measurements of the hand-eye
parameters are utilized. Again, the closed-loop will assure a narrow con-
vergence for the visual goal to be reached, however, nothing can be said
about performance with respect to the workspace goal, especially in case of
an “endpoint-open” system (see [42]).

“Uncalibrated”, in first instance, refers to a visual task or goal which
is formulated independent of the camera parameters. Clearly, projective
invariance is the underlying concept, and [25], [24] tries to exploit such
basic invariants for a number of simple alignment tasks. In [39] finally, a
tool-to-object alignment in all 6 degrees-of-freedom is developed, based on
a 5-point basis of projective space. This concept is also applied in [46]. The
fact that “endpoint-closed” (see [42]) goals are considered implies the visual
goal to be sufficient for a workspace-goal to be achieved.

Common to all these approaches is the “stratification” of projective cam-
era parameters and projected visual motion against robot parameters or ar-
ticulated motion. This stratification is most evident in [46], where the linear
relationship between a projective frame for the work-space and a Euclidean
frame for the robot is considered. However, the stratification of the model is
vanishing as soon as it is contracted for instance to a robot-image Jacobian
in matrix form [67], [68].

Therefore, the derivation of visual servoing laws based on projective
kinematics representing the actuator, and on projective motion representing
the demanded task and trajectory no longer requires a stratified model,
unless for notational or technical convenience. It still results in respective
interaction matrices, which are strictly equivalent and in which stratified
parameters are transparent. Moreover, it allows for seamless integration
with uncalibrated task-representations, including constrained trajectories,
and projective calibration of robots.

Such an unstratified or “non-metric” visual servoing system obviously
does change the calibration problem. Commonly, this problem has to be
solved for the camera [23], the robot [79], and the camera-robot linkage [76].
The drawback of a stratified step-by-step calibration is that errors in the
previous stage will affect the results of the succeeding steps, e.g. inaccurate
kinematics rather quickly cause a hand-eye calibration to degenerate. Work
already exists which tries to overcome this, [38], however rarely to an extent
that calibration identifies also the kinematic parameters. Especially self-
calibration techniques suffer from their generality and tend to instabilities
due to the few and weak constraints available [72]. In contrast, the projec-
tive self-calibration of a stereo-robot system, as proposed in this thesis, first
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establishes an unstratified model for each robot joint, which yields already
an operational and accurate system. Then, it combines them into a consis-
tent, but still unstratified model of the kinematic robot-stereo interaction.
Finally, if convenient, an a-posteriori stratification of the representations
can be recovered, as well.



Chapter 2

Fundamentals

2.1 Perspective camera and P2

This section describes how the geometry of a perspective camera can be
modeled algebraically in terms of projective plane and its transformation
group, the latter allowing in addition the properties of the CCD video-sensor
and the frame-grabbing device to be modeled.

raster

plane
image

u

v

optical
axis

optical
center

pixel

image

object

Y

X

Z

E

Figure 2.1: Pinhole camera with Euclidean frame.

Euclidean camera frame

For representing a camera or a stereo camera pair, each camera is associated
with a Euclidean frame, denoted E . It is allocated onto the camera in a

30
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standard manner (Fig. 2.1). The optical center becomes the origin, the
optical axis becomes the Z-axis, and the focal plane is taken as X-Y plane,
where CCD-scanlines become the X-axis, but CCD-columns can be skew to
the Y -axis. In such a frame, depth along the Z-axis is always orthogonal to
the image-plane, hence to X- and Y -axis.

The frame E is spanning an ambient space which is Euclidean, and in
which a Euclidean point has coordinates (X, Y, Z)>. It projects onto the
image point (x, y)>(

x
y

)
=

(
fX
Z

fY
Z

)
, with f the focal length.

Here, (x, y)> are coordinates in a plane, which has the principal point as
origin, and the x- and y-axis aligned with E . Note, dividing by the depth Z
makes this projection a non-linear one.

Homogeneous coordinates

Image coordinates can be formally extended to homogeneous ones by an ad-
ditional third row (x, y, 1)>. This allows the 3-vector (X, Y, Z) to represent
a point in E , and at the same time its image projection or equivalently the
direction of its optical ray. In this context, the vector-space is divided into
equivalence classes of non-zero 3-vectors with a free, unknown scale λ.

x
y
1


 =




X
Z
Y
Z
1


 ' λ


X

Y
Z


 , with f = 1.

Thus, as soon as the length unit is set to f , homogeneous coordinates
implicitly express the perspective projection of a pinhole camera (Fig. 2.1).

Infinity

Usually, the representatives for such equivalence classes are chosen to be
vectors with a 1 on the third row, since it is non-zero for all visible points.
Additionally, the general or “projective” homogeneous coordinates allow op-
tical rays to be represented that are actually “invisible”, i.e. that lie in the
focal plane, and so have Z = 0. Formally, these are 3-vectors with a 0 on the
third row. Geometrically, they form a “line at infinity” holding the “vanish-
ing points” or the “directions” of the plane, where opposite directions, i.e.
antipodal vanishing points are identified.

x
y
0


 = lim

τ→∞
1
τ


τx

τy
1


 .
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The set of non-zero homogeneous three-vectors are thus a representation of
the projective plane P2. This geometric space is used in the sequel to model
pinhole cameras and their image-planes.

Intrinsic camera geometry

In practice, there is still a transformation between the Euclidean image-plane
(x, y, 1)> as a geometric entity, and the video-image (u, v, 1)> as a 2D-signal
captured by the CCD and processed by the frame grabber. In (2.1), such a
video-image is described in pixels of width 1/ku and height 1/kv, with skew
kuv, where u0 and v0 are the pixel-coordinates of the principal point.

K =

[
ku kuv u0
0 kv v0
0 0 1

]
, (2.1)


u

v
1


 = K


x

y
1


 ' K


X

Y
Z


 . (2.2)

Please note, K is strictly speaking an affine transformation or an “affin-
ity”, as the last row shows, whereas ' denotes projective equality up-to-
scale.

Image transformations

The homogeneous coordinates in the projective plane P2 allow to represent
projective transformations linearly in terms of the projective group PGL(2),
whose elements are “homographies” or 2D-“projectivities”. They are repre-
sented as 3× 3 homogeneous matrices H ∈ PGL(2) in such a context1. For
example, the transformations of an image resulting from a camera rotating
about its optical center are always such projectivities. In consequence, mis-
alignments between the optical axis and the image-plane can so be modeled,
e.g. a CCD failing to be exactly parallel to the focal plane.

u
v
1


 '= K R ·


X

Y
Z


 . (2.3)

Still, algebraic QR-decomposition allows an arbitrary homography H to be
rewritten in form of an upper triangular matrix K times an orthonormal
matrix R, i.e. a rotation. Similarly, the later introduced three-dimensional
projective space (2.7) will allow for a linear representation of perspective
projection, although it is analytically a non-linear one.
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Figure 2.2: Pinhole camera with affine frame.

Affine camera frame

Based on K, an affine camera frame A, is well-defined, which can be thought
of as being allocated onto the camera (Fig. 2.2). It spans an affine ambient
space in which 3D-points are represented as (U, V, W )>, where U and V hold
pixel-coordinates, and W holds depth-coordinates parallel to the optical axis
in f units. It is indeed a general affine frame and no longer a Euclidean one,
since the U - V -axes are skew, and since their scales differ, especially from
the one on the W -axis.

u
v
1


 =




U
W
V
W
1


 '


1 0 0

0 1 0
0 0 1





 U

V
W


 .

Note, in this particular frame, A, the camera parameters are trivially the
identity I.

2.2 Stereo camera and P3

Consider now a pair of pinhole cameras mounted onto a stereo rig, briefly
called a “stereo camera” (Fig. 2.3). The basic properties of such a system are
recapitulated in this section. It is presented as a triangulation device which

1The notation H is mainly used for space homographies, introduced later. Normally,
the dimension of a homography can be distinguished from its mathematical context.
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can be operated either in metric, in affine, or in projective mode, depending
on the present degree of calibration. Such a device is used to recover a
reconstruction of the three-dimensional workspace in the respective ambient
space: Euclidean, affine, or projective camera-space, denoted E , A, or P.

This section concludes with the “rigid stereo assumption”, which most
results of this thesis are based on. Briefly, it states that a stereo camera
with a fixed geometry results in the transformations between the respective
ambient spaces to be constant, as well.
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m

m’

rigid object

3D point

image plane
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optical ray

right
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image point
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rigid
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Figure 2.3: Stereo camera with Euclidean frame.

Extrinsic geometry

Consider a pair of Euclidean frames, E and E ′, on the left and right camera.
Then, the extrinsic geometry of the rig is described by the pose of the right
camera with respect to the left one. This is expressed as a rotation R
followed by the translation t, which would move the right frame onto the
left one, or analogously, which transforms the coordinates in the left ambient
space to the right ones, indicated by a prime:(

X′
Y ′
Z′

)
= R

(
X
Y
Z

)
+ t.

The formal extension to a homogeneous fourth coordinate – see section 2.3
for a rigorous treatment – allows this transformation, which is non-linear in
the summed form above, to be represented linearly as a single multiplication
with a 4 × 4 matrix:(

X′
Y ′
Z′
1

)
=

[
R t
> 1

] (
X
Y
Z
1

)
=

(
R

(
X
Y
Z

)
+t

1

)
. (2.4)

Note, such matrices represent always a displacement, and thus represent the
so-called “special Euclidean group” SE(3).
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Infinity
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Figure 2.4: Plane at infinity in projective space P3.

In a Euclidean, and also in an affine context, a point homogenized to 1 is
always a finite point, whereas points at infinity formally have a 0 on the forth
row. Geometrically, they can be interpreted as vanishing points or “direc-
tional” points of an endlessly2 continued translation along t = (X, Y, Z)>

(Fig. 2.4). Since τ is unsigned, these directions are unoriented, and two
antipodal vanishing points are thus coincident.(

X
Y
Z
0

)
= lim

τ→∞
1
τ

(
τX
τY
τZ
1

)
. (2.5)

Please note, this simple formal distinction between finite and infinite points
is only valid in Euclidean or affine frames. A necessary condition on Eu-
clidean and affine transformations is therefore that they leave this property
invariant, which is indeed assured by the fourth row of a respective matrix
equal (0, 0, 0, 1). ( ∗∗∗

ρ

)
=

[ ∗ ∗ ∗ ∗∗ ∗ ∗ ∗∗ ∗ ∗ ∗
0 0 0 1

] ( ∗∗∗
ρ

)
.

So, a>∞ = (0, 0, 0, 1) necessarily are the Euclidean coordinates of the “plane
at infinity” which contains all directional points.

Euclidean stereo camera

For the moment, let us continue with the classical modelling of a stereo
camera, but let us use rigorously P3 and P2 to represent points in three-
space and in the image-planes, respectively.

2This limit has to be understood as the limit of a normalized coordinate vector.
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For a vector X holding homogeneous Euclidean coordinates in E , the
left and right cameras can be written as in (2.7), where K′ are the right
intrinsic parameters:

m ' PE X, m′ ' P′
E X, where (2.6)

PE =

[
K

∣∣∣∣ 0

]
, P′

E =

[
K′R

∣∣∣∣K′t

]
. (2.7)

Affine stereo camera

For a vector N holding homogeneous coordinates in A, the left projection
matrix is the trivial one, and the right projection becomes respectively

m ' PA N , m′ ' P′
A N , where (2.8)

PA =

[
1 0 0 0
0 1 0 0
0 0 1 0

]
, P′

A =

[
K′RK−1

∣∣∣∣K′t

]
. (2.9)

Interestingly, for points at infinity N∞ = (U, V, W, 0)>, the so-called infinity-
homography H∞ is well-defined, which maps their left images m∞ onto right
images m′∞:

H∞ = K′RK−1, m′
∞ = H∞m∞.

Additionally, since t relates to the left optical center in E ′, the right epipole
equals e′ = −K′t.

Projective stereo camera and epipolar geometry

Consider a number of 3D points M , and their matching left and right images
m and m′. Convince yourself that the two optical centers together with the
3D-point M form a plane which cuts the two image-planes in a line, each
(Fig. 2.5). Its algebraic formulation is the epipolar constraint in form of a
3 × 3 matrix, the so-called “fundamental matrix” F.

m>Fm′ = 0. (2.10)

It maps a right image point m′ to its corresponding epipolar line Fm′

in the left image, on which m must lie. It has been shown that at least
8 such point-correspondences determine the so-called epipolar geometry of
the stereo camera (Fig. 2.5).

In the “uncalibrated” or “projective” case, the intrinsic parameters K, K′,
and the extrinsic parameters R, t are supposed not to be known. In spite of
that, a pair of projection matrices can be derived, which is consistent with
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Figure 2.5: Stereo camera pair with epipolar geometry and projective frame.

the present epipolar geometry. In [30], it is shown how a right projection
matrix consistent with F can be defined,

m ' PP M , m′ ' P′
P M , where (2.11)

PP =
[

1 0 0 0
0 1 0 0
0 0 1 0

]
, P′

P =
[
[e′]F + e′a>

∣∣∣∣e′
]
, (2.12)

and (a>, 1) is an arbitrarily fixed 4-vector.

Triangulation

From a more abstract point-of-view, the above three projections (2.7),(2.9),
(2.12) are three different models of one and the same stereo camera pair.
They differ in the ambient space they are expressed in, Euclidean, affine, or
projective. So, they differ in the camera frame a respective 3D-reconstruction
refers to: E , A, or P. Geometrically, each of the equations (2.6), (2.8), or
(2.11), describes a pair of optical rays (see section 2.6.1). Solving homoge-
neous equations like the one in (2.13) for X, N , or M , amounts to inter-
secting these rays, and yields a triangulation [32] of the respective ambient
space relative to its proper coordinate frame.

projective:

[[
1 0 -u
0 1 -v

] · PP[
1 0 -u′
0 1 -v′

] · P′
P

]
ρM = . (2.13)
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Figure 2.6: Stereo image-pair of a robot arm, matches, and their epipolar
lines illustrating the pair’s epipolar geometry.

Homographies

Remember, the “projective three-space” P3 is the set of all finite and infi-
nite points. They are represented by equivalence classes of non-zero, ho-
mogeneous 4-vectors M = ρ (U, V, W, 1)> with a well-defined scale ρ. The
corresponding transformation group are the spatial “homographies” or 3D-
“projectivities”, always denoted as H ∈ PGL(3). This group is commonly
written as 4× 4 homography matrices, which in general will alter a vector’s
forth row

M ′ = γ

[
h11 h12 h13 h14
h21 h22 h23 h24
h31 h32 h33 h34
h41 h42 h43 h44

]
M .

It is worthwhile regarding how such homographies are well-defined. Since
each point has 3 “degrees-of-freedom” (dof), and the homography matrix has
15 dof, 5 points in general position are necessary and sufficient for a matrix H
to be well-defined, up to a scalar γ, however. So, five pairs of corresponding
4-vectors Ap and Bp, which actually amount to a pair of corresponding
projective frames, allow the linear transformation between the two frames,
A and B, to be calculated algebraically as follows [12].

λpAp = HBp, p = 1, . . . , 5

[B] =

[
B1 B2 B3 B4

]
, [A] =

[
A1 A2 A3 A4

]

In the first instance, four points define an intermediate 4× 4 matrix H∗ re-
lated to the solution by four scalars D = diag (λ1, λ2, λ3, λ4) on the columns.

H∗ = [A]D[B]−1.
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Figure 2.7: Illustration of levels in stratification hierarchy (left to right):
Euclidean, scaled Euclidean, affine, projective.

They are in fact determined by the fifth point:

(λ1, λ2, λ3, λ4)> = diag (A5)−1H∗B5, such that

H = λ5Adiag (λ1, λ2, λ3, λ4)B−1.

Basis of projective frame

The fact that the number of points defining a 3D-projectivity is five implies
that a projective frame requires as well five points in general position to be
well-defined. In other words, a “basis” of P3 consists of five 4-vectors, where
the standard notation of such a basis is the following

E1 =
(

1
0
0
0

)
, E2 =

(
0
1
0
0

)
, E3 =

(
0
0
1
0

)
, E4 =

(
0
0
0
1

)
, E5 =

(
1
1
1
1

)
.

As long as this projective frame is aligned with a Euclidean space, the
standard basis has a metric interpretation: E1, E2, E3 are X-, Y -, Z-
directions, E4 is the origin, and E5 is the unity point, which relates the
coordinates’ scales. As soon as the frame has suffered a projective skew,
this interpretation of projective coordinates is no longer valid.

In a preceding paragraph, a way to allocate a projective frame P onto a
stereo camera has been described. This frame is no longer aligned with E ,
so that the Euclidean meaning of the basis-vector is lost. Still, an “upgrade
homography” HPE (2.18) from P to E can be introduced that relates the
projective to the Euclidean camera frame, i.e. that holds the calibration
data. Later yet, this “calibration homography” will give rise to a special class
of homographies that represents rigid motion in projective space: “projective
displacements”.

Stratification hierarchy

The relationship between the three camera frames and respective reconstruc-
tions can be understood formally by means of inserting a generic homogra-
phy H:

m = (PH−1) · (HM).
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On the one hand, this allows the different forms of projection matrices to
be related (below, first column). On the other hand, it allows the different
reconstructions to be upgraded a-posteriori (below, second column).

PA = PH−1
PA , N = HPAM , HPA =

[
1 0 0 0
0 1 0 0
0 0 1 0

a>∞ 1

]
. (2.14)

PE = PAH−1
AE , X = HAEN , HAE =

[
0

K−1 0
0

0 0 0 1

]
. (2.15)

PE = PPH−1
PE , X = HPEM , HPE =

[
0

K−1 0
0

a>∞ 1

]
. (2.16)

In detail, applying the inverse of a homography from the right onto a pro-
jection matrix transforms the cameras between the three ambient spaces.
Applying these homographies from the left onto a reconstruction upgrades
the latter to an ambient space that is on a higher level in the so-called
“stratification hierarchy”, [21].

On the projective level of this hierarchy, only coincidence and collinearity
of geometric entities, i.e. points, planes, etc. are defined, as well as their
cross-ratios. On the affine level, this is upgraded to the notion of parallelism
of lines and planes, and to length ratios of parallel entities. Basically, this
requires the infinity to be identified. On the Euclidean level, this is upgraded
to notions like perpendicularity, angle, and distance.

Please note the difference between a projective reconstruction upgraded
a-posteriori to Euclidean and an a-priori Euclidean reconstruction. In the
second case, since the optical rays are described in a Euclidean frame, for
example the length of a normal common to both rays is available. So, the
spatial distance metric can be used already for triangulation. In the projec-
tive case, such an error measure is not available. Therefore, the objective
used by most estimation techniques developed in this thesis (see sections on
“Numerical Estimation”) is a reprojection-error of image measurements. So,
they allow to work in any sort of ambient space.

Definition 1 (Rigid Stereo Assumption) As soon as the triangulation
device is a stereo camera having a rigid linkage between two cameras with
constant intrinsic parameters, the “rigid-stereo assumption” is fulfilled. The
cameras have a constant epipolar geometry F, which defines the upgrade
homography HPE relating the projective to the Euclidean ambient space, P to
E. This matrix contains, besides left camera parameters K, the coordinates
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Figure 2.8: Virtual rigid-stereo assumption based on a rigid structure in the
scene.

of the infinity plane
(
aT∞, 1

)
in P.

HPE =

[
0

K−1 0
0

a>∞ 1

]
, (2.17)

X ' HPE · M . (2.18)

Alternatively, the rigid-stereo assumption is “virtually” fulfilled as
soon as a general rigid structure of five 3D-points is always present in the
ambient space (Fig. 2.8). In this case, these points are assigned the standard
coordinates E1...5, and they so form a fixed projective basis. It allows the
triangulation to be expressed with respect to this fixed projective frame by
means of a further 4 × 4 homography, so that X ' HPEHPP E

Mp ' HPP Ep, with (2.19)

HPP =

[
γ1

µ1
M1

γ2

µ2
M2

γ3

µ3
M3

γ4

µ4
M4

]
, where (2.20)

M5 = (µ1, µ2, µ3, µ4)
> ,

M1+M2 + M3 + M4 = (γ1, γ2, γ3, γ4)
> ,

X ' HPEHPP · E. (2.21)
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2.3 Displacements, rigid motion, and SE(3)

In this section, the theory of representing the group of rigid displacements is
briefly sketched. The aim is to draw a line between the concepts of a group
on the one side, and the matrix representation of a group on the other side.
Since they are also Lie groups, the presentation in 2.4 covers the differential
geometry of these groups, and their relation with the corresponding Lie
algebras and their representations. Particularly one-dimensional subgroups
are essential for this thesis, and have given rise to chapters 3 and 4.

Although displacements are traditionally understood as the transforma-
tion group of Euclidean three-space, they are objects of mathematical study
on their own. There exists actually a number of algebraic representations,
e.g. dual quaternions [13], which are no longer directly related to a three-
space. The mathematical field underlying this is “representation theory”,
a brief summary of which is provided in appendix A.4. The reason why
reference is made to this rather abstract field of pure mathematics is that it
allows to see a central topic of this thesis – the group of projective displace-
ments – in a brighter light, namely as a representation of rigid displacements
within the transformation group of projective space.

2.3.1 The Lie group SE(3) – displacement group

The rigid motions in three-space form a group: the special Euclidean group
SE(3). It is the semi-direct product of the rotation group SO(3) and the
translation group R3, both three-dimensional. For the moment, let the
notations R and t refer to abstract elements of these two groups, and let ◦
and + refer to the abstract operations of these groups, respectively. Consider
further SE(3), and let for the moment the notation TRT refer to an abstract
group element, which stands for the semi-direct product (R, t) of two basic
elements. The abstract group operation in SE(3) is then defined in terms
of the operations in these two subgroups:

TRT1 ◦ TRT2 = (R1, t1) ◦ (R2, t2) = (R1 ◦ R2, t1 + R1 · t2). (2.22)

Note that the operation R · t already amounts to an action of the special
orthogonal group SO(3) onto R3. Its matrix representation are the orthog-
onal 3 × 3 matrices (RR> = I) of unit determinant (see chapter 4). This
matrix-multiplication is a linear action on the three-dimensional space of
translations. The representation of the translation group is a translation
vector t ∈ R3 and the operation is the vector-addition.

An equivalent representation of R3 are the matrices TT (2.23), embedded
in the 4×4 matrix group GL(4). The usual matrix-multiplication is a linear
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action which, in case of translations, is furthermore commutative.

t → TT =
[

I t
> 1

]
, (2.23)

TT1 · TT2 =
[

I t1 + t2

> 1

]
. (2.24)

Please note, matrices with (0, 0, 0, 1) on the fourth row are called “homo-
geneous”. General homogeneous matrices are a representation of the three-
dimensional affine group, a subgroup of which is SE(3) – the special Eu-
clidean group.

Then, a corresponding representation of SO(3) are the matrices TR

(2.25), also embedded in the homogeneous matrix group. Their multipli-
cation however is no longer commutative, neither among two different TR-
matrices, nor between TR and TT .

R → TR =
[
R 
> 1

]
, (2.25)

TR1 · TR2 =
[
R1R2 

> 1

]
. (2.26)

Since both basic groups of SE(3) have been embedded in GL(4), it
is hence straight-forward to write the semi-direct product and the group
operation of SE(3) in matrix form:

(R, t) → TRT = TTTR =
[
R t
> 1

]
, (2.27)

TR1T1TR2T2 = TT1TR1TT2TR2 =
[
R1R2 t1 + R1t2

> 1

]
. (2.28)

Besides the action of the group onto the group itself, the homogeneous form
X = (X, Y, Z, 1)> of a three-vector allows the same matrix to act linearly
on homogeneous point-vectors X

TRT X =
(
R (X, Y, Z)> + t, 1

)>
. (2.29)

2.3.2 One-dimensional subgroups

Let us now study the one-dimensional subgroups of SE(3):

Translation

As soon as translations are restricted to a fixed 3D direction t, they give
rise to the one-dimensional subgroup TT (τ), where τ is the ’deflection’ or
norm of t. In a more general context, chapter 3 shows rigorously that such
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a subgroup is isomorphic to the additive group R1. In the context of this
thesis, such subgroups are used to model prismatic joints of 1 degree-of-
freedom.

τ → TT (τ) =

[
I τt

> 1

]
.

Rotation

As soon as rotations are restricted to be around an axis in a fixed position
in space, they give rise to a one-dimensional subgroup TR(θ), where θ is the
’angle’ of rotation. In the general context of chapter 4, it is shown rigorously
that this group is isomorphic to the multiplicative group C. In the context
of this thesis, such subgroups are used to model revolute joints of 1 degree-
of-freedom. Take for example the standard embedding of SO(3) in SE(3),
i.e. the axis fixed at the origin, and suppose furthermore the axis of R to
have the fixed direction w.

θ → TR(θ) =

[
R(θ) 

> 1

]
.

Screw motion

As soon as rotation axis and translations are restricted to have the same
direction, t || w, the resulting motion is a screwing motion3. If there is
furthermore a constant ratio p = θ

2π·τ between angular and linear compo-
nent, called “pitch”, a one-dimensional subgroup TS(θ) of screwing motions
is obtained.

θ → TS(θ, p) = TT ( θ
2π·p)TR(θ), where t || w. (2.30)

It is isomorphic to R. However, its embedding in GL(4) is not the same as
for TT (τ).

These basic subgroups are used in chapters 3 and 4 to represent respec-
tive robot joints: prismatic and revolute joints. Above, the exemple equa-
tions (2.23),(2.25), (2.30) are embeddings of a subgroup in SE(3) which
geometrically have a respective joint axis through the coordinate origin. On
the one hand, each one-dimensional subgroup has a ”canonical” embedding
in SE(3) as soon as the additional restriction that the axis direction is in Z-
direction holds. Then, the corresponding matrix transformation is in Jordan
form (see appendix A.5):

JT =
[

1 0 0 0
0 1 0 0
0 0 1 1
0 0 0 1

]
, JR =

[
cos − sin 0 0
sin cos 0 0
0 0 1 0
0 0 0 1

]
, JRT =

[
cos − sin 0 0
sin cos 0 0
0 0 1 1
0 0 0 1

]
. (2.31)

3The continuous motion which realizes a given displacement by a rotational motion
about its screw axis, and a simultaneous translation
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On the other hand, there are many possible embeddings of these groups
in SE(3). First, any point in three-space gives rise to a different instantiation
of a subgroup, apart from the translation group. Then, any direction – once
of translation, once of the rotation axis – equally instantiates new subgroups,
where in case of a screw axis, any group is also instantiated with a pitch p.
Alternatively, such instantiation of the canonical subgroup could be regarded
as positioning a joint, actually its axis, in general position at a posture S−1.
Algebraically, conjugating the Jordan form by the adjoint map (see appendix
A.5) of S faithfully expresses this.

adS(J) = S−1JS (2.32)

Numerous variations of such forms are analyzed in great detail in chapters
3 and 4.

T RT(t)

X [w] X

v

v

X

w

revolute joint

Figure 2.9: Velocity screw in one of its canonical frames.

2.3.3 Projective displacements

Above, nothing has been said about the form and group of a matrix S in
the adjoint map. As long as S ∈ SE(3), the result always is a rigid motion.
As long as S is homogeneous, i.e. a general affinity, so is the result. In case
of a general matrix S ∈ GL(4), so is the result in general, although special
cases can be identified in which adS(J) has a non-general form, e.g. is affine.

Now, the focus is on a particular adjoint map, which will be central to
the definition and study of projective motion, as it is developed throughout
this thesis. In section 2.2, the rigid-stereo assumption is made, and it is
shown that the projective and Euclidean ambient spaces of such a device
are related by the upgrade homography HPE . Consequently, this matrix
allows to relate the representations of rigid structure in terms of the point-
coordinates in both ambient spaces. Now, it is shown how the rigid-stereo
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assumption moreover allows to represent rigid motion in an ambient space
which is no longer a Euclidean one. This is achieved by substituting the
projective for the Euclidean coordinates of a point, and by subsequently
considering the homographies M ′ = HRT M for a set of rigidly moving
points their projective coordinates before and after the motion, M with M ′.
This allows the notion of “projective motion” to be defined, which represents
by means of homography matrices rigid motions of/in a projective ambient
space.

X ′ = TRT X,

HPEM ′ = TRTHPEM .

In practice, such homographies can be estimated linearly from image data
or a respective triangulations. Obviously, they can have general form with
a forth row other than (0, 0, 0, 1)>.

����
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����

����

����

����

three-space

��
��
��
��

three-space

����

Euclidean

ProjectiveH

T

RT

RT

P(3) P(3)

E(3)

S

S
-1

E(3)

Figure 2.10: Schema depicting the algebraic construction underlying homo-
graphies of projective rigid motion.

Definition 2 (projective displacement) Under the rigid - stereo assump-
tion HPE (2.18), a projective displacement is defined as the projective motion
γHRT resulting from a displacement TRT ∈ SE(3) of a rigid point-structure.
This homography writes as (2.33), and it is called “projective displacement”
in the normalized form having unit determinant, or equivalently a unit scale
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γ.

TRT =
[
R t
 1

]
,

γHRT = H−1
PE · TRT · HPE , γ = 1. (2.33)

Thanks to the properties of similar matrices, the normalization factor 1/γ
can be calculated from a given displacement homography H by

γ = (detH)1/4 sign (tr H). (2.34)

In fact, HRT can be considered as a 4-dimensional matrix representation of
SE(3) within the projective group.

2.4 Velocity of rigid motion and se(3)

In kinematics and mechanics, the velocity of a rigid body or its “kinematic
screw” is commonly written as a pair of three-vectors w and v, representing
respectively the body’s “angular velocity” and its “linear” or “translation
velocity”. In the context of a mechanical system, the norms of these vectors
refer to physical velocities

ω[rad/s] = ||w||, v[m/s] = ||v||. (2.35)

For a point at (X, Y, Z)> on this body, its (linear) point-velocity is(
Ẋ
Ẏ
Ż

)
= [w]×

(
X
Y
Z

)
+ v, where (2.36)

[w]× =
[

0 −wz wy

wz 0 −wx−wy wx 0

]
is antisymmetric. (2.37)

Geometrically, w is the rotational axis of the body, as seen in its own inertial
frame, whereas v is the velocity of the body’s center, as seen from an outside
reference frame. (See (2.42) spatial definition of rigid body velocity.)

2.4.1 Lie algebra se(3)

Algebraically, we are dealing with two Lie algebras. For the rotation group
SO(3) this is so(3), where [w]× is a matrix representation of this Lie algebra:
the antisymmetric matrices. For the translation group R3 this is the Lie
algebra R3. Together they form se(3), the Lie algebra of the displacement
group SE(3). Its elements are often denoted as 6-vectors(

w
v

)
∈ se(3). (2.38)
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A 4 × 4 matrix representation of se(3) can also be defined, which, as soon
as Euclidean three-space is denoted homogeneously, acts on a point by left
multiplication

(w, v)> → T̂RT =
[[

w
]
× v

> 0

]
, (2.39)

T̂RT ·
(

X
Y
Z
1

)
=

(
[w]×

(
X
Y
Z

)
+ v

0

)
. (2.40)

The above representations, especially the antisymmetric one for so(3),
rely on a Euclidean ambient space. Consider affine camera space, contrast-
ingly. The intrinsic parameters (2.1) give rise to a slightly more general
representation ÂRT of a kinematic screw. Since both frames, E and A,
are related by eq. (2.14), this representation is well-defined from the 3 × 3
matrices K,K′, only(

U̇
V̇
Ẇ
0

)
=

[
K[w]×K′−1 Kv

0 0 0 0

] (
U
V
W
1

)
. (2.41)

Clearly, K[w]×K′−1 is no longer antisymmetric, but it keeps the similarity
properties of [w]×, like a zero trace, while Kv is the affine translation vector.

2.4.2 Velocity of rigid motion

A continuous rigid motion is described by the continuously varying displace-
ment TRT (t), acting over time on a number of points X on a rigid structure.
The trajectories X ′(t) of such points have, assuming differentiability at t, a
tangent Ẋ ′(t).

Ẋ ′(t) = ṪRT (t)X

There are two “natural” ways to define a velocity of this motion:

Definition 3 (spatial velocity) First, a velocity as seen by a static ob-
server in the ambient space can be defined, where a ˆ-accent indicates this
particular meaning of an operator matrix T̂ ∈ se(3):

T̂ = ṪRT (t)T−1
RT (t). (2.42)

In this case, the coordinates of the “moving” points have to be differentiated.
Since they are relative to the fixed spatial reference frame, so is the resulting
velocity.

X ′(t) = TRT (t)X,

Ẋ ′(t) = ṪRT (t)X,

Ẋ ′(t) = ṪRT (t)T−1
RT (t) · X ′(t). (2.43)
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In detail, the resulting velocity screw has a matrix representation T̂ ∈ se(3)
which geometrically is expressed relative to the spatial reference frame, i.e.
it refers to the frame at time instant t = 0.

(t)RTT 

X
X[w]

v

w

v

w

X

Figure 2.11: Velocity screw in the spatial reference frame.

The geometric interpretation of T̂ in terms of v,w is rather counter-intuitive:
v is the linear velocity of the spatial frame, as if it were rigidly moving with
the object, i.e. a point traveling at t through the origin would have the
velocity v. The velocity w is the angular velocity at t acting on the spatial
frame, as well, i.e. as if it were rigidly moving with the object. Both 3-vectors
refer to spatial coordinates.

Definition 4 (body velocity) Second, a velocity as seen by an observer
on the moving body, i.e. coinciding with the current position of the moving
frame, can be defined, where a ˇ accent indicates this particular meaning of
the operator matrix Ť ∈ se(3):

Ť = T−1
RT (t)ṪRT (t). (2.44)

In this case, the coordinates of points in the original object frame have to be
differentiated, after beign introduced using the inverse. Since these coordi-
nates are relative to the body frame, so is the resulting velocity.

TRT X(t) = TRT (t)X,

TRT Ẋ(t) = ṪRT (t)X,

Ẋ(t) = T−1
RT (t)ṪRT (t) · X. (2.45)

In detail, the resulting velocity screw has a matrix representation Ť ∈ se(3)
which geometrically is expressed relative to the moving reference frame, i.e.
it refers to the frame at time instant t.
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The geometric interpretation of Ť in terms of v,w is as one commonly
expects: v is the inertial linear velocity of the body frame, i.e. its origin is
traveling at t away from the spatial origin with velocity v. The vector w
is the angular velocity acting at t directly on the body frame, itself. Both
3-vectors refer at any instant t to inertial body coordinates.

(t)RTT 

X[w]
X

v

Xv

w

Figure 2.12: Velocity screw in the moving body-frame.

In each of the formulations (2.43) and (2.45), the coordinates of the
moving points refer to a single frame, respectively. In case of X ′(t), this is
the spatial frame of an observer (2.43), in case of −X(t), this is the body
frame (2.45) of a moving object. However, the velocity of a rigid body, or
instantaneous rigid motion in general, emerges independent of a particular
set of points and their particular coordinates. Still, the above chosen frames,
e.g. a body frame, still reflect the idea of a moving object.

Therefore, in the same way as a rigid motion can be described for an
arbitrary, just “virtual” frame in the ambient space, so can a velocity screw,
which has then to be seen as an independent geometric entity (2.4). Con-
sequently, it can also be transferred from one reference frame to another.
In detail, for two frames related by S−1, such a “screw-transfer” is formally
expressed by the adjoint map (see appendix A.3) applied to a matrix repre-
sentation of se(3). Instantaneous rigid motion as a geometric object is often
called a “twist”.

adS(T̂′) = S−1 · T̂ · S. (2.46)

2.4.3 Projective representations of se(3)

The affine case (2.41) has been a first example for a representation indepen-
dent of a Euclidean ambient space. In order to understand the fundamental
difference in generalizing further to a projective representation, please note
that the matrix operators T̂RT and ÂRT have always zeros on the forth
row. Necessarily so, the velocity 4-vectors Ṅ determined by such an opera-
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tor (2.40) have always a forth row equal to 0. This means for a homogeneous
point-vector (U, V, W, 1)> that its forth row always remains 1.

R3

x

I

4
IR4

0

ρ

x

x

1

3

x2

MρHRT
Mρ

  
 ’

Figure 2.13: Orbit in R4 under action of projective displacements, drawn
for a rigidly moving projective point.

Orbit of projective points

Therefore, a generalization to the projective camera frame P is no longer
straight-forward, since the homogeneous coordinates M of a projective point
contain an unknown scale factor ρ. This scalar ambiguity is also arising in
the upgrade from projective to Euclidean coordinates, HPE (2.16). In detail,
the vector

(
a>∞, 1

)
representing the plane at infinity allows to extract this

scale, but this plane is unknown in the uncalibrated case.

Definition 5 (displacement orbit and its height) Each projective 4 -
vector Mρ has a scalar ρ as an implicit property, called the “height” of the
point.

ρX = HPEMρ, ρ =
(
a>
∞, 1

)
Mρ. (2.47)

In a projective ambient space, neither
(
a>∞, 1

)
, nor the scale ρ in each recon-

structed point are known. However, the height of a 4-vector Mρ is invariant
to left multiplications with the projective displacement group as long as the
rigid-stereo assumption (2.18) holds. Consequently, the orbit of a vector Mρ

under action of projective displacements lies entirely within the hyperplane(
a>∞, 1

) ·Mρ = ρ of R4. Hence, ρ is also the height associated with the entire
displacement orbit of a point, i.e. an “orbital height”.
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X ′ = TRT X, M ′ ' HRT M , while

HRT Mρ = H−1
PETRTHPEMρ = H−1

PETRT ρX = ρH−1
PEX ′ = M ′

ρ.

Consider now the action of a continuously varying and differentiable
projective displacement HRT onto a point-vector Mρ, whose entire trajectory
necessarily lies at the above identified height-orbit.

Definition 6 (Projective point-velocity) A “projective point-velocity”
is well-defined by Ṁρ(t) for each point on a rigid orbit Mρ(t). It is related
by HPE to its metric velocity (2.36) up to the fixed but unknown height of
M .

ρẊ = HPEṀρ. (2.48)

However, a meaningful norm of a projective point-velocity like in (2.35)
cannot be defined, not even up to a scalar.

Definition 7 (Velocity of projective rigid motion) Under the rigid -
stereo assumption, the velocity of a projective rigid motion can be defined,
either as a “spatial velocity” in the ambient space, or as a “body velocity” of
the moving rigid point-structure. These velocities are represented as a 4× 4
matrix, called “tangent operators”.

ĤRT = H−1
PE T̂ HPE , (2.49)

ȞRT = H−1
PE Ť HPE , where (2.50)

T̂, Ť ∈ se(3),

[
[w]× v
0 0 0 0

]
. (2.51)

They are a matrix representation of the Lie algebra of projective displace-
ments. The action of these operators on a projective displacement yields the
tangent to the trajectory in R4×4

ḢRT = ĤRTHRT (t). (2.52)

The action of these operators on a point yields its projective point velocity:

Ṁρ = ĤRT Mρ. (2.53)

2.5 Duality

In this section, the principle of “duality” is introduced in terms of dual rep-
resentations for all the geometric entities used in the context of this thesis.
These are points and lines in the projective image-plane and correspond-
ingly points and planes in projective three-space. Furthermore, 3D-lines or
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any linear geometric primitive are introduced in a very general way, either
in a point-like, or dually in a plane-like representation. Such representa-
tions allow linear and linear iterative methods for homography estimation
to be formulated, which in particular allows very general sorts of feature
correspondence to be incorporated, e.g. line-to-line, point-on-line, etc.

Eventually, the 4 × 4 homographies acting on points are dualized, re-
sulting in homographies acting on (hyper-)planes. A very important case
are the projective displacements and especially their generators, being Lie
groups with corresponding Lie algebras, for which the duals will be derived
explicitly.

2.5.1 Duality in P2

In a projective plane, the linear geometric locii are points and lines, where
the latter are the ”hyperplanes” of P2. They are represented by homogeneous
3-vectors, which are distinguished as columns m for points and rows l> for
lines. Then, coincidence between points and lines writes as a homogeneous
linear form

l>m = 0, or m>l = 0.

The dual representation m⊥ of a point, which is a plane-alike represen-
tation, writes as the orthogonal complement of m, and it is calculated as
the transpose of the null-space of m>,

m⊥ =
[

l>1
l>2

]
, where (2.54)

m> m⊥ = . (2.55)

Geometrically, this amounts to writing a point as the intersection of two
lines in P2. The basis-vectors of m⊥ can be chosen freely, while a convenient
choice is for the resulting linear forms to express some meaningful geometric
distance, e.g. a pixel-coordinate or a distance to an epipolar line.

[−1 0 u∗

0 −1 v∗

] 
λu

λv
λ


 = λ

(
u∗ − u
v∗ − v

)
. (2.56)

The dual representation l⊥ of a line is a pair of point-vectors spanning
the null-space of l>.

l⊥ =
[
m1 m2

]
, where (2.57)

l> l⊥ = . (2.58)
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l2
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a1
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l
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M

Figure 2.14: The dual of an image point, written to calculate a Euclidean
reprojection-error in the pixel-plane.

2.5.2 Duality in P3

The geometric locii of projective three-space P3 which can be represented
by single vectors, columns A or rows aT , are 3D-points or 3D-planes, where
the latter are the “hyperplanes” of this space. Moreover, a 3D-line can
be represented in this context either as the span of two points or as the
intersection of two planes. In strict analogy to P2, the dual representations
are formally characterized as an orthogonal complement and calculated as
a null-space. [

a>
1

a>
2

a>
3

][
A1

]
= 0, (2.59)

[
a>

1

a>
2

][
A1 A2

]
= 0, (2.60)

[
a>

1

][
A1 A2 A3

]
= 0. (2.61)

Geometrically, the point-alike representation is the span of a number of
points, and the plane-alike representation is the intersection of a number of
planes.
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2.5.3 Duality of multi-columns and multi-rows in Pn

This section introduces “point-like” and “plane-like” representations for any
linear, k-dimensional geometric primitive in a n-dimensional projective space
Pn. This includes all primitives from points, to lines, planes, ..., until hy-
perplanes. It fully generalizes and formalizes the examples in two and three
dimensions, given above. To help intuition, just remain in projective three-
space P3.

The practical importance of this section is to provide a unified formalism
for expressing a large variety of alignment-constrains, such as line-onto-line,
point-on-plane, etc. This allows for instance to represent an alignment task
for visual servoing. Thanks to the homogeneous formulation of these con-
straints, the corresponding alignment homographies, and respective visual
servoing commands can be calculated in a projective ambient space.

Multi-column

As common, a point is written as a homogeneous4 “column-vector” A of size
N = n + 1, and a hyperplane by a homogeneous “row-vector” a>, also of
size N .

A k-dimensional subspace of Pn is the span of K = k + 1 points A =
α1A1 + α2A2 + · · ·+ αk+1Ak+1, where at least one α does not vanish. The

subspace corresponds to the homogeneous range [A1, . . . ,AK ]
( α1

...
αK

)
of a

N × K matrix, called a “multi-column”, denoted briefly as [[A]]

[[A]] = [A1, . . . ,AK ] , (2.62)

Multi-row

In particular, a n − 1 dimensional subspace is a hyperplane a> spanned
by a n multi-column [A1, . . . ,An]. A general point A on a hyperplane is
constrained by the vanishing n + 1 determinant∣∣∣∣∣ A1, . . . ,An, A

∣∣∣∣∣ = 0, (2.63)

such that the minors, when developing along column n + 1, yields the coef-
ficients of the row a> in the usual plane-equation

a> A = 0. (2.64)

This point-in-plane incidence is the basic constraint, that will be exploited
for homography estimation in section 2.6.2.

4Homogeneous vectors or transforms mean non-zero vectors or non-singular square
matrices of size N = n + 1, defined up to scale.
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Generally, a k-dimensional subspace (K = k + 1) can be completed to a
hyperplane by adding n − K independent columns AK+1, . . . ,An to the K
multi-column. This results in a single n multi-column [A]i

[ A ]i = [A1, . . . ,AK , AK+1, . . . ,An] (2.65)

and thus in one hyperplane-constraint∣∣∣[A]i, A
∣∣∣ = 0, i.e. a>

i A = 0. (2.66)

A total of n − k independent multi-columns [A]i can be build in this way,
and the respective n − k independent linear constraints uniquely define the
subspace by 

 a>
1
...

a>
n−k


A =


0

...
0


 , i.e. [[ a ]] · A = . (2.67)

The (n − k) × (n + 1) matrix [[a]] is called a n − k “multi-row”. Now, the
null-space of the multi-row coincides with the original subspace.

In summary, a k-dimensional subspace of Pn is represented by the point-
wise span or range of a k + 1 multi-column, or dually by the plane-wise
intersection or the kernel of a n − k multi-row.

For instance in P2, a point is a 1 (multi)-column or a 2 multi-row, and a
line is a 2 multi-column or a 1 (multi)-row. In P3, a point also is a 1 (multi)-
column, but a 3 multi-row, a line is a 2 multi-column or a 2 multi-row, and
a plane is a 3 multi-column or a 1 (multi)-row.

2.5.4 Duals of homographies

Consider now a 4 × 4 projectivity H acting on a point A. Since it is acting
at the same time from the right onto a>, its dual is necessarily H−>, which
is then a plane-homography, acting by left-multiplication on a plane-vector
a:

H⊥ = H−>, where (2.68)

a> · A = a>H−1 · HA =
(
H−>a

)> · HA

For the especial case of homographies defined in terms of a conjugate form,
the dual is necessarily the conjugate of the dual Jordan matrix, as this can
be seen by dualizing a similarity form:

H = S−1JS. (S−1JS)−> =

H⊥ = S>J−>S−>. (2.69)
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The fact that H⊥ is acting on planes implies that it fails to cover planar
motions in such a plane. Naively, this suggests that it cannot fully describe
all projective motions, since there might be plane whose inside is altered
but whose position as a plane remains invariant. However, the fact that five
general planes are required for H⊥ to be well-defined ensures indeed that
no subspace remains unconstrained.

In case of H being defined in terms of a matrix exponential, as this is
arising in the context of the exponential representation of a Lie group, the
dual of the underlying exponent matrix Ĥ, as the generator of the underlying
Lie algebra, is necessarily −Ĥ> (2.70):

H = exp(Ĥ), exp(Ĥ)−> = exp(−Ĥ>)

Ĥ⊥ = − Ĥ> (2.70)

Additionally, it is worthwhile to consider the plane-like characterization of
continuous projective motions H−>

RT (t) and their tangent space. In fact, the
respective operator is Ĥ⊥

RT , and applying it to a plane that is moving under
action of H−>

RT (t) yields the derivative of the plane’s coordinates

ȧ = −Ĥ>
RTH−>

RT (t)a = Ĥ⊥
RT a(t)

In this sense, Ĥ⊥ is the plane-velocity of a projective motion, and Ĥ⊥a(t)
is the velocity of a so moving plane. Most importantly, an invariant plane,
although if points are moving within this plane, has a vanishing velocity.
A very common example is the ground-plane of a moving vehicle or the
infinity plane of an arbitrary rigid motion. Later in chapter 7, the dual
matrix operators −Ĥ>

j arising from projective robotic motion will be used
to constrain the velocity of some well-chosen planes, aiming for the robot to
drive along well-defined trajectories.

2.6 Numerical estimation

2.6.1 Projective reconstruction of points and lines

A straight-forward application of these dual representations is projective
reconstruction of points, and furthermore of lines, as well. The reconstruc-
tions will be relative to a projective camera frame implicitly fixed by a pair
of projection matrices, P and P′ consistent with the fundamental matrix.

[
m⊥ · P
m′⊥ · P′

]
M =




0
0
0
0


 , (2.71)

[
l⊥ · P
l′⊥ · P′

] [
L1 L2

]
=

(
0
0

)
. (2.72)
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These linear homogeneous equations can be solved in a least-squares sense
using standard eigenvector calculations or singular value decomposition.
Please note, the two-dimensional null-space in the line case is written as
a 4 × 2 matrix

[
L1 L2

]
, which is in fact a pair of 3D-points spanning the

reconstructed 3D-line.
Based on this, the reconstruction-constraints can be interpreted as the

intersection of four planes in the reconstructed 3D-point (2.71), or as the
intersection of two interpretation planes in the reconstructed 3D-line (2.72).
Basically, the linear forms are already a plane-like description of the prim-
itive to be reconstructed, which is transformed explicitly to a point-like
description by solving the dualization.

Eventually, it is straight-forward to extend this to an iterative weighting
scheme, which will assure the least-squares solution to be computed with
respect to a meaningful Euclidean or maximum-likelihood measure. Such a
method would back-project the 3D-solution M or L onto P2, and renormal-
ize correspondingly the projection matrices within the constraint matrix for
P2-coordinates to have pixel scales in the next iteration(

λu
λv
λ

)
= PM , in next iteration use 1/λP and 1/λP′. (2.73)

At convergence, the perfectly renormalized form of the linear constraints
like (2.71) calculates the stereo reprojection-error, for which a least-squares
solution can be found easily.

Renormalization of the reprojection-error based on such an iterative lin-
ear scheme has been employed for many estimation problems throughout
this thesis. Besides reconstruction, homography estimation in P3 is the most
frequent application, where the objective is renormalized to correspond to
an image-based reprojection-error. In addition to most known estimation
algorithms, homographies between points, lines, planes, or even mixed cor-
respondences can be calculated from a single set of equations.

2.6.2 Homographies between points, lines, and planes

This section treats the estimation of the homography between two projective
frames from a heterogeneous set of matching constraints, e.g. points, lines,
planes in P3. To achieve this, the primitives are represented in the first
frame by a set of points as their span, and in the second frame by a set
of plane as their intersection. Corresponding incidence constraints then
yield a system of linear, homogeneous equations in the coefficients of the
homography matrix. It is easily solved by singular-value decomposition.
Additionally, the solution can be iterated to approximate a respective image-
error.
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incidence

i

coincidenceintersection

Figure 2.15: Intersection, incidence, and coincidence relation between linear
geometric features, i.e. points, lines, planes, . . . .

Intersection, Incidence, Coincidence

This section introduces a constraint-matrix C, that allows to describe inter-
section, incidence (inclusion) and strict coincidence of geometric primitives
from their multi-vector representations. For two primitives L and K of
subspace-dimensions l and k, they are represented by a L = n− l multi-row
[[ a ]] and a K = k + 1 multi-column [[ A ]]. This gives rise to a L × K
matrix C, called the “incidence-matrix”.

C =
[[

a
]][[

A
]]

, where L ≤ K w.l.o.g. (2.74)

The solution x of the homogeneous matrix equation C ·x then describes
the intersection of K and L.

 a>
1
...

a>
L


 [

A1, . . . ,AK

]
· x =


0

...
0


 , i.e. (2.75)

[[ a ]]L×N · [[ A ]]N×K · x = OL (2.76)

In detail, the two primitives are “disjunct” in the case of full rank(C) =
L. They do “intersect” if the rank is inferior to L, and their intersection is a
subspace of dimension d = L− rank(C)− 1. The latter writes as the homo-
geneous range of [[A]]x, where x is spanning a subspace of the multi-column
[[A]]. The intersection is “proper” if d < min(k, l), and incidence or coinci-
dence, otherwise. If k = l = d, then the two primitives do exactly coincide,
otherwise one is included within the other. Consequently, rank(C) = 0 is
necessary and sufficient for subspaces of the same dimension to coincide.
Thus call [[

a
]][[

A
]]

= [O]L×K , CL×K = OL×K (2.77)
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the “coincidence-constraint” of multi-row and multi-column [[ a ]] and [[ A ]].
In contrast to coincidence, an inclusion, which is weaker than coinci-

dent, can be expressed by (2.77), as well. In detail, represent the lower-
dimensional primitive by [[A]] and the higher-dimensional one by [[a]]. This
asymmetry of the incidence-relations unfortunately restricts the possibilities
of combining numerous incidence constraints (Fig. 2.16), when estimating a
homography H as described later in section 2.6.2.

To further illustrate the introduced multi-vector constraint, the example
of line-on-line coincidence in P3 is now given. A line through two points A1

and A2 is a one-dimensional subspace that is represented by the homoge-
neous range of a 2-multi-column[

A1, A2

](
α1

α2

)
= M , i.e. [[ A ]]

(
α1

α2

)
= M , (2.78)

or dually by the kernel of a 2-multi-row[
aT

1

aT
2

]
M = [ 0

0 ] , i.e.
[[

a
]]

M = 0, (2.79)

i.e. the intersection of two planes. For this line and a second line [ B ] =
[ B1 B2 ] to coincide, the coincidence-condition below must hold:

[[ a ]] [[ B ]] =
[
0 0
0 0

]
.

In consequence, coincidence of lines in P3 amounts to four homogeneous
constraints

aT
1 B1 = 0 , aT

2 B1 = 0, (2.80)
aT

1 B2 = 0 , aT
2 B2 = 0. (2.81)

Coincidence is weakened to incidence of line-on-point, A on B1, if merely
(2.80) is considered. The alternative case, expressing point-on-line by aug-
menting [[a]] to 

aT
1

aT
2

aT
3


 [[ B ]] = 0

is an example for an invalid constraint, since the two points in B need
not lying on each of the three planes intersection in point A. Once again,
the incidence-relation is of asymmetric nature, i.e. they require the lower-
dimensional subspace to be expressed by the multi-row.
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Figure 2.16: Multi-columns and multi-rows to represent coincidence and incidence
constraints of matched primitives between two geometric frames.

Projectivity

In this section, a computational method is detailed allowing to estimate the
homography between two projective frames from matched primitives, i.e.
from the corresponding coincidence- and asymmetric incidence-constraints.
For instance, one could constrain a number of coplanar points in one frame
to lie on a given plane in the second frame, while at the same time two lines
have to coincide.

A homography of Pn is represented by a homogeneous, non-singular,
square matrix H of size N = n + 1

H =


 h11 . . . h1N

...
...

hN1 . . . hNN


 , (2.82)

or equivalently by the N2 vector5

h = (h11, . . . , h1N , . . . . . . , hN1, . . . , hNN )> (2.83)

composed of the rows of H. A point A in a first frame is transformed into
a second frame by B = HA. Let now be b> = (b1, b2, . . . , bN ) a hyperplane

5The more concise tensor notation using a “Kronecker” product has been omitted here
for the sake of a more intuitive notation of the equations.
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in the second frame, such that a hyperplane-constraint like (2.64) becomes
b>HA = 0, or (

b1A
>, b2A

>, . . . , bNA>
)
h = 0, (2.84)

c h = 0, (2.85)

in the unknown vector h, where the N2 vector c is a homogeneous constraint
on the coefficients of H.

Each element of the zero-matrix in a coincidence constraint (2.77) yields
one equation ci · h = 0 like (2.85), i.e. L · K equations in total. The ci

are a vector representation of the incidence matrix C. A total of N2 − 1
independent equations like (2.85) are necessary to estimate h.

The method is not restricted to the minimal number of constraints. Gen-
erally, a number r of constraints cj yields a r×N2 system of linear homoge-
neous equations, where these constraints could be independent or not, and
possibly inconsistent due to numerical artefact or noise in the measurements.


c1

c2
...
cr


h =




0
0
...
0




N2

, i.e. [[C]]r×N2
h = r×1. (2.86)

Assuming that they fully constrain the projectivity H, an approximate so-
lution is the eigenvector associated with its smallest eigenvalue.

In practice, the singular value decomposition can be used to find a solu-
tion in the last column of V.

C = U(σ1, . . . , σn+1)VT , σ1 ≥ · · · ≥ σN2 (2.87)

Renormalization

The example of projective reconstruction in section (2.6.1) has already shown
how the spatial distance between a point and a plane can be expressed as
a distance between an image-point and an image-line, which actually is the
intersection of the 3D-plane with the image plane. In the stereo case, three
such “image-distances” fully constrain the spatial position of a point. This
suggest to construct the multi-row [[a]] such that it represent an image-

based error-measure. For instance, a 3D-line
[

a>
1

a>
2

]
can be constructed from

its left- and right images as in (2.72). As soon as the scale λ of backprojected
projective image points, e.g. of PHB1 is known, the respective rows in the
equation matrix can be rescaled by 1/λ, such that each cjh amounts to an
image-distance at pixel-scale. This process can be iterated until all scales
converge to λ = 1, so that the respective least-squares solution minimizes a
distance in image pixel.



Chapter 3

Projective Translations

This chapter is devoted to the theory and practice of purely translational
motion, and especially to such projective motions. It develops in formal
detail their matrix representation as well as respective numerical methods.
Translations as a motion are of practical importance since they occur of-
ten and naturally in real-world and production environments, e.g. vehicles,
conveyor belts, and especially robot prismatic joints. In the context of this
thesis, they have given rise to various practical methods, one for affine self-
calibration of a stereo camera, one for kinematic self-calibration of prismatic
joints, and finally one for visual servoing along translational trajectories.

3.1 Projective representations

3.1.1 Definition

Definition 8 (projective translation) Under the rigid-stereo assumption
HPE (2.18), a projective translation is defined in (3.1) as the projective mo-
tion γHT resulting from a pure translation TT about vector t = (tx, ty, tz)

>.
This homography writes as (3.1) and it is called “projective translation” in
the normalized form with unit determinant or equivalently with unit scale γ.

TT =

[
1 0 0 tx
0 1 0 ty
0 0 1 tz
0 0 0 1

]
,

γHT = H−1
PE · TT · HPE , γ = 1. (3.1)

Thanks to the properties of similar matrices, the normalization factor 1/γ
can be calculated from a calculated translation homography H by

γ = 1/4(tr H), or
γ = (detH)1/4 sign (tr H).

(3.2)

A more intuitive way to understand this is to interpret (3.1) from right to left
as a sequence of transformations acting on a projective frame. Imaging this

63
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Figure 3.1: Geometric interpretation of Jordan form of projective transla-
tion.

frame as five points on the unit cube, for instance. Initially in projective, the
upgrade HPE “rectifies” the projective distortion. Being in Euclidean then,
TT rigidly translates the points. Finally, the inverse undoes the rectification
and returns to projective (Fig. 3.1).

For the formal translation to be along the z-axis, a rotation TZ has to
be adjoined (3.3) without it affecting the motion, at all. The so constructed
decomposition of a projective translation has almost “Jordan form” up to a
parameter τ , which holds the length or ”deflection” of the translation:

HT (τ) = H−1
PET−1

Z ·
[

1 0 0 0
0 1 0 0
0 0 1 τ
0 0 0 1

]
· TZHPE . (3.3)

3.1.2 Jordan form

Theorem 1 (Jordan normal form of projective translations)
A projective translation always has a Jordan matrix of form JT (3.4). The
regular matrix form CT of ten parameters (3.6) defines the matrix family
SCT = CTST (3.7), which characterizes all possible Jordan decompositions
(3.5) of a projective translation, where ST is an arbitrary member of this
family taken as seed.

JT =
[

1 0 0 0
0 1 0 0
0 0 1 1
0 0 0 1

]
, (3.4)

HT = S−1
CT JT SCT . (3.5)
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CT = µ

[
c11 c12 0 c14
c21 c22 0 c24
c31 c32 1 c34
0 0 0 1

]
, (3.6)

HT = S−1
C C−1

T JT CTST . (3.7)

Proof:
Looking at equation (3.1), TT and by similarity also HT have the character-
istic polynomial (1−λ)4 = 0 and hence a quadruple eigenvalue λ = 1. Since
rank(TT − I) = 1 and rank(TT − I)2 = 0, their common Jordan matrix
[41] has one Jordan block of order two, J2 = [ 1 1

0 1 ], and two of order one,
J1 = [ 1 ]. Among the possible permutations of blocks, the one having the
form of a rigid displacement is chosen as Jordan matrix. q.e.d. (3.4)

Looking at equation (3.3), and rescaling by 1/τ shows the matrix

SET = diag ( 1
τ , 1

τ , 1
τ , 1)TZHPE . (3.8)

to be a possible decomposition of HT , which can be taken as seed.
To see that CT and JT commute, verify

CTJT − JTCT = 0,

So, each matrix of form (3.6) yields a Jordan decomposition of HT , as long
as it is of full rank. q.e.d. (3.7)

The decomposition SET introduced in (3.3) is a particular one. It trans-
forms the space such that the Jordan matrix is acting on a Euclidean frame.
In this particular case, the Jordan matrix is formally as well as geometrically
a unit translation in z-direction. For a general decomposition however, this
direct link with HPE is lost.

Please note, projective transformations might be observed which have
also the Jordan matrix JT , but which are generated other than by a pure
translation, for instance if a change of perspective has occurred, e.g. zoom-
ing.

3.1.3 Eigenspaces and geometric interpretation

In the especial case of (3.8), the ambient space and its standard basis-vectors
have the usual Euclidean semantics: the points e1, e2, e3 are x, y, z direc-
tions at infinity, e4 is the origin o, and e5 is the unity point; the planes eT

1 ,
eT

2 , eT
3 represent the coordinate planes πyz, πxz,πxy, and eT

4 the plane at
infinity a>∞. Furthermore, the matrix JT already has a rather convenient
form for the invariant spaces of a translation to be characterized. Then, the
invariant space of a projective translation can be directly characterized by
the vectors in SCT , a Jordan decomposition of HT .

Along these lines, let’s firstly consider JT (3.10). It has a single three-
dimensional eigenspace for λ = 1, spanned by ET =

[
e1, e2, e3

]
, the com-
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plement of which is eT
4 .[

1 0 0 0
0 1 0 0
0 0 1 1
0 0 0 1

]
·
(

x
y
z
0

)
=

(
x
y
z
0

)
, (0, 0, 0, 1)> · (x, y, z, 0

)
= 0. (3.9)

Geometrically, this amounts to the “point-wise fixed plane” of all directions
at infinity (X, Y, Z, 0)>, known as “plane at infinity” with standard coordi-
nates a>∞ = eT

4 .
Let’s secondly consider the dual case (3.10). There is a single three-

dimensional left-eigenspace for λ = 1, spanned by FT =
[
e1, e2, e4

]
, the

orthogonal complement of which is e>
3 .

(x, y, 0, t) ·
[

1 0 0 0
0 1 0 0
0 0 1 1
0 0 0 1

]
= (x, y, 0, t) , (0, 0, 1, 0)> · (x, y, 0, t)> = 0 (3.10)

Geometrically, this amounts to the “family of fixed planes” (x, y, 0, t), which
are, in addition to the plane at infinity, all finite planes parallel to the z-
direction. The intersection of this family is the z-direction at infinity e3,
which in the general terms amounts to the “direction of translation”.

Figure 3.2: The point eigenspace of a translation spans the plane at infinity
a>∞, e.g. by three vanishing points in directions x, y, z. The plane eigenspace
is spanned by a>∞ and by two planes parallel to the translation, e.g. a>∞,
π>

yz, π>
xz. They intersect in the vanishing point in z-direction.

Consider finally the ambiguities introduced by the commutator CT span-
ning the matrix family SCT (3.5):

First, starting from the standard basis of the eigenspace ET , all admis-
sible bases are fully characterized by the product CTET , and by FTCT in
the dual case.
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In the point case (3.11),
 k1 k2 k3 k4





 c11 c12 0 c14

c21 c22 0 c24
c31 c32 1 c34
0 0 0 1


(

X
Y
Z
0

)
. (3.11)

geometrically, the first and second column of CT (3.6) allow a general pair
of directions to replace the x and y directions as basis of the eigenspace,
whereas the third column always remains the z-direction, i.e. the direction
of translation. Additionally, as CT has to be regular, an arbitrary but only
a finite point (c14, c24, c34, 1) can become a new origin.

In the plane case (3.12),

(x, y, 0, t)


 c11 c12 0 c14

c21 c22 0 c24
c31 c32 1 c34
0 0 0 1





 hT

1

hT
2

hT
3

hT
4


 (3.12)

the first and second row of CT show that an arbitrary pair of finite planes
parallel to the z-axis can replace the πyz and πxz planes as basis-vectors,
while the third row shows in addition that any finite plane with orientation
transversal to the direction can replace the plane πxy. Most importantly, the
forth row assures the plane at infinity to always be among the basis-vectors.

Finally, consider an arbitrary instance of CT , and have a look at a re-
spective decomposition SCT , including matrix HPE . For all SCT , the rows
h>

j and the columns ki of S−1
CT , respectively, do now hold the projective co-

ordinates of the just described geometric loci-i. It is essentially ST that links
the projective camera frame to the generic eigenvectors, similar to HPE .

In the point case (3.9) , k1 and k2 are a general pair of directions other
than the direction of translation, which is k3, whereas k4 is always a finite
point.

In the plane case (3.10), h>
1 and h>

2 are a general pair of finite planes.
They are always parallel to the translation, whereas h>

3 is also a finite plane,
but is transversally oriented. The plane at infinity always is h>

4 .
Clearly, this is unaffected by the scalar µ in CT (3.6) , as coordinates

are homogeneous.

3.1.4 Generator

Theorem 2 (generator of projective translation)
Under the rigid-stereo assumption, a projective translation has the parame-
terization (3.13) in terms of a scalar τ and a rank one matrix ĤT (3.14),
called “generator” or “tangent operator”. This operator ĤT is unique up
to the scaling of τ . It equals the outer product of two vectors k3 and h>

4 ,
which represent respectively the direction of translation and the infinity plane
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Figure 3.3: The multitude of frames compatible with the Jordan matrix of
a pure translation.

associated with the stereo camera.

HT = I + τĤT (3.13)

τĤT = k3 h>
4 (3.14)

Proof:
To prove this proposition, consider a matrix SCT arising in (3.5) and denote
its rows by h>

i and the columns of the inverse by kj , where obviously

h>
i kj = k>

j hi = δij , using Kronecker’s δij . (3.15)

Subtracting the identity matrix from JT and pulling it out of the simi-
larity relation (3.5) yields:

HT =


 k1 k2 k3 k4





 0 0 0 0

0 0 0 0
0 0 0 1
0 0 0 0







h>
1

h>
2

h>
3

h>
4


 +


 1 0 0 0

0 1 0 0
0 0 1 0
0 0 0 1


 (3.16)

= k3 · h>
4 + I

= I + ĤT (3.17)

q.e.d. (3.13)
Uniqueness of ĤT is still an issue, since changing SCT to another CTST

might also change k3 and h>
4 . However, since this affects the one side by

µ and the inverse’s side reciprocally by 1/µ, the outer product ĤT itself
remains unaffected. A more general way to show this is to rewrite ĤT

using the matrix ĴT , which actually is the generator of z-translation in the
standard representation of se(3).

ĴT =
[

0 0 0 0
0 0 0 0
0 0 0 1
0 0 0 0

]
, (3.18)

ĤT = S−1
CT ĴT SCT = k3 · h>

4 . (3.19)
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It is then sufficient to verify that CT commutes with ĴT in order to show:

S−1
T C−1

T · ĴT · CTST = S−1
T C−1

T CT · ĴT · ST = ĤT . (3.20)

q.e.d. (3.14)
There is no natural choice for the scale factor τ and the respective scaling

of ĤT . They can be either set to an a-priori given value for τ , e.g. a joint
encoder reading, or can just be normalized to τ = 1, assuming thus a unit
translation. Another possibility is to normalize the generator to ||ĤT || = 1
and to adjust τ correspondingly.

3.1.5 Exponential and logarithm

Theorem 3 (exponential form and logarithm)
The matrix exponential of the operator matrix exists and has the closed form
(3.21). It maps a generator to a corresponding projective translation HT (τ).
The matrix logarithm of a projective translation exists and has the closed
forms (3.22) or (3.23). It thus maps the projective translation to the respec-
tive operator τĤT .

exp
(
τĤT

)
= I + τĤT = HT , (3.21)

log (HT ) = HT − I = τĤT , (3.22)

log (HT ) = 1
2

(
HT − H−1

T

)
= τĤT . (3.23)

Proof:
First, consider the exponential (3.21). The matrix ĤT = k3h

>
4 has rank

equal to 1, trace equal to 0, and is nilpotent with order 1

Ĥ2
T = O, since k3h

>
4 k3h

>
4 = k3δ34h

>
4 = 0. (3.24)

Thus, all super-linear terms in the formal matrix exponential (A.1) vanish,
which demonstrates (3.21). q.e.d.

Second, consider the logarithm. The formulation in (3.22) follows di-
rectly from (3.13), whereas the formulation in (3.23) becomes evident after
noticing that H−1

T = I − τĤT . q.e.d.

3.1.6 Lie group and Lie algebra

Theorem 4 (Lie group and Lie algebra of projective translations)
The projective translations HT (τ) are a Lie group and the operators τĤT

are a corresponding Lie algebra. They are one dimensional and the group is
Abelian. Both are isomorphic to R1, once the Lie group R1 and once the Lie
algebra R1. The introduced 4×4 matrices, HT (τ) and τĤT , can be regarded
as a respective 4-dimensional matrix representation.
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Proof:
A group manifold φ associated with projective translations (3.21) is for
instance

φ : R → R4×4 : HT (τ) = I + τĤT . (3.25)

It is linear in τ ∈ R, and thus is trivially in C∞, i.e. it is continuously
differentiable or ”smooth”. The group axioms are directly verified below.
Equations (3.27) and (3.29) also demonstrate the remaining conditions on
the multiplication and inverse to be continuous and differentiable.

identity: HT (0) = I (3.26)
closure: HT (τ1) HT (τ2) = I + τ1ĤT + τ2ĤT + τ1τ2Ĥ2

T

= I + (τ1 + τ2)ĤT (3.27)
commutative: HT (τ2) HT (τ1) = I + (τ1 + τ2)ĤT (3.28)
inverse: HT (τ) HT (−τ) = I + (τ − τ)ĤT = I (3.29)

A manifold ψ associated with the operators is for instance (3.30). It
trivially assures the linear structure of the addition.

ψ : R → R4×4 : ĤT (τ) = τĤT . (3.30)

The product operation is the Lie bracket[
ĤT1, ĤT2

]
= ĤT2ĤT1 − ĤT1ĤT2,

which can be expressed using the product in R4×4. Due to the group’s
Abelian structure, it is always an annihilation[

τ1ĤT , τ2ĤT

]
= O, (3.31)

so that the bracket trivially fulfills the product axioms.
The above defined manifolds φ and ψ are both differentiable isomor-

phisms with respect to R1, once between this Lie group and HT (τ), and
once between this Lie algebra and τĤT . The matrices act by direct multi-
plication of R4×4 onto itself. Additionally, the matrix forms allow also an
action on projective three-space and on the group of projective displace-
ments to be defined, as long as they have been defined with the same HPE .
Conclusively, a series of 4-dimensional matrix representations of R1 has so
been established. The latter is the abstract Lie group and Lie algebra which
is underlying the projective translation group. q.e.d.
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3.2 Numerical estimation

The homography of a projective translation is determined from image mea-
sures, only, but depends on them in an indirect i.e. non-linear manner. It
can thus be calculated algebraically only by means of several intermediate
steps, e.g. triangulatoin followed by homography estimation, followed by a
SVD. Additionally, methods which are based on spatial data are preferable
also from a practical point of view, since an elaborate system for continuous
projective reconstruction of a dynamic scenes can be assumed. Theoreti-
cally, they have the great advantage that the projective motion H resulting
from observations of an object in motion is linear in spatial coordinates.

After finding a homography γH, the next step is to normalise this trans-
lation homography. There are two equations (3.2) that calculate γ, where
the advantage of the first one is to take into account all elements, with the
inconvenience of the determinant’s higher order terms. The second one is
based on diagonal elements only, but is linear in those.

A homography estimate H will always deviate from the theoretical form
of HT . Thus, the aim is now to find a homography closest to the estimate
with respect to a certain distance measure.

3.2.1 SVD-based method

A first approach is to determine by means of (3.22) the Lie-algebra represen-
tation ĤT of the motion, which is in first instance neglecting the corrupted
form. Consequently, a singular value decomposition must be used to com-
pute the matrix of rank 1 which is closest to the estimate in terms of the
matrix norm.

(U,D,V>) = SV D(H − I), D = diag (σ1, σ2, σ3, σ4) (3.32)

ĤT = U · diag (σ1, 0, 0, 0) · V>, (3.33)
k3 = U∗1, h4 = V∗1 (3.34)

As long as interest is only in part of the geometrical information con-
tained in one or many homographies, this methods can still be applied ef-
ficiently. To do so, the homographies are gathered onto a matrix stack H,
the singular value decomposition of which again yields a best approximation
to the theoretical form, now with respect to the matrix norm of the entire
stack, respectively. More precisely, the plane at infinity can be recovered
from a number of arbitrary projective translations, even from additional
projective displacements of other type. The direction at infinity common
to a number of parallel projective translations can also be recovered in this
way. In any cases, the rigid-stereo assumption always has to be valid.

(3.35)
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3.2.2 Algorithm

In the following, a description of a practical implementation using trace-
normalization and singular value decomposition is given. This method has
the advantage of being numerically stable and naturally allowing for numer-
ous input homographies to be accumulated. Suppose H(i) to be a number of
estimates of homographies resulting from translational motions, which have
π∞ as plane at infinity, and ∆t as direction.

Step 1) Ĥ(i)
T from H(i), i ∈ {1, . . . , n}

• Normalize H(i) by the trace (3.2) and compute Ĥ(i) by (3.22).

Normalizing by the determinant or by directly calculated eigenvalues have
turned out to yield less good results.

Step 2a) π∞ and ∆t from a single ĤT :

• Compute the SVD, with σ1 ≥ σ2 ≥ σ3 ≥ σ4:

Ĥ = U diag(σ1, σ2, σ3, σ4) V>, (3.36)

To reject an outlier homography, check that the conditioning σ1/σ2 is
large, i.e. check that the numerical rank of ĤT is not too far from 1.
Then

ĤT = U diag(σ1, 0, 0, 0) V> = σ1 U•1 V1•

is the matrix of rank 1 closest to Ĥ with respect to matrix norms || · ||2
and || · ||F .

• Take the first column U•1=k as ∆t and the first row V•1 = h4 as π∞.

Step 2b) Estimate π∞ from accumulated H(i), i ∈ {1, . . . , n}
• Stack all n Ĥ(i) to

H4n×4 =



Ĥ(1)

Ĥ(2)

. . .

Ĥ(n)


 (3.37)

• Compute the SVD H4n×4 = UDV>

• Take π∞ as h4 = V•1

Step 2c) Estimate ∆t from accumulated H(i), i ∈ {1, . . . , n}, with same
direction
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• Transpose and stack all n Ĥ(i)T
to

H4n×4 =



Ĥ(1)>

Ĥ(2)>

. . .

Ĥ(n)>


 (3.38)

• Compute the SVD H4n×4 = UDV>

• Take ∆t as k3 = V•1

3.2.3 Optimization-based method

A major drawback of the SVD-based approach is that the matrix norm im-
plicit to the SVD is not related to image measurements and respective error
statistics. A more sensible criterion would be the maximum a-posteriori like-
lihood with respect to noise in the image measurements. Since the problem
is non-linear in nature, such a solution generally can only be found using
numerical optimization. Still, for finding an initial guess for k3 and h4, the
matrix norm remains an efficient criterion.

For a parameterization of HT to be minimal, it has to take into account
all underlying constraints. Here, let’s formalize them in terms of the rank 1
matrix ĤT = k3h

>
4 , and a single constraint. The latter is easily eliminated

by substituting one among the eight parameters in k3 and h4. Choose for
instance k31 and assure h41 not to vanish:

h>
4 · k3 = 0, k31 = − 1

h41
(k32h42 + k33h43 + k34h44) (3.39)

As a result, a projective translation is minimally parameterized by the vector
xt of 7-parameters:

xT = (h41, k32, h42, k33, h43, k34, h44).

Now, the optimization problem is a minimization over these 7 variables of
the image-error d between projective image points mi, m

′
i, appearing in the

stereo images, and respective backprojected points Mi, which depend on
ĤT , only, i.e. on xT . (compare section 4.4)

min
xT

∑
i

d
(
si, P (Mi + τĤT Mi)

)
+ d

(
s′i, P

′(Mi + τĤT Mi)
)

. (3.40)

Note, the parameters h41, . . . , h44 denote the plane at infinity, and can so
be used for a consistent affine stratification of the model.
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Figure 3.4: Translation of gripper in front of a rigid stereo camera (left), or
of the rig relative to a static scene (right).

3.3 Experiments

This section presents experiments on simulated and real image data, de-
signed to validate and evaluate the above introduced methods. It is taken
with few modifications from [58], and it is referred to this paper for the
complete context. Three different experiments have been conducted in or-
der to study the performance of the method and the influence of several
factors, such as: measurement noise, mismatches, number of homographies
and estimation algorithm used (linear or non-linear). The name of the ex-
periments refer to the objects under consideration as gripper-, grid-, and
house-experiment.

It is worthwhile discussing first the evaluation criterion used, especially in
the case of affine calibration. The basic idea is to evaluate three-dimensional
affine structure N obtained in the experiment against affine ground-truth
X, which is here also the Euclidean one.

For that purpose, two error measures are defined:

• The first one calculates the average error in the length ratios of all
triplets of collinear points X0, X1, X2, where the factor ||X1||− ||X0||
is to rescale them to coherent length unit.

eQ =
( ||N2 − N0||
||N1 − N0|| −

||X2 − X0||
||X1 − X0||

)
||X1 − X0|| (3.41)

• The second one calculates the average Euclidean distance between
pairs of corresponding 3D points. For that purpose, the affine struc-
ture N in question is aligned with ground-truth Euclidean structure
X using precisely the affinity Afit which assures the best Euclidean
fit between them:

Afit = min
A

||X − AsN || (3.42)

eD = ||X − AfitN ||, (3.43)
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Please note, the evaluation is based on projectively reconstructed structure
which is upgraded a-posteriori to affine, i.e. after the infinity plane has
been determined. This differs from a “real’ affine reconstruction, which can
already solve the triangulation problem in an affine space. So, the results
are assured to reflect the quality of affine calibration and to be independent
of a particular reconstruction method.

3.3.1 Gripper experiment

The motivation for the gripper experiment is a system for stereo self - cal-
ibration and simultaneous robot self-calibration from trial motions of pris-
matic joints. The simulated setup consists of a stereo rig with 20cm baseline
observing a gripper of 10 cm in size from a distance of 90cm. The gripper
translations are observed in terms of 18 marker points attached to it. The
exact 3D structure of these markers serve as ground-truth, but it is not used
by the estimation algorithm. The data results from 12 small translational
gripper motions of 2cm each. The two diagrams compare the performance of
affine calibration at increasing levels of artificially added image noise, which
has been chosen Gaussian with standard deviations from 0.5px to 3.0px.
Figure 3.5 shows that 4 motions suffice to achieve stability. At σ < 1px, the
error eD is acceptable after only one motion and decreases below 0.2mm.
With 1 ≤ σ ≤ 2, eD is still below 0.5mm, but for σ ≈ 3 if HT is estimated
just linearly, the error increases rapidly.
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Figure 3.5: Accuracy at increasing noise levels quantified by eD for linear
and non-linear estimates of HT . The error mesure eQ shows very similar
results.

3.3.2 Grid experiment

The motivation for the grid-experiment is a system for off-line self-calibration
of a stereo camera based on high precision image data. Another interest of
this experiment is to acquire ground-truth data for the house experiment. In
contrast to the gripper experiment, it is now the camera and no longer the
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observed object which is being moved, and the data is acquired from a real
image sequence. It consists of about 100 points per image, extracted with
a precision of about 0.05px. Ground-truth is a precise CAD model of the
calibration grid. For the sequence itself, the stereo camera is moved along
the three linear axis of a Cartesian robot and stereo images are grabbed at
6 equally spaced stops on each axis. Figure 3.6 shows that the results from
real data are consistent with the simulations. The segments [1:5], [6:11],
and [12:17] correspond to the three different direction of the motions. The
accuracy is lower when the translation is aligned with the optical axis [6:11].
The type of estimation method, linear or non-linear, shows no real difference
here, which could be explained by the larbe number of measurements in use.
The cumulative estimate is robust against corrupted data or outliers due to
a mismatch, but estimates improve from any additional data, even if it is
rather noisy. The absolute error of 0.2 − 0.3mm compares favorably with
the precision usually obtained by triangulation.
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Figure 3.6: Comparison of single and cumulative estimates from linear and
non-linear HT .

3.3.3 House experiment

The motivation for the house experiment is again a system for self-calibration
of a stereo camera and of a robot’s prismatic joints. Now, the focus however
is on a system working on-line on arbitrary interest-point, i.e. it is able
to cope with unknown objects and less precise measurements. For that
purpose, the grid used above is simply replaced by a model house, and
interest points are extracted and matched in an image sequence recorded for
the same motion and the same rigid stereo camera as in the grid experiment.
Although no ground-truth is available for the house itself, the affine data
obtained in this experiment can be evaluated directly on the grid data, since
the same rig has been imployed. More precisely, the affine calibration from
the house is used to upgrade a perspective reconstruction of the calibration
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grid (see Figure 3.7), and is evaluated as in section 3.3.2.
For the motion itself, the encoder values and the factory given kinematic

model are taken as ground-truth. Qualitatively, stability and robustness are
similar to the grid experiment. Quantitatively, the error eD is slightly higher
but below 1mm if HT is estimated non-linearly.
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Figure 3.7: Motion field in house-scene and the resulting rectification applied
to a calibration grid: projective (left), affine (right).



Chapter 4

Projective Rotations

This chapter is devoted to the theory and practice of purely rotational mo-
tion, and especially to such projective motions. It develops in formal detail
their matrix representation as well as respective numerical methods. Ro-
tations as a motion are of practical importance since they occur often and
naturally in real-world and production environments, e.g. planar motions of
vehicles, but especially robot revolute joints. In the context of this thesis,
they have given rise to various practical methods, one for self-calibrating,
pointing, and homing of a pan-tilt mounted stereo camera, one for self-
calibration of the projective kinematics of a six axis robot with additional
Euclidean calibration of the stereo camera, and one for visual servoing of
pure rotations or planar motions.

4.1 Metric representations

4.1.1 Orthogonal matrix

Rotations of three-dimensional space are revolutions around an axis passing
through the origin o = (0, 0, 0)>. They are usually represented by 3 × 3
matrices R out of the “special orthogonal group” SO(3)

R ∈ SO(3) : det(R) = 1, RRT = I. (4.1)

For a unit direction vector w and for an angle θ, the corresponding rotation
matrices are determined by the classical “Rodriguez equation”

Rw(θ) = exp(θ[w]×) = I + sin θ[w]× + (1 − cos θ)[w]2×, (4.2)

where [w]× stands for the anti-symmetric matrix corresponding to w. They
form a three-dimensional Lie algebra so(3) in the components of w, and
the Rodriguez equation maps such an operator to an element of SO(3), the
corresponding Lie group.

78
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4.1.2 Pure rotation

Rotations inside three-dimensional space are a much larger class of motions
where the rotations are no longer restricted to be around the origin. In this
sense, any point C in three-space gives rise to a three-dimensional rotation
group, denoted TR,C . It is a subgroup of the displacement group SE(3) but
it is in general not a subgroup of the standard rotation group SO(3). In
addition, a spatial line through C with fix direction w gives rise to a one-
dimensional subgroup TR,C,w of SE(3) which describes revolutions around
this axis.

TR,C,w =
[
Rw RwC − C
> 1

]
(4.3)

Although commonly used in literature, the definition of a pure rotations as
the motions in SO(3) fails to be a coordinate-free criteria. However, as soon
as this criteria is weakened to the motions which are just similar to SO(3) by
an arbitrary displacement T, it becomes a coordinate-free one. For a given
displacement T, a three-dimensional subgroup of SE(3) is so defined, and
additionally for a given direction w, a one-dimensional subgroup is obtained.

Definition 9 (pure rotation) A “pure rotation” is any rigid displacement
TR(θ) which is similar to a rotational motion in SO(3). The similarity
transform must be an arbitrary displacement T ∈ SE(3). In terms of screw
motions, a pure rotation is a screw with vanishing pitch.

TR = T−1

[
R 
T 1

]
T. (4.4)

Clearly, a displacement Tw that moves the rotation axis onto the z-axis
always exists. For w and two unit vectors u, v forming an orthogonal triad,
this rotation is explicitly

T =
[

0
u v w 0

0
0 0 0 1

]−1

(4.5)

A conjugation by Tw is used to obtain a formal rotation around the z-axis,
which already corresponds to a real Jordan decomposition of the rotation

TR = T−1T−1
w

[
cos θ - sin θ 0 0
sin θ cos θ 0 0

0 0 1 0
0 0 0 1

]
TwT (4.6)

4.2 Projective representations

4.2.1 Definition

Definition 10 (projective rotation) Under the rigid-stereo assumption
HPE (2.18), a projective rotation is defined as the projective motion γHR
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Figure 4.1: Geometric interpretation of the Jordan decomposition of a pro-
jective rotation.

resulting from a pure rotation TR in three-space. Let θ be the angle of rota-
tion and let a point C and a unit direction w describe the axis of rotation,
where w defines also the 3 × 3 rotation matrix Rw (4.2).

Now, the homography HR writes as (4.7). It is called “projective rota-
tion” in the normalized form with unit determinant or equivalently with unit
scale γ.

TR(θ) =


 Rw (θ) RwC−C

0 0 0 1




γHR(θ) = H−1
PE · TR(θ) · HPE , γ = 1. (4.7)

4.2.2 Jordan form

Theorem 5 (Jordan normal form of projective rotations)
A projective rotation always has a Jordan matrix of form JR (4.8). The six-
parameter regular matrix form CR (4.10) defines the matrix family SCR =
CRSR, which characterizes all possible Jordan decompositions (4.9) of a
projective rotation, where SR is an arbitrary member of this family taken as
seed (4.11).

JR =
[

cos θ -sinθ 0 0
sin θ cosθ 0 0

0 0 1 0
0 0 0 1

]
, (4.8)
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HR = S−1
CR· JR SCR. (4.9)

CR = µ

[
a −b 0 0
b a 0 0
0 0 c d
0 0 e f

]
, (4.10)

HR = S−1
R C−1

R JR CR SR. (4.11)

Proof:

Independent of the outer similarity form, a pure rotation has the charac-
teristic polynomial p(λ) = (1− λ2)(λ2 − 2λ(cos θ) + 1), and thus a complex
eigenvalue pair λθ = cos θ ± i sin θ and a double eigenvalue λ1 = 1. Hence,
the complex Jordan matrix is

J∗
R =

[ exp i 0 0 0
0 exp -i 0 0
0 0 1 0
0 0 0 1

]
.

Consequently, the real Jordan matrix has a rotation block J(θ) =
[

cosθ -sinθ
sinθ cosθ

]
and a Jordan-Block J2(1) = [ 1 0

0 1 ] of order two. Among the possible permu-
tations of the blocks, the one corresponding to a rigid displacement is chosen.
Here, this is a rotation by θ around the z-axis. So, the Jordan matrix of a
projective rotation can be written as JR (4.8).

Given an initial decomposition with SR, the commutator CR (4.10) of
the Jordan matrix JR – verify JRCR − CRJR = O – is a necessary and
sufficient characterization for all possible real Jordan decompositions (see
appendix A.5), where full rank has to be assumed. q.e.d. (4.9)

4.2.3 Eigenspaces and geometric interpretation

In this section, geometrical interpretations of the general Jordan decomposi-
tion (4.9) are given, namely of the Jordan matrix, the commutator, and the
outer similarity. The reasoning is based on the invariant (sub-) spaces of the
transformation matrices, and the relation between Euclidean and projective
coordinates of three-dimensional space. Finally, also the generator ĤR is
interpreted in terms of its action on a general point.

Using the construction leading to (4.4) and (4.7), the rectifying trans-
formation

SER = TwTHPE , HR = S−1
ERJRSER (4.12)

can always be found so that JR is a rotation of a Euclidean frame, more
precisely, is a rotation of this frame around the z-axis. In this special case,
the standard base-vectors have the usual Euclidean semantics: e1, e2, e3

are x, y, z directions at infinity, e4 is the origin o, and e5 is the unity point.
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In the dual basis, e>
1 , e>

2 , e>
3 represent the coordinate planes πyz, πxz,πxy,

and eT
4 the plane at infinity π∞.

The form of the matrix JR is rather convenient for characterizing eigen-
vectors and eigenspaces. It reveals at a glance the two-dimensional eigenspace
EA = [e3, e4] corresponding to the double eigenvalue λ1, and furthermore an
invariant two-dimensional space E⊥ = [e1, e2] corresponding to the complex
eigenvalue pair λθ:[

cos - sin 0 0
sin cos 0 0
0 0 1 0
0 0 0 1

]
·
(

x
y
z
w

)
=

(
x cos−y sin
x sin x+y cos

z
w

)
. (4.13)

Geometrically, EA is a line of fix points which goes through the origin and
points in z-direction. In the context of the rotation represented by JR, this
line EA is the rotation axis. Also, E⊥ represents a fix line at infinity l⊥, but
not a line of fix points. It consists of all directions in the x-y plane, i.e. all
directions normal to the rotation axis.

Dually, there is the right-eigenspace FA = [e3, e4]> and the invariant
space F⊥ = [e1, e2]>.

(x, y, z, d) ·
[

cos - sin 0 0
sin cos 0 0
0 0 1 0
0 0 0 1

]
= (x cos -y sin, x sin+y cos, z, d) . (4.14)

Geometrically, FA is a pencil of fix planes consisting of all planes parallel to
the x-y plane, i.e. all planes normal to the rotation axis, including the plane
at infinity. The pole of this pencil is the above introduced line at infinity
l∞. Also, F⊥ is a fix pencil of planes with the z-axis as pole, i.e. a pencil
intersecting in the rotation axis, but it is not a pencil of fix planes.

There is more than one possible decomposing matrix SR, and this am-
biguity is captured by the matrix family SCR (4.9). It is the commutator
CR that introduces this ambiguity.[

a -b 0 0
b a 0 0
0 0 c d
0 0 e f

] (
x
y
z
w

)
=

(
ax−by
bx+ay
cz+dw
ez+fw

)
. (4.15)

Applying CR to a given basis of E⊥, which is a-priori an orthogonal pair
of directions, shows that the resulting basis still consists of two orthogonal
directions.

(ae1 − be2) · (be1 + ae2) = abe1e1 + a2e1e2 − b2e1e2 − abe2e2 =
ab − ab = 0

Applying CR to EA shows that an arbitrary pair of points on the axis yields
an admissible decomposition. This means that origin, finite points, and the
vanishing point are indistinguishable, even for points on the rotation axis.
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The dual case (4.16) is analogous:

(x, y, z, w)

[
a -b 0 0
b a 0 0
0 0 c d
0 0 e f

]
= (ax + by, -bx + ay, cz + ew, dz + fw) . (4.16)

The orthogonal pair of planes F⊥ is just rotated around its pole to another
such an orthogonal pair, whereas a pair of planes FA can be mapped onto
an arbitrary pair in this pencil. Again, no distinction is possible between a
finite plane and the plane at infinity. This information cannot be recovered.

Figure 4.2: Geometric interpretation of rotation invariants and their bases.
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Figure 4.3: Geometric interpretation of rotation invariants and their bases.

Finally, the transition from JR to a general HR is made, using an SCR,
which amounts to assigning projective coordinates to the above identified
geometric locii while keeping their corresponding properties. Hence, h1 and
h2 is a pair of normal directions with perpendicular Euclidean orientations,
whereas h3 and h4 is any pair of points that span the axis. Dually, k1 and k2

are a pair of planes with perpendicular Euclidean orientations that intersect
on the axis, whereas k3 and k4 are any pair of planes perpendicular to the
axis.

4.2.4 Rodriguez equation and generator

Theorem 6 (Rodriguez equation)
A projective rotation is characterized by an angle θ and the rank two matrix
ĤR (4.17), called its generator or (tangent) operator. Their product θĤR is
unique. The two column vectors k1,k2 in the operator represent two orthog-
onal directions, the two row vectors h>

1 , h>
2 represent two orthogonal planes.

The intersection of the two planes is the rotation axis, the span of the direc-
tions contain all normal directions of the axis. The rotation homography HR

is related to the operator matrix by equation (4.18), which is a formulation
of the classical Rodriguez equation (4.2) in terms of 4 × 4 homographies.

ĤR = k2h
>
1 − k1h

>
2 . (4.17)

HR(θ) = I + sin θĤR + (1 − cos θ)Ĥ2
R. (4.18)

Proof:
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To prove this, consider a seed matrix SR arising in (4.9) and denote its
rows by h>

i and its inverse’s columns by kj , where obviously

h>
i kj = k>

j hi = δij , using Kronecker’s δij . (4.19)

Subtracting the identity matrix from JR and pulling it out of the simi-
larity relation yields:

HR =


 k1 k2 k3 k4





 cos θ-1 - sin θ 0 0

sin θ cos θ-1 0 0
0 0 0 1
0 0 0 0







h>
1

h>
2

h>
3

h>
4


 +


 1 0 0 0

0 1 0 0
0 0 1 0
0 0 0 1




= (cos θ − 1)
(
k1h

>
1 + k2h

>
2

)
+ sin θ

(
k2h

>
1 − k1h

>
2

)
+ I

Expressing HR as the sum of the identity and the two rank 2 matrices ĤC ,
ĤR yields:

HR(θ) = I + sin θĤR + (cos θ − 1)ĤC , (4.20)
ĤC = k1h

T
1 + k2h

T
2 , (4.21)

ĤR = k2h
T
1 − k1h

T
2 . (4.22)

Due to (4.19), these two matrices are closely related,

Ĥ2
R = −ĤC , (4.23)

so that the “Rodriguez form of a projective rotation” follows, q.e.d. (4.18).

HR = I + sin θ ĤR + (1 − cos θ) Ĥ2
R. (4.24)

As soon as the operator is written as a conjugate form of a matrix ĴR,

ĴR =
[

0 -1 0 0
1 0 0 0
0 0 0 0
0 0 0 0

]
, (4.25)

ĤR = S−1
CR · ĴR · SCR, (4.26)

it is sufficient to verify that CR commutes as well with this matrix to fi-
nally show that ĤR is one and the same matrix, no matter what Jordan
decomposition SCR it has been derived from.

ĤR = S−1
R C−1

R ĴRCRSR = S−1
R ĴRSR = k2h

>
1 − k1h

>
2 .

q.e.d. (4.17)
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4.2.5 Exponential and logarithm

Theorem 7 (exponential form and logarithm)
The matrix exponential of the operator exists, and it has the closed form
solution (4.27). It equals the Rodriguez form (4.18), and thus maps a gen-
erator to a projective rotation. For sin θ 6= 0, the matrix logarithm of a
projective rotation exists in closed form (4.28). It maps the homography to
its operator.

exp
(
θĤR

)
= I + sin θĤR + (1 − cos θ)Ĥ2

R = HR. (4.27)

log (HR) = θ
2 sin θ

(
HR − H−1

R

)
= θĤR. (4.28)

Proof:

First, verify the recurrences (4.29) and (4.30) using (4.19) and a simple
induction argument.

Ĥ2n+2
R = (−1)n Ĥ2

R (4.29)
Ĥ2n+1

R = (−1)n ĤR (4.30)

Then, consider the formal matrix exponential and separate the identity from
the odd and even powers

exp(θĤR) =
∞∑

n=0

θnĤn
R

n!
, (4.31)

exp(θĤR) = I +
∞∑

n=0

θ2n+2Ĥ2n+2
R

(2n + 2)!
+

∞∑
n=0

θ2n+1Ĥ2n+1
R

(2n + 1)!
.

Finally, an analytic solution is found after identifying the coefficients in
the power series with those of sin and cos.

cos θ = 1 −
∞∑

n=0

(−1)n θ2n+2

(2n + 2)!
, (4.32)

sin θ =
∞∑

n=0

(−1)n θ2n+1

(2n + 1)!
. (4.33)

The resulting equation indeed equals HR (4.18), q.e.d. (4.27)

exp(θĤR) = I + sin θĤR + (1 − cosθ)Ĥ2
R .

To show the logarithm, it is sufficient to verify by direct calculation that
(4.28) yields θĤR, which is already proven to have the correct exponential,
q.e.d. (4.28),

HR − H−1
R = HR(θ) − HR(−θ) = sin θĤR − sin -θĤR = 2sinθĤR .
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Let’s briefly regard how ĤR acts as a matrix operator on points and let’s
give a simplifying geometric interpretation. The “circular trace” of a point
M with projective coordinates M undergoing a projective rotation HR(θ)
is

M(θ) = M + (1 − cos θ) Mr + sin θ Mt (4.34)
Mr = Ĥ2

RM , Mt = ĤRM , (4.35)

where Mr is the radial direction in M and Mt is the tangential direction
in M . In this sense, multiplication by ĤR is analog to taking the vector
product with the rotation axis w in the sense that it calculates a direction
perpendicular to both, the axis and the radius. Additionally, the scale of
these vectors has a well-defined value, depending on the orbital height of
the initial point M .

For two antipodal points, the angular terms are opposite and cancel out

M(θ) = M+ sin(θ) Mt− cos(θ)Mr +Mr,

M(θ + π) = M+sin(θ + π) Mt− cos(θ + π)Mr +Mr

= M− sin(θ) Mt+ cos(θ)Mr +Mr,

such that the center C = 1/2(M(θ) + M(θ + π)) of the circle of M is

C = M + Mr. (4.36)

4.3 Lie group and Lie algebra

Theorem 8 (Lie group and Lie algebra of projective rotations)
The projective rotations HR(θ) are a Lie group and the operators θĤR are a
Lie algebra, both one dimensional, where the group is furthermore Abelian.
They are isomorphic to the multiplicative Lie group C1 and its Lie algebra
R. Thus, they can be seen as 4-dimensional matrix representations of these.

Proof:
A group manifold φ associated with projective rotations is for instance (4.27)

φ : C1 → R4×4 : HR(cos θ + i sin θ) = I + sin θĤR + (1 − cos θ)Ĥ2
R, (4.37)

where C1 is the complex unit circle. It is a sum of smooth functions and
this is trivially in C∞. Please note that C1 and the respective notions of
continuity and differentiability have been used in order to get along with a
single chart. In particular, this allows to correctly identify angles or rotations
outside the 2π range.

(cos θ1 + i sin θ1) · (cos θ2 + i sin θ2) = cos(θ1 + θ2) + i sin(θ1 + θ2) (4.38)

e iθ1 · e iθ2 = e iθ1+iθ2 = e i(θ1+θ2) = cos(θ1 + θ2) + i sin(θ1 + θ2) (4.39)
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The group axioms are verified below. The equations on the multiplica-
tions and the inverse also demonstrate the smoothness of these operations.

identity:
I = S−1

R SR = S−1
R JR(0)SR

inverse:
H−1

R (θ) =
(
S−1

R JR(θ)SR

)−1 = S−1
R J−1

R (θ)SR

= S−1
R JR(−θ)SR

closure:
HR(θ1) · HR(θ2) = S−1

R JR(θ1)SRS−1
R JR(θ2)SR

= S−1
R JR(θ1)JR(θ2)SR = S−1

R JR(θ1 + θ2)SR,

abelian
HR(θ2) · HR(θ1) = S−1

R JR(θ2 + θ1)SR.

A manifold ψ associated with the operator is for instance (4.40), which
trivially assures them to form a linear space.

ψ : R → R4×4 : ĤR(θ) = θĤR. (4.40)

The arguments of ψ and φ are classically related by the complex exponential
as diffeomorphism

cos θ + i sin θ = exp(iθ).

The product operation is defined as the Lie bracket

[θ1ĤR, θ2ĤR] = θ1θ2Ĥ2
R − θ2θ1Ĥ2

R = O, (4.41)

and C∞ follows directly from the product in R4×4. Since the group is one-
dimensional and Abelian, the product is necessarily an annihilation as shown
above. So, the product axioms are trivially fulfilled. q.e.d.

The generalization of this treatment to rotation groups of higher dimen-
sion, e.g. spherical rotation groups, and respective projective representations
is similar.

4.4 Numerical estimation

This section describes how to accurately estimate the tangent operator ĤR

of an observed projective rotation from joint angle and image data, only. The
overall goal is to use an uncalibrated stereo camera for recovering a projective
kinematics from joint-wise trial motions of an articulated mechanism, here
a pan-tilt mechanism with the cameras mounted onto.
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4.4.1 Objective function

Consider a single revolute joint and denote its angle θ. Move it to n positions
θi, take n stereo images (Fig. 4.7), and extract in the images the tracks1 mi

and m′
i of points Mi on a rigid 3D structure.

The projective motion is described as Mi = HR(θi)M0, where the Ro-
driguez form (4.18) of HR(θi) is an explicit function in the tangent operator
ĤR. So, given a distance function d(·, ·) in the projective image plane, the
total stereo reprojection-error along the sequence is an appropriate objective
function f to be minimized in ĤR

f =
n∑

i=1

d (mi,PHR(θi)M0) + d
(
m′

i,P
′HR(θi)M0

)
. (4.42)

The most commonly used distance function is the Euclidean distance in
pixel between extracted and backprojected points, eventually weighted by
the covariance matrix of measurement noise.

4.4.2 Minimal parameterization

An operator ĤR is characterizing the projective geometry of the respective
revolute joint with respect to the observing stereo camera, where rigidity
of the rig is assumed. Formally, it has 16 coefficients which are obviously
constrained by the rank 2 condition. Now, the aim is to come up with a
minimal vector of parameters, xR, corresponding to an operator matrix.

A projective rotation as naturally defined in equation (4.12) has 13 pa-
rameters: the upgrade matrix HPE (2.16) holds 5 in K (intrinsic param-
eters), 3 in the plane at infinity aT , and 5 in the rotational displacement
TR (the angle plus the axis as 3D-line). It is known, that from a single
rotation, the plane at infinity is not fully defined. Moreover, just a subset of
the internal parameters can be calibrated and the respective constraints are
of non-trivial orders [11]. The “physical” parameters are hence not suitable,
nor are the vectors in (4.17), since they are subject to the constraints (4.19)
and to the ambiguity (4.11). There, these “physical” parameters are omitted
in favor of the algebraic parameters related to a Jordan decomposition.

Given an initial guess, a two-parameter family of solutions is introduced
by the square

[
a -b
b a

]
(4.10). In order to resolve this ambiguity, a and b are

fixed by setting h11 = 1, h21 = 0. In practice, this constraint is imposed by
QR-decomposition Q ·W with column-permutations Y to ensure dominant
diagonal elements and a good numerical condition.[

hT
1

hT
2

]
= Q · W · Y, W =

[
1 h′

12 h′
13 h′

14

0 h′
22 h′

23 h′
24

]
=

[
h′T

1

h′T
2

]
.

1The vectors mi, m′
i, Mi generically stand for a whole set of matched points and

corresponding reconstructions.
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Now, a well-conditioned form is Ĥ′
R = ĤRY−1

Ĥ′
R = [ k′

1 k′
2 ]

[
0 −1
1 0

] [
h′T

1

h′T
2

]
, [ k′

1 k′
2 ] = [ k1 k2 ]Q. (4.43)

Given a good initialization, an initial QR-step is sufficient; otherwise h′
11, h′

21

should be monitored during the minimization. Besides h11 and h21, further
four parameters are eliminated by imposing the bilinear constraints (4.19),
such that ĤR depends in the end only on a 10-parameter-vector xR = ( h′

12,
h′

13, h′
14, h′

22, h′
23,h

′
24, k′

13,k
′
14, k′

23, k′
24). Consequently, the objective f will

be minimized over xR, only.

min
xR

f(xR) = f
(
ĤR(xR)

)
.

In order to further increase precision, the reconstructions M0 can be in-
cluded in the minimization, which adds 3 parameters per point. Although
computational costs increase considerably, such a “bundle-adjustment” is
crucial if image noise is non-neglectable or if several different rotations have
to be considered, as in case of the kinematics of a six-axes manipulator
(chapter 5).

4.4.3 Initialization

After the homography has been estimated linearly, and possible refined non-
linearly, it is straight-forward that any of its Jordan decompositions (4.9)
gives an initial guess (4.17). An alternative is to calculate the tangent oper-
ator ĤR using (4.28) and to impose rank 2 using SVD. Then, one still has
to calculate an eigen-decomposition

 f−i fi




[
−i 0
0 i

][
eT
−i

eT
i

]
,

where f−i, fi and eT
i , eT

−i are left- and right eigenvectors to the eigenvalues
−i and i. Then, they are recombined using Υ =

[
1 −i
1 i

]
to obtain a real form

like in (4.25), which determines immediately xR.

4.5 Experiments

This section presents experiments using a pan-tilt mechanism with a stereo
rig mounted on top of it. The projective motion [58] of a 3D-point M
can be described in function of the pan- and tilt angles, Ψ and Φ, using a
corresponding operator ĤΨ, ĤΦ for each joint:

M(Ψ, Φ) = exp(ΨĤΨ) exp(ΦĤΦ)M . (4.44)
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The three experiments document the projective self-calibration of the system
based on trial motions, the prediction of image-motion based on a forward
projective kinematics, and the homing of the mechanism based on a numer-
ical inversion of the projective kinematics. The methods are validated and
evaluated on real image data of a complex, unknown object. The presen-
tation is taken with few modifications from [58], and it is referred to this
paper for the complete context.

4.5.1 Experimental setup

A stereo head consisting of two CCD-cameras with 12.5mm lenses, baseline
35cm and vergence-angle 75o is mounted onto a robot end-effector. The two
revolute axes of a 5-dof Cartesian robot by SINTERS constitutes the pan-
tilt mechanism. It has a repeatability of 0.01o, so encoder readings are taken
as ground-truth for joint-angle differences (Ψ, Φ). The real image sequences
show a small model of a mountain taken from 2m distance, and with tilt
20o w.r.t. the ground-plane. We track about 200 Harris’ interest-points us-
ing SSD-based cross-correlation and refine them to sub-pixel accuracy using
paraboloid interpolation. The theoretically predicted accuracy of 0.3px is
only achieved between consecutive images. Otherwise a noticeable drift of
the features is introduced since errors sum up due to the sequential concate-
nation of correlations.

4.5.2 Non-metric calibration

In the calibration phase, two separate trajectories, the first stepping the
pan-joint 20 times by 1o, and the second stepping the tilt-joint 10 times also
by 1o, are driven. The corresponding image sequences show the mountain
moving in the image horizontally (u) for pan and vertically (v) for tilt,
along a path of 300px length. A subset of the steps and interest points is
taken to establish a non-metric calibration of the system, i.e. to estimate ĤΨ

and ĤΦ using the parameterization proposed in section 4.4. The result is
evaluated against the steps and the points not used for calibration (Fig. 4.7).
We evaluate backprojected against extracted points by the mean (signed)
differences ∆u, ∆v of their u- and v-coordinates, and by the mean of the
Euclidean distances in pixel calculated over the left or right image, ∆L or
∆R, or both, ∆LR. The results show that the estimation is unbiased and
accurate to sub-pixels (Fig. 4.8, Tab. 4.1). In order to eliminate a possible
interference due to the drift, a reconstruction Mi at step i is evaluated just
against the step i + 1.

4.5.3 Feed-forward prediction

In the prediction experiments, the mountain is observed from 9 general
positions of the pan-tilt head, which are not on the calibration trajectories,
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mean/sdv (Ψ, 0) (0, Φ) (Ψ, Φ)
∆u -0.8e4/0.36 0.02/0.42 -0.04/0.73
∆v -0.01/0.71 -0.04/0.50 -0.02/ 0.77
∆LR 0.66/ – 0.51/– 0.77/–

Table 4.1: Image errors in calibration and prediction:
The columns from left to right show result of the calibration of pan-joint,
tilt-joint, and the feed-forward experiment. The rows give mean values and
standard deviations of the error measures ∆u, ∆v, ∆LR. All values are in
pixel [px].

i.e. both joints are moved. For each pair of positions, the just established
weak calibration is used to predict points (4.44) in the second image pair
from the joint angles and the reconstruction done from the first image pair.
Again, predicted points are evaluated against extracted points. The results
show that the mean prediction error is below 1px (Fig. 4.9, Tab. 4.1).

Practical applications of the feed-forward prediction are in image-based
target tracking, and trajectory planning to avoid occlusions, collisions, or
targets out-of-view.

4.5.4 Homing

In the homing experiments, a stereo image or at least a single reconstructed
point Mh defines a home position of the pan-tilt system. Suppose its pro-
jective kinematics (4.44) to be known. Given an unknown configuration of
the pan-tilt head and the respective image Mc of the reference point: What
is the joint-space displacement that moves the head to the home position?
This amounts to solving the inverse kinematic map from the constraint

Mh = HΦHΨMc → (Ψ, φ) . (4.45)

In the experiments, we use again the objective function f , but minimize now
over the two parameters (Ψ, φ) (4.45), [35], [43]. The results are evaluated
against the joint-angles measured when the home image was taken. The
results presented in Figure 4.10 show that a single point is sufficient to
home a pan-tilt head with a precision better than 0.1o for pan and 0.02o

for tilt. Practical applications are visual reset of the pan-tilt system to
zero-reference during power-up, visual measurement of joint-angles, visual
homing, or target tracking with the pan-tilt mechanism.
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Figure 4.4: Vector field generated by an operator matrix ĤR seen in var-
ious positions and ambient spaces: z-axis (left), general axis (right). The
Euclidean space (top), and projective space (bottom), which is plotted as
if it were Euclidean, so that the projective skew is apparent in the vectors
being misaligned with the tangents, and in their arbitrary lengths (scales).
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Figure 4.5: Photograph of experimental setup, showing pan-tilt mounted
stereo camera observing a model-mountain.

E

E

P0

M(0,0)

M(0,0)

zero-position: (0,0)

0

M(    ,0)

N(0,0)

H

H

effective rigid motion   

P

M(    ,   )

of the stereo head to  

T
0

0

projective reconstruction to 

0

E

P

T

(    ,   )
apparent motion of the

=

(    ,   )

0

Ψ Φ

Ψ Φ

Φ

Φ

Φ

Ψ

Ψ

Ψ
Ψ

ΨΦ

Φ

Ψ

or

Figure 4.6: Sketch of pan-tilt mechanism, showing camera motion and ap-
parent scene motion.
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Figure 4.7: Projective Calibration of pan-(top) and tilt-joint(bottom):
The images show the mountain model and superimposed point trajectories
of pan- and tilt-motion, respectively. The missing steps are those used to
calibrate. The + marks the backprojected points, the o marks the actual
extracted points.
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Figure 4.8: Calibration of pan- (left) and tilt-joint (right):
(top) Histogram of calibration errors ∆u, ∆v. They seem to be normally
distributed with zero mean, which indicates that the estimation is unbiased.
(bottom) Histogram of image distances ∆L, ∆R. Left and right images show
equal error distributions which accord with an assumed additive Gaussian
noise.
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Figure 4.9: Feed-forward prediction over 35 trials:
The mean differences ∆u, ∆v indicates the lateral offset, whereas ∆LR gives
the mean distance between predicted and extracted points.
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Figure 4.10: Visual homing using a single point:
Joint-space error over 35 trials.



Chapter 5

Projective Kinematics

This chapter is devoted to the theory and practice of articulated mecha-
nisms, bodies, and articulated motion in general, but especially to projec-
tive representations of these. It develops in detail a product-of-exponentials
representation for chains of lower-order pairs, and for their corresponding
Jacobians. It is based on projective matrix representations of the underlying
Lie groups and Lie algebras. Clearly, the importance of articulated motions
and mechanisms lies particularly in the modeling and operation of robot
manipulators.

The contribution here is the introduction of a methodology for mod-
eling manipulators using projective transformations. It allows robot to be
calibrated and controlled using an “uncalibrated” stereo camera, i.e. a trian-
gulation device in projective space alone. As opposed to former approaches,
a-priori metric knowledge of the camera calibration or of the scene structure
are no longer required. Moreover, the visual servoing laws are formulated
directly in the robot joint-space, and metric kinematic models as well as
Cartesian robot controllers are no longer required.

In the context of this thesis, the introduction of projective kinemat-
ics gave rise to various practical methods, one for self-calibration of a six-
axis robot from uncalibrated stereo images (section 5.4), one for non-metric
image-based visual servoing (section 8.4), and one for trajectory-based direct
joint-space control (section 7.3, section 8.5).

5.1 Kinematics of articulated mechanisms

Consider a serial robot manipulator with n joints. Generally speaking, this
is an articulated mechanism consisting of a serial linkage of n lower-order
kinematic pairs.

The “configuration” of the mechanism is represented by a n-vector q of
joint variables qi which stand for either the “joint angle” θj of a revolute
joint, or the “extension” τj of a prismatic joint. The vectors q = (q1, . . . , qn)>

98
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Figure 5.1: Schematic description of the kinematics of a robot manipulator.

form a compact joint-space bounded by the robot joint-limits, with origin
q = , called the “zero”(-configuration) or “zero-reference”.

For us, the “posture” of the articulated chain is the posture of its hand
with respect to its base, represented by the displacement between a Carte-
sian frame H on the tip-limb and a frame B on the base-limb. Such a
mapping is called the “forward kinematics”

q → TBH(q)

Note that these frames can be chosen arbitrarily, so long as they are rigidly
linked to the tip or the base. A common choice however is to allocate such
frames according to the Denavit-Hartenberg conventions.

Denavit-Hartenberg kinematic model

The “DH-conventions” [16] are a standard method for almost1 uniquely
allocating frames on the elements of the chain, that allow the linkages to
be parameterized minimally. This is done such that the geometry of the jth

element is represented by a “link-transform” Lj and a “joint-transform” Jj .
The so-called “Denavit-Hartenberg” parameters of an element are:

• αj (link angle)

1 . . . Ambiguities arise in case of parallel axes or several prismatic joints.
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• rj (link offset)

• lj (link length)

The product of the link- and joint-transforms is the overall “joint action”
Qj for a revolute joint subscripted by R, and a prismatic one subscripted
by P .

QjR(qj = θj) = Lj · JjR(θj) =

[
1 0 0 rj

0 cos αj - sin αj 0
0 sin αj cos αj lj
0 0 0 1

]
·
[

cos θj - sin θj 0 0
sin θj cos θj 0 0

0 0 1 0
0 0 0 1

]
, (5.1)

QjT (qj = τj) = Lj · JjT (τj) =

[
1 0 0 rj

0 cos αj - sin αj 0
0 sin αj cos αj lj
0 0 0 1

]
·
[

1 0 0 0
0 1 0 0
0 0 1 τj

0 0 0 1

]
. (5.2)

Given this, the posture TBH regarded as a serial linkage between hand
and base becomes the product of the transformations Qj(qj) between adja-
cent elements. This product is an example for the “forward kinematic map”
of the manipulator:

TBH(q) = Q1(q1) · Q2(q2) · · ·Qn(qn). (5.3)

Figure 5.2: The kinematic mapping formulated for two frames, e.g. hand
and base frame.

Two-frame relative kinematic model

As soon as one allows the hand or base frames to deviate from the DH-
conventions, various alternative formulations of the kinematics are possible.
They differ essentially in the frames that they connect, or more abstractly
speaking, in which they are represented.

Firstly, replace the hand frame with a frame O allocated on a tool
mounted on the hand or an object grasped by it.

Secondly, replace the base frame with a reference frame C rigidly in-
stalled in workspace. This could be e.g. the camera frame associated with
an independently fixed stereo camera.

TCO(q) = TCB · Q1(q1) · Q2(q2) · · ·Qn(qn) · THO. (5.4)
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Figure 5.3: The kinematic mapping formulated for two frames, e.g. object
and camera frame.

Single-frame relative kinematic model

Thirdly, and more confusingly, the same frame can be used for both, the
base and the hand frames. Actually, it is one frame and a second coincident
frame which are ”virtually ” linked to the base and the hand frames. In other
words, changes in the robot posture, which are rigid motions, are expressed
with respect to an externally defined reference frame, which may be linked
to either the hand or the base, or to neither of them, as the application
requires. In the present case, the frame will often be linked to the camera,
wherever it may be mounted.

While one frame is considered as immobile (base), the other frame is
considered as mobile (hand), indicated by a prime ′. In consequence, the
articulated motion can now be represented as the “relative motion” of an
arbitrarily chosen frame. Two natural examples for such a single reference
are the tool, or the camera frame. This results in the robot posture to
represented by the tool motion TO or by the apparent camera motion T−1

C .

TO(q) = TOB · Q1(q1) · Q2(q2) · · ·Qn(qn) · THO′ , (5.5)
TC(q) = TCB · Q1(q1) · Q2(q2) · · ·Qn(qn) · THC′ . (5.6)

Figure 5.4: The kinematic mapping formulated for a single frame, e.g. the
object-frame. Zero-reference and identical object-motion (right). Robot-
motion and corresponding object-motion (left).

Here, TOB stands for the virtual link ”tool-base”and THC′ stands for
the virtual link ”hand-camera”, both established or ”frozen” when the robot
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was at zero. It is important to realize that these virtual links represent a
certain posture of the robot. Since for this posture, the relative motion is
vanishing, it is worthwhile to shift the origin of the joint-space to q−Q = 0,
such that a null-motion in joint-space corresponds to the identical relative
posture TO(0) = TC(0) = I.

Then, the posture of the robot at zero equals:

TOB = T−1
HO′ · Q−1

n (qn) · · ·Q−1
1 (q1), (5.7)

THC′ = Q−1
n (qn) · · ·Q−1

1 (q1) · T−1
CB. (5.8)

Figure 5.5: The kinematic mapping formulated for a single frame, e.g. the
camera frame. Zero-reference and identical object-motion (right). Robot-
motion and corresponding object-motion (left).

Zero-reference kinematic model

To prepare the ground for more general geometric models of an articulated
mechanism (section 5.2), it is worthwhile omitting all intermediate frames
on the elements, since they are somehow irrelevant, and to replace them
with a single reference frame. For that purpose, consider separate motions
of each of the mechanism’s joints, and denote such elementary joint-space
motions as

qj = (0, . . . 0, qj , 0, . . . , 0). (5.9)

Intuitively, it is clear that the relative motion arising from an elementary
motion is either a pure rotation TjR(θj) = T(qj), or a pure translation
TjT (τj) = T(qj), depending on the type of joint j. This continues to hold
in the reference frame. So, denote the pure motions of each joint as

Tj(qj) = T(qj). (5.10)

where the subscript of the reference frame is omitted as the particular frame
used is irrelevant.
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Figure 5.6: The kinematic mapping formulated as zero-reference model, here
in the camera frame. The closed rectangles are to illustrate the action of a
joint onto the camera-frame: Tj(qj).

Formally, (5.5) and (5.10) allow this to be shown as follows:

T(qj) =
= TOB · Q1(0) · · ·Qj−1(0) · Qj(qj) · Qj+1(0) · · ·Qn(0) · THO′ (5.11)

= T−1
HO′ · Q−1

n (0) · · ·Q−1
j+1(0) · Q−1

j (0)Qj(qj) · Qj+1(0) · · ·Qn(0) · THO′

= S−1 · Q−1
j (0)Qj(qj) · S = S−1 · L−1

j J−1
j (0) · Jj(qj)Lj · S

=
(
S−1L−1

j

)
· Jj(qj) · (LjS) , (5.12)

where S abbreviates a respective conjugate form. (5.13)

In this expression for T(qj), the index referring to frame O has intention-
ally been omitted as all such frames are equivalent, i.e. the formulation is
“coordinate-free”. To help intuition however, one can just think of the rela-
tive tool-motion TO.

The fact that each joint-action is expressed relative to one and the same
reference frame has the consequence that the transforms Li, previously re-
quired to represent the links, become the identity. The serial linkage is thus
expressed directly as a simple product of joint-actions, where the geometry
of the eliminated links is captured now by the joint-actions Tj(qj):

T(q) = T1(q1) · · ·Tn(qn). (5.14)

Intuitively, multiplication from right-to-left in tip-to-base order can be in-
terpreted as actuating the joints in just this order. This means that each
joint spatially occupies before being operated the position that it occupies
for the robot at zero. For this reason, the formulation (5.14) of the forward
kinematics is valid in accordance with the present definition of the elemen-
tary motions. The formal validation is also straight-forward, it suffices to
substitute (5.11) and to simplify.
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Figure 5.7: Actuation of joints in order “tip-to-base” (left) or “base-to-tip”
(right). The first assures each joint to be actuated in its initial position,
whereas the second causes a displacement of the joints before its actuation.
This illustrates that a zero-reference model, which encodes fix 3D positions
of all joint-axis, is a valide model if the product-of-exponentials is calculates
in tip-to-base order.
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5.2 Projective Kinematics

The idea of projective kinematics is to by-pass both, the Euclidean modeling
of the camera system and the Cartesian modeling of the robot system, by
replacing and unifying them with a projective model. Both models refer to
a single projective ambient space, which is in fact an abstraction of stereo
image-space. This allows for a direct relationship between joint-space and
image-space to be established.

Classical kinematic modeling is based on Euclidean geometry, so it makes
heavy use of notions like lengths, angles, perpendicularity. Hence, at first
glance, the generalization of these models to projective space seems rather
implausible. For example, try to think of a projective equivalent of the
Denavit-Hartenberg conventions: How to allocate a projective frame and in
particular the fifth point on the axis of a revolute joint, without a normal
to the axis being well-defined.

5.2.1 Projective kinematics: zero-reference

Consequently, the projective formulation has to be based on a frame which
“naturally” or “by definition” allows the projective and Euclidean repre-
sentations to be related. In this sense, the camera frame, and especially a
kinematic model based in this frame, is an appropriate formalism to inves-
tigate. Certainly, this is a zero-reference model formulated in the camera
frame, as already described for the Euclidean case.

Theorem 9 (projective forward kinematic map)
Under the rigid-stereo assumption (2.18), an articulated mechanism has a
projective model consisting of operators Ĥj, each of which represents a joint
j. They relate to the zero of joint-space q = 0, and describe there the pro-
jective motion Hj = exp(qjĤj) of a single joint qj. The projective motion
H(q) corresponding to a general joint-space motion q results from these as
the product-of-exponentials in the operators (5.18).

Proof:
Starting from (5.14), the projective displacement (5.15) corresponding to
T(q) is H−1

PET(q)HPE (2.33). Additional terms HPEH−1
PE = I can be in-

serted in (5.16) without the motion itself being affected. So, the prod-
uct indeed consists of projective joint-actions Hj(qj) (5.17), only, which
are either projective rotations Hj(qj) = HjR(θj) or projective translations
Hj(qj) = HjT (τj).

H(q) = H−1
PET1(q1) · · · Tn(qn)HPE (5.15)

= H−1
PET1(q1) HPE H−1

PE · · · HPE H−1
PETn(qn)HPE (5.16)

= H1(q1) · · · Hn(qn). (5.17)
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Figure 5.8: The kinematics of the manipulator is represented by a series
of projective rotations, i.e. their generators, associated with the revolute
joints, and their position at zero.

As soon as the exponential forms (4.27) or (3.21) are substituted, a product-
of-exponentials in projective form is obtained. In the most generic formula-
tion, it looks like (5.18), where Ĥj are generic operators without the type
of joints being made explicit.

H(q) = exp(q1Ĥ1) · · · exp(qnĤn). (5.18)

The motion of a single joint qj amounts to the one-parameter groups inves-
tigated in chapters 3 and 4.

H(qj) = exp(0Ĥ1) · · · exp(0Ĥj−1) · exp(qjĤj) · exp(0Ĥj+1) · · · exp(0Ĥn),

H(qj) = exp(qjĤj) = Hj(qj). (5.19)

Alternatively, a proof is given now, which is entirely based on the
concept of projective motion, and which is free of any explicit reference to
an underlying Cartesian model, i.e. “calibration-free”. The basic argument is
an induction, based on a ”truncated” kinematic model H̄j(q), representing
the chain up to joint j:

H̄j(q) = H1(q1) · · ·Hj(qj) (5.20)

Proof:
Points M1 in rigid linkage with the 1st element are affected only by the
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Figure 5.9: The projective kinematic mapping in a single projective frame,
where the tetrahedron illustrates the projective camera frame associated
with the stereo camera. Zero-reference and identical camera-motion (right).
Robot-motion and apparent camera-motion, both projective (left).
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Figure 5.10: Proof by induction over the number of joints in the chain.

motion of the 1st joint: M1(q) = H1(q1)M1. Thus, the hypothesis is that
the elements preceding the jth joint are moving like (5.20). Now, points
Mj associated with the jth element are moving like Mj(qj) = Hj(qj)Mj if
only the jth joint is actuated. As soon as the jth joint has been locked to
qj , the points Mj(qj) are in effect rigidly linked with the element j − 1. In
conclusion, the induction hypothesis for j − 1 can be applied, which shows
that elementary joint motions have to be left-multiplied in tip-to-base order
to obtain (5.17). q.e.d.

5.2.2 Projective kinematics: general reference

It is worthwhile to investigate formulations of the forward kinematics for
arbitrary choices of the joint-space origin, and to describe how they relate
to one another. Actually, this amounts to updating the forward kinematics
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during an articulated motion in order to account for the current configura-
tion of the robot having varied. Similar calculations are done in the control
loops of a robot’s Cartesian velocity mode.

As the projective kinematic model is less intuitive, and because it has
some peculiarities, the projective update formalism is described in detail
below. It is essential for the derivations in later chapters, that for any
configuration of a robot – not just for the zero – a sound analytic expression
for the projective kinematics is available.
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Figure 5.11: The projective kinematic mapping generalized around an arbi-
trary zero of joint-space. The skewed rectangles illustrate that joint-action
are now projective transformations: Ĥj . They depend on the current con-
figuration Q as soon as the generalized model is considered: ĤjsQ (left).

Theorem 10 (reconfiguration of projective model)
Given a projective kinematic model consisting of operators Ĥj which repre-
sent the joints of the mechanism at an initial configuration q = , the zero,
a reconfiguration of the mechanism to Q implies a displacement of the joint
j by H̄j(Q) (5.20), and hence requires the corresponding operator to be up-
dated to (5.21). The operators Ĥj

∣∣
Q

, expressed as a function of the current
configuration Q = q(t) form a general model of the projective kinematics,
that is equivalent to the original one. In the shifted joint-space the model
has the form (5.22):

Ĥj

∣∣
Q

= H̄j(Q) · Ĥj · H̄−1
j (Q), (5.21)

H(q − Q) = exp
(
(q1 − Q1)Ĥ1

∣∣
Q

)
· · · exp

(
(qn − Qn)Ĥn

∣∣
Q

)
. (5.22)

Proof:
For the robot in a general configuration Q, shifting the origin of joint-space
to Q gives

q′ = q − Q, (5.23)



CHAPTER 5. PROJECTIVE KINEMATICS 109

where q′ = (q′1, . . . , q′n)> denotes a configuration in the shifted space. Let’s
define H′ so that a motion in the shifted joint-space and the original one
multiply as follows

H(q) = H′(q − Q)H(Q) = H′(q′)H(Q). (5.24)

Using the matrix equality (4.27) for the exponential of a similarity, the
original operators can be introduced as detailed in (5.25), where Ĥ′

j is an
abbreviation for Ĥ′

j

∣∣
Q

.

exp(q′jĤ
′
j) = H̄j(Q) exp(q′jĤj)H̄−1

j (Q) (5.25)

In the product (5.26), the similarity transforms H̄j in two subsequent factors
cancel out, as shown in (5.28), leaving the shift Hj+1(Qj+1) appearing in
(5.27). The original joint-actions Hj+1(qj+1) can then be substituted into
(5.28), having (5.20) in mind.

H̄j(Q) exp(q′jĤj)H̄−1
j (Q) · H̄j+1(Q) exp(q′j+1Ĥj+1)H̄−1

j+1(Q), (5.26)

H̄j(Q) exp(q′jĤj)Hj+1(Qj+1) exp(q′j+1Ĥj+1)H̄−1
j+1(Q), (5.27)

Hj(Qj) exp(q′jĤj) = exp(QjĤj) exp(q′jĤj) = exp(qjĤj) (5.28)

Although the first (5.29) and last element (5.30) have to be treated sepa-
rately, they equally cancel out.

H̄1(Q) exp(q′1Ĥ1) = H1(Q) exp(q′1Ĥ1), (5.29)

H̄−1
n (Q)H(Q) = I. q.e.d. (5.30)

When putting all this together, the shifted model has been shown to corre-
spond exactly to the original one in (5.24)

Intuitively, the equation (5.21) can be understood as follows: For each
joint j, first its displacement H̄−1

j (Q) in the chain must be undone, using
the partial forward kinematics (5.20). Then, the original operator Ĥj can
be applied as before. After that, applying H̄j(Q) returns the displacement
to Q. More abstractly, applying the adjoint maps of H̄j(Q) resets each
operator to the reference frame it was originally expressed in, which accounts
for the motion the corresponding joint has undergone.

5.3 Projective Jacobian

Now, the relationship between joint-space velocities q̇ and velocities Ḣ(q) of
the chain’s elements is examined. Formally, the results will be 4×4 matrices
lying in the tangent space of the projective displacements. The geometric
interpretation is as velocity-screws of rigid bodies, here the screws of each
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limb element. They can be applied to a rigid point-structure in order to
derive point-velocities. Below, two versions of the Jacobian are derived, the
differences between them are pointed-out, and their formal equivalence is
shown.

5.3.1 Projective Jacobian: zero-reference

Theorem 11
Assume an articulated mechanism and its projective kinematic geometry
given in terms of operators Ĥj, representing the action of joint j for the
configuration q = 0, the zero-reference. Consider further a rigid structure
of points linked with the chain’s tip element. Let us denote one of these
points as M , expressed in the zero-reference coordinate system. Then, for
the mechanism in configuration q, an articulated motion with velocity q̇
causes a corresponding projective motion with tangent

Ḣ =
n∑

j=1

q̇j

(
H1(q1) · · · ĤjHj(qj) · · ·Hn(qn)

)
, (5.31)

and a point M initially on the terminal element to move with velocity

Ṁ = ḢM . (5.32)

The spatial and body velocity of this element are

Ĥ =
n∑

j=1

q̇j ·
(
H̄j−1(q) Ĥj H̄−1

j−1(q)
)

(5.33)

Ȟ =
n∑

j=1

q̇j ·
(
H−1(q) Ĥj H(q)

)
. (5.34)

Proof:
Consider a time instant t, at which the chain instantaneously has the config-
uration q = q(t) and the joint-space velocity q̇ = q̇(t). The partial deriva-
tives of (5.17) allow the tangent to the motion to be written as a function
of q̇.

Ḣ(q) =
dH(q)

dq
q̇ =

n∑
j=1

q̇j
∂H(q)

∂qj
, where (5.35)

∂H
∂qj

= H1(q1) · · · Ĥj exp(qjĤj) · · ·Hn(qn). (5.36)

For M on the tip element, its projective point-velocity is then

Ṁ = Ḣ(q)M =
n∑

j=1

q̇j
∂H(q)

∂qj
M . (5.37)
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This can be written in terms of a 4 × n matrix J(q, M), the projective
Jacobian for this point.

J(q, M) =
[
∂H(q)

∂q1
M

∣∣∣∣ . . .

∣∣∣∣∂H(q)
∂qn

M

]
, (5.38)

Ṁ = J(q, M) q̇. (5.39)

The spatial velocity Ĥ (2.42) of the tip element is

Ĥ = Ḣ(q) · H−1(q) =

=
n∑

j=1

q̇j ·
(
H1(q1) · · · Ĥj exp(qjĤj) · · ·H6(q6)

)
H−1(q)

Ĥ =
n∑

j=1

q̇j ·
(
H̄j−1(q) Ĥj H̄−1

j−1(q)
)

. (5.40)

Also, the body velocity Ȟ (2.44) of the tip element is:

Ȟ = H−1(q) · Ḣ(q). (5.41)

5.3.2 Projective Jacobian: general reference

Now, a second version of the Jacobian is presented. It differs from the first
one mainly in the fact that it applies no longer to point-coordinates valid
at zero, but to point-coordinates currently valid at Q = q(t). Although
the proof and the formalism are somewhat different, the resulting projective
velocities necessarily correspond.

Theorem 12
Assume an articulated mechanism and its projective kinematic geometry
given in terms of operators Ĥj

∣∣
Q

, that represent the action of joint j for
the configuration Q = q(t), i.e. the current configuration. Consider further
an arbitrary point, and its current coordinates M(t). Then, an articulated
motion with velocity q̇ results in the tip moving with

Ĥ
∣∣
Q

=
6∑

j=1

q̇j Ĥj

∣∣
Q

, (5.42)

Ĥj

∣∣
Q

= H̄j−1(Q) Ĥj H̄−1
j−1(Q), (5.43)

and a point M(t) on the tip moving with

Ṁ = Ĥ
∣∣
Q
·M(t). (5.44)
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Figure 5.12: The robot-image Jacobian in the general form for the robot
currently at Q. The joint operators relate the 3D-velocities of M , and
respective image-velocities of s and s′ in pixel coordinates.

Proof:
At a time instant t, the chain is in configuration Q while moving instan-
taneously with joint-space velocity q̇ = q̇(t). The update of the projective
kinematic model around Q – being now the effective origin of a shifted joint-
space – is given in (5.21). At the new zero, the joint-action Hj

∣∣
Q

(Q) = I
of each joint vanishes. Thus, the partial derivatives of (5.22) are strictly
equal to the shifted operators Ĥj

∣∣
Q

, as all the factors exp
(
(qj − Qj)ĤjR

)
evaluate to the identity I:

∂H
∣∣
Q

∂qj
= Ĥj

∣∣
Q

. (5.45)

As the projective kinematics refers to the current configuration Q, it can
be applied directly to arbitrary points in three-space, i.e. to their current
coordinates M(t). The result is a projective point velocity, as if this point
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were moving rigidly with the mechanism’s tip.

Ṁ = Ḣ(q)M =
n∑

j=1

q̇jĤj

∣∣
Q

M . (5.46)

This can be written in terms of a 4 × n matrix J(Q, M), the Jacobian of
this point

J(Q, M(t)) =
[
Ĥ1

∣∣
Q

M(t), . . . , Ĥn

∣∣
Q

M(t)
]
, (5.47)

Ṁ = J(Q, M(t)) q̇. (5.48)

As H
∣∣
Q

(Q) = I, the spatial velocity (2.42) of the tip element is simply
the weighted sum

Ĥ =
n∑

j=1

q̇jĤj

∣∣
Q

. (5.49)

In this particular case, thanks to the updating of the projective kine-
matics, the spatial and moving reference frame coincide at any instant, such
that the body velocity Ȟ (2.44) is equal to the spatial one:

Ȟ =
n∑

j=1

q̇jĤj

∣∣
Q

(q). (5.50)

q.e.d.
The Jacobian in (5.47) is essential to sections 7.3 and 7.4, where an

abstraction is made from the Jacobian of some physical point on a robot’s tip
to motion fields in projective three-space under the action of an articulated
actuator, which generate a manifold representing projective rigid motion.

5.4 Numerical estimation

Once again (see sections 3.2,4.4), the basic principle is to define an objective
function that takes model parameters and physical measurements while at
the same time expressing a physically meaningful error-measure. Minimizing
the objective then determines a best fit in the model parameters. A-priori,
projective quantities, such as reconstructions M , allow only an “algebraic”
error to be defined, which lacks in the first instance any physical or statistical
meaning.

5.4.1 Objective function

In the present case, the input data is robot joint-angles and image measure-
ments in pixel-coordinates (Fig. 5.14). The angles are considered as perfectly
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accurate, whereas the image measurements are assumed to be corrupted by
additive Gaussian noise. Therefore, the main objective to be minimized
is the Euclidean pixel distance d(s, m) between actually measured image
points s = (su, sv) and points m in the projective image plane, expressed
as functions ( (3.40), (4.42) ) of the model parameters.

d(s, m) =
((

su − m1
m3

)2
+

(
sv − m2

m3

)2
)1/2

. (5.51)

Figure 5.13: The six trial-motions.
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For concreteness, consider j = 1 . . . 6 joints: ĤjR. The l = 1 . . . 6 trial
motions (Fig. 5.13) are driven from configurations ql1 to configurations qlk,
where all joints but the lth remain locked, while this one moves from angle
θl1 to angles θlk. For the sake of accurate image detection, the choice of
positions ql1 is made to have image trajectories that are close to circles (Fig.
5.14. Correspondingly, the reconstructed markers in the first position are
indexed as M l1, their subsequent 3D-positions as M lk, and their projective
images as mlk and m

′lk. Hence, given M l1, all the subsequent positions
are fully determined by equations (5.22) and (2.12), while the operators
ĤjR = ĤjR(ql1) depend on the unknown model parameters. Supposing the
image measurements to be indexed as slk and s

′lk, the objective function
(5.51) takes the form given in (5.52), below. An initial guess is found by
applying (4.28) to a single rotation.

Figure 5.14: Total distribution of data-points in image-space.

5.4.2 Projective parameterization

The implementation of this minimization is non-trivial, as the 16 coefficients
of ĤjR have only 10 degrees of freedom, due to algebraic constraints and
free “gauge parameters”. In section 4.4, a minimal parameterization is de-
vised, together with explicit solutions of the resulting constraints. Note,
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the minimizations (5.52)-(5.55) are implemented using numerical non-linear
optimization over e.g. a 10-parameter-vector xjR for each joint j. They are
expanded in terms of the operators ĤjR for the computation of the objective
function.

A three-step estimation process is devised:

Separate joints

The joints ĤjR are treated separately, and the markers M l1 are recon-
structed a-priori, separately for each joint.

Linked joints

The initially independent operators are gathered into an explicit and com-
plete projective kinematic model, expressed in terms of operators at zero
ĤjR = ĤjR

∣∣
(Q=0)

. An initial guess can be obtained from the results of
the first step using the formalism in (5.21). Additionally, multiple markers,
which up to now have been reconstructed independently for each joint, are
also replaced by a single reconstruction, e.g. the one done a-priori at zero
MQ = M l1. Thus, step two reflects the fact that the joints are part of a
single articulated chain, with the four markers rigidly linked to its end. As a
result, one obtains an initial estimate for all 60 parameters after minimizing
equation (5.53).

Linked joints and rigid bundle

The 3D-coordinates of the points MQ are considered as free parameters,
and refined a-posteriori together with the kinematic parameters (5.55). This
removes the bias that results from privileging a-priori the points MQ, as this
is done in (5.53) and (5.52), and significantly improves the precision (Table
5.1).
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for each j min
ĤjR

∑
k

d(slk,P exp(θlkĤRl)M l1) + d(s
′lk,P′ exp(θlkĤjR)M l1).

(5.52)

min
all ĤjR

∑
l

∑
k

d
(
slk,P HRT (qlk) MQ

)
+ d

(
s
′lk,P′ HRT (qlk) MQ

)
.

(5.53)

where HRT (qlk) =
∏

i

exp(qlk
i )ĤjR. (5.54)

min
all four MQ

all ĤjR

∑
l

∑
k

d
(
slk,P HRT (qlk) MQ

)
+ d

(
s
′lk,P′ HRT (qlk) MQ

)
.

(5.55)

5.4.3 Metric parameterization

From a projective point of view, the projective representation of a revolute
joint has the advantage that it minimally but fully characterizes the rela-
tionship between image-space and one dimension of joint-space, whereas a
“physical” or metric representation is obviously over-parameterized. Count-
ing variables in (4.7) yields 5 parameters for the camera’s CCD, 3 for the
plane at infinity, 4 for the 3D-location of the axis, plus the angle. In con-
trast, ĤjR has just 10 independent parameters [59]. In addition, work on
stereo self-calibration of mobile robots undergoing ground-plane motions
[11], which are basically pure rotations around vertical axes called “pole”,
has shown that in case of a single fixed plane, at least two trial motions
determine the infinity plane [4]. Moreover, in case of a single fixed pole, any
number of trial motions determine a line at infinity but not the full plane
[36].

From a numeric point of view, the purely projective recovery of the
kinematic model fails to exactly impose the constraints arising from the
fact that the upgrade HPE is constant for all generators ĤjR. In order to
incorporate this, an initial guess for HPE is used for upgrading a twist from
the projective to the metric parameterization

T̂jR = HPEĤjRH−1
PE .

Then, the minimization is run once again over the complete kinematic model.
However, this is now over a set of metric parameters: six twists T̂jR and the
camera upgrade HPE . In fact, this amounts to strong camera calibration in
addition to classical robot calibration, albeit up to an unknown global scale,
however.
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min
all four MQ

all T̂jR

HPE

∑
l

∑
k

(
d(slk,P H−1

PE T(qlk)HPE MQ) +

d
(

s
′lk,P′ H−1

PE T(qlk)HPE MQ

) )
, (5.56)

where T(qlk) =
∏
j

exp
(
qlk

j T̂jR

)
. (5.57)

5.4.4 Initialization

The initial guess for HPE is the critical issue. Guessing K requires factory-
given values. The infinity plane can be guessed from an initial algebraic
estimate. Since it is the only plane invariant to several rotations around
differently oriented axes, it can be directly calculated as the common right
eigenvector with eigenvalue µ = 1 of a number of observed projective ro-
tations HR [59]. In practice, the numerical implementation is by singular
value decomposition of the matrix stack build-up from the plane homogra-
phies H−T

R minus a unit matrix.

SV D

[
H−>

R − µI
...

]
(5.58)

Alternatively, the common null-space for a stack of dual operators Ĥ> can
be computed

ker


−H>

R1

−H>
R2

...


 . (5.59)

5.5 Experiments

This section briefly discusses the experimental results published in [62]. A
number of experiments including self-calibration of a robot that moves its
articulations, one by one, in front of an uncalibrated, and the subsequent
recovery of additional metric parameters for robot and cameras are discussed
here.

Throughout all the experiments, the input data consists of the image-
points of four white markers (Fig. 5.15) on a black plate rigidly attached to
the end-effector. They are extracted from the raw images by first threshold-
ing the intensity image and then locating the centers of gravity with subpixel
accuracy. Additionally, the robot’s joint-configuration q(t) is read each time
t a stereo image is taken. For the sake of simplicity, we use single letters to
generically denote all four points: M for the reconstruction, m, m′ for its
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Figure 5.15: Track of four marker-points in image-space.

theoretical, and s, s′ for its actual, image-projections. Since a homography
requires at least 5 rigid points, but the plate shows just 4 markers, their
number is multiplied to 16 by turning the plate four times, similar to the
last image.

Figure 5.16: A rigid structure of 16 = 4 · 4 points is generated by moving
the plate on the end-effector in four rigidly linked position.

5.5.1 Evaluation of image error

This section quotes the results of an experiment on projective self-calibration
of a Stäubli RX90 robot having a PUMA-like geometry [54]. Unfortunately,
besides a factory given kinematic model and a prior off-line calibration of
the cameras, no really precise ground-truth of the kinematic parameters
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was available. However, the particular strength of the proposed method is
that the usual requirements for a precisely calibrated sensor and a precisely
known calibration tool can be dropped, while at the same time the results
obtained compare favorably with state-of-the-art methods for stereo self-
calibration or grid-based camera calibration.

calibration: fixed 3D-points free 3D-points
image-error [px] image-error [px]

axis 1 0.55 0.13
axis 2 0.14 0.10
axis 3 0.15 0.09
axis 4 0.16 0.12
axis 5 0.16 0.10
axis 6 0.24 0.16

Table 5.1: Comparison of reprojection-errors obtained with privileged or
free varying 3D-points. The given values are mean image-errors over the
entire trial motion of the respective joint (Cf. eqs. (5.53) and (5.55))

5.5.2 Evaluation of metric error

In order to evaluate the metric dimensions “hidden” by the projective model,
the results of an experiment for stereo self-calibration from robot motions
are quoted. In this case, the kinematic parameters are separated from the
camera ones, so that the robot’s Denavit–Hartenberg parameters can be
identified, which is possible only up to a global scale. So, first a projective
calibration of the robot is fitted to the measured date at maximal precision
(Table 5.2), i.e. subpixel-accuracy of marker extraction. Based on this, a
metric self-calibration is recovered, that shows very good agreement, even for
the principal point, although it is known to be inherently unstable. Similarly,
the kinematics now expressed in Denavit-Hartenberg parameters (Tables
5.3, 5.4) agrees with the factory-given values at an accuracy that compares
favourably with off-the-shelf robot calibration.
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calibration of: off-line experiment
right camera
αu[mm/px] -1516.1 -1505.9
αv[mm/px] 1521.5 1501.9

u0[px] 260.5 260.6
v0[px] 252.6 245.8

left camera
αu[mm/px] -1534.3 -1512.7
αv[mm/px] 1539.6 1507.5

u0[px] 255.5 250.4
v0[px] 266.8 254.6

Table 5.2: Comparison of intrinsic parameters, grid-based calibration vs.
a-posteriori robot self-calibration.

axis angles Factory [o] Experiment [o]
axis 1, 2 90 89.72
axis 2, 3 0 0.28
axis 3, 4 90 89.71
axis 4, 5 90 90.002
axis 5, 6 90 90.10

Table 5.3: Comparison of angles between successive axis (unaffected by
offsets), factory-given vs. measured values.

link lengths Factory [mm] Experiment [mm]
link 1 0 0.5522

link 2 (scale) 400 400
link 3 800 800.5457
link 4 0 0.0633
link 5 0 0.0347

link axis 4, 6 0.3 0.1895

Table 5.4: Comparison of link lengths, factory-given values with measured
values. Here, the length of link 2 has been used to adjust the free scale
factor.



Chapter 6

Projective Inverse
Kinematics

This chapter is devoted to the inverse kinematic problem and in particular
to the inversion of projective kinematic models. For such models, detailed
solutions are derived for prismatic joints, revolute joints, and serial linkages
of up to three revolute joints having a configuration of either an arm or a
wrist. Finally, these subproblems allow modular solutions for the inverse
of common industrial manipulators to be derived. The classical solutions
to these problems make heavy use of Euclidean geometry, e.g. metric dis-
tances and trigonometry, but the projective model lacks such explicit metric
concepts. The main contribution here is thus to derive inverse solutions for
projective kinematics based only on incidence constrains between planes and
points, i.e. their positions under the action of the mechanism.

6.1 Prismatic joints

Consider a mechanism consisting of a number of prismatic joints represented
by matrix operators Ĥ1T , Ĥ2T , Ĥ3T , which can be projective translations in
the most general case. Consider further a point A representing the tip of
the mechanism. It has n ≤ 3 degrees of freedom, depending on the number
n of joints, and can be moved respectively along a line in space, on a plane
in space, or arbitrarily within three-space. The spatial position of A as a
function of the joint configurations τ1, τ2, τ3 can thus be written as (6.1),
modelling for instance the three linear axes of a Cartesian robot, where τi

122
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Figure 6.1: Three prismatic joints.

stands for encoder values in the most general case:

A(τ1, τ2, τ3) =
(
I + τ1Ĥ1T

)
·
(
I + τ2Ĥ2T

)
·
(
I + τ3Ĥ3T

)
· A, (6.1)

=
(
I + τ1Ĥ1T + τ2Ĥ2T + τ3Ĥ3T

)
· A, (6.2)

=
(
IA + τ1Ĥ1T A + τ2Ĥ2T A + τ3Ĥ3T A

)
, (6.3)

= τ1A1T + τ2A2T + τ3A3T + A, (6.4)

=


 A1T A2T A3T A


 ·

(
τ1
τ2
τ3
1

)
. (6.5)

Consider now a goal position A∗ for this point to attain and its dual in
form of the orthogonal complement A⊥∗ , a 3×4 linear form with A⊥∗ ·A∗ = .
The goal condition A = A∗ gives rise to a homogeneous system of four linear
equations in τ1, τ2, τ3

A⊥
∗


 A1T A2T A3T A


 · ν

(
τ1
τ2
τ3
1

)
=  (6.6)

Geometrically, each row of the dual A⊥∗ represents a plane in three-space,
the three planes intersecting in A∗. Apart from this, the choice of such
three planes is arbitrary. For a plane a>∗ to constrain a degree of freedom
of the mechanism it has to have an orientation transverse to that of the
corresponding prismatic joint (Fig. 6.1). A choice arises as soon as the
number n of joints is less than 3. Assuming that A∗ is attainable, either
a pseudo-inverse solution of (6.6) is determined, or, neglecting unactuated
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Figure 6.2: Single revolute joint.

degrees of freedom, an exact solution is determined by voluntarily selecting
just n transversal planes through A∗. Additional parallel planes, which fail
to constrain certain degrees of freedom of the mechanism, can also be chosen
so that the system becomes upper triagonal, or diagonal (see also section
7.3.1). The case of a single joint Ĥ1T and a single plane a>∗ for instance
simplifies to:

a>
∗

(
I + τ1 Ĥ1T

)
A = , τ1 = − a>∗ A

a>∗ Ĥ1T A
. (6.7)

6.2 Single revolute joint

Consider a mechanism whose only degree of freedom is a revolute joint repre-
sented by a respective matrix operator Ĥ1R, generating a projective rotation
in the most general case. Consider further a point A rigidly linked to the
joint, so that it moves on a circular trajectory A(θ1) as a function of the
joint angle θ1. Again, consider a goal position A∗ and its dual complement
A⊥∗ , each row of which provides a constraint. One such is furthermore suffi-
cient if its plane is transversally oriented and passes through the axis while
A∗ has to be attainable. Under such a necessary and sufficient condition,
the joint angle θ1 is determined up to the twofold ambiguity in θ1−π, which
however is trivially resolvable by direct comparison.

Therefore, the inversion of a projective revolute joint reduces to solving
the intersection of the circle A(θ1) with a plane a>∗ for θ1 (Fig. 6.2):

a>
∗
(
I + sin θ1 ĤR + (1 − cos θ1) Ĥ2

R

)
A = 0,(

a>
∗ A + a>

∗ Ĥ2
RA

)
+ sin θ1

(
a>
∗ ĤRA

)
− cos θ1

(
a>
∗ Ĥ2

RA
)

= 0,

p0 + sin θ1 ps − cos θ1 pc = 0.
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(6.8)

The result is a first-order trigonometric equation in θ1 with coefficients
p0, ps, pc (??). Half-angle substitution yields a quadratic equation in tan θ1

2 .
So, the tangent’s analytic inverse atan2 yields a pair of solutions due to the
squareroot’s ambiguouity in the argument α1/2

1. Geometrically, the prob-
lem has the trivial ambiguity in the sense of the rotation (6.10). The total
number of distinct solution can be determined by simple comparison.

θ+
1/2 = atan2(α1/2(p0, ps, pc), β(p0, ps, pc)), (6.9)

θ−1/2 = π − θ+
1/2. (6.10)

It is worthwhile to discuss the choice of the transversal plane a>∗ : Unless
the goal lies exactly on the circle, the best approximation for the joint angle
is the one that moves A(θ1) closest to the goal. Again, although ”closest”
cannot be explicitly expressed in the projective case, moving A onto the
”axial” plane between the axis of ĤR and A∗ yields in fact the best position
under the mobility restriction imposed by the joint (Fig. 6.2). Such a plane
is easily computed as follows

a> ·

A∗ Ĥ1RA Ĥ2

1RA


 = 0 (6.11)

6.3 Two revolute joints: general configuration

Consider now a mechanism consisting of two non-parallel revolute joints
represented by the two matrix operators Ĥ1R, Ĥ1R and two joint angles
θ1, θ2. Again, a point A is rigidly linked with the tip and its goal position
A∗ sufficiently constrain the mechanism’s two degrees of freedom. Inverting
such a serial linkage is more involved than in case of prismatic joints (section
6.1), as the simultaneous solution of two trigonometric equations like (??) –
especially in a least-squares sense, as is desirable in the presence of round-off
errors or measurement noise – is far from being a trivial problem.

Therefore, the inversion will be reduced geometrically to solving twice
the one-joint case (section 6.2), while at the same aiming for graceful degra-
dation in the presence of corrupted inputs.

Geometrically, circular trajectories can be associated with both the for-
ward motion of A (6.13) under ĤR2 and the “backward motion” of A∗ under
ĤR1 (6.14), thus defining two circles A(θ2) and A∗(θ1) as functions of the

1Exact algebraic solution calculated using Maple.
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Figure 6.3: A general pair of revolute joints.

joint angles.

A∗ = HR1(θ1) · HR2(θ2) · A,

H−1
R1(θ1) · A∗ = HR2(θ2) · A, (6.12)
where A∗(θ1) = HR1(−θ1) · A∗, (6.13)

A(θ2) = HR2(θ2) · A. (6.14)

In this sense, the overall solution can be determined by the intersection
(6.12) of these two circles. A total of zero, one, two, or infinitely many
solutions are possible. However, intersecting two quadrics is cumbersome
and not very robust, and ultimately it is the joint angles and not the points
of intersection that one is looking for. For this reason, it is worthwhile to
observe that each of the circles lies entirely within a plane, a> or a>∗ , defined
as the span of three points

a> ·

A Ĥ1RA Ĥ2

1RA


 = 0 a>

∗ ·

A∗ Ĥ2RA∗ Ĥ2

2RA∗


 = 0

Consequently, two necessary conditions on θ1, θ2 are

a>HR2(θ2) = 0, (6.15)

a>
∗ HR1(−θ1) = 0. (6.16)

They can be solved as two independent one-joint problems, e.g. using a
transveral plane as proposed in (6.11), resulting in two pairs of solutions in
total. Among them, the ones corresponding to feasible articulated motions
(θ1, θ2) have to be selected, where up to four such tuples are possible, not
mentioning the trivial ambiguities in π ± θ1.
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Figure 6.4: Two parallel revolute joint.

In practice, if the goal is attainable but the inputs are slightly corrupted,
a more robust computation solves first for θ1, to establish A′ = A(θ1) and
then determines θ2 by solving for θ2 in a>∗ ·HR2(θ2)A′, which has to be done
for both solutions for A′ (see section 6.2). In this way, the disambiguation
is done incrementally “step-by-step”.

6.4 Two revolute joints: parallel configuration

Consider a mechanism with two revolute joints having – in contrast to the
previous section 6.3 – two parallel axis. Again, the two operators Ĥ1R, Ĥ2R

in conjunction with a point A and its goal position A∗ give rise to two circles
A∗(θ1), A(θ2) (6.14), (6.13).

Theoretically, they are either coplanar, if the goal is attainable, or they
are parallel with a slight offset, if the goal position is slightly corrupted due to
numerical artefacts or noise. In both cases, an intersection of the first circle
with a plane containing the second circle is not well-defined. Additionally,
even in the case of exact coplanar alignment, where quadric intersection is
possible, the angles corresponding to the intersection remain to be recovered.
Therefore, this work gives preference to a trigonometric solution aiming at
graceful degradation in presence of corrupted inputs and numeric artifacts.
It is based on the cosine-theorem and particularly on an affine line in the
assumed common plane.

Compare Fig. 6.4 with Fig. 6.5, and focus on the triangle between the
centers C2, C3 of the two circles and their intersection Q. The edges a
and b are the two radii, while the edge c is the distance between the two
centers. Assuming that these three distances are known, the cosine theorem
determines the two angles σ2 and σ3, which describe the intersection in terms
of an angle above the centerline as in figure 6.5:

cos σ2 =
b2 + c2 − a2

2bc
, cos σ3 =

a2 + c2 − b2

2ac
(6.17)
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Figure 6.5: Cosine theorem in a plane for two parallel revolute joints.

The fact that lengths are known only up to a common scale factor does not
affect the results.

The method is as follows:

• Firstly, determine for two given points A, A∗ the intersection of their
circles with a transversal plane c> through the line joining the corre-
sponding centers. Such a plane is defined e.g. by the parallel rotation
axes. The intersections and angles follow from solving two a one-joint
problem, one for A(ρ3), and one for A∗(ρ2).

c> H2R(−ρ2)·A∗ = 0 (6.18)

c> H3R(ρ3)·A = 0 (6.19)

The result is four points A(ρ3), A(ρ3 − π), A∗(ρ2), A∗(ρ2 − π) and
their respective angles ρ2, ρ3 beneath the centerline. In the present
case, the inner points are selected and denoted A3, A2.

• Secondly, define affine coordinates on this line, where for instance C2

and C∞ = Ĥ2
R2C3 serve as origin and infinity point, and associate to

each of the points its respective affine coordinates

αi =
xi

yi
, with

[
C2 C∞

]
( yi

xi ) = Ai (6.20)

βi =
xi

yi
, with

[
C2 C∞

]
( yi

xi ) = Ci (6.21)

Since all points have been put on the same line, affine ratios can be
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Figure 6.6: Three revolute joints in arm configuration.

used to determine the unknown distances

a = α2 − β2,
b = α3 − β3,
c = β3 − β2

. (6.22)

Although there is no guarantee that the points will be exactly colinear,
the linear equations (6.20), (6.21) should give a reasonable result even
in presence of slightly corrupted inputs.

• Thirdly, apply the cosine theorem to a,b, c, and determine a valid
combination of angles ρ and σ.

6.5 Three revolute joints: arm configuration

Consider three revolute joints in arm configuration represented by matrix
operators Ĥ1R, Ĥ2R, Ĥ3R, i.e. the axes of Ĥ2R, Ĥ3R are parallel and that
of Ĥ1R has general orientation. Consider further a point A rigidly linked
to the mechanism’s tip, and its goal position A∗. Clearly, under action of
joints 2 and 3 there is a single plane b> that holds all trajectories of A.

b> =


A ĤR2A Ĥ2

R2A



⊥

, b> =


A ĤR3A Ĥ2

R3A



⊥

. (6.23)

This plane allows θ2, θ3 to be eliminated (6.24), and the problem simpli-
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Figure 6.7: Three revolute joints in wrist configuration.

fies to the one-joint case (section 6.2) for θ1 (6.25).

A∗ = H1R(θ1)H2R(θ2)H3R(θ3)A
H1R(−θ1)A∗ = H2R(θ2)H3R(θ3)A

b>H1R(−θ1)A∗ = b>H2R(θ2)H3R(θ3)A (6.24)

b>H1R(−θ1)A∗ = b>A = 0 (6.25)

Since the first angle −θ1 can now be determined, the residual problem re-
duces to the two-parallel-joints case (section 6.4) for point A′∗, the position
of A∗ after the action of the first joint:

A′
∗ = H1R(−θ1)A∗,

A′
∗ = H2R(θ2)H3R(θ3)A. (6.26)

6.6 Three revolute joints: wrist configuration

Consider again three revolute joints Ĥ4R, Ĥ5R, Ĥ6R, now in wrist configu-
ration (Fig. 6.7), for instance the spherical one. Even though a single point
imposes three plane constraints, they fail to allow for an elegant inverse solu-
tion, which furthermore fails to constrain all the mechanism’s joints. So, in
contrast to the previous cases, the goal position has here to be given in terms
of a projective displacement, which, if joints have a spherical wrist configu-
ration, is necessarily a projective rotation H∗R around the wrist-center W
(Fig. 6.7).

Choosing a general point A on the axis of Ĥ6R, for instance, and deter-
mining its goal position A∗ allows θ6 to be ignored, and reduces the problem
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to the two-joint case (section 6.3):

A∗ = H4R(θ4)H5R(θ5)H6R(θ6)A
A∗ = H4R(θ4)H5R(θ5)A

H4R(−θ4)A∗ = H5R(θ5)A (6.27)

Since the first two angles θ4,θ5 can now be determined, the residual problem
amounts to the one-joint case formulated for some point B not on axis 6.

H6R(θ6) = H−1
5R(θ5)H−1

4R(θ4)H∗R
H∗RB = H6R(θ6)B (6.28)

6.7 Six axis manipulator: PUMA geometry

Consider a six-axis manipulator having a PUMA-like geometry, i.e. the first
three axes have arm configuration and the final three axes have a spherical
wrist configuration. In particular, this means that there exists a single
point, the wrist-center W , which is common to all three wrist axes, and
which consequently is not affected by H4R, . . .H6R. Consider further the
goal position of the end-effector given as a projective displacement H∗. The
goal position W∗ = H∗W of the wrist-center allows the unknown joint-
angles θ4 · · · θ6 to be eliminated, which amounts to simplifying the problem
to the arm-case (section 6.5).

H∗W = H1R(θ1)H2R(θ2)H3R(θ3)H4R(θ4)H5R(θ5)H6R(θ6)W ,

W∗ = H4R(θ4)H5R(θ5)H6R(θ6)W . (6.29)

Then, the residual inverse problem amounts to the wrist case (section 6.6)
in θ4, . . . θ6, alone, as the arm angles θ1, . . . , θ3 are now known:

H∗R = H4R(θ4)H5R(θ5)H6R(θ6),

= (H1R(θ1)H2R(θ2)H3R(θ3))
−1 H∗. (6.30)

6.8 Numerical estimation

The main interest of the algebraic solution is to calculate a number of initial
guesses for an exact numerical solution. Then, they can be used to initialize
a non-linear bundle-adjustment where date-points are image-measurements,
alone, and the free parameters are the joint angles.

min
q1,...,q6

n∑
i=1

d(m∗
i ,PH(q1, . . . , q6)Ai) + d(m′∗

i ,P
′H(q1, . . . , q6)Ai)

Such a solution should no longer be biased by the especial computational ge-
ometry used in the algorithms for modular inverse kinematics and projective
reconstruction.



Chapter 7

Projective Trajectories

In this chapter, two approaches to trajectory generation for rigid projective
motion are presented, with applications in visual servoing in mind. The fun-
damental difference between them lies in the geometrical concepts employed.
The first is based on finite projective displacements – e.g. as captured by the
5 points in a homography – and their geometric relationship with rigid mo-
tion. The second is based on the differential geometry of projective motion –
e.g. as captured by the Jacobian of a projective kinematic model – and its re-
lationship with tangent spaces and velocities of rigid motion. Both methods
decompose tasks into some primitive components and subsequently recom-
bine them to formally describe a trajectory or a behavior of a control loop,
for instance as Cartesian motion: rotation of a rigid body about a simulta-
neously translating center-point. It turns out that such decompositions and
the constraints underlying them can be formulated directly in the projec-
tive task space associated with a stereo camera. In particular, conditions
on the visual and physical feasibility of the trajectories can be formulated
and monitored. In practice, as soon as a feasible trajectory is found, it can
also be tracked easily with basic visual servoing, so that problems of local
minima and convergence can be overcome.

7.1 Cartesian trajectories

With such scenarios in mind, visual servoing task will be augmented to a
guided motion along a trajectory which realizes the desired alignment. As
one choice among many, this thesis considers “Cartesian” trajectories, i.e.
ones characterized by a straight-line motion of a particular point, called
the “center”, and a simultaneous rotation of the moving body about the
translating center (Fig. 7.2).

Definition 11 (Cartesian motion) A continuous motion in σ is called
“Cartesian”, if there is a center-point that moves along a straight line so

132
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Figure 7.1: Alignment task encoded by means of a projective displacement,
expressed relative to a basis of five points on the L-shaped object.

that the rotation at each instant is around this point. If the origin 0 is
chosen as center, a Cartesian motion Tc(σ) of a point S has the general
form

S(σ) = R (θ(σ)) · S(0) + τ(σ) · t, (7.1)
Tc(σ) = TT (τ(σ)) · TR (θ(σ)) . (7.2)

Such a trajectory can be regarded as “shortest way” in the respective con-
figuration space associated with a rigid object.

7.2 Trajectories from a projective displacement

The task of alignment of all six degrees-of-freedom of a rigid body is unam-
biguously described by a projective displacement. Consider for instance the
alignment of the tool with the object to be manipulated. It can be repre-
sented by means of the projective displacement HRT between the current
and the target position of the tool (Fig. 7.1). If the representation is based
on a projective basis fixed rigidly to the tool, e.g. five corner points [39], it
becomes calibration-free.

7.2.1 Decomposition

A general projective displacement can always be expressed as a rotation
followed by a translation, both written projectively as

HRT = HT · HR. (7.3)
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Figure 7.2: Cartesian motion: Simultaneous rotation and translation of a
rigid body about a center point.

Assuming that the displacement of the center point from Ac to

A∗
c = HRT Ac (7.4)

is realized along a straight-line by the projective translation HT ,

A∗
c = HT Ac (7.5)

the residual displacement is necessarily a projective rotation about the initial
position of the center Ac.

HR = H−1
T HRT . (7.6)

Clearly, the choice of the center affects the decomposition that is obtained,
including the rotation (Fig. 7.3). The order of the homographies in equation
(7.3) defines HR to rotate around the initial position of the center. It would
be around the final position if the order were reversed.

For (7.6) to be applied, a translation homography must still be calculated
beforehand, which is not as trivial in the projective case as in the Euclidean
one. Any projective translation HT can be expressed (7.7) in terms of the
outer product of the plane at infinity a>∞ and a 4-vector k which represents
“direction-and-distance’.

HT = I + k · a>
∞. (7.7)

It can be determined from the motion of one point, and a>∞ is determined by
the eigenvector of the homography H−>

RT dual to a projective displacement
HRT of general type. From (7.5) it follows that k has the form

k =
A∗

c − Ac

a>∞Ac
. (7.8)
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Figure 7.3: The choice of center-point A, B, or C for the Cartesian motion
determines the decomposition into rotational and translational components.

Actually, the main interest is in generating trajectories that drive these
two motions simultaneously rather than sequentially, as explained in sec-
tion 7.2.2. It also seems worthwhile to note that a projective displacement,
which is ultimately not tied to a particular object, allows trajectories to be
generated for an arbitrary rigid structure, even if the latter was not involved
in defining the displacement homography. For instance, a desired projective
displacement of an object allows to generate also the corresponding trajec-
tory for a rigid grasp of a tool (Fig. 7.6). The rigidity assumption allows in
fact to generate the projective motion from a small number point-features,
which could not define a displacement homography themself (Fig. 7.6).

7.2.2 Generation of Cartesian motions

Now, write HR(θ) as function of an angle θ, and HT (τ) as function of a
distance τ , and let θ∗ be the total angle, τ∗ = 1 the total distance traversed.
This implies that the rotation has a fixed axis direction. Relating these vari-
ables and (3.21), (4.27) to a common parameter σ, the family of Cartesian
trajectories around Ac becomes

HC(σ) = HT (τ(σ)) · HR (θ(σ)) , (7.9)
τ(σ) = στ∗, θ(σ) = σθ∗, 0 < σ < 1. (7.10)

Intuitively, the compound motion in σ has the desired characteristics because
HR(σ) affects only orientation and leaves Ac invariant, while the latter is
translated by HT (σ).
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Figure 7.4: Cartesian motion with two components.

Spatial velocity of Cartesian motion

The derivative ḢC of the trajectory function with respect to σ allows a dif-
ferential characterization of Cartesian trajectories in terms of their tangent
operators ĤC of a Cartesian motion:

ḢC = ḢTHR + HT ḢR (7.11)

ĤC(σ) = ḢCH−1
C (7.12)

=
(
ḢTHR + HT ḢR

)
H−1

R H−1
T ,

= ḢTH−1
T + HT ḢRH−1

R H−1
T ,

= ĤT + HT (σ)ĤRH−1
T (σ). (7.13)

The operator ĤC reflects the geometry of the Cartesian motion: the
translation has a fixed direction, as well as the rotation axis. The latter is
at each instant σ passing through the center-point (Fig. 7.5), i.e. it is con-
tinuously translated by the center’s motion HT (σ)Ac (7.13). This becomes
more evident when the tangent operator is applied to the moving center-
point Ac(σ). First of all, Ac(σ) = HC(σ)Ac = HT (σ) Ac, since the latter
is invariant under the rotational component. Secondly, at an arbitrary loca-
tion σ along the trajectory, applying the tangent operator to Ac(σ) yields
the translation component (7.15), only, since ĤRAc equals zero. This illus-
trates that the center is driven at any instant along one and the same pure
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Figure 7.5: Cartesian motion characterized by its instantaneous velocity.
Not the motion of the spatial rotation axis along the translation, and the
fact that the direction of translation w.r.t. the body frame changes at each
instant.

translational motion (Fig. 7.5).

Ȧc = ĤCAc(σ) (7.14)

=
(
ĤT + HT (σ)ĤRH−1

T (σ)
)
HT (σ) Ac,

= ĤT Ac + HT (σ)ĤRAc,

= ĤT Ac, (7.15)

Body velocity of Cartesian motion

The moving frame’s velocity operator is another way to illustrate the nature
of Cartesian motion. It is derived as follows:

ȞC(σ) = H−1
C ḢC (7.16)

= H−1
R H−1

T

(
ḢTHR + HT ḢR

)
= H−1

R H−1
T ḢTHR + H−1

R H−1
T HT ḢR

ȞC(σ) = H−1
R (σ)ȞTHR(σ) + H−1

R ḢR, (7.17)

The operator Ȟc reflects the characteristics of Cartesian motions as seen
from the moving frame, i.e. by an observer on the moving object. The rota-
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tion axis is fixed in the moving frame, whereas the direction of translation,
which was in the spatial frame, has to be adapted continuously to account
for the varying orientation of the moving frame (Fig. 7.5).

It is important to realize that the homographies of a Cartesian motion
form a 1D family but in general not a group. To see this, consider the inverse
motion H−1

C = H−1
R H−1

T , and verify that equation (7.9) fails to describe the
inverse, since the conjugation of HR with HT results in a displaced rotation
axis.

H−1
C = H−1

R H−1
T = H−1

T (HTH−1
R H−1

T )

7.2.3 Translation-first and translation-last motions

The above scheme (7.9) using the common abscissa σ defines a Cartesian
motion with equal weighting of translation and rotation. However, any sort
of combination between the two components can be expressed in terms of
continuous functions θ(σ), τ(σ) – preferably differentiable and monotonic –
respecting the boundary condition (7.10). In the extreme case, they can be
translation-first or translation-last trajectories (Fig. 7.6), where the first is
useful for turn-a-key tasks, for instance, whereas the latter is useful for a
grasping or insertion task.

���
���
���
���

��
��
��
��

����

������

Figure 7.6: Trajectory for a grasp with rotation-first characteristics. The
final translation can be constructed in a point-to-point manner based on the
edges of the gripper’s claw.
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7.3 Trajectories of primitive motions from mobil-
ity constraints

The above R-T decomposition of projective displacements is an example of
how a general motion relates to a pair of primitive motions. In particular,
the construction of the translation (7.8) shows how a minimal amount of
geometric information, here the motion of one point and the infinity plane,
allows primitive motions to be determined from task-space information. In
both cases, however, a rigid motion HRT , and the respective locus of the
plane at infinity are required a-priori.

In contrast, the differential characterization of Cartesian trajectories de-
veloped above suggests already that differential information should also al-
low rigid and robot motions to be constrained, e.g. from the differential
motion or “mobility” of some well-chosen geometric features, such as the
center.

On the one hand, the mobility of points and planes can be constrained
in projective three-space in order to obtain a number of primitive projective
motions of a rigid structure. On the other hand, the mobility of this struc-
ture, which is moving under action of the actuated mechanism, is equally
constrained by the Jacobian of projective articulated motion. Then, relating
the two of them allows the constraint-equations to be solved in an explicit
representation of the primitive motions. This representation is either a joint-
screw q̂, or a projective screw in form of the operator Ĥ.

In addition, formulating the problem in the visual domain allows the con-
straints to reflect the geometry of a given task, and also visibility conditions
(section 7.4.2) as well as mechanically feasible trajectories (section 7.4.3)
to be described (section 7.4.1). Moreover, it allows the joint-velocities that
drive and control the robot along the trajectories to be computed directly
from the observations (section 8.5).

7.3.1 Translation along an axis

Suppose that the direction of translation is given in terms of an axis through
two points A1, A2. Their dual is a pencil of planes spanned by a general
pair of planes a>

1 , a>
2 that intersect in the axis (2.59). A rigid motion that

maps each plane into itself is a pure translation along the given axis, and
it is the only such rigid motion (Fig. 7.7). The projective kinematic model,
here the plane-operators −Ĥ>

j for each joint j, characterizes all possible rigid
motions and their plane-velocities, so the translation corresponds to the only
joint-space motion q̂T for which both plane-velocities vanish. Formally, this
requires q̂T = q̇ to be in the kernel of (7.18), where ν is an arbitrary scalar.
The generator ĤT of the corresponding one-dimensional group of projective
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parallel to planes’ axis
all components not
two constraints eliminate

component not in second plane
second constraint eliminates 

component not in first plane
first constraint eliminates 

Figure 7.7: Two plane-velocities constrained to zero eliminate one velocity
component (crossed out), each, such that the two resolve into a translation
along the planes’ common axis.

translations is a linear combination in this q̂T :

ν q̂T = ker
[−Ĥ>

1 a1, . . . , −Ĥ>
6 a1

−Ĥ>
1 a2, . . . , −Ĥ>

6 a2

]
8×6

, ĤT = q̂T1Ĥ1 + · · · + q̂T6Ĥ6.

(7.18)

7.3.2 Revolution around an axis

Suppose two points A1, A2 defining an axis and the point-operators Ĥj for
each joint j. Among all rigid motions, here expressed as joint-space motions,
the ones q̂R for which the velocities of both points vanish are rotations ĤR

around the axis connecting A1 and A2 (Fig. 7.8). This is formalized by
the kernel in (7.19), with ν being a free scalar. The corresponding one-
dimensional projective rotation group has the generator ĤR (7.19), which
follows directly from the kernel’s joint-space motion q̂R,

ν q̂R = ker
[
Ĥ1A1, . . . , Ĥ6A1,

Ĥ1A2, . . . , Ĥ6A2

]
8×6

, ĤR = (q̂R1Ĥ1 + · · · + q̂R6Ĥ6),

(7.19)

where ĤR is normalized to have eigenvalues i,−i, such that ν measures
angles in radians.

7.3.3 Revolution around a point in a plane

Another way for constraining a transformation to a rotation is as follows:
suppose the transformations to act on a given plane a>

1 as a “planar” rota-
tions, i.e. the plane turns “in-place”, and suppose in addition that the point
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first constraint restricts motion

to a rotation about point
second constraint restricts motion

to rotation about axis
both constaints restrict motion

to a rotation about point

Figure 7.8: Two point-velocities constrained to zero eliminate one rotational
velocity-component (crossed out), each, such that the two resolve to a rota-
tion around the points’ common axis.

A1 is on the axis (Fig. 7.9). The axis then is perpendicular to the plane
and goes through the given point. Determine among all joint-space motion
– among all mechanically feasible motions – the one q̂P for which both,
the point-velocity of A1 and the plane-velocity of a>

1 vanish. The point-
operators Ĥj and the plane-operators −Ĥ>

j of the projective kinematics
allow this to be formally express as the kernel in (7.20). The resulting joint-
space motion q̂P allows an operator ĤP that generates the corresponding
one-dimensional projective rotation group to be synthesized:

ν q̂P = ker
[−Ĥ>

1 a1, . . . , −Ĥ>
6 a1

Ĥ1A1, . . . , Ĥ6A1

]
8×6

, ĤP = (q̂P1Ĥ1 + · · · + q̂P6Ĥ6),

(7.20)

Again, Ĥp is normalized to have eigenvalues i,−i, so that ν measures angles
in radians.

The above postulated equivalence between joint-space motions and rigid
(projective) motions holds only when the manipulator configuration is fully
actuated. For an under-actuated configuration, the kernel becomes empty
if the projective motion requires a missing degree-of-freedom. Conversely,
at kinematic singularities, the kernel may have a higher dimension as it
contains internal fixing motions that fix all end-effector points and planes,
as well as possibly the desired projective motion itself. These cases can be
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about axis normal to the plane,
and through the point

both constraints restrict motion

to rotation about point
point constraint restricts motion

to planar one
plane constraint restricts motion

Figure 7.9: A point- and a plane-velocity constrained to zero eliminate a
translation and a rotational velocity-component (crossed out), each, such
that the two resolve into a rotation in a plane about the given point.

detected directly from the rank of the stacked 8 × 6 constraint-matrices in
(7.18), (7.19), (7.20). So, either there may be at an instant zero, one or many
joint-space motions corresponding to the demanded motion. This explicit
projective relationship between robot singularities and the mobility of rigid
structures can be highly useful for singularity avoidance in visual servoing.

7.4 Trajectories based on three points

In this section, the aim is to augment the displacement between the ini-
tial and target positions of only three 3D-points A1, A2, A3 to a continuous
reaching trajectory for these points. These trajectories are moreover con-
structed to be mechanically and visually feasible in the sense of rigid motion
and back-face culling. Note that although three points in general suffice to
define a unique rigid displacement, they fail to define a unique projective
one, which requires a homography of five points. This suggests that section
7.2 cannot be applied in this case.

To overcome this, the underlying but unknown projective displacement
is decomposed into three primitive motions: a translation and two rotations
(Fig. 7.10), using the results of section 7.4.1. Although the decomposition is
formulated as a sequence of three primitive motions, they are constructed in
a way that allows them to be driven simultaneously, thus ensuring that the
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desired trajectories emerge. These so-called “Cartesian motions” consist of
straight-line trajectories of a center point with superposed rotations that are
at any instant about this center (section 7.4.3). The superposition is possible
because “subsequent” component motions do not affect the “alignments”
achieved by the preceding ones. For instance, as both rotations are about
the center point, the translation of this point remains unaffected. Similarly,
as the final rotation axis is perpendicular to the face spanned by the three
points, the plane containing the face remains invariant.
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Figure 7.12: Rotation of the face in the sense which preserves visibility.

7.4.1 Decomposition

It is now shown how three points allow constraints on primitive motions
(section 7.3) to be computed, and how they decompose the points’ projective
motion. The computational geometry detailed below eliminates step by step
the various components of the task. In the first instance, the latter is given
in terms of the initial and final positions, A and A∗, of three points on a
face of a rigid object. The face also defines a plane with initial and target
positions, a> and a>∗ . The result of the decomposition is three primitive
motions: a translation of the center, a hinge of the face onto the target
plane, and a rotation within the target plane. These motions are obtained
as projective operators Ĥt, Ĥr, Ĥp represented with respect to the current
spatial configuration of the task’s components. Joint-screws q̂t, q̂r,q̂p can
also be obtained directly with respect to the configuration of the actuator.

Translation

The first component (translation of center) (Fig. 7.10, left ) chooses
one marker or (less projectively) the marker’s midpoint as a center point
Ac, and decomposes the task into a translation Ht, modulo Hs, a rotation
of the face around the center. The translation operator Ĥt is obtained
by applying (7.18) to the center’s current and target position, Ac and A∗

c .
The translation amplitude τ amounts to a scalar “distance-to-target”. It
is obtained by solving (7.21) for τ , which corresponds to intersecting Ac’s
straight-line path with a transversal plane a>∗

c in A∗
c (Fig. 7.10, left).

a∗
c
>

(
I + τ Ĥt

)
Ac = 0, τ = − a∗

c
>Ac

a∗
c
>ĤtAc

. (7.21)
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Given Ĥt, the translational component can be eliminated from the task
by applying the projective translation Ht(τ) = I + τĤt ”backwards” onto
the target primitives, which will be then subscripted with t to indicate this.
(Fig. 7.10, middle, dashed)

Ait = Ht(−τ)Ai∗, at = H−>
t (−τ)a∗ . (7.22)

So, the residual task can be written in terms of a new set of target prim-
itives, Ait and a>

t , with the translational component now being eliminated.
The elimination is done “backwards” so that the residual task will be ex-
pressed around the current position of the center and other points. Similarly,
the joint-space representation q̂t of the translation, as arising in (7.18), is
expressed with respect to the current configuration of the robot. Hence, for
the joint screw q̂t to be a valid joint-velocity at any instant, it is crucial to
use in (7.18) the operators Ĥj |Q (5.21). Then, the velocities can be sent
immediately to a robot controller, as done in section 8.5.

Revolution

The second component (hinge between two planes), (Fig. 7.10, center)
is the rotation Hr around the axis between two planes: the initial face and
the translated target face, a> and a>

t . In this way, the rotational part Hs

of the task is split into two, a rotation Hr(θr) onto the target plane modulo
a residual rotation Hp within this plane (Fig. 7.10 right, dashed).

The corresponding operator Ĥr is obtained by applying (7.19) to a pair
of arbitrary points on the intersection axis of the planes. Based on this, an
“angle-to-target” θr can be defined using the intersection of the new target
plane a>

t with the circular path of a point Ad on the face (Fig. 6.2).

a>
t

(
I + sin θrĤr + (1 − cosθr)Ĥ2

r

)
Ad = 0 (7.23)

This amounts to solving (7.23) for θr, which has already been detailed in
section 6.2. There is a two-fold ambiguity in the sense of rotation. In prac-
tice, the solution that turns the back-face onto the front-face is eliminated
using a simple visibility argument (section 7.4.2).

As for the translation, the rotation is eliminated by applying a projective
rotation Hr(−θr) backwards to the t-primitives, to give a new set of target
primitives which are subscripted with r, to indicate this:

Air = Hr(−θr)Ait, ar = H−>
r (−θr)at (7.24)

Planar rotation

The third component (rotation within plane) (Fig. 7.10, right) is a
planar rotation Hp(θp) of the face about the center Ac in order to finally



CHAPTER 7. PROJECTIVE TRAJECTORIES 146

move the points Ai onto the previously rotated target positions Air. The
corresponding projective operator Ĥp is obtained by applying (7.20) to a>

and Ac. The angle θp requires intersecting the circular path of a point
Ae ∈ Ai with a transversal plane a>

e chosen to go through the corresponding
target point Aer . The calculations are analogous to (7.23).

7.4.2 Visibility

In classical projective geometry, homogeneous coordinates are “unoriented”,
in contrast to oriented projective geometry. For example, homogeneous
plane coordinates such as a> lack a distinction between the front- and the
back-side, based on a signed normal direction. This makes classical backface-
culling impossible as the corresponding notion of visibility has not been
encoded. However, as projective displacements preserve the scalar φ on a
plane orbit (section 2.4.3) – and consequently also the sign of the projective
coordinates of both, points and planes – it is at least decidable whether a
projective displacement has altered the sign of the dot product between a
plane and a point. This actually would indicate that the point has changed
sides with respect to the plane, or vice versa. In particular, applying this to
the face-plane a> and the optical center O amounts to detecting changes in
the visibility of the face from the sign of its product with the optical center,
a> · O. More precisely, for the one-parameter motions introduced above,
such events are characterized by the amplitude τ0 (Fig. 7.11), or by the pair
of angles θ+

0 , θ−0 (Fig. 7.12), that are obtained by applying equations (7.21)
or (7.23) to the optical center.

Concerning the three components of the trajectories, this means the
following:

• If the translation is towards and beyond τ0, a respective reorienta-
tion of the face is required before a feed-forward along the trajectory
reaches τ0 (Fig. 7.11).

• If the rotation either leaves or enters the interval
[
θ−0 , θ+

0

]
, the visibility

changes and a corresponding translation of the face is required before
the feed-forward reaches the required θ0 (Fig. 7.12).

• This concerns only the rotation Ĥr, but not the rotation Ĥp, since
visibility remains unaltered under planar rotations of the face.

• Additionally, heavy use of such “side-of-plane” reasoning is made in
the implementation for determining the “right” sense of the rotation
θr (??). For instance, it is used to avoid the back-face being turned
towards the camera (Fig. 7.12) or to prevent that the face is moved
backside-up onto the target position (Fig. 7.10).
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• In presence of a second camera, the above arguments are independently
to both of the optical centers, and the most conservative among the
left and right thresholds is taken. The field-of-view problem is not
covered by the above, but is straight-forward. It basically amounts to
intersecting the trajectories with two viewing cones. Interestingly, be-
sides the planar rotation of the face, only translations along the optical
axis can be considered, under some restrictions, to be a motion that
leaves visibility unaffected. Although inside the viewing cone, such a
translation can hardly traverse the optical center without destroying
a camera, the optical axis of a stereo camera pair, as they are gen-
erally non parallel, prevent this motion criterion to be exploitable in
practice.
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Figure 7.13: Cartesian motion of three components.

7.4.3 Generation of Cartesian trajectories

Now, the expression for the family of Cartesian trajectories Hc(σ) are given.
They allow the three components of the task to be executed independently
(Fig. 8.15). These are three scalar functions µt(σ), µr(σ), µp(σ) with a
common abscissa σ (7.26) that allow the characteristics of the trajectories
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to be modified to incorporate constraints such as visibility or reachability. In
the same way as for the product-of-exponentials (5.18), the 1-dof primitive
motions have to be multiplied in the “reverse” order (7.25) for the desired
trajectories to emerge. Intuitively, the translation must be the left-most
one, as the rotations must not affect either direction or the position of the
translating center. The hinge is the second one, as the planar rotation must
not affect the face as a plane, etc:

Hc(σ) = Hc (τ(σ), θr(σ), θp(σ))

= exp(τ(σ)Ĥt) exp(θr(σ)Ĥr) exp(θp(σ)Ĥp), (7.25)
where τ(σ) = µt(σ)τ, θr(σ) = µr(σ)θr, θp(σ) = µp(σ)θp. (7.26)

The various µ functions should be monotonically growing functions [0, t∗] →
[0, 1] subject to visibility constraints between µr and µt. For the center-
point, these are:

• if H−>
r (θr(σ))a is visible then µt(σ) < τ0, otherwise µt(σ) > τ0.

• if H−>
t (τ(σ))a∗ is visible then µr(σ) ∈ [θ−0 , θ+

0 ], otherwise µr(σ) /∈
[θ−0 , θ+

0 ].

• µp(σ) is always unconstrained.

Either of these cases can be used to drive a feed-forward control either
in τ or in θr while constraining the other one correspondingly. Further
modifications of the overall behavior are possible. For instance, a linear
decay of time-to-goal arises for µ(σ) = σ, whereas an exponential decay like
as in classical feed-back loops arises for µ(σ) = 1−exp(− σ

t∗ ). An initial very
flat plateau of the respective µ-function allows trajectories like rotation-first,
translation-first, planar-first to be implemented.

Although feed-back laws for robot guidance and visual trajectory track-
ing are now feasible, chapter 8 will further exploit the results established
in this chapter. In particular, the direct relationships of velocities along
Cartesian trajectories and primitive projective motions to the correspond-
ing joint-space motions give rise in the end to directly computed control law
(section 8.5).



Chapter 8

Projective Visual Control

In the seminal work [19], the visual servoing problem was thoroughly for-
malized in terms of the task function approach [64]. The latter can be
understood as a mathematical formalism allowing a control law that im-
plements a task to be derived if the corresponding mathematical function
obeys a number of properties. This chapter adopts this approach to identify
the various geometric variations of the task functions for visual servo con-
trol. Each of the proposed formulations relates the perception domain to
the action domain, but they differ in the way these domains are represented.
In particular, the state of the art has been extended by introducing projec-
tive representations of the action as well as the perception domain while
at the same time assuring a sound analytical expression for their mutual
interaction.

In the classical approaches, the perception domain is the image-plane,
represented as image-points that are actually the projections of 3D scene-
points. The action domain is a robot operating in velocity mode, and it
is represented as a kinematic screw (v, w) ∈ se(3) associated with the end-
effector. Since it is points in three-space that are both observed and acted on,
the presentation of this chapter is centered around three-dimensional point-
spaces as the fundamental link between the two domains. Based on this,
it formally develops the relationships ruling their mutual interaction. The
first consists in image-based visual servoing based on a projective kinematic
model. It is presented in great generality where the numerous varieties of
this approach are shown as special cases of a coordinate-free formulation of
the system. In particular, the equivalence of the hand-eye and independent-
eye systems is shown. Similarly, a calibration-free formulation is possible,
assuming nothing more than a rigid structure associated with the tool, while
camera and robot configurations now may vary.

Second, the results of the trajectory chapter gave rise to a directly com-
puted feed-forward for trajectory control of Cartesian motion. The compu-
tations essentially correspond to those done in trajectory generation, while

149
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the degrees-of-freedom unconstrained by the trajectory are considered as a
feedback error, which can then be used for instance to avoid singularities or
constrained visibility. A numerical criterion on the Jacobian could allow to
determine what degree-of-freedom the robot is actually able to drive, and
what joints do have to be blocked.

The basic results are validated on a real visual servoing system, and the
advanced techniques are tested against simulated data.

8.1 Perception domain

8.1.1 Single camera

The perception domain is most often represented as the image-plane of a
video camera, and image-points as 2-vectors in pixel-coordinates s = (u, v)>.
Central to visual servoing is the relation between a 3D point S = (X, Y, Z)>,
its spatial velocity Ṡ, and the velocity ṡ of its projection in the image.
For the moment, let’s write this as an abstract analytical function G, that
encapsulates the perspective projection model and its Jacobian matrix JG

G : S → s = G(S), ṡ = JGṠ. (8.1)

Specific forms of this Jacobian arise from the specific frames in which
the three-space and the image-planes are represented. Along these lines, the
classical case is as follows, where s is in pixel coordinates, S is in metric Eu-
clidean coordinates, and the relation between the two is the camera intrinsic
parameters K.

s = G(m) =
(

m1/m3

m2/m3

)
, m = K ·

(
X
Y
Z

)
, (8.2)

ṡ = JG

∣∣∣∣
m

· ṁ, ṁ = K ·
(

Ẋ
Ẏ
Ż

)
, (8.3)

JG

∣∣
m

=

[
1

m3
0 −m1

m2
3

0 1
m3

−m2

m2
3

]
2×3

. (8.4)

Note that the Jacobian depends on the 3D information in S, i.e. its
depth.

ṡ =
[
JG

∣∣∣∣
KS

·K
]

2×3

· Ṡ. (8.5)

In detail, the Jacobian matrix JG is developed “around” a given 3-vector
m = KS, which gives the full 3D-coordinates of points with respect to the
affine camera frame A. It is equivalent to S, since K is a regular 3 × 3
affinity (see section 2.1). Therefore, m has to be interpreted in this context
as 3D-coordinates rather than as homogeneous coordinates in the image.

In order to approximate the depth of S, a number of solutions are pos-
sible (see also section 8.1.2):
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• In the “variable point” case, a varying estimate of S is used [39], e.g.
resulting from reconstruction or pose.

• In the “target point” case, a constant value for the point’s goal position
S∗ is substituted into the Jacobian.

• The “fixed depth” case is an elegant intermediate solution. There, the
X and Y coordinates are deduced from the current image of S but a
constant value for its depth Z∗ is substituted into the Jacobian.

An equivalent formulation of the interaction between 3D- and 2D-motion
can be based on homogeneous coordinates M in three-space, which also
allows a projective ambient space to be represented. 1

s = G(m), m = PM (8.6)

ṡ = JG

∣∣∣∣
m

· ṁ, ṁ = P · Ṁ (8.7)

ṡ =
[
JG

∣∣∣∣
PM

P
]

2×4

· Ṁ (8.8)

In case of a Euclidean ambient space, the coordinates of a point are set
to M = (S, 1)>, and the camera matrix to P = [K|]. So, the 3-vector
m = PM still encodes depth and can be considered as 3D affine, despite
the cancellation produced by the fourth column of P being zero. In case of a
projective ambient space, however, this is no longer the case since the fourth
row of M is now non-trivial, and the projection onto a 3-vector m = PM
no longer holds complete depth information.

8.1.2 Stereo camera pair

In case of a stereo camera, the second camera is represented by the projection
matrix P′, and points on the right image-plane are represented by 2-vectors
s′ or by points m′ on a respective projective plane.

s′ = G′(m′), m′ = P′M , (8.9)

s′ = JG′

∣∣∣∣
m′

· ṁ′, ṁ′ = P′Ṁ , (8.10)

ṡ′ =
[
JG

∣∣∣∣
P′M

P′
]

2×4

· Ṁ . (8.11)

Regarding depth, the same can be said about right image-vectors, s′ and
m′, as about left ones. In particular, a vector m = P ′M holds depth

1To help intuition, let’s assume homogeneous Euclidean coordinates. A similar but far
more general formulation will be given later on.
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information as long as M is denoted in a Euclidean or affine frame, but no
longer if it is a general projective one.

In contrast, a stereo pair of such image-vectors almost always contains
full depth information. It is most commonly written as a stacked 4-vector
(s, s′)>. This has to be interpreted as a measurement vector, in contrast
to a pair of ideal image-points m, m′, that can be interpreted as algebraic
variables obeying the epipolar constraint (2.10). In [47], the implications of
imposing this constraint within a visual servoing loop are investigated.

(
ṡ
ṡ′

)
=


 JG

∣∣∣∣
PM

P

JG′

∣∣∣∣
P′M

P′


Ṁ . (8.12)

8.1.3 3D triangulation device

A stereo camera together with a computational method for 3D-reconstruction
can be viewed as a logical triangulation device. The “measurements” of this
device are the 3D-coordinates of points observed in both images. Depending
on the degree of a-priori calibration, the three-dimensional scene will be re-
constructed in either a Euclidean, affine, or projective camera frame. In the
first two cases, a representation of the measurements directly as 3-vectors
is possible, (X, Y, Z)> or (U, V, W )>. They can be extended trivially to
homogeneous 4-vectors, X or M , by adding a 1 in the fourth row.

In the projective case, they have to be extended, and the homogeneous
coordinates M of points are non-trivial, i.e. finite points may have a 0 on
the fourth row. In other words, the plane of points at infinity is a regu-
lar part of projective three-space, which furthermore cannot be identified
in an uncalibrated setup. Therefore, it is not obvious whether a strictly 3-
dimensional representation can be found for the projective case at all, since
normalizing the coordinates on this manifold becomes more difficult. Bar-
ring unit 4-vectors ||M || = 1, which still need more than a single patch
in R3, normalizing the third row to one M = (u, v, 1, ρ)> seems a sensible
choice, since the 3-vectors (u, v, ρ) form a single region in R3 that covers all
points “visible” in the left image. The only points excluded are those on the
left focal plane, which are indeed invisible.

Independent of the choice of normalization and embedding, the respec-
tive projections onto 3-vectors are most often non-linear, and the resulting
coordinate-patches for the P3-manifold have a differential geometry that is
rather difficult to handle. It is essentially the minimal representation of the
perception and action domains that prevents their interaction from having
an efficient linear form. The present formulations of projective kinematic
models, in connection with ρ-orbits in R4 (see sections 5.2, 2.4.3), illustrate
the feasibility and advantages of linear forms.
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For these reasons, let’s assume the output of the triangulation device
to be represented, depending on the calibration present, either as trivial
homogeneous 4-vectors, X or N , with a homogeneous 1, or as unnormalized
projective 4-vectors Mρ. Remember that ρ indicates that each such vector
implicitly holds an unknown but well-defined scalar, its orbital height ρ
(2.47).

8.2 Action domain

It is the actuator that characterizes the action domain and induces the
corresponding representations. Here, it usually will be a robot manipulator
with six fully actuated degrees-of-freedom: either a six-axis arm with a 6R
structure, or a Cartesian robot with 3P3R structure2. Two different types
of representation are possible; one based on the configuration of all of the
joints, and one that abstracts this to a robot end-effector in terms of a
posture in the Euclidean sense. The tangent space of each representation
allow differential motions of the robot to be represented, either as “physical
velocities” at which the robot is moving, or as “screws” that the robot is
commanded to perform. This difference is also made in the notations either
as ˙ or as ˆ.

8.2.1 Kinematic screws

In both cases, a kinematic screw, and in particular the vector notation in
terms of Cartesian velocities (v, w)> ∈ se(3) is an appropriate representa-
tion, which matches the actuator’s 6 degrees of freedom. In the 3P3R-case,
the kinematic screw refers to the velocity of the hand frame which – owing to
the Cartesian structure of the mechanism – is also the joint-velocity screw of
the mechanism. In the 6R-case, the kinematic screws still refer to the hand
frame, and no longer to joint-velocities. In contrast, they serve as input to
the Cartesian velocity mode of the robot controller, which instantaneously
generates a corresponding joint-velocity screw for the low-level controllers
to perform.

The addition of further linkages between robot, camera, and tool, be they
mechanical or virtual, allows further kinematic screws to be defined. Each
additional frame introduced by such a linkage gives rise to a corresponding
representation of the action domain, referring in consequence to this new
frame. Based on this idea, the action domains for various setups of visual
servoing can be described and calculated by means of one and the same
formal language.

2In robotics, the structure of a mechanism is often denoted with letters “P” for a
prismatic joint, and “R” for a revolute joint, listed in base-to-tip order.
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Camera screw

No matter what frame the actions are described in, the perception domain
relates in the first instance to the frame of the cameras. Therefore, the
interaction between perception and action is most naturally and most im-
mediately formulated for 3D-points in the camera frame, and their image
projections (8.14). This interaction is introduced by means of constraints
between the linear velocity of a number of 3D points and the velocity screw
of the camera, seen as a rigid body. Equation (8.14) states this for the ar-
bitrary point S = (X, Y, Z)> in terms of a Jacobian relating its velocity Ṡ
to the camera’s kinematic screw (v, w)>. For a sufficient number of point-
velocities Ṡi, the inversion of this relation allows the corresponding camera
motion to be computed.

Ṡ = J|S ·
(

v
w

)
, (8.13)

J|S =


1 0 0 0 −X Y

0 1 0 X 0 −Z
0 0 1 −Y Z 0


 , (8.14)

(
v
w

)
C

=




J|S1

J|S2

J|S3

...




+ 


Ṡ1

Ṡ2

Ṡ3

...


 . (8.15)

Necessarily, the resulting screw refers to the same frame as the point-velocities,
which in the first instance is the camera frame, denoted (v, w)>C .

Hand screw

The implementation of a robot controller always refers to a reference frame
based on the kinematics of the mechanism, alone. For that purpose, a
hand frame H is allocated onto the tip of the mechanism, e.g. onto the
intersection of axes 4,5,6, which defines the origin of H. A camera screw
expressed in C has to be transferred into the controlled frame H before it
can be used as a command. This transfer of screws is defined by the rigid
linkage THC = (R, t) relating camera and hand, or alternatively by the
current state of the corresponding virtual link.

SH = RSC + t, XH = THCXC .

This can be written for vectors (v, w)>C,H as well as for the matrix rep-
resentations T̂H , T̂C of screws. In a projective ambient space only matrix
operators are well-defined.(

v
w

)
H

=
[
R [t]×R
O R

] (
v
w

)
C

, T̂H = THC · T̂C · T−1
HC . (8.16)
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For the classical eye-in-hand configuration, THC denotes the mechanical
hand-eye link, and is hence constant. It can be directly combined with the
camera Jacobian 8.14, as is done in the classical approach [19]. Equations
8.15 and 8.16 amount in fact to 3D-visual servoing, using a triangulation
sensor.

(
v
w

)
H

=
[
R [t]×R
O R

] 


J|S1

J|S2

J|S3

...




+ 


Ṡ1

Ṡ2

Ṡ3

...


 . (8.17)

The calibration of this link has been treated exhaustively in literature [38],
In contrast, the independent-eye configuration, where the robot’s motion
causes THC to vary, requires THC to be continuously updated, e.g. using an
estimate of the current camera pose, since it is just a virtual link. A more
elegant solution is to deal with a “base screw”, as proposed below.

Tool screw

The variation of the camera pose due to robot motion is apparent only as
varying pose of a tool rigidly mounted onto the hand, which itself cannot be
physically observed. For a tool-frame L, the current estimate of the tool-
camera pose TLC provides a virtual camera-tool link defining the current
tool-screw T̂L. The latter can be transferred into the hand-screw T̂H from
the rigid tool-hand link THL, which is constant, but which still has to be
calibrated a-priori, e.g. using the hand-eye formalism.

T̂H = THL


TLC(t)T̂CT−1

LC(t)︸ ︷︷ ︸
T̂L


T−1

HL (8.18)

Obviously, it is due to the robot controller’s need for a hand screw that this
rather artificial and cumbersome relation between the camera screw and the
action domain has to be established. A less redundant representation of the
action domain is explained below.

Base screw, or “camera-centered” formulation

In the literature [42], a strict distinction is made between the independent-
eye case (IE), where the robot and camera are independently but rigidly
installed in the workspace, and the hand-eye case (HE), where the camera is
rigidly located on the robot hand. However, the difference is only apparent,
and the two cases are just different formulations of fundamentally the same
problem. They are easily unified as soon as a little abstraction is made.
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The classical implementation of robot control privileges by referring to
the hand frame the tip end of the mechanism. However, from a more ab-
stract point of view, an articulated chain is strictly symmetric in the sense
that the hand and the base frame are both terminal elements of the chain.
Hence, they are equally valid frames for a robot controller implementation.
Thus, a relation also exists between base-screws and joint-screws and can
be established from the mechanism’s geometry, alone.

For the purpose of visual servoing, the only “natural” reference is the
camera, which generates the image signal and which gives rise immediately
to a camera screw (8.14). In the HE-case, this variable signal is associated
with the object to be grasped, while in the IE-case, a variable signal is
associated with the tool used for grasping. In this sense, the varying position
is the camera-object one in the HE-case, but the camera-tool one in the IE-
case. Additionally, there is an exact correspondence between camera-and-
hand in the HE-case, and a rigid setup of camera-and-base in the IE-case.
Therefore, the camera screw defines in the first instance a hand-screw in the
HE-case, but a base-screw T̂B in the IE-case.

While the hand-screw can be driven mechanically, the base is mechani-
cally immobile, so the base-screw is only a virtual one. The practical con-
sequences are,

• Either, the base-screw is first transferred into a corresponding hand-
screw, which the low-level robot controller then “automatically” trans-
fers into a joint-screw. This intermediate transformation is determined
by the current robot posture THB(t) = THB(Q), Q = q(t), e.g. by
the forward kinematics, alone, so that estimating the tool pose can be
omitted.

T̂H = THB(Q)T̂BT−1
HB(Q) (8.19)

• Or, the “virtual” base-screw is directly transformed into corresponding
joint-velocities (section 5.3), which amounts to a reformulation of low-
level robot control. To see this, it suffices to absorb the similarity
in (8.19) into the joint-wise sum of screws T̂j (5.49) that governs
the interaction model. To this end, convince yourself that each joint-
operator T̂j can effectively be transferred from the hand to the base
frame, from H to B:

T̂B = THB ·

∑

j

T̂jH


 · T−1

HB =
∑

j

(
T−1

HB · T̂jH · THB

)
, (8.20)

=
∑

j

T̂jB, (8.21)
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base-eye hand-eye
variable camera to tool-in-hand camera to object-on-base
fixed camera-and-object-on-base camera-and-tool-in-hand
goal image-of-tool image-of-object
implicit tool-object (ECL) camera-tool (EOL)

Table 8.1: Abstract comparison of hand-eye and base-eye setup.

Now, without the hand frame intervening at all, a given base-screw
immediately results in a respective joint-screw q̂.

q̂ =

[ 
 v

w




1B

···

 v

w




6B

]−1 (
v
w

)
B

, (8.22)

where
(

v
w

)
jB

is the equivalent of T̂jB.

In summary, the Cartesian formulation of the visual servoing paradigm re-
lates a sensor-screw to an actuator-screw. They are related by the sensor-
actuator geometry, which is the rigid link between the sensor and the “sensor-
end” of the actuator. This link is the classical hand-eye link, or the camera-
base link in a “base-eye” case, i.e. the IE-case. In both cases, it is this fixed
link that transforms a sensor screw to an actuator one, which translates
directly to a robot command.

8.2.2 Projective screws

Towards a projective representation of the action domain, let us briefly dis-
cuss the screw representations introduced above. There are a number of
notions whose projective generalizations are straight-forward. The analogue
of the point-velocity Ṡ is Ẋ or Ṅ , as long as ambient space is respectively
Euclidean or affine, with a trivial fourth row, and Ṁρ is projective. The
analogue of a kinematic screw is obtained by conjugating the operator ma-
trices T̂ to obtain the corresponding Ĥ. In addition, under the correspond-
ing rigid-stereo assumption, an similar screw transfer, now of projective
screws, can be calculated using HRT as the projective displacement group.
However, there is no calibration-free projective representation with only six
parameters, so the operator matrices Ĥ are highly over-parameterized.

Thus, although a projective screw in the form of a 4 × 4 matrix can
be calculated linearly, this requires more than three point-velocities, and
fails to guarantee the Euclidean-like algebraic structure underlying these
matrices. Also, it still seems unreasonable to artificially allocate frames, now
projective ones, onto tool, robot, hand, etc. However, the action domain is
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ultimately still a joint-space associated with the mechanical structure of the
actuator. An approach that represents the action domain as a joint-space
in the projective case is discussed in the following section.

As already mentioned, the joint-screws and kinematic screws coincide
in case of a Cartesian robot, whereas they are determined by means of an
intermediate kinematic screw in case of a general robot, e.g. a 6R structure.

8.2.3 Joint-space and joint-screws

The most natural representation of the action domain is the joint-space of
the robot mechanism and the corresponding joint-velocities. For a 6-dof
mechanism, they can always be represented by a 6-vector in R6, which are
called “joint-screws” in this thesis. A joint-configuration q is always relative
to an arbitrary origin q = 0 in joint-space, the “zero-reference”, but the
joint-velocities q̇, or equivalently the joint-screws q̂, do not depend on that.

In the Euclidean case, for a kinematic screw (v, w)> to define a joint
screw, it is sufficient to linearize the dynamic kinematic model around Q
and solve the respective linear equations in q̂. In detail, each joint j is
associated at instant t with a kinematic screw. Depending on the current
robot configuration Q = q(t), this can be written in vector notation as(
vj

∣∣
Q

, wj

∣∣
Q

)>
.

q̂ =

[(
v1

∣∣
Q

w1

∣∣
Q

)
, · · · ,

(
v6

∣∣
Q

w6

∣∣
Q

)]−1

·
(

v
w

)
H

In a projective ambient space, however, such a concise and in fact min-
imal 6 × 6 matrix system can no longer be formulated, because the matrix
representation of the joint-operators Ĥj has to be used. Although the re-
spective linear system of 4 × 4 matrices, or equivalently of 16-vectors of
coefficients, can still be formulated, a unique solution of this system can not
be guaranteed due to the high redundancy.

T̂ =
n∑

j=1

q̂j · T̂j |Q, Ĥ =
n∑

j=1

q̂j · Ĥj |Q.

In addition, numerics would require the operators to perfectly fit the un-
derlying algebraic structure, including constraints, which is not guaranteed
given an Ĥ obtained from unconstrained linear calculation.

For these reasons, determining explicitly a projective screw seems not
worthwhile. A more appropriate approach, however, is to eliminate all inter-
mediate frames, and all representations in form of kinematic screws, aiming
at a direct relationship between the perception domain and the joint-space
representation of the action domain. This can be done, and the solution
is similar to the one in 8.2.1, where the various screw transfers, camera to
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tool to hand to base, have been contracted into joint-operators that directly
refer to the base frame. In addition, a further contraction can be made by
conjugation of the joint-operators with the camera-base link in order to give
a camera-based kinematic model, as introduced in chapter 5.

Finally, a linear system in matrix form is obtained as soon as the pro-
jective kinematic model is contracted against the 3D-points used for vi-
sual servoing. Possible numerical problems in the operator matrices can
be avoided in this way. Generically, the respective Jacobian matrices look
like (5.47), where various specific formulations arise, depending on the way
3D-information is incorporated.

Ṁ =

[
∂M(q)

∂q1 · · · ∂M(q)
∂q6

]
· q̇

where e.g. ∂M(q)
∂q1 = Ĥj

∣∣
Q

M(q). (8.23)

So, the following section explicitly derives laws for visual joint-space
control using one or two cameras. The respective Jacobian matrices can be
regarded as a more or less faithful representation of the action domain in
terms of its co-screws in the respective perception domain.

8.3 Projective control in an image plane

In the original approach [19], visual servoing is formulated as a task-function
in a single image-plane. The error-signal e is a stack of difference vectors
between the current image-points s(t) and the respective set-points s∗ in
the image, where m is the number of such points.

e =


 s1 − s∗1

...
sm − s∗m


 . (8.24)

The perception and action domains can then be related to a 2m× 6 stack J
of Jacobian matrices J1···m of the form JGPJH , as in (8.8) etc.

ė =


 J1

...
Jm


 · q̇ (8.25)

J · q̇

It was shown that p = 3 points almost always suffice for the correspond-
ing Jacobians to have full rank, although singularities and local minima can
still occur. Then, the pseudo-inverse calculates a control reference q̂, with
Λ a diagonal gain matrix.

q̂ = −ΛJ+ · e (8.26)
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Besides the approximate solutions described in section 8.1.1, the main
problem in the monocular case, in contrast to the stereo one, is to recover
3D-information about the current scene, i.e. depth of the controlled 3D-
points. This is even more cumbersome in a projective scene model. Below,
two solutions are sketched that propose to calculate the analogue of “pose”
for a rigid object for which only projective structure is known. In detail,
the arguments are based on a projection matrix expressed with respect to
at least six rigid points whose projective coordinates E1...6 are considered
constant. Given their current projections mE1...E6 onto the image-plane, a
linear estimate of P can always be found from the six projection constraints
mE1...E6 = PE1···6. This is similar but not equivalent to the “virtual”
rigid stereo assumption (2.21), in the sense that six rigid points also fixed a
projective basis, but in contrast to just five, allow the projection matrix to
be recovered. Thus, the second camera in the stereo pair, or their epipolar
geometry are no longer required.

The following two cases are practically the most important:

• six points E on the tool (end-effector) are known, not necessarily in
Euclidean coordinates, which would yield a simple calibration grid.
Additionally, the projective kinematic model of the manipulator is
expressed with respect to this fixed projective basis. This actually
amounts to a camera-independent and self-contained representation
of the action domain. Its relationship with the perception domain
is a projective camera matrix P, as introduced above. It suffices to
substitute the current estimate of P(t) at each instant t in (8.8) for a
faithful Jacobian-relation to be established.

JH =

[
∂Eq1 , ··· , ∂Eq6

]
, ∂Eqj = Ĥj

∣∣∣∣
Q

E. (8.27)

JG = JG

∣∣∣∣
P(t)E

. (8.28)

• for at least three-points on the tool (end-effector), their initial projec-
tive coordinates M(0) are known, in addition to a projective kinematic
model and the initial camera matrix, all consistent with each other.
Then, it is basically this initially known 3D-information on the points
that is propagated by continuously updating their positions using the
current robot configuration Q, i.e. the projective displacement H(Q)
the robot has already driven. This case is practically relevant, for in-
stance to be able to continue a projective stereo law (see section 8.4)
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in the presence of camera drop-outs.

JH =

[
∂Mq1 , ··· , ∂Mq6

]
, ∂Mqj = Ĥj

∣∣∣∣
Q

M(t). (8.29)

JG = JG

∣∣∣∣
PM(t)

, M(t) = H(Q)M(0). (8.30)

8.4 Projective control in stereo images

In the various approaches using stereo [26], visual servoing is formulated as a
task function on vectors of the direct sum of a stereo pair of images, thereby
neglecting the epipolar constraint. The error-signal is a stack of left and
right difference vectors between the current points s, s′ and their respective
set-points s∗, s′∗

e =


 s1 − s∗1

...
sm − s∗m


 , e′ =


 s′1 − s

′∗
1

...
s′m − s

′∗
m


 . (8.31)

These error-vectors are considered as a first order approximation to image-
velocities ṡ, ṡ′. So, the corresponding Jacobian is a stack of size 4m × 6,
containing the left camera and right camera blocks of Jacobians (8.25), J
and J′, of size 2m × 6. (

ė
ė′

)
=

[
J
J′

]
(4m×6)

q̇. (8.32)

Each block holds two rows for each point, which are in fact a concatenation
of the Jacobian for the projection mapping, and the one for the kinematic
mapping, which most generally is the projective kinematics. Their generic
form looks like

J = JG · P · JH , J′ = JG · P′ · JH . (8.33)

Different formulations of this product of Jacobians are possible, depending
on the way the 3D information in the point-coordinates M is incorporated.

• continuous triangulation of points over time, denoted M(t) , and up-
date of the kinematics around Q = q(t) to Ĥj |Q

JH =
[
∂Mq1

∣∣ · · · ∣∣∂Mq6

]
, ∂Mqj = Ĥj

∣∣∣∣
Q

M(t), (8.34)

JG = JG

∣∣∣∣
PM(t)

, J′
G = J′

G

∣∣∣∣
P′M(t)

, M(t) triangulated.
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• no continuous triangulation, but an a-priori triangulation of points
M(0) for the zero q =  defining the kinematic model. The kinematics
are used to develop the projection Jacobian around M(t) = H(q) ·
M(0):

JH =
[
∂Mq1

∣∣ · · · ∣∣∂Mq6

]
, ∂Mqj = ĤjM(0), (8.35)

JG = JG

∣∣∣∣
PM(t)

, J′
G = J′

G

∣∣∣∣
P′M(t)

, M(t) = H(q(t))M(0).

Although two points give rise to a Jacobian of size 8 × 6, the inverse of
this matrix analytically fails to constrain all six degrees of freedom of a rigid
motion. The residual degree is a rotation about the axis between the two
points. For the Jacobian matrix to have full analytical rank, at least three
points are required in general. To see this, a geometric argument is given,
as this holds in any sort of ambient space. Additionally, for numerical or
systematic artifacts to be ruled out, which could possibly cause the numerical
conditioning of the Jacobian to become poor, an exact system-model and
geometrically consistent measurements are assumed.

Basically, for a single point, its pair of image-velocities ṡ, ṡ′ results
through JP ,JP ′ in a 3D point-velocity. This constrains the solution through
JH to a 3-“dof” linear form in the joint-velocities. A second pair and the
respective 3D-point are related to the first one by a single rigidity con-
straint: the points’ mutual distance. Thus, the second point adds only two
constraints, leaving a 1-“dof” joint-space solution. The third pair has two
rigidity constraints, so its 3D-point has only 1-dof, which fixes the last “dof”
in joint-space.

In practice, there are several methods to invert the over-constrained
Jacobian.

• The pseudo-inverse is most commonly used. It yields a command
which best fits the desired image-velocities in a least-squares sense.

q̂ = −Λ
[

J
J′

]+ (
e
e′

)
(4m)

. (8.36)

• The block-wise pseudo-inverse, with one block for the left, and one
block for the right camera. Essentially, this corresponds to a sum of
two parallel monocular laws.

q̂ = −Λ


 J+ J′+




(n×4m)

(
e
e′

)
(4m)

. (8.37)
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8.5 Projective Cartesian control

This section describes a directly computed control, consisting of a feed-
forward part that guides the motion along a globally valid and visually
feasible trajectory (see also chapter 7), and a feed-back part that drives a
Cartesian configuration-error to zero.

Classical visual servoing laws compute the robot control by applying
the inverse Jacobian (8.36) to an error-vector in point-coordinates, which
most commonly is in image-coordinates si(t) − s∗i (8.4). Geometrically,
this determines the instantaneous rigid motion that drives each point with
a velocity-vector opposite to its respective error-vector [60]. As a result of
this local linear approximation, the convergence and stability depends highly
on the conditioning of the Jacobian matrix. Moreover, the dimensionality
of the problem, i.e. the six degrees-of-freedom of a rigid motion is rarely
matched by practical error-vectors, especially in the stereo case, so that
often a pseudo-inverse is used to calculate a least-squares approximation to
the desired point-velocities.

In contrast, the task is represented here in terms of a “guided motion”
towards the target, as chapter 7 already suggests. In particular, the compu-
tation of primitive components in the form of their joint-space representa-
tions suggests this specific formalism to allow for a direct computation of a
corresponding robot control, at least if the control-law is to be in joint-space.
Additionally, the use of a stereo camera as a triangulation device allows pairs
of image-points si,s′i to be replaced by reconstructed point-coordinates Ai in
three-space, most generally by a projective reconstruction. In this context,
a task is assumed to be achieved as soon as the points’ current positions
Ai(t) coincide with the target ones A∗

i .

8.5.1 Projective control in (τ, θr, θp)-space

The general idea underlying projective Cartesian control can be described
as follows. On the one hand, the constraints on the motion are formulated
at the current work-space position Ai(t), and globally ensure that the mo-
tion follows a Cartesian trajectory (7.9) in Ĥt, Ĥr, Ĥp. On the other hand,
the constraints on the motion arising from a projective kinematic model
(see Ĥj

∣∣
Q

in (5.46)) are formulated (5.21) at the robot’s current position
Q in joint-space, and allow instantaneous joint-space motions q̂t, q̂r, q̂p to
be calculated. Since they are equivalent to the underlying trajectory com-
ponents, they can immediately be sent to the joint-level controllers. In
addition, the respective calculations provide a corresponding “distance-to-
target” along the trajectory, which amounts to a lower-dimensional feed-back
error. It has an unambiguous Cartesian interpretation, and corresponds to
the degrees-of-freedom the feed-forward leaves unconstrained.

In detail, linking the primitive motions σĤt, σĤr, σĤp are essentially
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Figure 8.1: Block-schema illustrating the various steps in projective Carte-
sian control in three components.

linear translations and rotations about a center-point each governed by a
single parameter σ. They combine to a one-parameter Cartesian motion
Hc(σ), which has the form of a product-of-exponentials (8.38). The geo-
metrical construction of the three generators, and their order in the product
ensures that the primitive motions are superposed as desired, without an
undesirable coupling becoming effective (7.9).

Hc(σ) = exp
(
σĤt

)
exp

(
σĤr

)
exp

(
σĤp

)
. (8.38)

The formulation as one-parameter motion suggests that Cartesian mo-
tions could form a group, and that consequently a single matrix could gener-
ate a Cartesian motion. However, this is not the case, since e.g. the inverse
H−1

c cannot be expressed as (8.38). However, the definition of tangent op-
erators Ḣ(σ)H−1

c (σ) results in a continuously varying, analytical expression
Ĥc(σ) (7.11) in σ, which geometrically amounts to the velocity of a Carte-
sian motion at instant σ.

As long as the origin σ = 0 of the Cartesian motion is considered, its
instantaneous description as tangent operator Ĥc(σ) has a very convenient
form due to Hc(0) = I.

Ĥc = lim
σ→0

Hc(σ)−I
σ = Ĥt + Ĥr + Ĥp (8.39)

= d
dσ Ḣc(0)H−1

C (0) (8.40)

The velocity screw Ĥc being the sum of the operator matrices allows in
particular the corresponding joint-screw Q̂c to be calculated directly as the
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sum of component-wise joint-screws (8.41).

q̂c = q̂t + q̂r + q̂p. (8.41)

Remember, for this equivalence to be valid, the joint-screws as well as the
operators have to be developed around the current state of the system,
which comprises both, the joint-operators Ĥj

∣∣
Q

(5.21) at the current joint-

space configuration Q, as well as the Cartesian operators Ĥt, Ĥr, Ĥp at
the current work-space configurations A(t), A∗. Thus each iteration of the
control-loop amount to newly developing a Cartesian trajectory (see section
7.4.

Therefore, a gain-weighted proportional control in the 3-dof feed-back
error (τ, θr, θp) corresponding to a “distance-to-target” in the Cartesian con-
figuration is a valid control law:

e = (τ, θr, θp)
> , − ė = (λt, λr, λp) e, q̇ =

[
q̂t, q̂r, q̂p

]
ė, (8.42)

He(ė) ≈ exp
(
λtτĤt + λrθrĤr + λpθpĤp

)
, for τ , θr, θp small. (8.43)

8.5.2 Discussion

The question is now, to what extent and under what assumptions will this
direct control produce a Cartesian trajectory? When will it deviate or de-
generate? Two aspects have to be considered: firstly, the general relation-
ship between joint-screws and projective screws, q̂ and Ĥ, and secondly, the
relationship between a Cartesian trajectory Ĥc and its components, either
represented as Ĥt, Ĥr, Ĥp, or as q̂t, q̂r, q̂p. Generally, this equivalence
holds only instantaneously at a configuration Q, which implies that high
joint-velocities require in any case a high frequency of the control loop, i.e.
require a recalculation of joint-screws at a rate which accounts for the rapid
variations in Q. A similar argument holds in the second case. The t, r, p
operators are representing the Cartesian motion only at the origin. As long
as the Cartesian error e or the respective gains remain small, the approxi-
mations are valid. In the presence of larger errors e, however, a higher loop
frequency, or alternatively small gains, can ensure that such a piece-wise
linearized control is technically feasible. Additionally, imposing limits on
Cartesian or joint-velocities, ė or q̇, can restrict a command locally, accord-
ing to the local validity of the linear model. Alternatively, the update of
joint-screws could be calculated at a higher frequency than the Cartesian
ones, in analogy to a low-level Cartesian robot control.

Interpolation

In contrast, high-performance systems with corresponding high gains would
require higher-order solutions,providing either an algebraic inversion (8.45)
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of the various products-of-exponentials involved, or at least take into ac-
count the coupling terms (8.46), (8.47) up to higher orders until they get
numerically insignificant.

On the kinematic level, for example, most industrial robot controllers in-
terpolate the desired work-space trajectory and generate a respective joint-
space trajectory by means of the inverse kinematics. An analogous solu-
tion based on the inverse projective kinematics (see chapter 6) would calcu-
late set-points q∗ in joint-space from intermediate projective displacement
Hc(σ), so that a constant joint-velocity q̂ = Λ(q∗ − q) integrates to the
desired Cartesian motion Hc, with gain matrix Λ.

Hc(t∗) =
∫ t∗

t

(
q̂1Ĥ1

∣∣
Q

(t) + · · · + q̂nĤn

∣∣
Q

(t)
)

dt

On the work-space level – which could be a projective one in the general
case – a similar interpolation-based inverse solution is feasible, and is most
conveniently be expressed in terms of a fixed projective screw Ĥx, whose
integral over an entire cycle, σ to σ∗, produces the desired motion. In
contrast to the instantaneous solution Ḣc(σ)H−1

c (σ), it could be applied
constantly during an entire cycle.

Hc(σ∗) =
∫ σ∗

σ
Ĥxdσ = exp Ĥx (8.44)

The solution Ĥx is in general the twist corresponding to Hc(σ)H−1
c (σ), and

can be calculated in first instance as shown in the appendix (A.10). However,
since interpolation usually is concerned with small motions, a direct solution
for Ĥx from Ĥt,Ĥr,Ĥp would be preferable, also from a numerical point of
view. Such a solution would take into account higher-order coupling and
does generically look like

exp(Ĥx) =
∏

j=1,2,...

exp(Ĥj) (8.45)

Ĥx = a′Ĥ1 + b′Ĥ2 + c′Ĥ1Ĥ2 + d′Ĥ2Ĥ1 (8.46)

+ e′Ĥ2
1Ĥ2 + f ′Ĥ1Ĥ2

2 + g′Ĥ2Ĥ1Ĥ2 + · · ·
Ĥx = aĤ1 + bĤ2 + c[Ĥ1, Ĥ2] + (8.47)

d
[
Ĥ1, [Ĥ1, Ĥ2]

]
+ e

[
Ĥ2[Ĥ2, Ĥ1]

]
+ · · · ,

where in contrast to the logarithmic solution, explicit relationships between
the error-variables θ, τ , and the coefficients a, b, · · · of the compensating
velocities in Ĥc are apparent.

Campbell-Baker-Hausdorff equation

The underlying expansion is known as the ”Campbell-Baker-Hausdorff”
equation in the context of Lie-group theory. The general case is best cap-
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tured in terms of “Campbell-Baker-Hausdorff” power series, and respective
polynomials of non-commutating variables. It has efficient iterative solu-
tions, which allow to calculate the coefficients up to numerically significant
orders.

Depending on the groups involved, closed-form solutions exist for a num-
ber of simple cases, which in case of a Cartesian motion are a translation
in connection with two rotations about the same center. While the two ro-
tations can be combined to a single element of their instance of SO(3), a
solution for the translation has turned out to be rather difficult to find.

In detail, the product-of-exponentials for two given operators, Ĥr and
Ĥp can be written as the exponential of a possibly infinite sum of higher-
order Lie brackets.

Ĥs = log
(
exp(θrĤr) exp(θpĤp)

)
(8.48)

=aĤr + bĤr + c[Ĥr, Ĥp] + d[Ĥr, [Ĥr, Ĥp]] + e · · · (8.49)

However, since the group and its algebra are only three-dimensional, all
brackets of order higher than one can be written in terms of the first three
(8.51). The coefficients of the sum can be collected, and rewritten as trigono-
metric expressions (8.52) by comparison with the trigonometric power series
[66].

exp(θsĤs) = exp(θrĤr) exp(θpĤp) (8.50)

Ĥs = (sin θs
2 )−1

(
aĤr + bĤp + c

[
Ĥr, Ĥp

])
, (8.51)

a = sin θr
2 cos θp

2 , b = cos θr
2 sin θp

2 , c = sin θp

2 sin θr
2 . (8.52)

Once again, as the operators Ĥr, Ĥp are just conjugate forms of so(3), the
above solutions can be calculated directly from the projective operators. The
Lie-bracket can be calculated, also in the projective case, using the matrix
commutation, analogous to the classical product of the so(3) algebra:

[Ĥr, Ĥp] = ĤrĤp − ĤpĤr = H−1
PE T̂rT̂pHPE − H−1

PE T̂pT̂rHPE (8.53)

= H−1
PE

(
T̂rT̂p − T̂pT̂r

)
HPE

= H−1
PE [T̂r, T̂p]HPE

while at the same time (8.54)

[T̂r, T̂p] = T̂rT̂p − T̂pT̂r = S−1
(
ŴrŴp − ŴpŴr

)
S

= S−1[Ŵr,Ŵp]S,

where a matrix S always can be chosen such that Ŵr, Ŵp hold [w]×, the
anti-symmetric representation [w]× of so(3) in their upper 3 × 3 blocks.

In addition, the calculation of most of the required angles (see [66]) makes
us of the trace, which likewise is independent of the particular representation
in use.
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Figure 8.2: Block-schema illustrating the various steps in projective Carte-
sian control of a single translation and single rotation.

8.5.3 Projective control in (τ, θs)-space

Based on this, a new formulation “directTWO” of projective Cartesian
control can be derived, consisting of a single effective rotation q̂s, and con-
trolling only a 2-dof feed-back error (τ, θs)

>

e = (τ, θs)
> , − ė = (λt, λs) e, q̇ =

[
q̂t q̂s

]
ė. (8.55)

Although a closed-form solution for Ĥs exists, based on applying the prod-
uct of the operator matrices within the CHB-formula, the joint-space rep-
resentation of actions lacks such a ”natural” matrix-product. Thus, for the
joint-screw q̂s corresponding to Ĥs to be found, a linear system has to be
solved numerically:

Ĥs = Σk
i=1q̂siĤi. (8.56)

Besides this inconvenience, direct control by q̂t + q̂s still fails to take into
account the coupling of rotation and translation. This approximation is
therefore only valid if the translations remain small.

8.6 Experiments I

Now, a number of experiments with a real implementation of non-metric vi-
sual servoing are presented. Since the metric geometry of the independent-
eye setup remains unknown, the below given dimensions have to be under-
stood as coarse values, only. The stereo system has approximately 20cm
baseline, 20o vergence angle, a 3/4′′ CCD, and 12.5mm lenses. The robot
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Figure 8.3: Block-schema illustrating the various steps in image-based pro-
jective control.

is the PUMA-alike manipulator RX90 by Stäubli, the dimension of which
are given in tables 5.3, 5.4. The camera observes an end-effector mounted
gripper of 10cm in size from a distance of 1m distance.

Throughout the experiments, the image data consists of stereo projec-
tions of four white markers on a black plate rigidly attached to the end-
effector. They are extracted from the raw images by first thresholding the
intensity image and then localizing the centers of gravity with sub-pixel ac-
curacy. Additionally, the robot’s joint-configuration q(t) is read each time t
a stereo image is taken.

The workspace-task investigated here is a general 6-dof alignment of a
tool with respect to a workpiece. It is encoded [39] by a stereo-image showing
markers and features on these two objects in the position of alignment. In
practice, they have been acquired and recorded a-priori, or are synthezised
from CAD-data. The fact that it is an image pair allows the target-markers
to be reprojected onto workspace-images actually taken at task time, even
if the cameras have changed.

The visual servoing loop is based on a precise projective kinematic model
of the system, which has been recovered using the methods in section 5.5.
Preference has been given to the formulation about a fixed zero Ĥj , since
it allows the present implementation to easily cope with occasional loss of
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Figure 8.4: Projective encoding of set-points of alignment task: goal position
(left), initial position (right)

Figure 8.5: Reprojection of visual set-point (left), close-up view (right).
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features. Besides that, a precise estimate of the epipolar geometry is fixed
and used to model the stereo geometry. A beneficial consequence of precise
projective instead of coarse metric modelling is that extraction, and tracking
of markers is highly facilitated, since joint-angles read during the operation
of the servoing allow for a prediction that reduces the search areas, and
hence increases robustness and tracking range.

The below example photographs (Fig. 8.6) show the initial and target
position of the manipulator for three successfully realized alignment tasks.
Especially task B is a difficult one, since an important rotation of the plate
has to be driven. A purely image-based law causes the inclination of the
face to become so strong, that some of the markers suffer a strong distortion
which makes the extraction algorithm fail. The kinematics based prediction
scheme however allows the tracking to tolerate this, and to recover seam-
lessly. In detail, the accuracy of prediction is far better than a pixel in a
large range of the workspace, such that efficient and reliable operation of
the image-processing can be assured with no major efforts.

Figure 8.6: Examples of difficult but feasible visual servoing tasks. Initial
position (left), target position (right).

8.7 Experiments II

This section recapitulates the experiments presented in [63], where projective
Cartesian control was studied. The aim was to validate and evaluate the
theoretical results of chapters 7, 8 on a rather hard benchmark configuration,
containing the classical problems of large rotations and corresponding self-
occlusions. The benchmark considered is a rotation of 180o around the
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Figure 8.7: Joint-trajectories.
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optical axis – the stereo rig’s roll axis in our case (Fig. 8.13) – which is
known to be degenerate for points in the case of monocular points [8]. The
potential self-occlusion is produced by a face of the object being transversal
to the image-planes. Besides that, the chosen dimensions correspond to
those of the experimental system at INRIA, the projective kinematic data
of which was taken from a former self-calibration experiment [62].

Firstly, three classical stereo servoing laws were tried (Fig. 8.14): pseudo-
inverse of the stacked Jacobians [26], their block-wise pseudo-inverse [39],
and a Jacobian for 3D Euclidean points [7] (like (8.36) but in Euclidean
three-space). The second law, which basically sums two independent monoc-
ular controls, diverges while moving towards infinity. The other two laws
run into the self-occlusion while more less translating towards the target
and finally get trapped in a local minimum. Due to small perturbations,
both eventually manage to escape, then turn the face almost in-place, again
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Figure 8.11: Image motion: projec-
tive vs. Euclidean.

Figure 8.12: Joint motion: projec-
tive vs. Euclidean.

through a self-occlusion, before finally converging correctly.
Secondly, trajectory generation from chapter 7 was tested. Figure 8.15

illustrates the solutions found using (7.9), where all the µ(σ) are linear and
µt is rather steep in Fig. 8.16. The figures are rendered from a central
view-point close to the one of the stereo rig. Obviously, they show that the
potential self-occlusion has been successfully avoided. Besides this illustra-
tive example, each iteration of the direct control can be interpreted as a
newly generated feed-forward trajectory. So, the control experiments like-
wise validate the reliability and precision of the trajectories (Figs. (8.20),
(8.19)).
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Figure 8.14: Failure of classical stereo visual ser-
voing
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is preserved.

Figure 8.16: Trajectories: early
translation.

Thirdly, the two control laws were compared. Figure 8.17 shows the very
small deviation of their image trajectories. More remarkable is the center-
point’s deviation from the desired straight-line trajectory. Figure 8.18 also
shows this deviation decreasing with progressively smaller gains. A first
conjecture is that this behavior reflects the integration error between the
desired “Cartesian”-velocities Ĥc and the actually driven joint-velocities q̂.
This is confirmed by the innermost trajectory for which the joint-velocities
were limited to 5o/s.

Fourthly, both control-errors (8.42), (8.55) were confirmed to have ex-
ponential convergence rate (Figs. 8.19, 8.20). In the case of directTHREE,
the translation error τ , which is ambiguous due to the center’s scale ρ, is
normalized to 100, and its decay is compared to Euclidean ground-truth.
The evident difference for τ is only an apparent one, as it is cancelled by a
reciprocal scaling of q̂t. The effect of using a projective model rather than
a Euclidean one was also studied. For both, the direct control was run,
resulting in an almost perfect overlap of the curves for θr and θp (Fig. 8.20),
while τ shows the above described scale-dependency. The results of the di-
rectTWO law, once with and once without limited joint-speed, is depicted
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in figure 8.19. The curve of θs clearly reflects the task’s overall rotation of
180o, which was beforehand split between two rotational motions.
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Fifthly, the errors of the markers image projections as plotted in figure
8.21 clearly shows that they no longer have an exponential decays, nor even
a monotonic one. The zero-line actually reflects the center’s straight hori-
zontal trajectory. Finally, the corresponding trajectories in joint-space are
given in figures 8.22, once without and once with the 5o limit. Apparently
it is the initially high velocities of q1 and q3 that are the cause of the above
mentioned integration errors, resulting in a drift away from the straight line.
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Chapter 9

Summary

In this thesis, the object of study are robot-vision systems consisting
of robot manipulators and stereo cameras. It investigates how to model,
calibrate, and operate such systems, where operation refers especially to
visual servoing of a tool with respect to an object to be manipulated.

The main contributions of this thesis are to introduce a novel, “pro-
jective” geometrical formalization of these three problems, and to develop
novel coordinate- and calibration-free solutions to them.

The impact in practice: the “projective” systems can operate with less
priori knowledge. Only metrically unstratified but projectively unified pa-
rameters are needed to “projectively calibrate” a fully operational model of
the system. This can be done automatically with a self-calibration method.
As far as visual servoing is concerned, the projective models are equivalent
to classical ones. Also, their particular properties allow new answers to open
questions in visual servoing to be found, such as how to control trajectories
that are at the same time visually and mechanically feasible over the entire
work-space.

The impact on theory: a novel and complete projective framework has
been introduced, that allows calibration-free representations for all basic ge-
ometrical objects relevant to visual servoing, or to camera-based perception-
action cycles in general. Most important are the projective representations
of rigid- and articulated motion, as well as the respective notion of projective
velocities. Effective computational methods for the numerical treatment of
these representations were also developed.

9.1 Practice

As far as the modeling part is concerned, all parameters of the geometric
model refer in full generality to a projective frame, which is defined either
by a stereo camera pair or by a rigid structure of five points. As long as this
frame remains fixed, the remaining components of the system can vary dy-
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namically, while being dynamically covered by the model. The stratification
of the geometric model into kinematic, hand-eye, and camera parameters –
affine and projective ones – is given up in favor of an integrated, fully pro-
jective sensor-actuator model based on the elementary projective motions
associated with each of the robot joints. Owing to this, the dynamic model
in the form of the Jacobian matrix becomes an analytic function referring to
the kinematics and the current configuration of the robot, and its tool. The
unified modeling has the advantages that it is no longer coarse and approx-
imate one, but accurate and sound, and that intermediate frames on links,
hand, base, and camera have been eliminated in favor of coordinate- and
calibration-free representations. The drawbacks are that metric coordinates
and error-measures are no longer available, and that the new projective pa-
rameters are less intuitive, technically less convenient, and that numerical
scaling is more difficult to handle.

As far as calibration is concerned, the technical and numerical pro-
cedures developed are based on elementary motions of the robot joints,
which exploit the strongest available constraints on the system. Other
self-calibration techniques use general motions in work-space, and thus ex-
ploit only weaker constraints. Earlier manual calibration still relied on prior
knowledge, kinematics for hand-eye calibration, and calibration grids or jigs.
Besides these advantages, projective calibration is less prone to the insta-
bilities inherent in stratified camera calibration, its numerical solution in
a single optimization loop, is free from bias due to fixed priors, and the
maximization of the posterior probability in the measurements yields high
accuracy as expected from a bundle-adjustment type method. The algebraic
closed-form solutions allow for autonomous initialization, good convergence,
and global validity of the procedure. The major drawback is that unstrati-
fied parameters might become incoherent, requiring their consistency to be
enforced numerically, and that priori knowledge can be incorporated only
in terms of stratified parameters. However, numerical inconsistency is not
essential for the system to operate, and performance remains unaffected by
small inconsistencies.

As far as visual servo control is concerned, two different approaches
are proposed: one that is a Jacobian-based linear control of the feedback-
error in the position coordinates of point-features, and the other is a Jacobian-
based direct control of feed-forward trajectories that reduce a feedback-error
in the configuration of a Cartesian alignment.

Linear feedback-loops can be derived for various formulations of hand-
eye interaction. The action domain can be represented either in Cartesian or
in fully-coupled joint-space. The perception domain can be represented by
an image, an image pair, or a triangulated stereo image. The parameterized,
general form of the Jacobian is an accurate and sound local linear model of
hand-eye interaction, depending on current actuator states and work-space
images. This allows for convergent, precise, and efficient feed-back control,
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which is moreover able to handle and incorporate dynamic variations of the
system.

The direct feed-forward control is feasible and valid thanks to the
soundness of the local linear model. The presented novel solution is based
on well chosen constraints on the projective motion and dual motion of pro-
jective planes, and remains therefore calibration-free. Basically, a reaching
trajectory is parameterized in terms of three primitive reaching components,
with a corresponding configuration-error in each component. Each compo-
nent directly relates to a command in joint-space, and these are combined
to first-order to obtain a feed-forward control that fixes 3-dof, while feed-
back controls the remaining 3-dof. This more elaborate method has the
advantages that local minima no longer affect convergence, that the trajec-
tories are under control, and that singularities – in fact only manipulator
singularities remain – can be related to each component of the trajectory.
The drawback is that non-linear calculations are more involved and might
be sensitive to measurement noise. Also, the chosen trajectory might have
to be adapted to various user needs, and the described algorithm is only
designed to handle a single face of an object.

9.2 Theory

The scientific approach consists in revisiting the problem of robot vi-
sion and investigating a coordinate-free approach to formalize and solve this
problem. While robot geometry is naturally Euclidean, vision geometry is
intrinsically projective, so that robot vision requires an integration of projec-
tive coordinate systems in the coordinate-free approach, which thus becomes
essentially calibration-free. For instance, formulating the independent-eye
case without referring to a hand-frame produces a base-eye case, which is
analogous to and so unified with the hand-eye case.

Matrix transformations have been chosen as a representational and com-
putational tool for the mathematical developments. Linear algebra provides
solutions to most of the algebraic questions concerned. First, the relation-
ship between a frame of reference and a motion matrix is covered by conju-
gation of the matrix by an adjoint map. For the resulting families of similar
matrices, the Jordan decomposition is the appropriate analytical tool to
characterize angle, invariance properties, and generic type. Thanks to this
form, each class of motions important for hand-eye coordination has been
given a coordinate-free parameterization. The corresponding solutions for
the exponential and logarithmic matrix functions, which have been found in
closed form, are crucial for further analytical developments.

As these parameterizations form a constraint manifold in a linear space,
the topology, geometry, and differential geometry of this manifold are of in-
terest. Since it is displacement groups that are concerned, the appropriate
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algebraic tools are Lie groups and their Lie algebras, particularly the spe-
cial Euclidean group SE(3). Homographies of projective three-space suffice
to represent faithful and homomorphic representations of this group, and its
subgroups, defined within a projective coordinate frame. In order to relate
these representations to a robot vision system, a rigid-stereo assumption is
made, which amounts to fixing a projective basis of the ambient space. Al-
gebraically, such a choice gives rise to a corresponding embedding of SE(3)
in the homography group, which is named a “projective motion”.

This notion has been developed in detail to produce a projective frame-
work containing projective counterparts for all components in robot vision
and all classical formalisms for hand-eye coordination. It covers hence gen-
eral rigid motions, and elementary subgroups representing robot joints, for
instance, which can be combined to represent articulated motion in the form
of products-of-exponentials. Furthermore, the corresponding notions of
velocity have also been derived for rigid body and articulated body motion,
including the corresponding velocities of point-, line-, and plane-features
both in space and in the images. Since they are analytically defined as tem-
poral derivatives of a motion, velocities are situated geometrically in the
tangent space of the Lie group manifold, which algebraically is represented
by a Lie algebra. Projective representations of Lie algebra elements were
defined, and their actions on projective space, i.e. a scale-free point-space,
were investigated.

Besides identifying the orbits in this space under the action of projec-
tive displacements, the projective tangent space of points and its cotangent
space of planes have been used to define elementary motions by means of
their differential geometry, i.e. by constraints on their tangent spaces. These
are the basic components for trajectory tracking using Cartesian motions.
The use of the dual space is an interesting example on how the projective
approach given rise to a deeper understanding of the underlying problems.
While fixating two points is a natural way to enforce a rotation about their
axis, fixating two (motion-) planes is no longer an intuitive way to enforce a
translation along their axis. In this context, rotation and translation have
been interpreted as being dual, meaning that they have dualized constraints.
Besides representing velocities, Lie algebras and especially their product op-
eration can be used to relate the various components of a trajectory and
their respective joint-commands to the expanded motion trajectory. More
abstractly speaking, the use of the Lie bracket allows multiplication in the
group to be replaced by addition in the algebra, which can highly facili-
tate the solution of inverse problems. The above theoretical contributions
of the thesis are actually a practical application of the mathematical field
of representation theory. The projectively introduced matrices are ma-
trix representations of SE(3) and se(3) induced by the arbitrary position
of the Euclidean structure in the ambient projective space. These matrices
and their properties allow the numerical and computational treatment of
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projective motion by linear, linear-iterative, and non-linear techniques. It
is essentially the invariance of angles under similarities that allows joint-
angles and joint-velocities to be directly related to projective motions and
their image projections. In additionally, projective inverse kinematics and
the Cartesian trajectory-error also rely on this property. Other quantities,
such as distance of translation, or point-to-point distances etc. can still only
be defined up to an overall rescaling, however, projective rigid motion al-
lows this scale to be fixed individually so that a scaled-distances eventually
become well-defined.
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Figure 9.1: Visual servoing system and task are described with respect to an
especially designed “visual-servoing-tool”. All components, except for the
tool, are allowed to dynamically vary on-line.

9.3 Conclusion and Perspectives

In conclusion, a comprehensive projective framework for coordinate- and
calibration - free hand-eye coordination has been proposed. The solu-
tion is very flexible, as no priori knowledge is required and all representations
refer to a single but arbitrary reference frame, that is generally projective,
e.g. an uncalibrated stereo rig can be used. Stratified metric parameters have
successfully been eliminated – their formal occurrence is incidental rather
than inherent to image-based servoing – yet, the non-metric approach to
visual servoing retains almost the same properties as the metric one, both
qualitatively and quantitatively. Many problems that are difficult even in
the metric case can be solved projectively, as well, shown for instance for
globally valid direct control of visually feasible Cartesian trajectories.

However many things remain to be done, and immediate perspectives
of the presented scientific and technical methodology are manifold. First
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are the control theoretical questions need to be studied, such as the robust-
ness, stability, and convergence properties of the proposed projective laws,
especially of projective Cartesian control. An in-depth comparison of per-
formances under Euclidean and projective modeling should be interesting,
especially from a practical point-of-view. To further exploit the computa-
tional projective geometry involved in trajectory generation, extensions to
alternative and more complex trajectories and real-time interaction seem
likely to prove useful. Also, trajectory-tracking using a PD-type law is a
very promising approach. In this context, control laws directly based on a
triangulation device, i.e. on 3D-points, together with a 6-dimensional repre-
sentation of the set-points are promising approaches. Especially in the 3D
case, a solution under projective modeling has not yet been proposed. As
already sketched in the control section, the flexibility of projective modeling
has not yet been fully exploited, and remains an open field of application
for the presented theories. A next generation of visual servoing system (Fig.
9.1 could consist for instance of a tool, designed for visual servoing require-
ments, a robot under kinematic self-calibration with respect to this tool, and
a larger number of mobile cameras, that are adjusted on-line with respect
to this tool. The task could be represented relative to the tool features,
and expressed in terms of a minimal number of point-on-plane constraints.
The integration of filtering and robust techniques may also be necessary, to
ensure reliable and accurate operation.

Perspectives beyond the field of robotics are numerous, and should gen-
erally be expected in domains in which actions and visual perceptions, and
especially their geometry and dynamics, have to be coupled at high rates.
Human motion seems to become the most promising and most import field
in the future. Besides the seminal problem of visual servoing, several mo-
tion and action domains other than robotic ones are becoming more and
more important. Firstly, animation and synthetic motion pictures for com-
puter graphics, photo- and video-synthesis, visual avatars, and humanoid
robots. Secondly, pre-recorded motion pictures, and new solutions to the cy-
cle of video encoding, compression, transmission, streaming, and decoding.
Lastly, a very promising direction seems may be instantaneous human mo-
tion, actions, and acting for human-computer interfacing beyond gestures.
This could lead to high performance, high dimensional, high dynamics
man-machine coupling for complex, large-scale applications of graphics
and vision in engineering, multi-media, entertainment, teaching, and the
arts.
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Mathematics

A.1 Matrix exponential and logarithm

The exponential function of a square matrix can be defined in terms of a
power series, which converges uniformely [81].

exp(τA) =
∞∑

n=0

τnAn

n!
. (A.1)

The matrix exponential, in contrast to the scalar one, is generally non-
commutative, due to the matrix product

exp(A) exp(B) 6= exp(A + B), unless AB = BA. (A.2)

Nevertheless, a number of useful relationships can be derived:

S−1 exp(A) S = exp
(
S−1AS

)
, (A.3)

det (exp(A)) = exp(tr A), (A.4)

exp(A)−1 = exp(−A), (A.5)

exp(A>) = (exp(A))> . (A.6)

Similarly, a matrix logarithm can be defined in terms of a power series

log (I + A) =
∞∑

n=1

(−1)n+1An

n
. (A.7)

If it converges, this is a formal inverse of the matrix exponential in the sense
that exp(log(I + A)) = I + A, but as in the scalar case the general log may
be multivalued (e.g. for rotations).
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The exp and log of a twist

Chapters 3 and 4 derive closed-form solutions for exponentials and loga-
rithms of 4 × 4 matrices that are in particular conjugate forms of pure
translations and pure rotations. For the remaining class of conjugated rigid
motions, general screws HRT and their respective “twists” ĤRT , the expan-
sions are as follows:1

exp(θĤRT ) = HRT (θ), (A.8)

= I − sin θĤ3
RT + (1 − cos θ)Ĥ2

RT + θ(Ĥ3
RT + ĤRT ). (A.9)

log (HRT (θ)) = θĤRT . (A.10)

H−
RT = 1

2(HRT − H−1
RT ), (A.11)

H+
RT = 1

2(HRT + H−1
RT ), (A.12)

Ĥ2
RT = 1

1−cos θ (Ĥ+
RT − I), (A.13)

ĤRT = H−
RT

(
θI + (θ − sin θ)Ĥ2

RT

)−1
. (A.14)

Alternatively, an expression can be found in terms of a concatenation HRT =
HTHR of rotation and translation, as for Cartesian motions:

exp(τĤT ) exp(θĤR) = HRT (τ, θ), (A.15)

= I + sin θĤR + (1 − cos θ)Ĥ2
R + τĤT . (A.16)

This generally differs from the exponential of the sum τĤT + θĤR

exp(τĤT + θĤR) = I + (τĤT + θĤ2
RĤT ) +

+ sin θ(ĤR − τ
θ Ĥ

2
RĤT ) + (1 − cos θ)(Ĥ2

R + τ
θ ĤRĤT ).

In general, translation and rotation homographies are unaligned, i.e. the
rotation axis has a direction different from the translation one. As soon as
they are aligned, the pair ĤT and ĤR faithfully represents a screw motion,
the two components of which commute, and exp(τĤT + θĤR) = HRT (τ, θ).

A.2 Lie groups and Lie algebras

A group is an n-dimensional Lie group if the set of its elements can be rep-
resented as a continuously differentiable manifold of dimension n, on which
the group product and inverse are continuously differentiable functions, as
well.

(G, H) → G · H−1 ∈ C∞.

1H−
RT = ĤRT

(
− sin θĤ2

RT + θ(I + Ĥ2
RT )

)
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For matrix representations, the manifold is a submanifold of Rn×n., and the
multiplications and inverse are the usual matrix ones. Any element of the
group is represented by a point on the manifold, the neighborhood of which
is necessarily diffeomorphic to the neighborhood of the identity matrix I,
e.g. by right or left multiplication by the inverse of the element.

A linear space is a Lie algebra if a product, the “Lie-bracket”, is asso-
ciated with each pair of elements Ĝ,Ĥ, such that

antisymmetric: [Ĝ, Ĥ] = −[Ĥ, Ĝ].

bilinear: [αĜ, βĤ] = αβ[Ĝ, Ĥ].

Jacobi identity: [F̂, [Ĝ, Ĥ]] + [Ĝ, [Ĥ, F̂]] + [Ĥ, [F̂, Ĝ]] = O.

For a matrix representation of a Lie group, the tangent-space in Rn×n of
the group manifold at the identity defines a Lie algebra and a corresponding
matrix representation if the Lie bracket can be associated with a pair of
infinitesimal group elements (tangent-operators) as follows:

G(0, 0) = I,

Ĝ1 = lim
θ1→0

1
θ1

(G(θ1, 0) − I), Ĝ2 = lim
θ2→0

1
θ2

(G(0, θ2) − I),

[Ĝ1, Ĝ2] = Ĝ1Ĝ2 − Ĝ2Ĝ1.

Conversely, a n-dimensional Lie group is generated by applying the matrix
exponential to the elements of an associated n-dimensional Lie algebra
with n independent generators Ĝ1···n as basis-vectors.

G(θ1, · · · , θn) = exp
(
θ1Ĝ1 + · · · + θnĜn

)
.

Locally around the identity, the exponential map is invertible, and the com-
putation of the matrix logarithm is convergent.

θĜ = log G(θ).

The above objects fully characterize the differential geometry of the
group as the neighbourhood of each element G can be mapped diffeomor-
phically onto the identity. For example, a path G(θ) through G can be
associated with the generator of the instantaneous motion at θ:

d
dθ

(
G−1G(θ)

)
= Ĝ(θ).

.

A.3 Adjoint map

An invertible matrix defines an adjoint mapping on a general matrix, briefly
called “adjoint map”.
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Definition 12 (adjoint map) The adjoint map associated with an invert-
ible matrix S is the conjugation or similarity transform S−1 J S of the
argument J. Each adjoint map is an action and Lie group isomorphism of
S onto the general matrix group.

J → adS

(
J
)

= S−1 · J · S. (A.17)

In the context of this thesis, J often represents the action of an actuator
within its proper frame, or its standard action on the ambient space, and
S a transform taking this frame to some other one. Hence, two geometrical
interpretations may help to illustrate this.

-1 θT(  ) = S   J(  ) Sθ

θH(  ) = H   T(  ) Hθ EPEP

θ J(  ) 
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Figure A.1: Adjoint map allows to represent the action of a (revolute-)joint
displaced to a general position as well as its action on various reference
frames, for instance a projective (tetrahedron) instead of a Euclidean one.

On the one hand, if you consider J as a mechanical implementation of
a subgroup, e.g. a robot joint, the adjoint map describes this joint after it
has been physically moved through S−1.

On the other hand, if you consider J as a representation of the joint with
respect to a standard frame of reference – here the z-axis is always aligned
with the joint axis – the adjoint map produces a description of the same
joint in a new reference frame related to the original one by S.

Only some parts of the displacement S affect the geometry of the sub-
group that J is representing. The other parts of the adjoint map simply
“cancel out”. In the appendix on Jordan decompositions A.5, it is shown
rigorously that the cancelling parts of S are precisely those that commu-
tate with the Jordan matrix. For instance, translation of a translational
subgroup always leaves its action unaffected, as the direction remains unaf-
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fected. Also, rotation of a rotational subgroup about its own axis leaves its
action unaffected.

The key point is that S can be taken from a more general group than J,
e.g. the projective group. In this case, the adjoint map develops the action
of J in a new, more general reference frame or ambient space.

A.4 Representation theory

The definition of rigid rojective motion studied in this thesis can be in-
terpreted as a new representation of the displacement group within the
three-dimensional projective group. It is therefore worthwhile to draw a
line between SE(3) as an abstract group, with both its formal elements, op-
erations, and properties and its concrete representations as matrix groups
acting on various vector spaces. The mathematical theory covering ma-
trix representations is called “representation theory”. Some basic notions of
this are briefly stated below. For an introduction related to the context of
robotics, refer to [66]. For concise definitions, consult [81]

Definition 13 (Representation theory at a glance) A “homomorphism”
is a mapping from one group into another group which preserves the group
structure. It is an “isomorphism” if it is injective, it is an “endomorphism”
if it is surjective. If the two groups are identical, it is an “automorphism”.

An “action” is an operation of a group on a manifold which has the
following properties:

• each operation is a differential map,

• the identity element acts as the identity map,

• the action preserves the group operation.

An action on a vector space becomes a “representation” of the underlying
group, if its operation is also linear.

A “matrix representation” is a representation in matrix form, where
a linear action is often a left multiplication with this matrix. Two matrix
representations G1, G2 of the same group are equivalent, if a matrix S exists
such that its adjoint map adS maps the representations onto each other:

S−1G1(g)S = G2(g)

The most prominent case of the manifold in question is the group manifold
itself, where the action is often left multiplication in the group. Another
manifold is a real vector-space, where the action is often the matrix-vector
multiplication. These operations are always diffeomorphisms.
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A.5 Jordan canonical form

One of the fundamental tools of linear algebra, which is very useful for the
analysis of matrix representations, is the Jordan canonical form: an almost-
diagonal form associated with similarity classes of regular matrices.

Definition 14 Two square matrices A and B are “conjugate” or “similar”,
if a non-singular matrix S exists, such that

B = S−1AS, (A.18)

where S is often called a “similarity”, and (A.18) a “similarity decomposi-
tion”.

The maximal set of mutually similar matrices constitute a “similarity
class” of matrices. The algebraic properties that they have in common are
called “similarity invariants”. The principal invariant is the characteris-
tic polynomial pA(λ) = 0 from det(A − λI), which induces the following
associated invariants2

trace (A) = trace (B) , (A.19)
det (A) = det (B) , (A.20)

spec (A) = spec (B) . (A.21)

Hence, similarity preserves not only the eigenvalues but it preserves their
multiplicities, as well.

The “Jordan matrices” J introduced below are canonically defined represen-
tatives of similarity classes, which display all the similarity properties at a
glance. The two matrices are similar if they have the same Jordan matrix J
[41]. The Jordan normal form of a matrix is computed by applying a series
of similarity transforms Si to the original matrix A in order to obtain the
“Jordan decomposition” of the matrix:

A = S−1JS, where S = S1S2, · · · . (A.22)

The Jordan matrix is quasi-diagonal, i.e. it is block-diagonal with Jordan
blocks Jk(λ) that are upper-tridiagonal having the eigenvalues of A on the
diagonal, counting multiplicities, possibly having ones on the super-diagonal,
and zeros elsewhere. Hence, a Jordan block has the form:

Jk(λ) =




λ 1 0 0
0

. . . . . . 0
0 0

. . . 1
0 0 0 λ


 . (A.23)

2spec designates the spectrum, i.e. the set of eigenvalues of the argument matrix
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In the general case, complex-conjugate pairs of eigenvalues may occur. How-
ever, if A is real, a “real Jordan decomposition” can be calculated that re-
places complex conjugate pairs by plane rotations, e.g.[

cos θ − sin θ
sin θ cos θ

]

such that both J and S become real matrices.
Although the Jordan form is canonical, the corresponding real Jordan

decomposition is not. There are usually many similarities S that decompose
A into J. The class of matrices C that commute with J completely char-
acterizes this ambiguity. In fact, CJ = JC gives all possible real Jordan
decompositions:

S−1JS, = S−1JC−1CS,

= S−1C−1JCS,

= (CS)−1 J (CS) . (A.24)



Appendix B

Notations

R real number
C complex numbers
R2, R3, etc. real vector spaces of dimensions 2,3, etc. with associated l2

vector norm (Euclidean)
P2 projective plane associated with an uncalibrated pinhole

camera
P3,P projective three-space associated with a stereo camera pair

with known epipolor calibration
A3,A affine three-space associated with a stereo camera pair with

known affine calibration
E3, E Euclidean three-space, associated with a stereo camera pair

with known strong (metric) calibration
SE(3) special Euclidean Group, Lie group of displacements in E3

SO(3) special orthogonal group, Lie group of rotations in E3

SO(2) special orthogonal group, Lie group of rotations in E2

se(3) Lie algebra to SE(3)
so(3) Lie algebra to SO(3)
so(2) Lie algebra to SO(2)
I identity matrix, usually 4 × 4
H transformation matrix (4×4) of three-dimensional projective

space
A transformation matrix (4 × 4) of three-dimensional affine

space
T transformation matrix (4×4) of three-dimensional Euclidean

space
...

190
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...

Ĥ tangent operator, generator, Lie algebra element associated
with H

T̂ tangent operator, generator, Lie algebra element associated
with T

ˆ accent indicating the spatial frame as reference for instanta-
neous rigid motin

ˇ accent indicating the body frame as reference for instanta-
neous rigid motion

J Jordan matrix of a transformation matrix
C commutator of the Jordan form
¤RT subscript indicating a general screw motion, e.g. a general

displacement or a cylindrical joint
¤R subscript indicating a zero-pitch screw, e.g. pure rotational

motion or a revolute joint
¤T subscript indicating a zero-angle screw, i.e. pure transla-

tional motion or a prismatic joint
h1 . . .h4 column vectors of H
k>

1 . . .k>
4 row vectors of H−1

M column vector (4) of homogeneous point-coordinates in pro-
jective three-space

N column vector (4) of homogeneous point-coordinates in
affine three-space

X column vector (4) of homogeneous point-coordinates in Eu-
clidean three-space

(U, V, W, T )> homogeneous point-coordinates in projective three-space
(U, V, W, 1)> homogeneous point-coordinates in affine three-space
(X, Y, Z, 1)> homogeneous point-coordinates in Euclidean three-space
A column vector of homogeneous point-coordinates in P3

a> row vector of homogeneous plane-coordinates in P3

[[A]] multi-coluumn
[[a>]] multi-row
m column vector (3) of homogeneous point-coordinates in pro-

jective image-plane [px]
s column vector (2) of coordinates in standard image-plane

[px]
...
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...

(u, v, 1)> image coordinates in [px]
(x, y, 1)> image coordinates in [mm]
(0, 0, 0, 1)> row vector (1 × 4) for plane at infinity in Euclidean three-

space
(a, 1)> row vector (1 × 4) for plane-at-inifinty in projective three-

space
R rotation matrix (3×3) of three-dimensional Euclidean space
t translation vector (3) of three-dimensional Euclidean space
K,K′ matrix (3) of intrinsic camera parameters, left and right

camera
HPE homography linking projective and Euclidean ambient

spaces, spanned by respective camera frames
P,P′ projection matrix (3× 4) for pinhole cameras, left and right

camera
F fundamental matrix
E essential matrix
θ, θj angle of general or jth joint, being a revolute joint, in [rad]
τ, τj deflection of a general or jth joint, being a prismatic joint,

in [mm]
q, qj generic joint variable of general or of jth joint, being either

a prismatic or a revolute joint
q, Q column vector (6) of joint variables: posture or configuration

of robot
Ĥj projective operator of jth joint
T̂j Euclidean operator of jth joint
Lj link transformation of jth joint in Denavit-Hartenberg model
¤0 subscript indicating a datum valid in zero-reference posture
¤|Q subscript indicating a datum valid at current posture Q
¤∗ superscript indicating a datum valid in goal posture
JH Jacobian-matrix of forward kinematic model
JG Jacobian-matrix of perspective projection
γ scale of a projective displacement
λ scale of a projective point in P2

ρ scale or “orbital height” of a projective point in P3

ϕ scale or “orbital height” of a projective plane P3

...
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...

¤> matrix transpose
¤⊥ dual of matrix
¤−1 matrix inverse
[ ]× antisymmetric matrix form of a vector
¤+ matrix pseudo-inverse
¤̇ temporal derivative of ¤, often indicating a velocity
exp exponential function, for matrices defined as convergent

power-series
log logarithmic function, for matrices defined as convergent

power-series
sin sine function
cos cosine function
tr trace of a matrix
det determinant of a matrix
spec spectrum (set of eigenvalues) of a matrix
ker kernel of a matrix
poly characteristic polynomial of a matrix
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