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RESUME

Les macromolécules biologiques sont, par essence, des systemes dynamiques.
Si l'importance de cette flexibilité est maintenant clairement établie, la carac-
térisation précise du désordre conformationnel de ces systemes reste encore
une question ouverte. La résonance magnétique nucléaire constitue un outil
unique pour sonder ces mouvements au niveau atomique que ce soit par
les études de relaxation de spin ou par 1’analyse des couplages dipolaires
résiduels. Ces derniers permettent d’étudier I’ensemble des mouvements
ayant lieu a des échelles de temps plus rapide que la milliseconde, englobant
ainsi les temps caractéristiques de nombreux mouvements physiologique-
ment importants. L'information contenue dans ces couplages résiduels
est ici interprétée principalement grace a des approches analytiques pour
quantifier la dynamique présente dans des protéines repliées, déterminer
l'orientation de ces mouvements et obtenir de I'information structurale au
sein de ce désordre conformationnel. Ces approches analytiques sont com-
plémentées par des méthodes numériques, permettant ainsi soit d’observer
les phénomenes sous un autre angle, soit d’examiner d’autres systemes tels
que les protéines intrinsequement désordonnées. L'ensemble de ces études
laisse transparaitre une importante complémentarité entre ordre structural
et désordre conformationnel.

MOTS-CLES Résonance Magnétique Nucléaire, Couplages Dipolaires
Résiduels, Désordre Conformationnel, Protéines, Structure, Dynamique.
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ABSTRACT

Biological macromolecules are, by essence, dynamical systems. While the
importance of this flexibility is nowadays well established, the accurate
characterization of the conformational disorder of these systems remains
an important challenge. Nuclear magnetic resonance spectroscopy is a
unique tool to probe these motions at atomic level, through the analysis
of spin relaxation or residual dipolar couplings. The latter allows all mo-
tions occurring at timescales faster than the millisecond to be investigated,
including physiologically important timescales. The information presents
in those couplings is interpreted here using mainly analytical approaches
in order to quantify the amounts of dynamics present in folded protein, to
determine the direction of those motions and to obtain structural informa-
tion within this conformational disorder. These analytical approaches are
complemented by numerical methods, that allowed the observation of phe-
nomena from a different point of view or the investigation of other systems
such as intrinsically disordered proteins. All of these studies demonstrate
an important complementarity between structural order and conformational
disorder.

KEY WORDS Nuclear Magnetic Resonance, Residual Dipolar Coupling,
Conformational Disorder, Protein, Dynamics, Structure.
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INTRODUCTION

The understanding of living organisms has occupied an important place in
the development of scientific and philosophic concepts due in part to its
unbelievable complexity but also, and probably most importantly to the
central place it occupies in the ability to humans to define themselves and
to comprehend their existence.

Interestingly Biology evolved separately to Physics, which is kind of a
paradox, considering that they are etymologically the Science of Life and
the Science of Nature. From early Antiquity these two Disciplines were
often separated into two distinct areas, Biology mainly existing as a de-
scriptive representation of all living organism through Botany or Zoology,
while Physics mainly focuses on the rationalization of inert matter based
on Causality and Reproducibility of phenomena [1]. This separation, re-
inforced by philosophical and religious conceptions, led to a vision of the
World, where a fundamental distinction was made between inert and living
matter.

The real possibility to explain fundamental principles of living organism
using a conceptual framework developed by physical and chemical Sciences
in therefore quite recent. Even if early hypotheses had already explored this
direction, such as Leonardo da Vinci drawing a parallel between combustion
and nutrition, the possibility was scientifically investigated relatively re-
cently [2]. The refutation of the so-called Vital Force Theory, that supposed
the necessity of a particular force, belonging exclusively to the Living Realm,
to synthesize organic compounds — organic being used in this original
meaning — starts only in 1828 with the ex vivo synthesis of urea by Friedrich
Woher. Nevertheless this theory persisted until that the revolutionary ex-
periments of Louis Pasteur demonstrated the nonexistence of spontaneous
generation [3, 4].

Although the possibility to explore living organisms and processes using
chemical and physical concepts has been revealed by numerous break-
throughs, the actual knowledge it provided was far from explaining funda-
mental questions about the existence, the origin and the function of living
systems. The aim of Biophysics is to explore these areas. This could be
seen, in my opinion, as a reductionist approach, in the non-restrictive epis-
temological sense, assuming that physical and chemical concepts remain
valid for biological systems and can be applied to further understand Life’s
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phenomena. Nevertheless it should not be interpreted in terms of rigid
reductionism, reducing living systems to a sum of simple physical and
chemical principles. This was simply summarized by Anderson, discussing
the "hierarchy" of sciences [5]:

"At each stage, entirely new laws, concepts and generalizations are necessary,
requiring inspiration and creativity to just as great a degree as in the previous one.
Psychology is not applied biology nor is biology applied chemistry.”

The present work will join these scientific approaches by using Nuclear
Magnetic Resonance (NMR) to investigate conformational flexibility of
proteins.

Proteins are extremely important classes of molecules in living systems
[2, 4, 6-8]. Their biological roles are extremely broad, from structural
proteins, that are involved in the cell structuring, to enzymes, that catalyze
biological reaction, via signaling or transport proteins, they are involved in
nearly all biological processes.

Therefore the understanding of their biophysical properties is crucial for a
further understanding of the function of an organism.

From a chemical point of view, a protein can be seen as a hetero-polymer
comprising a combination of amino-acids fixed by the primary sequence of
the considered protein. Twenty natural amino-acids, with different physico-
chemical composition are encoded in the genetic code and used in protein
constitution. Their order — the primary sequence — determines the intrinsic
properties of the protein and thereby, its function [2, 4, 6-8].

Nevertheless proteins are biochemically very complex objects and thus their
composition can not currently be used to predict and fully understand
their properties [2, 4, 6-8]. During the development of molecular biology
the importance of the spatial organization of the protein, its so-called fold,
appeared rapidly as an important key to understand its function [9]. Three
levels of organization can be distinguished. The secondary structures are
structural motifs that proteins often adopt. Among them the x-helix [10] and
the 3-sheet [11] are the most common, but a large variety exists including
different kinds of helices or turns. A second level of organization appears in
the three-dimensional structure of the protein, called the tertiary structure
and finally the quaternary structure corresponds to the overall organization
of multimeric protein complexes.

The information derived from structural studies of proteins, as for other bio-
logical macromolecules [12], is enormous, and its main impact on molecular
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interactions is formalized in the so-called "lock and key" principle devel-
oped by Emil Fisher, that assumes that interactions between two partners
can be achieved if their interaction interfaces present a geometric shape
complementarity. In general the paradigm of structural biology has relied
very strongly on a narrow link between structure and function.

Nevertheless this static description rapidly exhibits fundamental limits that
have been overcome by invoking conformational dynamics, for example
in enzymatic catalysis. The dynamic behavior of proteins appears to be
essential for biological function and in order to understand the underlying
mechanisms, a precise characterization of the basic physics of protein motion
is necessary. These dynamics can be seen as a conformational disorder, albeit
occurring on a vast range of timescales, as it represents a deviation from the
idealized unique and perfectly rigid description presented through static
structural biology.

The accurate study of protein dynamics is experimentally challenging as
it requires, in order to give a precise picture of possible motions, methods
that are able to site-specifically probe biomolecular dynamics and NMR has
emerged as a very well suited method for studying those motions.

One of the major strength of NMR is that it provides site-specific, even
atomic resolution, information about the conformational behaviour of atoms
in proteins. In fact the nucleus of an atom is characterized among other
properties by its spin. Using NMR, any nucleus with a non zero spin can
be studied, by inducing transition between different nuclear spin states
[13-15]. Proteins are mainly made up of Hydrogen, Carbon, Nitrogen and
Oxygen. The easiest species to investigate by NMR are those possessing
spin-1/2 nuclei. Fortunately TH, N, 3C are spin-1/2 nuclei and therefore
are well adapted for NMR studies. Due to its high gyromagnetic ratio
and its natural abundance 'H remains the most NMR studied nucleus but
using isotopically enriched systems the low natural abundance issue of >N
and 3C (respectively 0.4% and 1%) can be overcome. Thus NMR studies
can lead in principle to information about any H, N or C atoms present
in a protein. Using appropriate NMR techniques such as high field and
multi-dimensional NMR, the information of the multitude of spins can be
discriminated and identified, allowing in favorable cases the characterization
of each nucleus independently.

The second major interest of NMR is that NMR signals are sensitive to a
very large range of timescales [15], as presented in Figure 1. Obviously all
processes slower than an NMR measurement can be probed in real time,
but NMR is also sensitive to motions occurring on faster timescales.
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Side chains motions Loops motions Domain reorientations

Biological
Librations Molecular rotations ~ Collective motions Enzymes catalysis ~ Protein folding ~ Motions
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Spin Relaxation Relaxation-Dispersion Lineshapes Analysis Methods
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> e
1, T 1/Av

Figure 1 — NMR timescales and biological motions. Above the timescales axis: some
biological motions (timescales are just indicative). Under the axis: NMR tech-
niques to probe molecular dynamics, arrows indicate the timescales sensitivity.
Vo represents the Larmor frequency of a studied nucleus, T the correlation time
of the molecule bearing this nucleus, Av is the frequency difference between
two exchanging sites at which coalescence occurs. More details can be found in
Chapter 1.

Very fast motions such as librations (ultra-fast bond vibrations and distor-
tions) cannot be directly studied by NMR and they manifest themselves
only as effective parameter modulations. Then all motions occurring on
timescales around the Larmor frequency will appears as active in spin re-
laxation processes and will influence NMR spectral properties [13, 16, 17].
These dynamics can be probed by spin relaxation studies where the up-
per limit of accessible timescales is fixed by the overall correlation time of
the molecule reorientation (5-20ns for a medium size protein, in aqueous
solution at room temperature).

Another time barrier exists in the form of chemical shift coalescence. Con-
sidering a nucleus in exchange between two chemically different sites, if the
frequency of exchange is faster than this coalescence, the two resonances will
merge into a single signal and for timescales not too short, this motion can
be probed by relaxation-dispersion [18]. If now the exchange frequency is
slower than this coalescence limit, two signals will appear and the exchange
can be studied by analyzing their lineshapes.

Finally Residual Dipolar Couplings (RDCs), scalar couplings and chemical
shifts are sensitive to all dynamics occurring on timescales faster than the co-
alescence limit [19]. They are therefore very powerful probes of biologically
important motions that are thought to occur on these timescales, for exam-
ple complex formation, domain reorientation, collectives motions. .. Even if
these three interactions are sensitive to similar timescale, RDCs have been
revealed to be exquisite probes of structural and dynamic information as
they provide information about the orientation of internuclear vector orien-
tations relative to the NMR static magnetic field By, and therefore relative
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to other bonds in the same molecule. They also present the great advantage
of being measurable under different conditions, allowing the multiplication
of the accessible information. For those reasons they will be at the centre of
most of the analysis presented here.

The present Thesis will be organized as the following;:

* A first part will focus on the theoretical concepts underlying the subse-
quently presented studies. A first chapter will present the main aspects
of NMR Relaxation and its importance for probing biomolecular mo-
tions. The following chapter will provide a more extensive description
of RDCs, which will be the main source of information in the studies
presented in this work.

* The second part will focus on the development of methods to character-
ize protein dynamics at timescales up to the milli-second using RDCs.
The first chapter will review the existing methods for studying protein
dynamics using mainly RDCs and will present some approaches that
will be used in the subsequent studies. The second chapter will present
an analytical method for the determination of the nature and magni-
tude of these dynamics at atomic resolution, applied to the protein
Ubiquitin. The third chapter will reinvestigate the same dynamic pro-
cesses using a very complementary technique based on an accelerated
molecular dynamics approach. The results obtained by the two ap-
proaches will be extensively compared. The fourth chapter will focus
on the protein GB3. The analytical methods developed during the
analysis of Ubiquitin will be applied to this system and the obtained
dynamics, characterized by a completely local description will be re-
visited in order to determine the extent to which it becomes possible
to reinterpret the data using a model that allows for both local and
collective motions. The fifth chapter will focus on the fast and slow
dynamics of an SH3 domain, for which extensive RDCs measurements
have been made. The last chapter will characterize the fast dynamics of
a weak complex between Ubiquitin and the same SH3 domain, using
NMR relaxation.

* The last part will deal with the characterization of the unfolded states.
The first chapter will briefly present unfolded proteins as highly flexible
systems where some weak conformational order remains. The second
chapter will focus of the extraction of local order information whereas
the third will deal with the characterization of long-range order. Those
studies are all based on an ensemble description of the unfolded state.
Firstly, the local conformational sampling will be characterized on two
systems once using RDCs and once using Chemical Shifts. Finally, the
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last chapter will deal with the effect of transient long-range contacts
on Paramagnetic Relaxation Enhancement and RDCs.

* Finally the Thesis will be summarized with a general concluding
chapter.
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NMR RELAXATION

ABSTRACT

This chapter describes the basis of NMR relaxation that is necessary for the
understanding of the work presented later in the Thesis. After a very brief
introduction on NMR, the principal results of the semi-classical Redfield-
Abragam theory are presented and the auto-correlation and spectral density
functions are introduced. Different relaxation mechanisms that are im-
portant for >N relaxation in proteins are presented. Then emphasis is
placed on the link between molecular motions and relaxation rates and
finally the so-called model-free description of the spectral density function
is introduced.

1.1 INTRODUCTION

NMR spectroscopy characterizes energy transitions between nuclear mag-
netic energy levels [13, 15-17]. As mentioned in the Introduction, one of the
quantities that describes a given nucleus is the nuclear spin. This intrinsic
property of the nucleus [14] is defined by a quantum number of spin s.
A spin operator § and an angular momentum hS$ are associated with the
quantum number and can be characterized using two operators:

e §2, that describes the norm of the spin angular momentum and is
quantified by s(s +1).

e §,, which represent the component or projection of this angular mo-
mentum along an arbitrary z-axis. The corresponding quantification
is obtained using m, the magnetic quantum number of spin, that can
vary between —s and +s, in steps of 1.

11
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The magnetic moment fi; associated with the angular momentum is given

by:
fig = th (1.1)

where v is the gyromagnetic ratio of the nucleus in question.

In the presence of a static magnetic field By, the Hamiltonian of the in-
teraction between the field and the magnetic moment, called the Zeeman
interaction [14, 15], can be expressed as':

hH% = —f1,..By = —yhSBy (1.2)

In the simple case, of an isolated spin-1/2, the Hamiltonian has two eigen-
states, denoted o and (3, corresponding to m = +1/2 and m = —1/2
respectively and whose energies are given by:
1 1

Ex = —thBo and Eg = ‘f'z’fWBo (1.3)
The magnetic moment is not static but rotates around the By field with
the so-called Larmor frequency [14, 15] that can be expressed in Hertz as
vo = —yBo/2m or in rad.s~! as wy = —yBy. Transitions between the « and
(3 states are observable at this frequency and constitute the basis of NMR
spectroscopy.

More generally, as a spin system is immersed in a static magnetic field By,
an equilibrium occurs between the different accessible energy levels, with
populations dictated by the Boltzmann distribution. Each NMR experiment
consists of a perturbation of this equilibrium through the application of
rf-pulses which modify the population or coherences (see below) of the spin
system. The ensemble of mechanisms that will bring back the system to
its initial thermal equilibrium is called relaxation. Phenomenologically two
different processes are distinguished in an ensemble of isolated spins-1/2

[15]:

* the spin-lattice or longitudinal relaxation which describes the inter-
action of the spin system with the surrounding medium called the
lattice? and brings back the magnetization to its equilibrium value i.e.
back to the Boltzmann distribution. This process is described by a time
constant, called Ty or the associated rate Ry = T, I

* the spin-spin or transverse relaxation that corresponds to the decay of
coherences or a loss of magnetization in the plane orthogonal to By.

1 In NMR the Hamiltonians are usually expressed in units of h.

2 This lattice correspond to a thermal bath with which the system can exchange energy

without modifying the temperature of the bath.
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The time constant and rate associated with this decay are named T,
and R; respectively.

Relaxation is of a great importance for NMR in the sense that it determines
the characteristic time scale of the experiment: the delays in a given pulse
sequence have to be shorter than T, otherwise coherences will be lost at
the beginning of the acquisition, and the delay between scans has to be
significantly longer than T; as magnetization has to return to the equilibrium
value before starting a new scan.

The physical origin of relaxation can be found in the thermal motion of
the considered system [13, 20]. As spin interactions are dependent on the
geometry of the studied system e.g. internuclear distances, orientation

towards the By field...they will be affected by any spatial modification.

Thermal agitation provides a source of stochastic motion that modulates
the spin interactions and therefore allows an exchange of energy between
the spin system and its surroundings. The type and amount of the different
motions influence the relaxation rates and relaxation can be therefore used
as a probe of molecular motion.

1.2 RELAXATION THEORY

The aim of this section is to introduce the main concepts of NMR relaxation
theory that will be useful for the analysis found later in this Thesis. After
introducing the density matrix, the relaxation theory will be described
within the framework of the semi-classical Redfield-Abragam theory before

focusing on the meaning of the correlation and spectral density functions.

For a more complete description of the NMR relaxation theory, the reader
is referred to the references [13, 16, 17].

1.2.1  The Density Matrix Operator

The evolution of a spin system can be described by an operator o called the
density matrix. It is defined as the average of the operator [{p) (\| over all
the accessible spin states [14, 17]:

o= |2 W) ) (o (1.4)

where P (1) is the density of probability of a given state [).

Translated into a matrix description, a diagonal element of the density matrix
corresponds to the population of a given eigenstate and the off-diagonal

13
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elements correspond to the coherences between different eigenstates3 [14,
15].

A main property of the density matrix operator is that for any experimental
observable Q, the expected average value is given by:

(Q) =Tr(0Q) (1.5)

and therefore the description of the evolution of the density matrix provides
a means to characterize the evolution of the whole spin system.

The time evolution of the density matrix is governed by the Liouville-von
Neumann equation for a system described by a Hamiltonian J{ expressed
in units of h

do(t)
dt

= —1[H(t), 0(t)] (1.6)

1.2.2 The Redfield-Abragam Theory

The Redfield-Abragam theory is the most used in NMR and is a semi-
classical description, where the spin system is treated using a quantum
mechanical approach whereas the lattice is described in a classical manner.
This description leads to a satisfactory characterization of relaxation pro-
cesses if an ad hoc modification is performed in order to bring back the spin
system to thermal equilibrium#* [13, 17].

For studying relaxation processes, it is convenient to decompose the Hamil-
tonian in a time independent contribution }, and a stochastic contribution
H, (t), corresponding to random fluctuation whose time average <}C1 (t)> is
zero.

By switching to the interaction frame, which is equivalent to the classical
rotating frame, and indicated here using 7, it is possible to remove the time
dependence due to }, in equation 1.6 and gives after integration:

t

5(t) — 5(0) = —iJ

O |7, 5(t)| av (1.7)

and after a second-order expansion and considering that the first-order
term vanishes as J—NC1 (t) and G(t) are assumed to be uncorrelated, and after

The existence of a non zero off-diagonal element means that the phases of the two involved
states do not evolve completely at random but in a coherent way on average.

The thermal equilibrium corresponds to a situation where all coherences are lost and where
populations are Boltzman weighted.
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substituting &(0) with &(0) — &¢q to allow return to equilibrium, we obtain:

t ot/
5(t) — 6(0) = —iJ J {fﬁ] ('), [9%1 (t"), 5(0) — aeqH at”at’ (1.8)
0Jo

As relaxation relies on the action of spin operators modulated by random
spatial fluctuations it is convenient to decompose J{, (t) firstly, in a sum over
all the different mechanisms acting on the evolution of the spin state and
then in a sum of products of static spin operators V4 and time dependent
spatial operators Fy (t), which describe the random fluctuations. In the
following study all relaxation active operators are of second order so that
they can be decomposed in the same spatial basis [21] (the second rank
spherical harmonics) and therefore for Fy »(t) the subscript n can be omitted,
leading to:

Z fJ-61 n Z Voc nFal Z V]L F* (1.9)

where " and * denote respectively hermitian> and complex conjugate.

The average of the fluctuation function vanishes and those functions are
assumed to be stationary, allowing the correlation function to be defined as:

Caplit—t') = (FaltIF5(t") (1.10)

In the interaction representation, spin operators behave as [17]:

Van(t) = eV Vo and Vyqn(t) =e @t V(Ln (1.11)

where wy is the characteristic frequency of rotation of Vi » in the interaction
frame.

It then becomes possible to rewrite equation 1.8 as:

o(t) — 6(0) = —i Z {ocn>|: Bmaff(o)_ﬁeqH

%pnm (1.12)

t/
J J oc[5(|t t |) (et —wBt )dt//dt/
0J0

In this equation two different contributions can be distinguished and evalu-
ated using the spectral density function J,p defined as:

Jap @) = JO Cap ()T dT (1.13)

Using bra-ket notation two operators A and A are hermitian conjugate one of each other
if and only if for any (¢| and hp): [p) = ARp) < (pl = (Y| At [14, 17].

15
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e firstly the one corresponding to « = p. Introducing T =t —t” and
assuming that the evolution of the density matrix is much slower than
the characteristic time scale of the auto-correlation function decay, the
right hand side integral of equation 1.12 can be rewritten as:

t ot/
J J Coo([t’ — t")et Wt =@at™ 41" qt’ = t] (W) (1.14)
0J0

* then the one with « # {3 for which the double integral of equation 1.12
can be expressed as:

t ot/
J J' Caﬁ(’t/ . t”])ei(w“t/_wﬁt”]dt”dt/
0J0

1

= m [ei(w(xfw[s)t ](xﬁ(wﬁ) _Iﬁoc(woc):|

(1.15)

By comparing expressions 1.14 and 1.15, for any evolution time t larger
than (wy — wﬁ)’1 all non secular terms (x # (3) can be neglected. This
approximation, valid in the case of two unlike spin®, leads for a short
time t compared to the density matrix evolution to the master equation of
relaxation:

o) __y {va,n, [V 8(8) = %H Joalwa) (1.16)

dt
®,n,m

All terms involving n = m corresponds to auto-correlated processes and
the others to cross-correlated phenomena, which represents interferences
between two different relaxation pathways. Eventually according to equa-
tion 1.5 and using the trace property Tr{A[B, Cl} = Tr{[A, BIC}, the master
equation give for the average value of a given observable Q:

9 o (o)
= — Z {< [[Q, Vo(,n] ,V;)m} > - < [[Q,Va,n] )V;r(,m} > } Jaa(Wa)
o,m,m eq

(1.17)

1.2.3 The Auto-Correlation and Spectral Density Functions

The auto-correlation function, introduced in the previous section, is a station-
ary function that characterizes the loss of memory of a randomly evolving

6 Only this case will be treated in this work, therefore this assumption will be retained.



1.3 RELAXATION MECHANISMS

system. It is a decreasing function whose characteristic decay time is fixed
by the rate of randomly fluctuating processes.

In NMR spectroscopy, system properties are more often expressed in terms
of frequency than of time evolution. This is why spectral density functions,
as introduced in equation 1.13 are commonly used to describe those random
processes. Following this definition the spectral density function contains
a real and an imaginary part, which is often, and it will be the case in the
following study, neglected. This imaginary part is responsible for the so
called dynamic frequency shifts which brings a contribution to the chemical
shift without leading to significant relaxation processes [13, 22, 23]. It is also
convenient to normalize the spectral density function by the mean square
spatial fluctuation leading to the following expressions [17]:

JOO C(t)cos (wt)dt  with C(T) Cao(T)

]((1)) = 0 = <F(x(xF)&cx>

(1.18)

where ] is the normalized spectral density function and C the corresponding
normalized auto-correlation function. For the sake of consistency with NMR
literature, these functions will simply be called the spectral density function
and the correlation function.

For second-rank tensor operators the correlation function can be decom-
posed in the spherical harmonics basis as [24]:

+2
C(t) :4; D (Yam(O(t), @(1)Y2m (9(0), 9(0))) (1.19)
m=-—2

where ¥ and ¢ are the polar coordinates of the vector involved in the
interaction in the laboratory frame.

1.3 RELAXATION MECHANISMS

The previous section described how it is possible to derive the relaxation
behavior of a given system in the presence of relaxation active interactions
modulated by spatial random fluctuation. The aim of this section is to
present the different kinds of interactions relevant for the description of the
15N spin relaxation in biomolecular systems.

All the following interactions act as rank two tensors and can therefore be
decomposed as in equation 1.9. Using this decomposition and applying
the master equation for an average value (equation 1.17) to the appropriate
operator (e.g. I, for Ry and I, for R; in an isolated spin system) it becomes
possible to express the relaxtion rates of NMR observables as a linear

17
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combination of spectral density functions probed at different frequencies.
Calculation details will not be developed in the following as they can be
found in the literature [13, 16, 17, 24] and results will focus on the amide
N;-HN spin system, which is the only experimentally studied system in this
work.

1.3.1  The Dipolar Interaction

Each magnetic moment, such as the one induced by the spin of the nucleus,
generates a magnetic field in its surroundings [13, 15, 17, 24]. Therefore, a
second spin in the neighborhood of the first will experience a field depen-
dency on their relative position. Analytical expression of this interaction
can be found in Section 2.3, but it can be intuitively understood that any
kind of motion that will modify the relative position of the two spins will
modulate this interaction. This will represent the most important source of
relaxation in amide Ni—H{\' spin system, through the following contribution
for Ry and R, [24—26]:

RP = %diH (3](wN) + J(wyg — wy) +6](wH+wN)> (1.20)
RZD = %dirﬂ (41(0)+3I(wN)+J(wH_wN)+6](wH)+6I(wH+wN))
(1.21)

2
with dlz\IH = (%) (1.22)

where ryy is the internuclear distance.

Moreover the dipolar interaction is responsible for a cross-relaxation process,
the nuclear Overhauser effect (nOe) [13, 15, 16]. This effect corresponds to a
transfer of magnetization between two spins through space via the dipolar
interaction. Therefore, if the population of a given spin is out of equilibrium,
it can transfer part of its magnetization to a neighboring spin”. This process
is often quantified by nyg the ratio of intensities of an observed resonance,
in presence and absence of this effect, where [24-26]:

Yu dIZ\IH(]ZJ(wH + wy) — 2 (wy — (,UN))

M =1+ e R, (1.23)
N

This space limitation is due to the fast decrease of the interaction with the internuclear
distance.
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1.3.2 The Chemical Shift Anisotropy Interaction

Even if the isotropic chemical shifts measured in liquid state NMR do not
reveal any orientational dependence, the chemical shift is an anisotropic
interaction. The chemical shift translates the effect of the local electronic
environment on the local magnetic field experienced by a given spin. As
this distribution is a priori anisotropic, this will be reflected in the property
of the corresponding interaction.

It has be shown experimentally that the >N amide spin chemical shift tensor
o is to a very good approximation symmetric in its principle axes frame
(0, = o and oyx = oyy = 0 ) and it is commonly assumed that the z-axis
of this frame is collinear with the Ni-H]i\J internuclear vector [17, 24]. This
leads to the following contribution to the relaxation rates [17, 24—26]:

R1CSA = 012\16]((UN) (1.24)
RESA = af (47(0) + 3] (wy)) (1.25)
2
nB —
with ai (Y 0(?8 GL)) (1.26)

1.3.3 Chemical Exchange

Chemical exchange occurs when a given spin experiences different chemical
environments [15, 16]. For example if a nucleus switches between different
conformations or if a compound is involved in a chemical reaction that
allows a given spin to exist in non-equivalent electronic surroundings, it
will affect the NMR spectrum even if the process is at thermodynamical
equilibrium as this equilibrium can be seen as a kinetic dynamic equilib-
rium.

Analytical descriptions for different kinds of chemical exchange can be
found in the literature [16, 18, 27]. One of the simplest case [28] is, the two
site exchange process where a given spin experiences only two different
conformations A and B, with Larmor frequencies wp and wp, respec-
tively. The exchange process is characterized by the following kinetic and
thermodynamic parameters:

ALSLB  with K= _PB

ko1 k1 pa

where K is the thermodynamical constant of the equilibrium, k; and k_; are

the reaction rates and pa and pp are the molar fractions of the two states
A and B.

and ra+pB =1 (1.27)
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The exchange rate [16] is defined as kex = kj + k_; and by comparing
this rate with the difference in Larmor frequencies between the two sites
Aw = |wp — wpl, it is possible to define different regimes8 [15, 29]:

¢ Slow exchange if kex < Aw. The rate of interconversion between the
two states is slow enough to reveal two resonances at frequencies wp
and wp (if one of the states is weakly populated its signal might be
undetectable).

¢ Slow intermediate exchange when kex < Aw. As kex increases the
number of interconversions increases leading to a broadening of both
signals (the interconversion accelerates the loss of coherence in the
transverse plane) and the two peaks have intermediate frequencies
between wp and wp.

* Intermediate exchange occurs at kex ~ Aw. Here the two signals merge
at a point called coalescence. In this regime the line broadening is often
dramatic and can lead to a complete disappearance of any observable
signal.

* Fast intermediate exchange if kex > Aw. In this case the number of
interconversions starts to be significant: as kex increases the observed
frequency gets even better averaged and the transverse relaxation gets
more homogeneous resulting in resonance narrowing.

* Fast exchange when kex > Aw. Here the rate of interconversion
between the two states is so fast that only an average signal can be
observed. This signal is present at the frequency w,z = pawa +pBwWpB
and is not significantly broadened by the exchange process.

The effect of exchange in a spectrum is illustrated in Figure 2. Chemical
exchange can lead to a significant increase of transverse relaxation, and this
contribution is often called Rex, whereas it usually results in only a small
impact on the longitudinal relaxation as it is less sensitive to chemical shift
changes.

1.4 MOTION ANALYSIS

One of the major interests of spin relaxation is the link between measured
relaxation rates and molecular motions that include both reorientation of
the entire molecule and the internal motion. Here the description of the
molecular reorientation in term of tensorial behavior will be presented.

8 Often only fast, intermediate and slow exchange are defined with broaden borders.
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)

Figure 2 — Representation of chemical exchange on a spectrum. Expected spectra
for two sites in exchange with equal population: exchange rates increase from
blue to red.

Then two main approaches will be mentioned for describing the effect of
the motions on relaxation rates, one based on a physical model of motion,
the other by a generic description of the correlation function.

1.4.1  Molecular Reorientation

Due to the thermal agitation in liquids any molecule is subjected to constant
motion. If the NMR field is homogeneous, the relaxation rates are insensitive
to translational motions [15] as the spin operators active for relaxation
processes have only orientational dependancies. Thus the part of the motion
that has to be considered here concerns only molecular reorientations.

For a given molecule the reorientation properties are directly linked to its
three-dimensional shape. If the system is not experiencing very different
conformations, the description of reorientation can be done assuming a rigid
structure. If the considered system presents a roughly spheric shape, the
reorientation can be considered as isotropic and characterized by a single
rotational diffusion coefficient. Nevertheless molecules often exhibits more
complex shapes and tensorial descriptions are required. Depending on the
system, an axially symmetric tensor or a fully asymmetric tensor has to be
used.
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The diffusion tensors can be divided into three groups: the isotropic, the
axial symmetric and the fully anisotropic ones. Considering the diffu-
sion tensor in its Principle Axis System, it can be described in terms of
three eigenvalues Dy, Dyy and Dg,. For the different types of tensors, the
relationships between the eigenvalues are different:

¢ Isotropic system: D = Dxx = Dyy = Dg.

* Axial symmetric tensor: D” = Dy and D| = Dyx = Dyy. D” > D,
corresponds to an oblate tensor, D| < D to a prolate tensor.

¢ Fully asymmetric tensor: the three eigenvalues are different.

If the overall motion is assumed to be isotropic, the overall correlation
function can be expressed as a mono-exponentially decaying process of time
constant T¢, using;:

o
6D
In the case of anisotropic rotational diffusion, the correlation function can be

decomposed into a multi-exponential process leading to the two following
expressions [21, 24, 26, 30]:

Col(t) = et/ with Tc (1.28)

5
Colt) = Z Are YTer (1.29)
r=0

where the coefficients A, depend on the orientation of the considered vector
(e.g. Ni-H]i\]) in the diffusion tensor principal axis frame [31]. A, and T, are
given by:

A =372 A, =302 A; =300

1

EX

(dx(3>_<4 + 67222 — 1) + dy (37 + 67222 — 1) + d,(32° + 6722 — 1)>
1 1

1
Ass = (3(x—4 +1j4+24)—]> +

T — T, =
T 4D+ Dy + Dz 7 Dy +4Dyy + Dy
1 1
Te,3 = Tcd5 =
Dxx + Dyy +4D; 6Diso + 6 /Dizso —12
2 DxxDyy + DxxDzz + DyyDz; . Dxx + Dyy + Dz
L* = Diso -
3 3
dx _ Dxx - Diso dy _ DYY - Diso dz _ Dzz - Diso
2 2 2
Diso — 12 Diso — 12 Diso — 12

(1.30)



1.4 MOTION ANALYSIS

where (X, Y, z) are the normalized coordinates of the considered internuclear
vector.

The corresponding spectral density function, obtained by Fourier transform,
is for the isotropic and anisotropic case given by:

2 Tc

) = 51 wro?

(1.31)

5

2 Ter
J(w) = 5 ; Arm (1.32)

In principle reorientation tensor can be derived from hydrodynamic calcu-
lations [21, 32, 33], but it is often more convenient to derive them directly
from relaxation rate analysis [34-36]. In practical, the determination of
the diffusion tensor properties is made using the ratio R;/R; that is not
very sensitive to fast dynamics (ps-ns). This ratio can be expressed using
equations 1.20, 1.21, 1.24 and 1.25 as:

Ry 53 (4100) + 3] (@) + ] (s — wy) + 6] (i) + 6 (wn + wy))
® liE (3J(wN) + J(wy — wy) + 6] (wx + wN)> + a2 6](wy)
az (4](0) + 3] (wy))

1a, (3J(wN) T T — aox) + 6] (wn + wN)) a2 6](wy)

(1.33)
+

which makes the link between the experimentally measured rates and the
spectral density function obtained by the diffusion tensor properties and
the orientation of the studied vector within this tensor.

1.4.2 Models of Local Motion

A large number of biophysical models have been developed in order to
interpret relaxation data [26, 37]. As soon as it becomes possible to derive an
analytical expression of the correlation function for a vector of interest within
a model, it becomes possible to establish direct connections, optimized by
titting procedures, between experimental observables and the physical
properties of motion.

Proposed models include [26, 37]: rotation around an axis [38], diffusion
within a cone [39], discrete jumps [40], Gaussian axial fluctuations [41,
42]...or a combination of two of them such as two-sites jumps combined
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with a diffusion within a cone centered on the two sites [40, 43]. One of the
main problems with those models is that it is often possible to analyze a set
of experimental data with different models equally well and therefore the
type of motion cannot be deduced from the experimental data, but must be
chosen.

1.4.3 Model-Free Analysis

As a standard set of NMR relaxation experiments leads only to a small
number of independent measurements, it is therefore often unrealistic
to develop a complicated physical model, as this would require more
parameters than those that can be fitted using the amount of information
experimentally available. The analysis from Lipari and Szabo resolves this
problem in analyzing relaxation data in a model-free way [18, 21, 24, 26, 44—

46].

In this approach two main hypotheses are considered [44, 45]: the local
and global motion are considered as statistically independent? and the
local motion is characterized by only two physical parameters: S? the so-
called generalized order parameter and T; an effective correlation time
that measures the rate of decorrelation of the time dependent correlation
function.

The generalized order parameter that characterizes the spatial restriction
of the motion is equal to unity if the system does not have any dynamics
and falls to zero if the internal motion spreads isotropically in all spatial
directions. If the system presents a dynamical behavior in between those
two limiting cases, the corresponding S? describes the asymptotic value of
the correlation function and thereby how close to the initial position the
system remains. This generalized order parameter can be then reinterpreted
in term of different physical models.

The effective correlation time describes how fast the motion occurs and
characterizes the time decay of the corresponding correlation function. The
simplest model that can be assumed is a single exponential which lead for
the internal correlation function to:

Ci(t) =2+ (1—-S)e V™ (1.34)

9 Two motions on different timescales are sufficient to achieve the statistical independency

[46].
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Considering the correlation functions defined in equations 1.28 and 1.29,
the resulting total correlation function is given by:

C(t) = Co(t)Cy(t) (1.35)

which corresponds (by real Fourier transform) to in the isotropic case:

1

2 1— 2\~ 1 1
S%1c (1—58%)7 with  — = —+— (1.36)

T+ (wte)? 1T+ (wT))?

Jw) =2

T T T

and in the anisotropic case to:

2 _Q2\+!
5ZAT[ STTer +(1 S)T”} with =] +l

T+ (wtl, )2 1T+ (wT,)? T, Ter T

(1.37)

These equations have been shown to give a good agreement with experi-
mental data if the characteristic time of the internal motion remains faster
than the fastest time constant of the overall motion and if wt; < 1.

On the one hand if T; is very fast and if the motion falls in the extreme
narrowing limit (wt;)? < 1 the previous equations can be simplified in the
isotropic case as:

2 St
J(w) = 57+ (wto)? (1.38)
and in the anisotropic case as:
S2 Te,r
"5 Z Ar [1 + (WTeyr)? 1 (1:39)

On the other hand if a motion occurs without verifying the condition
wT; < 1, an extension of the model was proposed [43] by decomposing the
internal motion in two different processes, one occurring on a fast time scale
(corresponding to F subscripts) and one occurring at a time scale slower
than the first motion but still faster than the correlation time (denoted with
S subscripts), leading to the following correlation function:

Ci(t) = S2S24+S2(1—=82)e /T +(1—=S82)e /™  and  S* =S2S2 (1.40)
In the case of isotropic overall global motion:

sistre  SH1—shrl  (1—SH
T+ (wte)? T+ (wth)? 1+ (wt))?

Jlw) = (1.41)
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1 1 1 1 1 1
ith —=—+4— d —=—+4 — .
wi 0T + - an o + o (1.42)

This model characterizes the internal motion with four parameters 55, Ts, S%
and T and therefore requires more information than the one provided by
the standard set of experimental data. Therefore, it is usually assumed that
the fast internal motion is extremely fast which removes the 1 dependency
as the previous expression simplifies to:

2| S2Sitc S2(1—S2)t!
Jw) = 51+ (wt)?2 ' 1+ (wtl)2 (1.43)
which for an anisotropically diffusing system gives:
5 2 2 201 Q2
— 1 + wTCT) 1+ (wTsyr)

1.5 CONCLUSION

NMR spin relaxation has early appeared as a very powerful probe of molec-
ular dynamics. It was historically the main source of dynamic information
for NMR spectroscopy and is nowadays still widely used. Relevance of
spin relaxation to probe molecular motion come from the link between
geometrical modulations — motions — and measurable relaxations rates.

Relaxation rates are sensitives to both molecule global reorientation and
local motion. Both aspects are often considered as uncorrelated and it
then becomes possible to express properties of reorientation in terms of a
reorientation tensor. Then the local dynamics has to be described. Due to
the limited number of data, the selection of a particular physical model
can be difficult and thus the so-called model-free description has imposed
itself as a relevant way of analyzing experimental data. This model allows
to simply parameterize the spectral density function without invoking a
particular model with often two parameters: one characterizing the spatial
extension of the motion and one estimating the rate of decorrelation. The
spectral density function then directly governs the different relaxation rates
as it represents the distribution of frequencies or energies present in the
lattice that are available to induce relaxation active spin transitions.

Nevertheless relaxation data analysis are sensitive only to fast dynamics.
The limitation is particularly important for biological system for which most
of the relevant motions are expected to be on slower timescales. Part of this
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problem can be partially solved by using relaxation-dispersion experiments
[18, 28, 29]. Those experiments allow to characterize exchanging system
dynamics by interpreting the modulation of R; rates, Rey, due to chemical ex-
change for a nucleus that experiences different chemical environments with
interconversion rates on the micro to millisecond timescale. Nonetheless, a
large timescale gap remains that can be conveniently probed by RDCs.
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RESIDUAL DIPOLAR COUPLINGS

ABSTRACT

The dipolar interaction, that is partially averaged in anisotropic liquids,
is an important source of structural and dynamic information for biologi-
cal macromolecules. This chapter presents some experimental aspects of
anisotropic liquid state NMR and derives from the expression of the dipolar
interaction the analytical expressions of dynamically averaged RDCs. The
structural dependency of RDCs is discussed and the averaging effect of
some frequently used models of motion for RDCs analysis are derived.

2.1 INTRODUCTION

The dipolar, or dipole-dipole interaction results from the coupling of a given
magnetic moment with any other magnetic moment in its surroundings
[13, 15-17]. The presence of this interaction is a potentially powerful source
of information for the study of the structure and dynamics of molecular
systems. However as a spin, or more precisely the magnetic moment
induced by this spin, can interact with all neighbouring magnetic dipoles
this information can be encoded in a complex way.

Two extreme cases can be considered [13, 15]: the isotropic case where the
interaction is averaged to zero and the information contents lost. This is
the case in free solution and can be contrasted with the solid state case,
where, in absence of macroscopic motion of the sample, the entire dipolar
interaction is present. The idea of using a state of matter with an order in
between the solid and the liquid state, that is to say a mesomorphic phase or
liquid crystal [47], is to keep the information content of the dipolar coupling
and the simplicity of liquid state NMR. The resulting partially averaged
dipolar interaction will lead to the so called Residual Dipolar Couplings that
retains a fraction of the full interaction strength but critically also retains
the geometric dependence.
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The dipolar interaction is a relatively strong interaction on the NMR scale
(kHz range) [13, 15] and this strength has a direct impact on the sensi-
tivity of the measured coupling to motions occurring on a large range of
timescales. In fact any interaction is modulated by any motion occurring
on timescales faster than the interaction magnitude expressed in frequency
units. It can be physically understood in the following way: if a motion
induce transitions between energy levels much closer in energy than the
characteristic amplitude of the studied interaction (e.g. dipolar interaction),
the probability and therefore the rate of transition between those energy
levels will be much higher than those characterizing the larger interaction.
As a consequence any measurement of energy transition between two en-
ergy levels of this large interaction will correspond to transitions between
motionally averaged states.

Typical ranges of RDCs [19, 48], are dozens of Hertz which correspond to
timescales of a few tens of millisecond. As the chemical shift coalescence
limit often occurs on similar timescales around the millisecond?, a RDC will
be sensitive to all timescales up to the coalescence limit. This property will
confer to RDCs an important role as motional probes.

Historically the NMR of solute dissolved in anisotropic media began in the
1960’s with the measurement of RDCs for benzene and other small molecules
in organic nematic phases [49], but the use of organic solvent and the rapid
increase of spectra complexity in such highly ordered liquid crystals were
suitable only for the study of small molecules. Then other small compounds
were aligned in the magnetic field through their own anisotropic para-
or dia-magnetic susceptibility [50]. As this kind of alignment is much
weaker than the one induced by liquid crystals and does not require organic
solvents, it opened the way to the first application to biologically relevant
compounds [51] and then to proteins [52]. Eventually the use of dilute liquid
crystals [53] where the degree of order is small enough to keep spectral
resolution and large enough to give precise RDCs opened new horizons for
the use of anisotropic interactions in liquid state NMR.

This chapter will first deal with experimental considerations about anisotropic
liquid state NMR, before presenting the origin of RDCs, and addressing the
way by which motion modulates these phenomena. The structural content
of RDCs will be briefly explained. Finally some model will be presented
to describe how the dynamic information is encoded, and extracted, from
RDCs.

Considering protons, observed at 14.1T, in exchange between two sites different by 1ppm
the corresponding timescale in roughly one millisecond.
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2.2 EXPERIMENTAL ASPECTS OF RESIDUAL DIPOLAR COUPLING
MEASUREMENTS

2.2.1  Partial Orientational Order Effects in NMR Spectra

The existence of orientational order in the sample will modify the appear-
ance of the spectrum as the different anisotropic interactions will no longer
be averaged to their isotropic values. Chemical shifts, dipolar and quadrupo-
lar couplings are thus modulated by this incomplete averaging integral.

CHEMICAL SHIFT. The anisotropy of the chemical shift tensor moves the
frequency to the orientationally averaged value [15]. The information con-
tent of chemical shift anisotropy (CSA) is in principle similar to that of
RDCs as it is modulated by the averaged orientation of the CSA tensor and
is sensitive to a similar timescale window. Nevertheless, for proteins, shifts
induced by CSA are often very small, less than 0.1 ppm, and can be biased
by the fact that changing the medium, by adding an alignment reactant, can
bias chemical shift positions. Characterization of structural information of
CSA has been proposed by many authors [54—56] but fewer applications
have exploited residual CSA to understand slow dynamic averaging [57].
CSA is of course of great importance concerning fast dynamics as it consi-
tutes a relaxation active interaction (see more detailed characterization in
Chapter 1).

DIPOLAR COUPLING. The dipolar interaction in solution state NMR results
in a splitting, or an additional modulation of the splitting observed between
two scalar coupled spins. Therefore the dipolar splitting between two scalar
coupled spins will be the sum of the ] coupling and the RDC?. The absolute
value of the splitting can both increase or decrease depending on the sign of
the coupling. Typical values of RDC between N;-HN amide bounds ('Dnn)
lie in the range of +20 Hz and are obtained by measuring the difference
between the observed splitting in the aligned sample compared to the
splitting measured in the non-aligned sample.

Increasing the alignment will increase the range of the coupling, which
intrinsically increases the accuracy of the measurement. However, this
will also increase the influence of the so-called stray-couplings, especially
long-range couplings between protons, and therefore dramatically increase
spectral complexity in large spin systems such as proteins. Moreover, an
excessive increase of order will bring the system to a more complex situation

The J coupling can exhibit anisotropic contribution too, but this effect is often indistinguish-
able from the RDC contribution and much smaller, it is therefore completely neglected

[15].
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where spins are strongly coupled [15]. This will lead to a clear degradation
of spectral qualities.

QUADRUPOLAR COUPLING. In some cases the quadrupolar interaction can
appear in partially ordered samples [15]. This interaction occurs only for
nuclei of spin greater than 1/2 and corresponds to the interaction of the
electric quadrupole moment of the nucleus with the surrounding electric
gradient. It will usually not have any effect on protein spectra due to their
nucleide composition, but will impact deuterium (S = 1) spectra. This effect
will split the single HOD resonance observed in an isotropic system in
partially deuterated water into a doublet where the spacing can be used, for
a given alignment medium, as a rough estimation of the level of alignment
of the sample.

2.2.2  The Different Kinds of Alignment Media

As previously mentioned the alighment of a molecule will be possible only if
orientational order is present in the system. The way by which the medium
transfers its orientational order to the solute may not be obvious, but it has
to be mediated through weak interactions. A key question concerns whether
the structural and dynamic properties of the solute remain unchanged in the
presence of the alignment medium [48]. This can be qualitatively verified
through the observation of localised shifts in the resonance frequency of
certain peaks, although these effects might actually be expected to be very
small if the alignment is weak. In terms of physical interactions, four
different sources of alignment are known through magnetic, positive and
negative electrostatic or steric interactions.

Different properties are required to obtain a useful alignment medium:
it must be chemically inert, stable over time and under a large range of
chemical environments, easy to manipulate, not too expensive and capable
of inducing a sufficiently small level of alignment (on the order of one in a
thousand). In response to these requirements a large range of media have
been developed in the last two decades [19, 48].

MAGNETIC ALIGNMENT. This kind of alignment occurs for any compounds
with an anisotropic magnetic susceptibility [58]. Biomolecular systems that
spontaneously align to a sufficient degree to obtain measurable RDCs are
mainly metallo-proteins containing a paramagnetic ion [52] or nucleic acids
[59, 60] where the anisotropic susceptibility of the bases can constructively
interact. If the system does not exhibit large enough anisotropic magnetic
susceptibly, it has been proposed to attach a tag containing paramagnetic
metals, which would provide the source of alignment [61, 62].
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This kind of alignhment, if due to a paramagnetic center with an anisotropic
magnetic susceptibility tensor, will also lead to the appearance of pseudo
contact shifts that are the manifestation of the dipolar interaction between
the nucleus magnetic moment and the one generated by the differences in
population of the various electron spin states [58].

LIQUID CRYSTALS. The diversity of dilute liquid crystals proposed to align
biological samples is nowadays quite vast and the proposed alignment
systems behave principally as nematic or smectic phases. Schematically,
nematic phases, named from the greek word for thread, are rod shaped and
usually exhibit ordered behavior in a single direction and smectic phase,
from the greek word soap, are more ordered than the nematic as they
present layered structures [47] (see Figure 3). Most are lyotrophic which
means that their phase diagram is mainly dependent on two parameters,
the temperature (as for thermotrophic ones) and the concentration of the
chemicals that will build the structure into the solvent.

Figure 3 — Schematic representation of nematic and smectic phases. Often nematic
liquid crystal (A) exhibit order in a single direction, whereas smectic phases (B)
present in addition a layered structure.

The first dilute liquid crystal used for aligning proteins was made of
a mixture of two phospholipid [53]: one long the DMPC (dimyristoyl-
phosphatidylcholine) and one short the DHPC (dihexanoyl- phosphatidyl-
choline) which form disks with a diameter around 400 A. They are called
bicelles and their surface is constituted mainly of the long alkyl chain phos-
pholipid and the border mainly of the short chains [63, 64]. Charged groups
point into the water whereas the aliphatic chains constitute the bulk of the
bicelle. The alignment, that occurs at temperature around 35 °C or above, is
induced by the diamagnetic susceptibility of the bicelles and their director is
orthogonal to the magnetic field [64, 65]. They mainly interact with solutes
through steric interactions. Different compositions [66] have now been
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proposed to extend the use of bicelles over a wider range of pH [67, 68],
temperature [67, 69, 70] or to increase their time stability [68, 71].

Bicelles can also be electrostatically charged [68, 71, 72] using CTAB (hexa-
decyl-trimethyl-ammonium bromide) or SDS (sodium dodecyl-sulfate) in
order to switch to positive or negative electrostatic interactions with the
solute or doped with lanthanides [69, 73] that will flip the director parallel
to the magnetic field.

Other common alignment media can be found in filamentous bacteriophage
such as fd and tobacco mosaic virus (TMV) [74] or more often the Pf1 [75, 76]
that presents an elongated rod shape of ~20000A long and a diameter
of ~60A. They are made of DNA (deoxyribonucleic acid) encapsulated
by negatively charged «-helical proteins and align through their intrinsic
magnetic susceptibility apparently due to a repetitive distribution of planar
peptide bonds in the protein shell [77]. The interaction with a solute
will mainly be due to negatively charged electrostatic interactions. The
electrostatic interaction can be reduced by increasing the ionic strength of
the solution [78] thereby avoiding attractive interaction, and binding, with
positively charged solutes.

The mixture of n-alkyl-poly(ethylene glycol) (PEG) and n-hexanol provides
an other source of alignment [79] forming lyotropic lamellar phases. Layers
are organized with hydrophobic parts inside, and PEG polar head-group in
contact with water. They align parallel to the magnetic field and the spacing
between layers can be tuned from several hundred to a few nanometers
by increasing the concentration. Variations using different alkyl chains or
by substituting the PEG with cetylpyridinium chloride or bromide have
been proposed [79-81]. PEG-hexanol mixtures are cheap, while the large
accessible range of pH and temperature makes them particularly attractive
for studying a broad range of proteins.

Other liquid crystal based alignment media have been proposed, such as neg-
atively charged purple membrane fragments containing bacteriorhodopsin
[82, 83], cellulose micro-crystallites [84—-86] that form rods of approximately
2000 A long and 100 A wide, that align orthogonally to the magnetic field,
stacked columns of d(GpG) (2’-deoxyguanylyl-(3’,5')-2’-deoxyguanosine)
[87] which are compatible with detergents or collagen [88].

GEOMETRICALLY STRAINED SYSTEMS. A common form of alignment that
is used for biomolecular systems results from mechanically straining poly-
acrylamide gels [89, 9o]. They can be obtained for example by compressing
a gel in a Shigemi tube by pressure of the plunger (compressed gels) or by
re-swelling a dried gel in an NMR tube whose diameter is smaller than the
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one where the gel was polymerized (stretched gels). This mechanical strain
creates anisotropic cavities in the gel. The alignment is transfered to the
solute through orientational restriction: if the molecule has for example an
ellipsoidal shape, the main axis will have a higher probability to stand in
the longest direction of the cavity than in the shortest one.

Gels can be charged during polymerization by including positively or
negatively charged or zwitterionic monomers instead of neutral ones [91, 92].
This will modify the alignment properties of the medium by introducing
electrostatic interactions. Gels can also be polymerized in the presence
of phages [93, 94] or purple membranes [9o] for example in order to give
composite alignment media.

This section explained experimental manifestations induced by using aniso-

tropic media, the following parts will focus on the dipolar interaction, the
source of those observed phenomena.

2.3 THE DIPOLAR INTERACTION
2.3.1  Origin of the Dipolar Interaction

Each magnetic moment u;, such as the one induced by the spin of a nucleus,
generates a local magnetic field B;,. Therefore two moments p;, p, will
interact through this field leading to the following interaction energy [17, 95]:

B =—u;- By = —ug - By (2.1)
with
o 1
B, (r.)=——=[3(u;-€.)e.— U 2.2
() = Gy [3 (e e) e (2.2)

where 14 is the vector connecting the two particles carrying the magnetic
moments and e, = r/7;s the associated unitary vector, as shown in Fig-
ure 4.

Considering two nuclear spins I and S, their associated magnetic moments
operators are:

= yhl and iy = Ysh$ (2.3)

and using the correspondence principle [14], we obtain the following Hamil-
tonian for the dipolar interaction:

50 _ g {3 (1-ey) (8-eu)~1- s] (2.4)
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Figure 4 — Magnetic fields generated by the two magnetic moments of spin I and S,
source of the dipolar interaction and representation of 0,4 the angle between the
internuclear vector and the By field.

where, if the Hamiltonian is expressed in frequency units:

__Y1Ys Hoh

dIS - -I 67T3TI35 (25)

2.3.2 High Field Approximation and Weak Coupling Limit

In solution NMR, the preponderant interaction that gives the overall feature
of the NMR spectrum is the Zeeman interaction. The magnitude of this
interaction is proportional to the magnetic field strength and the field
direction will, define the z-axis direction of the laboratory frame used in
this study.

The high field approximation consists of considering the dipolar interaction
as a perturbation of the Zeeman Hamiltonian 3(?. Using first order per-
turbation development [95] only the part of the interaction that commute
with 3%, which are called secular terms, will remain. Thus for an energy
transition only phenomena occurring at similar frequencies will generate
non-negligible probabilities of transition and the Zeeman energy levels will
be modified according to the simplified Hamiltonian [15-17, 95]:

3cos? 0, — 1 5

HR(0) = dos = (31252 ~i. s) (2.6)
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where 0, is the angle between the internuclear vector and the By field
(illustrated in Figure 4).

This expression can be further simplified in the case of weak coupling
[15, 16, 95] where the energy difference between each Zeeman energy
level is much bigger than the dipolar coupling interaction. Here all non
diagonal terms of the dipolar interaction are neglected whereas within the
secular approximation a block-diagonal form can remain. The Hamiltonian
expression becomes:

3c08%0,. —1 . A
fHg(els) = dIS%ZIZSZ (2.7)

The approximation is valid if the sum of the couplings (scalar J;s and dipolar
Dys) between the two spins I and S is much smaller than the chemical shift
difference Aw;s [15], that is to say:

1
[Awgs| > §|D15 + Jisl (2.8)

Due to the large differences in gyromagnetic ratio between nuclei, and
therefore between their Larmor frequencies, this approximation is always
valid for heteronuclear spin systems [16]. Concerning homonuclear systems,
this hypothesis will be considered as valid in the following study and can be
qualitatively justified: as mentioned in Section 2.2 RDCs are often less than
10 Hz which roughly corresponds to a chemical shift difference of 0.02 ppm
for proton or o.1ppm for carbon at 14.1T By field and J-couplings are
often less than 20 Hz for proton couplings and less than 100 Hz for carbons,
leading to total couplings smaller than 0.05 ppm for protons and 1 ppm for
carbon, which considering standard |Awss| usually verify expression 2.8.

In the weak coupling interaction limit the magnitude of the Hamiltonian
governing the dipolar interaction in the IS spin system (see equation 2.7)
which has a similar form to the scalar coupling Hamiltonian [15, 16]. There-
fore the measurable manifestation of the dipolar interaction, will appear
through an additional contribution to the apparent J coupling.

From now this approximation will be considered, but its validity will of
course depend on the amount of orientational order present in the system.
The following section will present how this degree of order modulates the
averaging of dipolar couplings in solution in order to derive analytical
expressions for RDCs.
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2.4 THE DIPOLAR INTERACTION AVERAGING IN LIQUID STATE
NMR

2.4.1  Motional Averaging

In the weak coupling approximation the expression of the dipolar Hamilto-
nian is modulated by d (P,(cos 0,5) where P, is the second order Legendre
polynomial and therefore depends on the orientation of the internuclear
vector of interest with respect to the By field.

During a measurement, in liquid state NMR, this vector will be modified
as soon as some dynamic phenomenon occurs. This evolution is both
time and ensemble averaged but supposing an ergodic behavior for this
system it will be assumed that the two kinds of averaging lead to identical
results. All dynamics with characteristic time scales faster than the chemical
shift coalescence limit can influence this averaging process e.g. molecular
reorientation, domain motion, local dynamics. .. Experimentally obtained
RDCs can be theoretically calculated by averaging the term d,;P>(cos6,)

[15].

Considering covalently bound nuclei, the magnitude dependence present
in d through 1/73, is the easiest to treat in the sense that it occurs on very
fast timescales [15, 96], picoseconds or faster, which is much faster than
other molecular motions. This confers a statistical independence [46] and
this motion, sometimes called libration, can be taken into account in the dg
expression just by replacing the instantaneous internuclear distance by an
effective distance [97]. To avoid over-complicating the notation this average
will not be explicitly shown in all formulae but will be from now always
implicitly assumed.

For the angular dependence one can assume that local dynamics and global
reorientation occurs in an uncorrelated manner and subsequent averages
can therefore be applied successively.

Starting with the global reorientation two cases can be distinguished:

* the isotropic case, where the probability to find the internuclear vector
oriented with an angle 0 towards the By field is given by:

~ sin®  sin®
- [ysin0do 2

p(0) (2.9)
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which leads to a null average for P,(cos 0) as:

1 ("3cos?0—1
(P2(cos ), = ZJO %Sm 0de
Tt vis
:—§J coszed(cose)+lJ sin 06d0 (2.10)
4 Jo 4 Jo

=0

* and the anisotropic case, where all orientations are no longer equiprob-
able and therefore a non zero-coupling can be expected.

As a consequence, dipolar couplings will be directly unobservable in
isotropic liquids, whereas in anisotropic systems some residual dipolar
couplings will remain. If (.) represents the average over all different kinds
of motion, the RDC can be expressed as follows:

D, = (d;sP2cos(8)) (2.11)

which as previously explained simplifies for covalently bound vectors, if an
effective internuclear distance is introduced, as [19]:

D, = dg (P2 cos(6,)) (2.12)

2.4.2 Incomplete Averaging of the Dipolar Interaction in Anisotropic Liquids

In order to study the orientational distribution of a given vector it is con-
venient to introduce a frame bound to the protein structure called the
molecular frame. In this way it becomes possible to express the global prop-
erties of alignment of the system by characterizing the orientation of the By
field in this frame and to study the local motion, in a more intuitive way, in
this local frame. Using director cosine formalism, as shown in Figure 5, the
cos 0,5 term can be developed in:

COS &y, cos 3,
C0s 05 = €55 - €p, = | cosaxy | - | cos By (2.13)
COS &, cos 3,

= COS &, COS 3 + €Os o, cOs 3, + cos ox, cos B,
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Figure 5 — Orientation of the By field and the internuclear vector in the molec-
ular frame bound to the protein structure (e, e, e,) are described using
(Bx> By, B2) and (e, oy, ;) respectively.

which give for the corresponding second order dynamically averaged Leg-
endre polynomial of the dipolar interaction:

3cos?0—1 3 ? 1
— ) =5 (cosocxcos[3X+coso<yCOSBy+COSOCzCOSf5z) )

(2.14)

Assuming that overall reorientation and local motion are statistically inde-
pendent, it become possible to average the two motions independently and
the previous expression becomes:

3cos?0 — 1 3 1
<#> =3 > {cos Py cosPy), (cos oy cos o), — 5 (215)
k,le{x,y,z}

where (.), and (.), represent dynamical averages through overall and inter-
nal motion respectively.

To describe the properties of overall orientational averaging or alignment of
the molecule we can introduce a unit-less symmetric order matrix A, called
the Saupe matrix that characterizes alignment in the form of a traceless
second rank tensor, defined as [98]:

1
Ay = 5 (3 (cos By cos By), — 6k1> k1€ {x,y,z} (2.16)
where 9, the Kronecker symbol. This allows to rewrite equation 2.12 as:
Dy =dy ) Ay (cosoy cos o), (2.17)

k,l
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It is worth noting that the Saupe matrix is by construction traceless, real
and symmetric. The two last properties ensure that this matrix can be
diagonalised and the associated eigenbasis, whose eigenvectors are ordered
by convention according to |A | < !Ayyl < |A,,| and normalized for conve-
nience, will be called the Principal Axis System (PAS). Switching from the
molecular frame to the PAS can be achieved through the three dimensional
Euler rotations, where three successive rotations of angle «, 3, y are used to
build the matrix R(«x, 3,y) describing the rotation between the two frames.
In the PAS frame the previous equation becomes:

D =dg (AXX <cos2 °‘x>1 + Ay <Cos2 o<y>I +A,, <cos2 ocz>1> (2.18)

which gives, using spherical coordinates (6, ¢):

D,.(0,¢) = d, (AXX <sin2 0 cos? ¢>1 +Ay, <sin2 0 sin’ <1>>I A, <cos2 e>1)

(2.19)
If axial A, and rhombic A, components are introduced as:
An—A

AL = Az and A, =-">-% (2.20)
2 3
the expression 2.19 can be rewritten as:

3
D(6,¢) =dg {Aa <3 cos’ 0 — 1> + SA, <sir12 0 cos 2d)> ] (2.21)
I 2 I

Or using an equivalent formalism where the rhombicity, R = A /A is used,
in order to quantify the "shape" of the alignment tensor in a magnitude
independent way:

D(0,d) = dA, KS cos?0—1 >1 + %R <sin2 0 cos 2c|)>11 (2.22)

This description of the tensor will be often preferred to the Saupe matrix de-
scription. The approaches are perfectly equivalent (one is the diagonal form
of the other) and both require five parameters to be completely described:
the three upper or lower off diagonal elements and two diagonal terms
for the Saupe matrix and three Euler angles, a magnitude and a rhombic
component for the molecular alignment tensor description.

By introducing the Saupe matrix it has been implicitly assumed that local
dynamics does not affect the properties of alignment of the molecule, that
is to say that the system can be described with a single order matrix. This
approximation may be inappropriate if the system undergoes large confor-
mational changes at a timescale faster than the millisecond for example.
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In this case it is possible to use such a description by introducing a set
of molecular conformations that are representative of this large configura-
tional modification and which are all described by their own order matrix,
and then estimate the expected RDC by taking the averaged over all these
conformers (for more details see Section 2.6).

The use of the Euler formalism is especially practical for transforming
spherical harmonics Y, , (0, ¢) from one frame to another. Thus it is useful
to rewrite equation 2.21 in terms of the spherical harmonics:

D, =dg 1/ ]gﬂ Aq <Y20 (0 d))> \/gAr <<Y2,_2(9>Cb)>1+ <Y2,2(e>d))>1>]

(2.23)
where the rank 2 spherical harmonics are defined as [14]:

5
YZ)O(G,d)) =/ ETBCOSZG —-1)

1 :
Yy11(0,4) = F4/ 8_75'[ sin 0 cos O e (2.24)

[ 15 ;
YZd:Z(ead)) = BTSIH 29 e

If we now consider two frames R and R’ where the orientation of the vector
of interest is given respectively by (0, ¢) and (8', ¢’) and if the passage from
R to R’ is defined by the three Euler angles («, 3,7v), it becomes possible
to express any spherical harmonics in R as a linear combination of the
spherical harmonics of the same order in R’. Considering rank 2 spherical
harmonics (the only ones necessary for RDCs) this linear combination can
be expressed as:

YZp e d) Z D (X) yY YZq(e (b ) (2'25)
q=—2
where Dgz,%) are rank two Wigner matrices, which can be expressed using
reduced Wigner matrices dg%%) as:
2 —i 2 —i
Digp(o B,Y) = e 9%dgp (Ble (2.26)

where reduced Wagner matrices can be obtained using the following expres-
sions [99]:

1 2 1

e = (F55EE) e =P ecosp )

df]ﬂ (B) = _WTOSB sin 3 dfé(ﬁ) = —\/%Sin B cos B (2.27)
6 3 2 _]

aZp) =Y sin®p B =3B



2.5 STRUCTURAL INFORMATION FROM RESIDUAL DIPOLAR COUPLINGS 43

Using this formalism, a given RDC can be expressed in any frame. As
expression 2.23 is valid in the PAS, here R, it is possible to express it in an
arbitrary molecular frame R’ by the following expression:

16 z
Dis(0,§) =dig 1/ 2~ [Aq Y e 9%al(B) (Y200, 6")).

q=—2
3 2 ) )
+ \/;A( Zz e 9% (B (Yp0(0),0))  (2.28)
=

2
+ Y e a(B)e 2 (v, (0, ¢/)>I>

q=-2

where («, 3,v) are the Euler angles defining the rotation from the PAS to the
local frame and where (0’, ¢') reflect the vector orientation in this arbitrary
molecular frame R’.

Using spherical harmonics, it becomes possible to introduce an order pa-
rameter:

2

52215 (v, (0,0)) (V2 (0,0)) (2.29)

p=—2

This can be compared to the order parameter commonly used to model
the reorientational auto-correlation function of dipolar interactions in the
analysis of spin relaxation data, where it corresponds to the plateau value
of the internal correlation function.

2.5 STRUCTURAL INFORMATION FROM RESIDUAL DIPOLAR
COUPLINGS

2.5.1 The Static Approximation

In the case of folded, stable structures, showing small amplitude dynamic
fluctuations in terms of bond vector position and orientation, RDCs are first
and foremost exquisitely sensitive probes of molecular conformation. His-
torically RDCs have therefore been exploited to refine and even determine
three dimensional protein structures without explicitly accounting for local
motion.
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Under the assumption that the internuclear orientations and positions are
fixed relative to the molecular frame the analytical expression of RDCs,
given by equation 2.21 reduces to:

3
D0, d) = dg {Aa (3 cos® 0 — 1) + ZAT sin’ 0 cos Zd)} (2.30)
which can be expressed in cartesian coordinates as:
- 3, =2 -
D (x,y,2) = s [Ag (322 1) + 57,0~ )] (31)

where X, Y, Z are the normalized cartesian coordinates of the internuclear
vector. This expression combined with the normalization restraint:

44zt =1 (2.32)

gives the ensemble of analytically acceptable solutions for an experimentally
measured RDC. The expected value of an RDCs as a function of this orienta-
tion in the PAS is illustrated in Figure 6. Considering a single measurement

A

Zz

Figure 6 — Angular dependence of a static RDC in the PAS. Upper part: orientation
of a internuclear vector in the PAS. Lower part: angular dependence of a static
RDC. The value is encoded with a color scale. From dark red (higher value
Dt = 2d,;Aq) to red, yellow, green, light blue and dark blue (lowest value
D = —d, (14 3R/2)A,). From left to right the used tensor is not rhombic
(left), or present increasing rhombicity (middle, right).

for a unique internuclear vector this exhibits more than one solution and the
consequences of the orientational degeneracy will be now investigated.
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2.5.2 Orientational Degeneracy

The orientational degeneracy will clearly depend on the studied system and
the amount of experimental data available. Here the ensemble of solutions
will be described for data measured in one alignment medium, for a single
vector, a planar object or a chiral system.

SINGLE INTERNUCLEAR VECTOR. The ensemble of solutions for the sys-
tem obeying equations 2.31 and 2.32 can be geometrically seen as the
intersection of a quadric with the elementary sphere. The lowest degenerate
solution presents a 2-fold symmetry which is obtained for the particular
case wherez=Tory=1and R > 0.

In the general case, the ensemble of solution is infinitely degenerate as it
corresponds to two symmetrical unidimensional closed curve as shown in
Figure 7.

Figure 7 — Ensemble of possible orientations for an internuclear vector for which
a single RDC is measured. Angular dependence of a static RDC in the PAS
presented as a colored sphere. The black line indicate the ensemble of possible
orientations, i.e. orientations that all give the value of a static RDC.

PLANAR SYSTEM. In order to decrease the large degeneracy of RDCs, it is
possible to consider more complex systems of fixed geometry. For example,
if a peptide plane is assumed to have a fixed planar topology in a protein it
is possible to measure different RDCs in this system and therefore increase
the amount of information available to orient this object. Switching to a two
dimensional system, the ensemble of solutions has to respect 2.31 and 2.32
for any in-plane vector.
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Figure 8 — Graphical representation of the 16-fold degeneracy for a peptide plane. Black frame represents the PAS. (A) Representation of a
solution and its transform through the in plane transformation (B) and (C) 8-fold symmetry of those two solutions separately (D) all the
16 orientations. Atoms are not represented for clarity but are from the PAS origin and outwards: *C;, N; and H;, Ci—_7 and O;—7 and
*Cig.
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2.5 STRUCTURAL INFORMATION FROM RESIDUAL DIPOLAR COUPLINGS

It as been shown that the ensemble of solutions consists of at least 16
solutions [100]. Eight of the mathematical transformations that define
the different solutions are clearly visible from equation 2.31, where the
inversion around the three PAS axes (x - —x, y — —y, z = —z) and their
different combinations will leave the expected RDC unchanged. The eight
others can be deduced from a symmetry action around an in-plane axis
of the previously found solutions. The mathematical characterization of
these solutions can be found in [100] and are graphically presented here in
Figure 8.

cHIRAL OBJECT Different kinds of chiral systems can be found in proteins,
from very small ones such as C* tetrahedral junctions (for non-glycine
natural amino-acid) to very large motifs such as a whole protein domain
that is considered to be rigid. Chirality? will induce a decrease of the
number of acceptable solutions compared to a planar system as it is a three
dimensional object and therefore an even number of inversions will lead to
an inversion of the chirality that is not physically acceptable. Consequently
only a four fold degeneracy will remain, where all the solutions are related
by two successive inversions around the PAS axis [19, 101], as illustrated in
Figure 9.

2.5.3 Multiple Alignment Media Information

Considering any kind of structural motif, it is possible (in principle) to mea-
sure RDCs in different alighment media. If the alignment tensor changes,
the degeneracy of any vector will be reduced as equation 2.31 has to be
respected for all datasets. Of course the different alignment media have to
be sufficiently independent in order to provide complementary information.
For example changing the magnitude of the alignment or the direction of the
director of the alighment system will not be enough to provide independent
information [19].

SINGLE INTERNUCLEAR VECTOR. Switching from one to two alignment
media drastically reduces the degeneracy of the solution ensemble. It will
be reduced to eight orientations, however it often falls in practice to only
four solutions. An example is shown in Figure 10, where the ensemble of
solutions is presented as the intersection of the two independently deter-
mined ensembles of solutions of two different alignment media. If a third
or even more media are added, the degeneracy will fall to two and the two
solutions are related by complete inversion of their coordinates.

3 A chiral object is by definition non superposable to its mirror-image.
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Figure 9 — Ensemble of acceptable solutions for a chiral object, for which RDCs are
measured in a single alignment medium. The geometry of the chiral object is
known and measured RDCs span at least three non collinear and non coplanar
internuclear vector. A four fold degeneracy remains.

PLANAR SYSTEM. Adding a second (or even more) alignment medium will
decrease the allowed solutions to two where the two solutions correspond
to the intersection of the two ensembles of sixteen orientations acceptable
by considering a unique alignment medium. The two solutions are mirror
images of each other through a central symmetry and this degeneracy of
two, intrinsic to the inherent information content of RDCs, cannot be raised
by multiplying the number of alignment media.

CHIRAL OBJECT. Chirality is the only property that can completely over-
come the orientational degeneracy. A single solution can be found as the
intersection of the two ensembles satistying RDCs for a single alignment
medium (see Figure 11), but it can be easily deduced from the less restricted
planar case where only two solutions exist, related by three consecutive
planar inversions (x -+ —x, y — —y, z = —z). For a chiral motif, it will lead
to different chirality and therefore the solution as to be unique.

In conclusion, RDCs can be considered as an exquisitely sensitive source of
structural information. Even if this information can be highly degenerate,
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Figure 10 — Ensemble of solutions for an internuclear vector for which RDCs
were measured in two alignment media. Left part: the ensemble of solutions
(black line) for each medium considered independently. Right part: ensemble
of solution arising from the intersection of the two single medium solution
ensemble. In this particular case four solutions are possible. Two in the front
part (back) and two on the back (grey part).

reasonable choice of structural motif, and — or — the use of several align-
ment media can drastically reduce this orientational ambiguity. Note that in
the case of covalently bound nuclei this information is only orientational: it
characterizes the orientation of a given vector in the PAS or in any molecular
frame.

This information is highly complementary to that arising from "H-"H nu-
clear Overhauser effect (nOe) which provides a network of distances between
atoms used as restraints for structure calculation. This information is very
efficient in providing the correct overall fold of a protein as only few long-
range nOe can be sufficient to obtain a satisfying structure. Nevertheless
the accuracy of these measurements results often in loose restraints and
consequently to poor local structure definition [100]. RDCs can accurately
and unambiguously define this local structure. It should also be mentioned
that the resolution of orientational degeneracy for planar motifs connected
at tetrahedral junctions has led to the determination of ultra-high resolution
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Figure 11 — Ensemble of acceptable solutions for a chiral object, for which RDCs
are measured in two alignment media, presented as the intersection of the two
four solution ensembles resulting from considering a single medium.

structures using only RDCs measured in two different alignment media
[102].

2.6 DYNAMICAL MODELS FOR INTERPRETING RDCS

As underlined previously in this section, RDCs are clearly influenced by
any kind of motion occurring at timescales up to the millisecond. Here, the
effects of different models of local motion are discussed in the context of
the extraction of dynamical information from experimental RDCs.

2.6.1 Ensemble Averaging

Although the static structural approach described above can in many cases
define the structural characteristics of the protein with sufficient accuracy,
dynamical characterization may require an ensemble average description:

D" = <D15,n>ens = anDIS,n (2.33)
n
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where the sum is taken over n different conformers of the ensemble, each of
them characterized by a statistical weight p,,4. This statistical weighting is
for simplicity often approximated as a equiprobable distribution, but more
sophisticated analysis can be carried out using Boltzmann weighting.

In order to simplify equation 2.33 different approximations can be made.

Firstly if we consider covalently bound nuclei, the effective distance present
in d,; can be considered as identical for all conformers, which gives:

3 :
DM =d,g Z P {Aa’n (3 cos? 0, — 1) + EAT’“ sin’ 0,cos2d, | (2.34)
n

where A, and A, , describe the alignment tensor of the n-th conformer
and (0,,, ¢,,) the normalized spherical coordinates of the vector relative to
this tensor.

It is worth noting that this expression allows to have a different alignment
tensor for each of the conformers. It is thus possible to apply this description
to very dynamic systems, such as unfolded proteins, where the internal
flexibility is so large that local dynamics will clearly impact the properties
of alignment [103].

If now one assumes that conformational fluctuation does not influence
significantly the properties of alignment of the studied system, equation
2.34 further simplifies to:

3
D{™(0,¢) = dg an {Aa (3 cos? 0, — 1) + ZAT sin? 0,, cos 2(1)“} (2.35)
n

or if (.),, represents the ensemble average we obtain:

D™ = d [Aa <3 cos? 0 —1 >n - %AT <sin2 0 cos 2¢>n] (2.36)

which exactly corresponds to equation 2.21, where the internal dynamics
has been expressed as an ensemble average.

If a structural ensemble is known and a single alighment tensor postulate,
a convenient way to obtain relevant alignment tensors is to use Singular
Value Decomposition (SVD) as explained in Annexe A.

This model is the basis of most of the numerical approaches to describe
dynamics from experimental RDCs. Nevertheless analytical descriptions
can also be useful to understand the details of physical phenomena and we
will now focus on such models.

4 For this particular expression (2.33) the use of an effective distance is not necessary: the
point it especially interesting for characterizing long-range RDCs.
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2.6.2  Axially Symmetric Motion

An axially symmetric motion commonly used in NMR is the diffusion in
a cone model. This model describe the dynamics of a vector through a
circular cone of opening angle 20 about the average orientation of the vector
(0avy, Pav). The vector is allowed to freely diffuse within this volume. The
study of this motion (illustrated in Figure 12) will be described in a local
frame whose z'-axis is along the height of the cone.

Figure 12 — Representation of the diffusion in a cone motion for a peptide plane.

As the diffusion occurs in an uncorrelated manner between the zenith and
azimuth angle, they can be independently averaged. Due to the symmetry
of the motion, the azimuthal dependent part of the spherical harmonics (see
equation 2.24) averages to zero:

<eii¢/>axial - <ei2ub/>axia1 =0 (2'37)

and therefore only Yz,o( 0/, ') remains. This simplifies equation 2.28 to:

. lom
D;lsxull(e/> (I)/) :dIS \/; <Y2)O(e/> (b/)>axial X

3 : .
Aadiy(B)+ /A, (a5, (B)E™ + a7 (B)e )

(2.38)
: |

By construction of a local frame with z’-axis parallel to the average vector
orientation, we can identify o and 3 as [104]:

p= _eav and Y = _(bav (2'39)

and using Wigner matrices and spherical harmonics definitions (equations
2.24 and 2.27) equation 2.38 can be rewritten as:

i /167 [ 3cos? 0’ —1
D;ls 1(11(9/)(1)/) — dIS 5 < 3 > X
axial

3
[Aa (3 cos? 0, — 1) + zAr sin?@,, cos2d,, | (2.40)
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. 2 . . L
Introducing an order parameter S¢ .. . as in equation 2.29, we obtain:

4m 2 3cos?0’ —1
S%lxial ~ 5 <Y2,0(6', ¢/)>axml = <f> (2.41)
axial

and
DIaina1 = SaxialDfstaﬁC(eaw d)av) (2'42)

This expression shows that the dynamic averaging effect of an axially
symmetric motion depends only on the amplitude ©, through the averaged
value (.) ;141 Of the motion and not on the average orientation of the vector
of interest in the PAS. For this reason this motion will be regarded as
isotropic in the following work.

2.6.3 Gaussian Axial Fluctuation Model

BASIS OF THE MODEL. The Gaussian Axial Fluctuation (GAF) model was
introduced by Bremi and Briischweiler [41] to interpret protein backbone >N
NMR relaxation data. Two different versions of this model exist; one with
unidimensional reorientation, called 1D-GAF, and one allowing for a three-
dimensional reorientation process which is called 3D-GAF. The assumptions
of the model are the following:

* the peptide plane is considered as a planar object with a defined
topology

* motion can be describe through diffusive reorientations around three
orthogonal axes, defined using the average position of the peptide
plane:

1. the A, axis, defined by the two C* atoms that flank the peptide
plane

2. the Ap axis, orthogonal to the peptide plane
3. the A4 axis, orthogonal to the two previous axes
¢ the three diffusive reorientations are assumed to be independent
¢ the diffusive reorientation follows a Gaussian distribution, centered
on the average peptide plane position and whose standard deviation
characterizes the amplitude of the motion. These amplitudes are

named o, 0 and oy for the three axes Ay, Ag and A, and describe
the width of the Gaussian distributions at half height.
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A peptide plane with associated GAF axes is shown in Figure 13. This
representation of motion is probabilistic, in the sense that the motion is rep-
resented by the distribution of orientations and therefore no time-dependent
trajectory can be extracted from the amplitudes alone.

Figure 13 — Axes of peptide plane reorientation used in the GAF model. A, Ap and
A axes correspond to the indicated «-, 3- and 'y-motions.

The physical origin of the GAF motion can be found in the so-called Langevin
oscillator, which corresponds to a system submitted to Brownian diffusion in
a harmonic potential [105]. According to the Langevin formalism [106, 107]
this can be described as a system submitted to three forces: the presence of
the potential that restricts the diffusion process, a friction force and random
thermal fluctuations. This gives rise to a stationnary solution, where the
distribution of positions is a Gaussian centered at the equilibrium position

[107].

1D-GAF AVERAGING. In this model the three reorientations are treated in a
perfectly equivalent way and they will be therefore treated simultaneously
in the following derivation by using a t subscript which can represent «, 3
or .

The probability distribution p,_gar 0f finding a vector in a given orientation,
for a unidimensional reorientation 1D-GAF, can be conveniently written in a
local frame R, whose z-axis is the axis of reorientation as:

2
1 b —¢
P1p-car, (B, ) = \/We)(p —(L—ZG%L’Q 5(6,—6,0) (2.43)
L

where (0, ¢,) and (0,0, ¢, o) describe the orientation and the mean orienta-
tion of the studied vector respectively, and where § is the Dirac function.
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As previously shown (see equation 2.23) an RDC can be expressed as a
linear combination of second rank spherical harmonics, thus its average can
be obtained by averaging the spherical harmonics.

As visible in equation 2.24, each of the five spherical harmonics can be
expressed as:

Y5, (8, &) = Py, (8) exp (ipo) (2.44)

where P, (8) are the so-called associated Legendre polynomials of order 2
and degree p.

Using this decomposition it become possible to express the average spherical
harmonics as:

<Y2)p(6“ ¢L)>1D-GAF L
T 21 ’
:J J Y2500, P 1p-car, (O, d) dddB,
0 Jo
Vi
- JO PZ,p(eL)S(eL - eL,O) do, x (245)

/2102 20?

The second integral can be solved using [108]:

27T . 2
L exp (ipd.) 1 exp [M] do,

J ] ex —X—Z exp (iax) dx = ex —a’o’ (2.46)
R +/2702 P | 7262 | OF P 2 4

where a and o are real numbers. Here, the integration is only made for
¢ € [0,27], but if a motion of an amplitude o, smaller than 7t/3 (60°) is
assumed, due to the Gaussian modulation, the integration interval can be
extend to R as the integrant will already have a negligible value in the upper
and lower limits. This approximation physically correspond to neglecting
the possibility for a peptide plane to make a complete reorientation about
an axis. We thus obtain:

(Y25(0,0))

1D-GAF, L

—g??
=P, ,(8,0) exp (ipd, o) exp TL (2.47)

which eventually gives:

<Y2,p(et> d)L)>

1D-GAF,L

—q’0;
= YZ,p(eL,O) d)L,O) exp 2 (248)
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Figure 14 — Euler rotations used during 3D-GAF dynamical averaging. The first
rotation corresponds to switching from the PAS to the R, frame. This rotation
is used for y-1D-GAF or 3D-GAF motion (a similar rotation allows the characteri-
zation of other 1D-GAF motions). Two supplementary rotations are necessary to
achieve 3D-GAF averaging, by switching to the Rg and R frames.

This equation has been expressed in the local R, frame and can be expressed
in an alternative frame R using equations 2.25:

2.2
L

2
(Yapl0,00) = 3 Diplec By exp (“*%) Y24(8,60) (249)
-

If we consider that R is the PAS, and («,, 3.,v,) are the three Euler angles
that describe the rotation between R and the local frame R,, this expression
corresponds to the averaging of the spherical harmonics in the PAS, with the
motion described in the local frame R, (see Figure 14). This can be directly
used for estimating the motional averaging through 1D-GAF motion as:

i lé6m
D ht = d \V 5

Aq <Y2,0>1D-GAF,L

3
* \/;Ar <<Y2»_2>1D—GAF,L + <Y2,2>1D_GAF,L>] (2.50)
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with

2 2.2
. 2 . JR— 0'
<Y2’p(e)d))>lD—GAF ) = Z elpatdgl,t))(ﬁt)QWYL exp < qZ L

q=—2

> YZ,q(eL,O) d)L,O)

(2.51)

3D-GAF AVERAGING. The 3D-GAF motional averaging can easily be deduced
from the previous calculation. As the three reorientations are independent
their averaging effects can be successively applied, for a given spherical
harmonic, we obtain:

<Y2’p(9, ¢)>3D-GAF B <<<Y2,p(9, ¢)>1D-GAF,(X>1D_GAF)B> (2.52)

1D-GAF,y

This can be developed by iteratively applying equation 2.51. The Euler
angles for the two rotations from R, to Rg and Rg to Ry are (0,7/2,7/2)
as switching from one frame to another corresponds to an appropriate
permutation of the three axes. The three successive frame changes are
illustrated in Figure 14.

2
i 2 iy 14242
<Y2’p(e’¢)>3D-GAF - Z [e - dEM)?(E’)e PYemzT %y

X YZ,s(eoc,m cboc,O):| :| :|
(2.53)
and the corresponding RDC is obtained through:

. lem
D35 4 = dy 4/ S

3
Aq <Y2,0>3D-GAF + \/;Ar <<Y2,—2>3D-GAF + <Y2,2>3D-GAF>]

(2.54)

2.7 CONCLUSION

This chapter aimed at presenting some experimental aspects, the origin and
the relevance of RDCs for studying biomolecular systems. Under favorable
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conditions, it is often possible to measure different sets of RDCs for a given
system. The information content of these datasets is significant, in the sense
that they simultaneously provide an accurate source of both structural and
dynamic information.

The structural information is mainly an orientational information that can
be highly degenerate but that measures the relative orientation of each
probed vector towards a common alignment tensor.

In this chapter, RDCs were also presented as a source of motional informa-
tion. This information is highly complementary to that extracted from spin
relaxation data (see Chapter 1).

Both give rise to tensorial phenomena, the relaxation through the tensor
of diffusion that can be derived from the rotational diffusion properties
of the system and the RDCs through the alignment tensor. One major
difference between RDCs and spin relaxation rates is that relaxation forces
the system to evolve through random fluctuation of the spatial organization
of the system, inducing random transitions between spin states at rates
that are dependent on the frequency of the motion. This makes relaxation
data sensitive to the different frequencies induced by the motion. This
characteristic allows to extract characteristic timescales from relaxation
measurements which is not possible with RDCs. Nevertheless this also
prevents the extraction of information about motional timescales slower
than the correlation time of the molecule as the overall rotational motion
will already have scaled down the correlation function to zero.

Comparing those two sources of information can be achieved by comparing
order parameters. For relaxation data this order parameter is the plateau
value of the internal correlation function, whereas for RDCs which are
"time-insensitive" it correspond to the degree of order that remains when
considering the existence of internal dynamics. RDC order parameters
are sensitive to longer timescales and thus comparing relaxation and RDC
order parameters allows the characterization of both fast (faster than the
correlation time) and slow (slower than the correlation time) dynamics.
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OVERVIEW OF DYNAMIC DESCRIPTIONS OF RDCS

ABSTRACT

RDCs are powerful probes of protein dynamics occurring on timescales up
to the millisecond. Various techniques have been developed in recent years
in order to extract this information and this chapter aims at reviewing these
approaches in the scope of the work presented later in the Thesis. Emphasis
is placed on descriptions that allow the characterization of site specific
dynamics using numerical or analytical models such as ensemble averaging
approaches, model-free descriptions and GAF modeling. The use of the GAF
description of the peptide plane reorientation is extensively presented as
it constitutes the basis of much of the analytical work presented in this
Thesis.

3.1 INTRODUCTION

As discussed in Chapter 2, RDCs are excellent probes of biomolecular
motions. They provide site specific information and their measurement in
different alignment media leads to different perspectives of the same motion
taken from different points of view.

It is worth emphasizing that the dynamics discussed here corresponds to
motions with characteristic timescales faster than the millisecond. They are
therefore not observable through real time NMR, even if recent develop-
ments reduced the lower limit of timescales accessible through fast NMR
approaches to timescales of the order of the second [109, 110]. Motions
occurring on real-time NMR accessible timescales are often straightforward
to analyze and can be seen as a time-dependent sequence, like a movie, in
the sense that the experimental dataset corresponds to successive states of
the system.

With RDCs, the dynamics can be interpreted only via measurements that av-
erage over the entire system dynamics. It is therefore impossible to develop
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a time-dependent trajectory based description of the system uniquely from
the experimental data. In the previous chapter we briefly presented some
tools that can be used to extract dynamical parameters from experimental
RDCs. This chapter will first briefly discuss some prerequisites to a dynamic
analysis of RDCs, before turning to the description of different kinds of
approaches, based on domain tensor comparison, multi-structures ensemble
descriptions and analytical motional models. The emphasis will be put on
folded protein dynamics, even if some applications in other biomolecular
systems will be mentioned.

The forthcoming discussion concerns results published by different authors.
For the consistency of notation some liberty has been taken to modify
existing notations presented in the original publications.

3.2 FROM STRUCTURE TO DYNAMICS

Historically the majority of publications treating RDCs measured in bio-
molecules assume a so-called static description that supposes the absence of
differential dynamics within the framework of the molecular or alignment
frame. This is obviously an approximation in the sense that a general
physical description such as the energy equipartition principle [107], implies
that thermal energy is distributed in the large number of different motional
modes available, inducing interconversions between the numerous substates
that one would expect to exist in a complex macromolecule such as a protein.
However following a number of initial studies on model proteins for which
a high resolution structure was already known, it was clear that a very good
reproduction of experimental data was often obtained by invoking only a
static structure. This suggested that the amount of dynamics present was
either minimal, or averaged in such a way as to remain in agreement with
a static description. Nevertheless, as understood by one of the very first
applications of RDCs to the study of proteins [111], important dynamic
information can be extracted from these quantities.

3.2.1 Structure or Dynamics?

One of the most detailed applications of RDCs to the understanding of
molecular structure was presented by Bax and co-workers in 2003, when
they published the analysis of a large RDC dataset (multiple couplings from
each peptide plane) measured in five different alignment media in protein
GB3 [112]. These data were used to analyze the structure and dynamics
of individual peptide planes. The planarity of the peptide plane has been
shown to be on average a reasonable approximation, but high resolution
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X-ray crystallography often shows significant deviations from this ideal
geometry [113]. In this case several RDCs were measured within each
peptide plane although agreement with a refined structure was good using
optimal geometry for the peptide plane, the authors nevertheless tried, in a
first step, to reduce this discrepancy by optimizing local geometry.

The study showed that real improvement in data reproduction could be
achieved using only structural refinement and that the Ni-H]i\J bond vector
differed slightly from the idealized geometry where the N;i-HY vector is
assumed to be in plane and along the line bisecting the C*-N;-C}_; angle.

Nevertheless, RDCs for some residues could not be explained using only
structural optimization which in terms of the degenerate orientations dis-
cussed in the previous chapter, corresponds to the observation that the
different orientational solutions for the measured RDCs could not intersect
within the experimental error. The presence of dynamics was therefore
investigated and for Ni-H}N vectors it was suggested that dynamics may
occur out of the peptide plane.

The study underlined the fact that distinction between structural and dy-
namic features is not always obvious when analyzing RDCs and that dy-
namic descriptions, which require more parameters to define their physical
properties, need to be investigated statistically in order to test for signifi-
cance.

The insufficiency of a single structural model to adequately describe experi-
mental data from multiple alignment media may also stem from the changes
in the molecular environment associated with the different liquid crystal
media. It is therefore important, for both structural and dynamic analyses,
to be able to check that the data are not being affected by the alignment
medium and thereby biasing the interpretation of conformational behaviour.
Below an approach that addresses this consistency will be presented.

3.2.2 SECONDA Analysis

The Self-Consistency of Dipolar Couplings Analysis (SECONDA) is an ap-
proach that can estimate the level of self-consistency of a set of RDCs
measured in multiple alignhment media [114, 115]. This is based on the
analysis of the weighted covariance matrix C, defined as:

e Y (00 (0)) (0~ (o)) o)

k=1 "k
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where i and j run over the N different RDCs experimentally measured in
all of the M alignment media and where:

1§ o®
(D;) = 52D (3-2)

o = ; (D?“)—<D.>>2 (3-3)
N_1 i i '

which corresponds respectively to the average of the i-th coupling in all
the alignment media and the variance of the RDCs measured in the k-th
alignment medium.

A principal component analysis of this matrix would, in the absence of
noise, reveal only five non zero eigenvalues if all RDCs derive from a single
structure or an ensemble of structures, that are identical in all media [114].
This is equivalent to saying that the data can be expressed as a combination
of RDCs measured in five linearly independent media. Therefore, the
appearance of more than five non zero eigenvalues can be only be due to
experimental noise or inconsistency in the experimental datasets. Equivalent
information can be obtained through a SVD decomposition of a matrix
constructed with all RDCs measured in the different alignment media [116]
(see Annexe A).

This approach can be used to check the consistency of a dataset or to select
within a large dataset a sub ensemble with higher self-consistency [115] and
can be used as an initial check in order to avoid interpreting inconsistencies
as physical properties.

3.3 FRAGMENT TENSOR ANALYSIS

It is possible to characterize a single rigid structure using a single alignment
tensor (see Section 2.5). However, the analysis of the alignment tensor can
be independently done for different fragments of the system, as long as
enough RDCs (5 in theory) are available for each fragment and the structure
of the fragment is sufficiently well known. If the system is a rigid object
and if the assumed relative orientations of the fragments are correct all the
alignment tensors should converge within the experimental accuracy.

Nevertheless if one of those two assumptions are incorrect, discrepancies
between the alignment tensors can be found. For example variations in the
relative orientations of the tensors — that is to say («, 3,v) Euler angles
— can be rationalized by modifying the relative orientation of one domain
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compared to the others [19, 48]. Changes in magnitude and rhombicity of
the tensors can then be interpreted in terms of dynamics. This is the basis
of fragment tensor analysis where studied fragments can be for example a
complete domain of a biomolecule or a smaller fragment.

3.3.1  Domain Motions

The now established importance of RDCs as motional probes was originally
revealed during the analysis of magnetically aligned cyanometmyoglobin
[111]. In this study, RDCs were measured at three different fields (and
therefore three degrees of alignment as it was magnetically induced) and
the accuracy of the measurements was good enough to ensure that the
discrepancy between measured and estimated data (using a X-ray structure)
was systematic and meaningful. This discrepancy was reduced by invoking
the presence of motions for o-helices of fixed geometry, through a model of
diffusion in a cone or diffusion around a single axis.

Following this pioneering study, a large number of systems have been
shown to exhibit domain-like dynamic behavior using similar approaches,
for example, the analysis of Barley Lectin domain [117] required the use of a
diffusion in a cone model with a semi-angle of ~40° in order to explain the
large variations in the A, and A, components of the two studied domains.
Other studies have followed concerning various kinds of systems such as
proteins [118-120], RNA [121, 122] or oligosaccarides [123].

It is not always obvious to attribute such discrepancies to dynamic av-
eraging [124]. Under certain conditions the dynamic modulation of the
alignment tensor can be invisible due to a correlation between alignment
tensor changes and local dynamics [125] and in some cases complementary
sources of information have to be used in order to confirm the validity of
the dynamic description [126—128].

3.3.2 Local Alignment Tensor

The idea of this analysis is to push the fragment analysis to its natural limit
by using the smallest fragment possible [129]. Nevertheless this approach
requires at least five RDCs per fragment to determine an alignment ten-
sor and more are required to ensure the robustness of the approach. As
previously shown the peptide plane is the natural rigid fragment that can
be found in the protein backbone but due to its planarity and the limited
number of measurable couplings, larger fragments have to be used. Tolman
et al. proposed to use the peptide plane and the subsequent tetrahedral
junction as structural motif in order to attain up to eight RDCs per unit.



66

OVERVIEW OF DYNAMIC DESCRIPTIONS OF RDCS

Clearly as the orientation of the tetrahedral junction has to be determined
site specifically (it depends on the backbone ¢-angle) a structural input,
such as X-ray or NMR structure, or experimentally determined scalar cou-
plings, is needed to fix each fragment topology. Here, a generalized degree
of order (GDO) which can be seen as a norm of the alignment tensor, was
introduced in order to characterize the fragment dynamics, as:

(3-4)

The GDO, which can be a convenient measure of dynamics in the case of
isotropic motions can be more difficult to interpret for anisotropic motions,
in the sense that it will depend on both the amplitude of the motion and the
fragment orientation. Nevertheless the approach was successfully applied
to different systems, including sugar moieties [123].

3.4 ENSEMBLE AVERAGED APPROACHES

Ensemble averaging can be applied in various applications, as all approaches
that describe dynamics using an ensemble of conformers make use of this de-
scription. Nevertheless, different applications can be very different in terms
of philosophy. Three different classes of methods can be distinguished:

* those using on an ensemble average where the conformer ensemble is
actively refined against experimental data and force fields

* those based purely on molecular dynamics: using an ergodic hypothe-
sis an ensemble description can be obtained from a molecular dynamics
trajectory

* those where large conformational sampling is defined before selecting
a sub-ensemble on the basis of the experimental data

One of the major interests in those approaches is the breath of their appli-
cation range: they can be used to describe systems where different kinds
of experimental data are available (RDCs, PREs, nOes. ..) and applied to a
very broad range of systems from folded to unfolded proteins.

3.4.1 Ensemble Restrained Molecular Dynamics

This approach was pioneered for the use of NMR in the late 1980’s [130-134]
and first applied to RDCs by Clore and Schwieters. Ensemble averaged
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restrained molecular dynamics is a direct extension of classical NMR struc-
ture refinement. The philosophy of this approach is to consider that instead
of refining a single structure, it might be more relevant to refine simulta-
neously different structures and apply experimental restraints, not to each
of the conformers but to the complete ensemble. Therefore experimental
restraints have to be in agreement on average, which give less restrictive
definition of the accessible conformational landscape. Nevertheless each
conformer cannot be considered meaningful by itself, and thus the only way
to correctly interpret the results is through a statistical interpretation of the
obtained ensemble. The use of few structures can be problematic for such a
statistical analysis and therefore calculations are sometimes repeated and
averaged over a large number of calculations.

Initial applications include protein GB3 [135] and Ubiquitin [136] using
RDCs and nOe experimental restraints. In both cases, the number of
statistically relevant conformers were at most two implying a two-site
jump where differences in conformations were required. The statistical
significance of introducing this second conformer was not always easy to
demonstrate. Further applications were proposed for nucleic acids [137].

Concerning Ubiquitin, other ensembles were proposed, for example the one
where PN relaxation order parameters and nOes were used as restraints
[138] or the EROS ensemble of 116 structures, determined using an original
ensemble average of 8 structures on the basis of a large set of RDCs and
nOes [139].

This kind of approach has been applied to urea-denatured Ubiquitin, where
eight conformers were found to be enough to reproduce PRE and RDC
data [140]. This approach was also applied to RNA (ribonucleic acid) and
the obtained conformers were used to a further interpretation in terms of
motion trajectories [141].

3.4.2 Molecular Dynamics Approach

Molecular dynamics (MD) simulations are by nature a methodology adapted
to studying molecular motions, relying on the prediction of the time evolu-
tion of a molecular system via Newton’s dynamics [142, 143].

Therefore, if force fields are well parametrized [144] and the sampling large
enough to correspond to the timescale of the studied data [142], a MD
trajectory should in principle reproduce both the structural and dynamic
feature of the system of interest.
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Concerning experimental data such as >N relaxation which is sensitive to
timescales shorter than the correlation time of the molecule (~5-20ns) the
sampling issue can be easily overcome using currently available computa-
tional power. As a testimony to the fact that state of the art force fields have
made considerable progress in recent decades, relaxation data can often be
accurately reproduced using computationally accessible trajectories.

For RDCs, the sampling issue is much more problematic, as RDCs are
sensitive to motions occurring on timescales up to the millisecond. In order
to properly sample such a time window, a trajectory of tens of milliseconds
would have to be used, which is not currently computationally possible
[142]. This sampling issue gives rise to a further force field parameterization
issue in the sense that pushing sampling limits further than the currently
accessible hundreds of nanosecond to microseconds range has to be achieved
using force fields that would need to be optimized to reproduce longer
timescales.

Currently, two options are available to study RDC dynamics with MD. The
first one is to make MD as long as possible and this will give a satisfying
description of the system if negligible motions occur on timescales longer
than the MD trajectory. The second is to enhance artificially the sampling
by using one of the numerous ways that have been proposed to accelerate
the events occurring in molecular dynamics trajectories [145-147].

An ensemble of structures resulting from a long MD simulation can be
used to directly interpret experimental data for example by estimating
RDC reproduction using a SVD based analysis [148] (see Annexe A) or
can be analyzed analytically to extract parameters that can be compared to
analytical approaches such as the 3D-GAF model [149].

3.4.3 Sample and Select

The sample and select approach was proposed by Chen et al. [150] and is
based scheme is:

1. the conformational landscape accessible to the system is extensively
sampled in order to obtain a large ensemble of conformers that is
supposed to reproduce all the imaginable conformations of the system.

2. from this conformer database a sub-ensemb]e is selected to reproduce
experimental data.

The definition of the database is a crucial issue for this approach as it will
define the available conformational space of the system. In other words any
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relevant conformation missing in this starting database will be definitively
lost for the analysis.

This database can be built using any approach that allows a broad sam-
pling of conformational space, such as molecular dynamics or Monte-Carlo
approaches.

In the second step structures are selected from the database in order to
reproduce experimental data, but no optimization or refinement of the
selected structures is applied. This is a major difference compared to
restrained ensemble averaged molecular dynamics, which is also responsible
for the discrepancy in the number of conformers necessary to reproduce
data. Sample and select methods normally require more structures but
the relevance of each structure is ensured by the absence of optimization
against experimental data. It is worth emphasizing that, as with other
ensemble averaged method, this approach does not confer physical meaning
to a single conformer and thus needs to be analyzed within a statistical
description. Nevertheless, the need for larger ensembles provides a more
intuitive basis for statistical interpretations.

This approach has been applied to a large set of systems, including folded
proteins [150], unfolded proteins [151] or nucleic acids [152].

3.5 MODEL-FREE ANALYSIS

As for relaxation data analysis, the idea of a model free analysis is to describe
motional averaging without invoking any kind of motional model. This
avoids bias due to an inevitably imperfect model, but limits the possible
interpretation of the results as most of the obtained parameters are purely
mathematical and therefore sometimes difficult to interpret physically.

Two different model free approaches have been developed in order to
extract dynamic information content from RDCs. Both are based on matrix
descriptions of RDCs measured in different alignment media and lead
to similar information about structure and dynamics, however the used
formalism differ significantly.

3.5.1 Self-Consistant RDC-based Model-Free Approach

As shown in equation 2.28, it is possible to express a given RDC in an
arbitrary molecular frame, as a function of dynamically averaged spherical
harmonics. If RDCs are measured in different alignment media, it becomes
possible to rewrite this equation as a system of linear equations. Knowledge
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of tensor properties and averages of the spherical harmonics is enough to
fully characterize the structural and dynamical properties of the system
(orientational envelope of the sampling for the vector of interest). This is
the basis of this model-free approach [104].

As applied, this approach has been shown to determine the relative ampli-
tude and nature of dynamics throughout the protein, without estimating
the absolute level of alignment (and therefore dynamics) [104], that is to
say the main component of the alignment tensor A,,. Changing the value
of the principal component will scale the determined spherical harmonics
average values and an overall scaling factor Syyerqi1 has to be applied during
the analysis to obtain meaningful parameters (for example by comparing to
order parameters determined from spin relaxation). This is equivalent to
considering the "D couplings in arbitrary units, corresponding to A, =1
and noted 5i)m, where 1 is the residue number and m run over the different
alignment media.

Thus, the method mainly consists of solving the following system of equa-
tions:

2

Dim = Y FulRm, ctm, By Ym) (Vi (05, 01)) (3.5
1=-2

where Fi(Rm, &m, Bm,Ym) is a coefficient depending on the rhombicity Ry,
the orientations (otm, Pm,Ym) of the considered tensor and (6}, ¢}) the ori-
entation of the Ni-H]i\I vector in a common molecular frame.

In order to obtain information about tensor properties, which will define
the values of the F; coefficients a structural model is used. The dependence
on this first structural input can be reduced by using an iterative process
where the resolution of the previous step is used at each subsequent step
and where the obtained averaged orientation is used to establish a new
tensor [153].

By construction of this system of equations, five independent equations and
therefore five independent alignment media are needed in order to obtain a
unique solution.

In order to facilitate the interpretation of the results, the averaged spherical
harmonics are re-expressed in a frame R” where <Y2,0(9{’ , oY )>1 is maximal,
which corresponds to the local frame in which z”-axis is collinear to the
center of the distribution of orientations of the studied Ni—H]i\I vector. The
orientation of the axis provides structural information as it corresponds to
the mean orientation (8, ¢.) of the studied vector [104]. Order parame-
ters can be estimated using 2.29 and the anisotropy of the motion can be
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obtained from two parameters, 1 that characterizes the amplitude of the
anisotropy and e that defines the orientation of this anisotropy:

T2 (Yap(81,01)) (Y, (00, 00))
2 (-2, 1o,1,z}< (e ¢")> < 26 ¢§’)>I

n= (3-6)

€ = — arctan <Y2’+2(9€/’ d)g)>1 B <Y2’72(9{’, ¢€/)>1
2 i <<Y2,+z(eg, ‘bml n <Y2’_2 (6, ¢€,)>I>

(3-7)

These approaches were initially developed by Griesinger, Briishweiler and
co-workers using simulated data form molecular dynamics simulations
[104] and then applied to experimental data from the protein Ubiquitin with
an increasing number of RDC datasets [154-157]. The latest version of this
analysis called SCRM for Self-Consistent RDC-based Model-Free approach
[153], included a SEcONDA analysis [115] in order to select a highly coherent
sub-ensemble of 23 of the over 36 different RDC datasets.

3.5.2 Direct Interpretation of Dipolar Couplings

This approach developed by Tolman [158] is based on the description of
local dynamics with a local matrix order, similar to the Saupe matrix for the
alignment.

In order to simplify equation 2.15 an order matrix, the Saupe matrix, was
introduced to characterize global reorientation of the By field in a molecular
frame. Nevertheless, this expression is perfectly symmetric for global and
local motion and therefore the reorientation of the studied internuclear
vector in this molecular frame can be studied in an entirely equivalent way.
Similarly to equation 2.16, a local order matrix B is introduced as:

1
By, = 3 (3 (cos o cos oy ) — 6k1> k,l € {x,y,z} (3-8)

If now the five independent elements of the Saupe matrix for the alignment
medium m A, are placed in a column vector A, and the local order matrix
for the vector i IABi as a line vector Bj, the expected value of the RDC i in the
medium m is given by:

Di,m =2dBiAm (3.9)

The generalization for N RDCs measured in M alignment media is straight-
forward, by introducing B a N x5 matrix whose i-th line is B;j and A a 5xN
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matrix whose n-th column is Ay, and D a N x M matrix containing all
RDCs. All RDCs can be estimated through the following matrix product:

D=24,BA (3.10)

In this approach, the author attempts to circumvent the determination of A.
This can be achieved by using at least five independent alignment media,
which means that A is a rank 5 matrix. In this case D and B matrices have
the same rank, which here means that their image can be generated using
two orthonormal bases related by a unitary transform T. Thus, the singular
value decomposition of B can be written as (see Annexe A):

B = UgWgVg = UpTWEVE = UpA (3.11)

Ug and Up are built with the range-spanning basis of B and D. The 5x5 A
matrix describes how to produce the image of B from the range-spanning
basis of D. This matrix cannot be deduced only from RDCs (D) alone. To
face this underdetermination the author proposed to use the solution that
minimizes the variation in generalized order parameters as the solution has
to describe the local structural and dynamic properties of the structured
molecule.

This allowed the characterization of the B matrix and therefore the local
structural and dynamic information. This information can be seen as
equivalent to the one from the SCRM approach, as it becomes possible to
extract the direction of the mean vector, amplitude of the motion and the
direction and magnitude of the asymmetric component of the motion.

This method was again applied to the protein Ubiquitin using two different
RDC datasets comprising 9 and 11 different alighment media. In the first
case a structural input was used to stabilize the analysis [158] , and in
the latter analysis [159] no structural input was used. This resulted in the
accurate determination of the structural properties and the determination
of order parameters, which appear to be more robustly determined than the
anisotropic properties of the motion, and that again needs to be scaled using
a uniform factor, in this case in order to be lower than order parameters
extracted from '°N relaxation. This approach was applied in a very similar
form to the study of protein GB3 [160].

36 GEOMETRIC DESCRIPTION OF MOTION USING THE GAF
MODEL

In addition to the described model-free approaches, the use of a geometric
model based on biophysical principles can be a useful, and a complementary,
way to characterize protein backbone dynamics. No biophysical model can
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perfectly describe protein backbone motion, which is surely a complex and
multi-faceted phenomenon, but use of a general, and hopefully appropriate
model can lead to a relevant and informative interpretation of the dynamic
averaging experienced by RDCs.

There are various advantages and drawbacks of using a specific biophysical
model:

* Model-free approaches require at least five linearly independent align-
ment media in order to extract dynamic information. The use of a
model with a low number of adjustable parameters can a priori circum-
vent this issue. However, the model must be flexible enough to allow
an accurate characterization of possibly complex motions.

* Parameters extracted from such a model have a well-defined physical
meaning and can be more easily interpreted than those derived from
model-free approaches. Equally the use of an inappropriate model
can lead to a misinterpretation of the data that will be less severe with
model free approaches.

* The use of a local structural motif whose conformation is known allows
the measurement of several RDCs in a given alignment medium. This
combination of the dynamic information of multiple vectors leads
to an increase of the possibility of accurately defining the dynamics.
Conversely the incorporation of a structural motif in the model has to
be consistent with the dynamic model that the motif can be expected
to experience.

All the work presented in this section is based on the GAF model (see
Section 2.6). The model was originally developed for the interpretation of
spin relaxation data, on the basis of molecular dynamics simulations. This
combination was used to demonstrate the capacity of the model to describe
backbone motion in peptides and model proteins. Its development for the
interpretation of RDC data was performed by Blackledge and co-workers,
and the following results represent a large part of the basis on which the
research work developed in this manuscript is based.

3.6.1  Pioneering Work

Following spin relaxation studies, where the unidimensional version of
the GAF model was shown to capture most of the fast motional dynamics
present in the protein backbone, a model called ortho-GAF was developed
where the single axis of reorientation was set to be orthogonal to the NH
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Figure 15 — Effect of GAF motion for dynamic averaging. Here two planes with the
same reorientation amplitude but different orientations are presented (left part).
The orientations sampled during the GAF motion are depicted with dots on the
colored sphere (central part). Corresponding distributions of the RDCs "Dy
are shown (right part): the dotted line indicates the static RDCs corresponding
to the mean position of the Ni-H} internuclear vector, the arrow indicates the
motionally averaged RDC.

internuclear vector [161]. Using simulated data the authors showed that
even using a common amplitude for all the peptide planes, the motion
characterized by its mean orientation and its direction will exhibit very
different averaging properties due to this anisotropic behavior. This is in
stark contrast to isotropic local motion — diffusion in an isotropic cone —
where all RDCs would be scaled by the same factor, and therefore would
reproduce the experimental data identically irrespective of the direction of
this motion. For example rare cases were identified whereby the motional
averaging can lead to a higher value for the dynamically averaged value of
an RDC than the value predicted in the absence of motion. This situation is
of course impossible for an isotropic motion such as an isotropic diffusion
within a cone. This anisotropic averaging behavior is illustrated in Figure 15.

Applied to experimental data, for diverse proteins, it was shown that a com-
mon amplitude of GAF motion in secondary structural elements of o, ~15°
led to a statistically significant improvement of the data reproduction. Anal-
ysis was made using a single RDC dataset combined with a high resolution
protein structure. This was the first demonstration that anisotropic motions
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could be detected with statistical certainty and provided an important indi-
cation that this model was relevant to the averaging properties of backbone
RDCs in proteins. In addition, comparing N;-HN and C%,-C/ , averaging
behavior, a rationalization of the prexoziously proposed use of a longer Ni-H]i\J
bond than generally accepted (1.04 A instead of 1.02 A) was identified. The
longer distance had indeed been proposed in order to account for the 1D-GAF
motion using a static approach. Here, the anisotropy of the motion sug-
gested a value around 1.02 A closer to the one commonly used for other
studies such as '°N relaxation.

This approach was then used to study local dynamics of protein GB3 and
lysozyme, where at least two different alignment media RDC dataset were
available [162].

The approach was then extensively tested in order to determine the sensi-
tivity of this model against structural noise, and an important robustness
of the GAF model compared to other descriptions such as the axially sym-
metric description [163] was identified. This study further underlined the
importance of an accurate alignment tensor determination.

3.6.2  3D-GAF Analysis

The first complete 3D-GAF analysis was achieved during the analysis of
RDCs from protein GB3 [164]. In this case the analysis was made using
a high resolution X-ray structure and the tensors were determined using
the less dynamic RDCs. This study allowed the determination of the three
reorientation amplitudes o4, 0g and oy.

The results revealed an alternating pattern for the amplitude of the y- and (3-
motions in the -sheet, where less dynamic residues were the hydrophobic
ones. The amplitudes of motion increased from one edge of the sheet to the
other, leading to maximal dynamic sampling in the interaction site. Correla-
tion of the parameterized motions across the 3-sheet were revealed using
3] trans-hydrogen-bond scalar couplings. The analysis was supported by
extensive cross validation.

3.6.3 Simultaneous Determination of Structure and Dynamics

This analysis was carried out on a similar dataset to the first 3D-GAF analysis,
but with an optimized tensor determination protocol. This analysis did
not make use of a previously known structure, thereby removing structural
bias. The only structural input was the idealized peptide plane topology,
obtained as an average of the peptide planes of ultra-high resolution X-
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ray and neutron structure' for the heavy atoms. Amide protons were
placed in-plane according to an idealized direction determined from neutron
structures — where deutrons can be observed) — at a distance of 1.02 A from
the nitrogen (this distance was shown to lead to optimal data reproduction
after adjusting the internuclear distance along the same vector).

Here, in a first step, the tensor determination was improved by allowing a
1D-GAF motion during the tensor parameter determination, during which
step the orientation of all planes were simultaneously optimized. Then
a backbone structure was determined using a new approach: Dynamic-
MEeccano. This approach is based on the Meccano (Molecular Engineering
Calculations using Coherent Association of Nonaveraged Orientations)
method that was developed to sequentially determine protein structure
using only RDCs [165]. The principle of this approach is to orient one after
each other all the protein peptide planes according to experimental RDCs.
Here this approach was reused but a dynamic averaging using 1D-GAF
motion was added to the description of the RDCs during the sequential
structure determination. In order to remove the intrinsic two-fold RDC
degeneracy of peptide planes, a harmonic potential was introduced to force
the tetrahedral junction to an ideal geometry. Eventually a complete 3D-GAF
analysis was applied leading to very similar results to the previous analysis
determined using the high resolution crystal structure. The backbone coor-
dinates determined using this approach were remarkably similar (backbone
RMSD of 0.5A) to the high resolution crystal structure. These approaches
were tested through cross-validation of RDCs that were not used in the
analysis (for example 'Dny couplings), demonstrating for the first time
that a dynamic description better reproduced independent data than an
optimally applied static approach.

Extensive simulations were eventually carried out, by comparing 3D-GAF
analysis and molecular dynamics trajectories, [166] in order to validate and
estimate the accuracy of the approach. This resulted in the observation that
the approach is robust when four sufficiently different alignment tensors are
available, demonstrating one of the potential advantages of using a model
that combines the orientational averaging properties of multiple RDCs in
the same structural unit.

3.7 CONCLUSION

Dynamic studies of slow timescale motions have excited a great deal of
interest over recent decades. Currently, a large range of approaches are

1 PDB codes and resolution (A) of diverse structures: 1€jg (0.54), 1fy5 (0.81), 1gci (0.78), 1hje
(0.75), 1m4o0 (0.85) 1pqy (0.80), 1ssx (0.83), 1uUCs (0,62) 3pyp (0.85), 1cq2 (2.00).
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available, some numerical, such as the ones derived from MD simulations,
some analytical such as model free approaches or the GAF model.

Even if some approaches such as the one based on the GDO, can be achieved
with RDCs measured in a single alignment medium, most of the methods
and especially the analytical methods require a good deal of experimental
measurement. This issue can be crucial in the case of complex systems and
this is why most of the presented studies are currently applied to model
systems.

The structural information content of RDCs is often very high and therefore,
omitting to incorporate dynamic averaging can give rise to a reasonable
description of the experimental data. As models of dynamics are generally
more complex than the static description, their validity needs to be tested
and often statistical tests are essential to ensure their relevance.

A great deal of effort has been dedicated to the characterization of dynamics
at slow timescales and the possibility to study internuclear vector dynamics
on a site specific basis has been demonstrated. Nevertheless some points
remain unresolved, such as the determination of the absolute level of dy-
namics in macromolecular systems. Most of the studies presented here
require the scaling of the extracted order parameters against some reference.
Usually the reference that is selected is the level of order determined from a
model-free analysis of '°N relaxation. This is a reasonable way to proceed
but considering the dynamic information content of RDCs we were inter-
ested in determining the extent to which one could quantitatively determine
protein dynamics from RDCs, and whether it is possible to avoid the use
of other experimental techniques to determine the amounts of observable
dynamics. This would be especially important as using sets of data sensitive
to a clearly defined times window, e.g. only RDCs, will give further insight
into the repartition of the dynamics over timescales in biological systems.

In many cases a structural input is required, for example to determine
starting estimates for tensors properties. This can potentially introduce
a bias in the determination of dynamics. The possibility of determining
dynamics without prior structural information will allow an estimation of
the dynamics present in the system and then, at least for folded systems,
the ability to construct a structural model which incorporate this dynamic
information.
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QUANTITATIVE AND ABSOLUTE DETERMINATION OF
BACKBONE MOTION IN UBIQUITIN

ABSTRACT

The determination of the absolute level of dynamics present in folded
proteins on timescales up to the millisecond remains a challenging but
important issue for the understanding of protein stability and function. A
method, called SF-GAF, based only on the interpretation of RDCs, is devel-
oped to achieve this goal for protein backbone dynamics, in the absence of
structural input or reference to external experimentally measured quantities.
This analytical method, based on the GAF model and applied to Ubiquitin,
allows the quantification of both direction and amplitudes of peptide plane
motions. The relevance and robustness of the protocol is extensively tested
and results are compared to complementary experimental and numerical
approaches.

4.1 INTRODUCTION

As discussed in Chapter 3, characterization of motion on timescales that are
longer than the rotational correlation time of the molecule remains a chal-
lenging obstacle that must be overcome before establishing the relationship
between intrinsic protein dynamics and biological function. Remarkable
progress has been made in recent years concerning the depiction of motional
modes in proteins from extensive RDCs measurements, leading to the accu-
rate characterization of the relative distribution of N;-HN order parameters
along the protein backbone. The quantitative determination of dynamics
remains challenging however, and as described, has often been resolved by
referencing or scaling observed motional parameters, such as order parame-
ters, to external references such as those derived from spin relaxation. This
issue is particularly important, firstly because very little is known about
the absolute level of dynamic fluctuations present in proteins, and secondly
because RDCs are especially prone to errors of absolute amplitude of the
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dynamics, due to the potential for a component of the dynamic averaging
of RDCs to be absorbed into the estimated magnitudes of the alignment
tensors. This is always a critical point for the relevance of order parameters
derived from RDCs, as, considering equation 2.23 the similar dependence
of the properties of the tensor and the true local dynamics defined by the
second order averaged spherical harmonics, underlines the impossibility
of accurately characterizing one aspect while disregarding the other. For
these reasons the quantification of the amount of dynamics present at slow
timescales remains an open question.

Compared to previous approaches describing 3D-GAF averaging of spherical
harmonics to analyze RDCs, the methods presented here (see Sections 2.53
and 2.54) are computationally much more efficient, reducing the calcula-
tion time by a factor of ~50, and thereby providing access to previously
inaccessible computational studies. The aim of this chapter, that focus on
Ubiquitin (see Annexe B), is to use this increased efficiency to address the
simple question: how precisely can we estimate the true level of dynamics
present at timescales up to the millisecond in folded proteins?

4.2 MATERIALS AND METHODS

4.2.1  Experimental Data

Experimental RDCs emanating from a large RDC datasets have been pre-
viously compiled [68, 93, 153, 157, 159]. These data are summarized in
a published SCRM analysis [153]. These RDC datasets are derived from
24 different alignment media, all containing 'Dny couplings, five of them
]DclHN and 'D¢/y and two including "Dcrca. The data were selected from
a larger ensemble using a SECONDA analysis [153] (see Section 3.2.2). The
type of alignment and the kind of couplings are summarized in Table 1.

4.2.2  Simulated Data

Simulated RDCs for protein GB3 were obtained by averaging static RDCs
over 1000 snapshots of a molecular dynamics simulation [166]. "Dah,
"Dcrcx and '"Dery were simulated for each peptide plane and noise was
added using a Gaussian random distribution with standard deviation of
0.26 Hz for 'Dyy and 0.10 Hz for 'D¢rca and "Dy
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Table 1 — Alignment media used for the SF-GAF Ubiquitin analysis. All RDC

datasets and their precise experimental characteristics can be found in the
indicated references. The number of RDCs included in each dataset are indicated.
Abbreviations are explicated above the table.

Nb  Medium "Dne 'Den 'Dege 'Derea
o DMPC:DHPC [68] 57 61 61 58
1 DMPC:DHPC:CTAB [68] 57 63 63 53
2 PM 40 mM NacCl [159] 57
3 PM 8o mM NaCl [159] 57
4 PM 250 mM NaCl [159] 57
5 PM 20 mM NaCl [159] 57
6  Helfrich phase [159] 56
7 Pf-1 phages [159] 57
8 PEG/hexanol [159] 57
9 PEG/hexanol [157] 57

10 Pf1 phages [157] 54
11 polyacrylamide gel [157] 54 63 60
12 Helfrich phase [157] 55 64 64
13 PEG/hexanol [153] 55 63 64
14  Pf-1 phages 100 mM NaCl [153] 65
15  positively charged gel [153] 61
16  Pf1 phages/gels [93] 51
17 Pf1 phages/gels [93] 54
18  Pf1 phages/gels [93] 53
19  Pf1 phages/gels [93] 59
20 Pf1 phages 64
21 DLPC:DHPC:SDS [153] 59
22 DMPC:DHPC:C14PC [153] 64
23 DMPC:DHPC:CTAB [153] 62

DMPC: dimyristoyl-phosphatidylcholine

DHPC: dihexanoyl-phosphatidylcholine

C14PC: tetradecylphosphatidylcholine

CTAB: N-cetyl-N,N,N-trimethylammonium bromide
PM: Purple Membrane

PEG: n-alkyl-poly(ethylene glycol)
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4.2.3 Peptide Plane Geometry

The definition of peptide plane geometry can be found in previous GAF
analyses [167], see Section 3.6.3. Coordinates can be found in Table 2. The
precise position of the amide proton was investigated by using diverse
Ni-H{\J bond lengths along the Ni-H]i\J vectorial direction. All analyses were
carried out using 1.020 A, in agreement with previous GAF analyses [167]
and 1. 024A as more recently proposed [97]. The analysis presented here
uses 1.020 A, the key results using 1.024 A are summarized in Annexe C.3.

Table 2 — Two dimensional cartesian coordinates of all atoms constituting the
idealized peptide plane used from GAF studies. This geometry corresponds to a
N;-HN bond length of 1.020 A.

Atoms X y
*Cig 0.000 0.000
Ci,4 1.430 —0.529
Oi 1.669 —1.746
Nj 2.404 0.382
H]i\l 2.161 1.373
*Cy 3.806 —0.006

4.2.4 Target Function and Minimization Algorithm

The target function used during the optimization procedure is a standard
x? function, expressed as:

2
Dcalc _ De’fp
XZ _ Z ( r,im r‘l,m> (4‘1)

d;
T,i,m Lm

where 1 runs over the different peptide planes, i over the type of RDCs (e.g.
'Dnh), and m over the alignment media.

It is worth emphasizing that this target function depends on the mean
orientation (0, ¢),; of each studied internuclear vector, on their dynamics
(if invoked) — (o0q, 0p, 0y ) for GAF motions, S; for isotropic diffusion in a
cone — and on the alignment tensor characteristics (Aq, A, &, 3,y )m. Here
the orientation (0, ¢),; is characterized with a subscript i as the different
vectors of each peptide plane react differently to the different motional
modes. Due to the use of a perfectly rigid peptide plane, knowing the
orientation of the plane is enough to deduce all in-plane vector orientations.
Therefore the different orientations of all in-plane vectors can be deduced
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from three angles that define the plane orientation and the idealized peptide
plane topology (see above).

An alternative target function [168] was also used, which behaves as a
standard x? for deviations smaller than a few standard deviations and
which reaches a plateau value for larger deviations, and whose analytical
expression is:

Cc 5i,m

chlc _ DGXP 2
EZ — CZ Z 1— exp |— T,i,m T,i,m (4.2)

T,i,m

with ¢ an adjustable parameter that will determine the behavior of the target
function against outliers. Here a classical value of ¢ = 2.9846 was used. The
whole analysis was carried out with this function, results were found to be
similar to the standard x? approach, but the combination of the removal
of outliers (see below) and the standard x? target function were found to
be slightly more efficient and robust, compared to the &? function. Thus
results presented here use the x? protocol.

All minimizations, presented here or in later chapters, were performed
using in-house software. Extensive calculations involving a large number of
degrees of freedom and lengthy minimization protocols can easily become
time consuming. The minimization procedures are commonly performed
using a two step protocol:

1. The first minimization is performed using the Particle Swarm Opti-
misation (PSO) algorithm [169]. This is a stochastic algorithm, which
presents some similarities to better known genetic algorithms (see Sec-
tion 10.2.4), was developed by Eberhart and Kennedy and is inspired
by the social behavior of bird flocking. Minimization can be described
by considering the motion of a population in the solution space. The
evolution is performed iteratively, but differently to genetic algorithms,
the evolution is not achieved by an evolution operator such as repro-
duction, but by modifying the position and velocity of the different
members of the population. Each member of the population is di-
rected towards its personal minimum and the global minimum already
found, using random acceleration towards these two points. Starting
parameters are selected at random. PSO optimizers were selected for
this application because of their high efficiency in high-dimensional
solution space [170].

2. In a second step a deterministic algorithm such as Broyden-Fletcher-
Goldfarb-Shanno (BEGS) protocol (which is a quasi Newton method)
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[171] is used to accurately determine the function minimum from the
end point of the previous step.

The first step minimization is based on a stochastic algorithm. In order to
avoid inappropriate convergence due to a particular ensemble of randomly
generated numbers, the minimization is repeated until clear reproducibility
is achieved. Using this minimization approach the computation time neces-
sary to optimize the orientation and motional amplitude for a peptide plane
undergoing 3D-GAF motion, with known alignment tensors, is on the order
of one minute.

4.2.5 Static and Dynamic Models

In this analysis four different models are used to analyze the RDCs:

* Static model: only structural features (0, ), ; are determined, no
dynamics are invoked.

* S model: the model optimizes the orientation (0, ¢);; and an order
parameter S, for each peptide plane. This motional description corre-
sponds to the diffusion in a cone model described in Section 2.6.2.

* 1D-GAF/S model: the model optimizes the orientation (0, ¢).; and a
single dynamic amplitude parameter for each peptide plane. To deter-
mine the dynamic parameter the analysis is repeated four times, once
using a diffusion in a cone model and optimizing an order parameter
Sy, three times with a 1D-GAF model in order to sample successively
the three possible reorientational models by optimizing o4y, 0p, OF
oy,r- The model that gives the best reproduction of the data is retained.

* 3D-GAF model: the model simultaneously optimizes for each peptide
plane the vector orientations (0, $).; and the three amplitudes of
reorientation (0, og, Oy )r.

4.2.6 Alignment Tensors, Weight Determination and Outliers Detection

1. In all studied alignment media, the relative weight of each RDC type
is initially set at 10% of the range of the experimental values.

2. The alignment tensors are determined using a completely structure
free approach. First of all, a rough estimation of all static tensors is
obtained using a static description. Here only peptide planes having
extensive RDC datasets (more than 35 RDCs) are considered. The
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approach simultaneously optimizes the five tensor components (mag-
nitude, rhombicity and relative orientations) and the orientation of
each peptide plane. In order to deal with the large solution space
(many degrees of freedom), the optimization starts with an arbitrary
fragment of the sequence whose length is increased until all of the
protein is included in the minimization process. The starting window
was set in different positions of the protein and with different fragment
lengths in order to test for local bias: good convergence was found,
and after dynamic optimization (see subsequent steps) the potential
influence of the starting fragment was found to be entirely negligible.

. Based on statistical analysis of the dispersion of the reproduction of
experimental data, the weights 6; ;,, of the different RDCs are fixed in
order to avoid over-fitting of a particular data type. A different weight
is used for each kind of RDCs in each different alignment medium.
Median or median absolute deviation are commonly used to estimate
this kind of dispersion. Nevertheless scale estimators such as S, and
Qn were shown to be slightly more robust [172]. Here weights are
fixed according to the Q, scale estimator. During this step, potential
outliers can be detected and removed to improve harmonic fitting
of the data, if deviation between experimental and calculated RDCs
remains higher than 6 Q,, values. An alternative to removal of outliers
is to use a modified target function (see above).

. The properties of the dynamic tensors are determined during a second
titting procedure. Starting from static tensors and re-weighted RDC
datasets, peptide planes containing a sufficiently high number of RDCs
(still more than 35) are oriented and dynamically characterized in a
sequential manner, according to a 1D-GAF/S analysis. Then the five
components of the tensors are optimized. This protocol is applied
iteratively in order to obtain a stable solution.

. A new weighting step, similar to step 3 was carried out, according to
1D-GAF/S data reproduction.

. In order to systematically estimate the absolute alignment amplitude,
an overall scaling factor K is applied to all tensors (A, and A;).
According to S, 1D-GAF/S and 3D-GAF motional models, a complete
analysis is performed for each value of K, varying in the range of
0.900 to 1.100 in steps of 0.002 (Where the value Ko = 1 corresponds
to the optimal tensors found during the previous optimization, with
1D-GAF/S model of motion). Two kinds of datasets were used: the
complete dataset with all RDCs, and ten different sub-ensembles where
two "Dy RDCs are randomly removed per peptide plane containing
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more than 20 'Dny couplings. Data reproductions obtained for the
ten different calculations, with the reduced datasets, were averaged in
order to decrease the impact of selecting a particular sub-ensemble of
RDCs. The optimal K4 value, corresponding to the best reproduction,
according to 3D-GAF model for unused couplings, is applied to all
tensors.

4.2.7 Local Dynamic Study

This analysis, which uses all tensors and weighting determined in the
previous step, is made using the following steps:

1. Using the 3D-GAF approach, the orientation (0, ¢),; and dynamic pa-
rameters (04, 0p, 0y)r are determined sequentially for each peptide
plane. This model is called M-III, as the three amplitudes of reorienta-
tion are optimized.

2. An averaged value of (0y), diffusion angles over all peptide plane
Oq,av 1S estimated in a 3D-GAF analysis where all peptide planes share
the same reorientation amplitude o qv. Here (og, 0y ); for all peptide
planes and o qy are simultaneously optimized (orientations are fixed
to the one obtained during the previous step).

3. A similar analysis is applied using the two averaged angles, the previ-
ously determined 04 qv and o qv, the only locally optimized motional
amplitude being (o );.

4. A 3D-GAF analysis is applied, plane by plane, using 04 v and op 4, av-
eraged values. During this minimization the peptide plane orientation
and oy, are optimized. This model of motion is called M-I.

5. The same analysis is applied using only 04 qv. In this model, named
M-II, the peptide plane orientation and (o, 0y ), are optimized.

6. According to AIC or F-test analysis for each peptide plane the most
appropriate model between M-I, M-II and M-III is selected. This
procedure avoids over-fitting.

As models are nested, i.e. increasing the complexity of a model corresponds
to using the previous model with supplementary terms, both AIC or F-tests
are suitable.

The AIC (standing for Akaike’s information criterion) [173] is a way to
compare models using this AIC value that indicates which model is more
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likely to be correct. For models where the quality of the fit is estimated
through a maximum of likelihood function (e.g. standard x?), a modified
AIC, the AIC,. can be used to estimate the quality of the model". If the
model fits exactly the same number of points the AIC,2 can be expressed

as [174]:
AIC,> =x*+2k (4.3)

where k is the number of parameters of the model. This represents a way
to select models through Occam’s razor principle as it balances the quality
of data reproduction and the complexity of the model. Comparing two
models, the one with lowest AIC or modified AIC will be more likely to be
correct.

The F-test [173] will compare two models 1 and 2. If model 1 is nested in
model 2, the increase of the number of parameters from 1 to 2 should be
followed by a decrease in X2 (x% < x%). The F-test will estimate whether
improvement in data reproduction is just obtained by chance. The F value
to compare two models is obtained by:

Xt—%x ks
X5 ki—k

F= (4-4)

This value can be compared to tabular, analytically calculated or Monte-
Carlo simulated values, to determine whether the obtained value is inferior
to the P value corresponding to the level of desired confidence often 5%
(or 10%). If the obtained F is smaller than the P value of 5%, it means that,
considering the simplest model as correct, the probability to observe the
improvement obtained by using the more complex model by chance is less
than 5%.

4.2.8 Accuracy Estimation

The accuracy of the method was probed using Monte-Carlo simulations.
Noise-based Monte-Carlo simulation was also used to test for statistical
significance. For each of the RDCs, noise was added using a Gaussian noise
distribution of standard deviation 8; ,,, the weight estimated during the
analysis, in order to obtain a new simulated RDC dataset. 1000 different
datasets were produced in this way. For each, a complete local dynamic
analysis was applied, resulting in a distribution of calculated values. The
distribution of models of motion (M-I, M-II and M-III) corresponds to
the distribution obtained during local dynamic analysis. The standard

Other modified AICs exist such as AIC.. The most appropriate criterion depends on the
considered problem.
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deviation of these distributions was interpreted as an estimation of the
absolute accuracy of the method. For models M-I and M-II the some
amplitudes of reorientation are fixed to an averaged value. Their accuracy
was thus estimated using Monte-Carlo simulations realized according to a
standard 3D-GAF model.

4.2.9 Cross-Validations

The local dynamic analysis was also tested through cross-validations. In
such an analysis a set of RDCs is removed from the active dataset and are
called passive data. Using active data, a complete local dynamic analysis
is applied. The resulting dynamic and orientational information are used
to back-calculate passive RDCs which are then compared to experimental
data.

Cross-validation using a static model was applied in a parallel analysis. In
this analysis, the same passive set of RDCs was used. The tensors used were
those optimized for a static analysis.

4.3 RESULTS AND DISCUSSION

4.3.1 Absolute and Quantitative Determination of the Alignment Tensors

The tensor determination protocol was applied to the Ubiquitin experimen-
tal dataset. The results are shown in Table 3. In tensor determinations
carried out in previous analyses, the accuracy of relative magnitude, rhom-
bicity and orientation was shown to be accurate [104], and previous GAF
studies applied to simulated data [166] demonstrated that similar a 1D-GAF
tensor determination correctly reproduced these quantities. Nevertheless,
some underestimation of the absolute alignment amplitude was always de-
tected. Thus steps 1 to 4 above should give a relative good tensor properties
definition, but the significance of the precision of the magnitude merits
further investigation.

In order to characterize more precisely the question of absolute amplitude
of the motion, the repetitive protocol involving the overall scaling factor K
was applied. Results are shown in Figure 16. The same protocol was applied
to simulated data on protein GB3 for comparison. For GB3 the value of
Ka = 1 correspond to the amplitudes of the tensors used to simulate the
data, and the results for direct analysis using an S, 1D-GAF/S or 3D-GAF are
shown in Figure 17. The general features of the results are highly similar



Table 3 — Alignment tensors determined during Ubiquitin analysis. Axial and
rhombic components are those obtained after the complete analysis, i.e. after
application of the experimentally determined 1.02 scaling factor.

4.3 RESULTS AND DISCUSSION

Tensor Ag (1074 A, (1079 x (°) B() v(®)
0 9.12 1.25 122.51 88.04 —91.36
1 15.80 8.15 —155.27 85.50 89.71
2 4.20 0.13 79.29 139.42 138.87
3 3.47 0.11 79.28 138.66 138.75
4 2.98 0.13 83.44 138.26 139.42
5 3.44 0.42 68.52 134.88 141.44
6 3.90 0.11 91.90 139.66 139.82
7 —10.16 —2.78 —54.49 27.12 —14.03
8 —3.41 —1.06 4.86 43.65 —33.20
9 8.52 4.14 —163.92 72.69 96.63
10 5.15 2.24 —160.06 74.88 94.98
11 13.42 7.23 —143.66 81.42 88.62
12 6.79 0.51 75.98 139.28 138.83
13 —7.68 —2.53 —51.60 25.86 —13.99
14 11.57 5.46 —164.56 7393 97-35
15 8.41 3.88 88.98 156.04 179.62
16 —13.02 —3.11 —39.82 47.46 —20.18
17 —10.01 —2.15 —48.30 48.17 —19.86
18 —10.45 —1.77 —52.61 44.31 —18.55
19 6.76 3.57 —138.53 81.03 88.50
20 —3.41 —1.06 4.87 43.66 —33.19
21 20.77 3.39 20.99 100.71 81.06
22 8.58 1.24 —138.86 90.65 89.42
23 18.98 9.63 —156.00 86.14 89.66

89
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Figure 16 — Ubiquitin experimental data. Effect of the alignment tensor scaling on
direct data reproduction x? according to model S (green), 1D-GAF (red), 3D-GAF
(blue). The scaling is applied according to KA. The value Ko = 1 corresponds
to the tensors obtained after 1D-GAF optimization. The inset corresponds to
indirect data reproduction according to 3D-GAF. Gray line corresponds to the
optimal tensors.

allowing us to suppose that the behavior of the analysis of simulated data
for GB3 remains valid for the Ubiquitin analysis.

Starting from very low alignment tensor eigenvalues, i.e. small K5, the three
models show a decrease of the overall x? as K, increases, moreover the x?
decreases by changing the model from S to 1D-GAF and finally 3D-GAF. The
first of these observations is due to the fact that too small tensors do not
allow for any dynamics, and therefore, by decreasing the tensor magnitude,
the descriptions converge to a static situation. The second observation
corresponds to a manifestation of the increasing number of degrees of
freedom between the different models.

By increasing K value, different phenomena can be observed. Concerning
the S model, the x? rapidly reaches a plateau value. For the 1D-GAF/S de-
scription, the shape of the x? curve is quite different, exhibiting a minimum,
which corresponds to a data reproduction significantly better than the one
obtained using the S model. Eventually the 3D-GAF model, which always
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Figure 17 — GB3 simulated data. Effect of the alignment tensor scaling on direct
data reproduction x? according to model S (green), 1D-GAF (red), 3D-GAF (blue).
The scaling is applied according to K5. The value Ky = 1 corresponds to the
tensors used for simulation. The inset corresponds to indirect data reproduction
according to 3D-GAF. Gray line corresponds to the optimal tensors.

gives the best data reproduction, exhibits a decreasing x? curve, whose
curvature decreases with increasing Ka.

Data reproduction according to the S description indicates that isotropic mo-
tions are not able to properly determine the tensor magnitude, as changing
of the overall scaling K leaves the quality of data reproduction unchanged.
A comparison of data reproduction between the S and 1D-GAF/S models un-
derlines the fact that anisotropy is required in order to correctly describe the
peptide plane motion, as the only difference between the two models is that
in the 1D-GAF model isotropic motion can be exchanged for an anisotropic
model if the data are better reproduced by this anisotropic description. The
minimum, which corresponds to the results of the previous analysis (step 4),
demonstrates that this highly anisotropic description of the motion correctly
determines the tensor magnitudes.

3D-GAF x? evolution shows that this motional description always best re-
produces the data, which is coherent with the fact that this model has the
most adjustable parameters. Even at high K values the 3D-GAF model is
able to fit the data. For the 3D-GAF model an increase of the Ka, can be seen
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as a situation where the system undergoes its "true" dynamics (i.e. the one
from the MD trajectory) and an additional isotropic motion (which further
scales as the tensor values increase). By simultaneously increasing the three
amplitudes of reorientation, this excess of dynamics can be accommodated
by the 3D-GAF motion. This situation can lead to an improvement of the data
reproduction which does not have any physical meaning. This is clearly the
case for GB3, where the data were simulated: a decrease in the x> when
KA exceeds 1 corresponds to detection of more motion than was actually
present in the MD trajectory.

In order to overcome the issue of incorrectly estimating tensor amplitudes
during the analysis, an indirect analysis was applied. Concerning S and
1D-GAF/S, the results are essentially the same as in the direct analysis and
therefore data are not shown. For the 3D-GAF, a minimum can be found
using indirect data reproduction as shown in the insets of Figures 16 and
17. The presence of this minimum can be rationalized as follows:

* Tirstly, increasing the three reorientation amplitudes does not exactly
correspond to an isotropic motion. This has been verified by simulating
RDCs dynamically averaged through a perfect 3D-GAF motion: the
same analysis, with artificial tensor scaling, gives rise to a shallow
minimum at the K5 value corresponding to the tensor used for data
simulation using a direct analysis. Nevertheless, the shallowness of
this minimum suggests that it can be easily missed in the presence of
noise. An indirect approach can however reveal its presence.

* Secondly, the indirect approach is sensitive to over-fitting. In fact, if
the model starts to fit the noise content of a dataset, it will make the
direct x? of the analysis decrease but not the indirect 2.

In the case of GB3 the indirect analysis using the 3D-GAF model allows
the estimation of the tensor magnitudes with an accuracy close to 1%. By
analogy the corresponding minimum found in the Ubiquitin dataset analysis
is then assumed to give a quantitative estimation of the alignment tensors.

4.3.2  Local Dynamics

For the local dynamic study of Ubiquitin, the two averaged orientation
angles were optimized to 0y q = 4.26° and 0p 4, = 9.24°. Optimization
was applied for each peptide plane, but results were considered to be robust
enough when more than 10 RDCs per peptide plane were available. Thus
complete characterization was applied to 63 peptide planes. Four planes
(22, 31, 72 and 74) were probed with fewer than 20 couplings: their analysis



4.3 RESULTS AND DISCUSSION

is expected to be less robust. The optimized parameters ( corresponding
order parameters and amplitudes of motions) can be found in Tables 17 and
18, in Annexe C. N;-HN order parameters, oy and op results are shown in
Figure 18.

The model selected for the dynamics was M-I for 22 peptides planes, M-I1I
for 30 planes and M-III for the 11 others. The different models are more
or less distributed homogeneously along the sequence. The only notable
point is that residues in «-helix very rarely exhibit M-III (a single residue
presents this configuration).

After model selection and amplitude optimization, an averaged value of the
three reorientation angles can be calculated, leading to:

(0a) =7.01°, (o) =849° and (o) =12.50° (4.5)

These values were found to be in a similar range to that found in experi-
mental 3D-GAF of GBj3 studies, with slightly higher values for (o) and {op)

[164, 167].

The occurrence of a reorientation amplitude of zero was observed for some
residues. This phenomenon was also observed in previous GAF studies [164,
166, 167]. Considering the three reorientations (o, 0, 0y), the percentage
of zero reorientation angles is (0%, 16%, 13%), whereas in previous GB3
studies it was (49%, 26%, 15%). Zero y-motions seem unrealistic, especially
for planes flanked by neighbours with oy, ~ 15°. In addition, the distribution
of zero op or o, does not match with any specific amino-acid or with some
residue involved in interaction such as hydrogen bonding. The results seem
to be mainly due to the lack of accuracy of the GAF model to determine
small reorientation angles (smaller than around ~ 5 °) [163], but can also be
due to small inconsistencies in the dataset (such as experimental noise. . .),
lack of data (for planes 22 and 31) or to the inability of the model to fit a
particular motion. Results are shown for these peptides planes, but caution
has to be taken for their precise interpretation.

Results in term of order parameters SZ,; can be visualized on the Ubiquitin
structure (PDB code 1d3z [175]) in Figure 19.

4.3.3 Comparison with "N Relaxation

>N relaxation order parameters were provided by Briischweiler and co-
workers [149]. A comparison of order parameters between >N relaxation
SﬁHIREL and those derived from SF-GAF analysis SiH’G Ar 18 shown in Figure 18.
Globally, order parameters SiH’REL and Séch Ar Show similar profiles in the
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Figure 18 — Local Ubiquitin dynamics obtained through SF-GAF analysis. N;-HN
order parameters (upper panel) and amplitudes of reorientations for y-motion
(central panel) and 3-motion (lower panel) derived from SF-GAF analysis (blue),
400ns MD simulation (red) or >N relaxation (orange). Secondary structures
are indicated on the top of the figure. Grey boxes indicate x-helix and darker
arrows indicate [3-sheet.



4.3 RESULTS AND DISCUSSION

Figure 19 — SF-GAF  N;-HN order parameter (S, ..;) of Ubiquitin represented
on 1d3z structure. Color scale from dark blue (SiH,GAF = 1.0) to dark red
(SI%HIG A = 0.5) via green, yellow, orange. Grey: not determined. Insert: Turn
region 62-65 showing high y- and a-motions amplitude and the thermolabile
hydrogen bond across this turn.
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secondary structured regions, while the SF-GAF description leads to more
dynamics in loop regions. Assuming uncertainties of 0.03 for SIZ\IH,REL, for
three peptide planes (16, 27 and 32) the SiH,c A Was found to be higher
than the corresponding S%IH,REL' RDCs derived order parameters should not
exhibit less dynamics than order parameters derived from spin relaxation
as they are sensitive to longer timescales (see Chapter 2). Nevertheless the
following points could lead to such a situation:

* The relaxation data are also prone to analytical errors. The constant
value used for the >N CSA can be one of the potential source of error.

* Some of the problematic residues exhibit zero y-motion (o, = 0).
As previously discussed this is potentially a non physical situation.
A more accurate determination of the angle of reorientation could
overcome this problem.

* The dynamics characterized by the SF-GAF approach concern the entire
peptide plane, whereas '°N relaxation focuses only on N;-HN inter-
nuclear vector. Therefore, if some supplementary motions occur for
the Ni-H] vector, which are not shared with the rest of the plane, an
averaged dynamics will be determined in the GAF analysis, leading to
the theoretical possibility of observing SIZ\IH,G ¢ higher than the SiH,REL'
In other words, the S%,; compared in the two approaches does not refer
to identical dynamics: SiH,REL characterizes the Ni-HN vector alone,
whereas the SﬁH/G Ar corresponds to the dynamics of the peptide plane,
in the N;{-H}N direction. It is worth nothing that part of this possible
differential dynamics can be absorbed in an effective Ni-HN bond
length. The results presented here with two different lengths neverthe-
less give highly similar results (see Annexe C). The existence of such
motions does not seem to be general, considering the accuracy with
which the GAF model can reproduce experimental and simulated data.
Nevertheless, the site-specific situation may have to be considered.

A previous 3D-GAF analysis of seven relaxation rates measured in Ubiquitin
has been published [149]. Due to the small amount of experimental data
and the need to determine local and global correlation times associated to
the movement, as well as the use of common descriptions for the carbonyl
CSA tensors, (see Figure 20) only qualitative comparisons can be made. This
study exhibits higher mobility for the y-motion and a flatter distribution of
amplitudes of motion which is coherent with the more narrow distribution
of SZ,, observed for >N relaxation.

The comparison of the distributions of SiH’G A and SiHlREL is consistent with
an overall motional picture where secondary structures undergo mainly
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Figure 20 — Amplitudes of local reorientations in Ubiquitin through SF-GAF analysis.
Amplitudes of reorientations for y-motion (upper panel), 3-motion (central
panel) and a-motion (lower panel) derived from SF-GAF analysis (blue), 400ns
MD simulation (red) or GAF analysis of >N relaxation rates (orange). Secondary
structures are indicated on the top of the figure. Grey boxes indicate x-helix
and darker arrows indicate 3-sheet.

fast dynamics, probed by both "N relaxation and RDCs measurements,
whereas slower motions appear in less structured regions.

4.3.4 Comparison with Molecular Dynamics Simulations

The comparison with MD simulations potentially provides atomic detail
of the nature of slower motions. The 400ns MD trajectory used here was
performed and analyzed by Briischweiler and co-workers [148]. In order
to extract amplitudes of motion, the trajectories were analyzed by diago-
nalizing a matrix formed by averaging over the trajectory orientations of
the three vectors generating a GAF frame (e.g. the three orthonormal vectors
of the R)[41]. This provides three reorientational amplitudes around the
three orthogonal axes for each peptide plane. In this analysis, the reori-
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entational amplitudes are sorted by decreasing value, corresponding to
defining y-motion as the largest motion. These three axes do not have to
match with the three SF-GAF axes A4, A and Ay, but there is an observed
correspondence between the two sets of axes because the y-motion is the
dominant motion in the molecular dynamics simulation as it is the least
constrained motion.

The amplitudes of motion and the SZ, of the two approaches can be seen
in Figure 18. Comparison of motional amplitudes revealed some similarity
between the SF-GAF and MD (o4, 0, 0y) distributions. Specifically, the
distribution of oy was almost identically flat at the same ~ 4° value for
both approaches, the SF-GAF exhibiting more dynamics only when the
model M-III was selected. For (o, 0y), the distribution exhibits a larger
range. Excluding the apparently ill-behaved residues with zero y-motion,
the profiles of amplitudes of reorientation are similar. On average, SF-GAF
analysis shows a slightly higher amount of dynamics, and we note that,
if the y-motion exhibits less dynamics than the MD trajectory, a higher
B-motion is observed. This may be due to the way by which amplitudes
of motions are extracted from the two approaches: 3- and y-motions are
along fixed axes in the SF-GAF, whereas they correspond to the two main
reorientation directions in the MD approach. The major discrepancy came
from residues 62 and 65 where a significantly higher y-motion was found
using the SF-GAF approach. Interestingly, residues 64 and 65 exhibit the two
highest a«-motions, see Figures 19 and 2o0.

This reorientation amplitude profile therefore results in slightly lower order
parameters for the SF-GAF compared to the MD approach in both loops and
secondary structures. It is worth noting that the S%,, ,,, are sometimes a bit
higher than the SZ, ..,. The major discrepancy remains in the 62-65 loop
region.

The generally good agreement between the two approaches further supports
the SF-GAF approach, and suggests that much of the motion present in
Ubiquitin occurs on timescales within the range of this MD trajectory. The
discrepancy in the loop 62-65 could be explained by a slower motion.

4.3.5 Comparison with the SCRM Approach

The SCRM approach (see Section 3.5.1) was used to study a similar dataset
of RDCs for Ubiquitin but which contained only the "Dnn couplings [153].
This analysis is model-free and thus does not contain the potential bias
arising from the use of a physical model, but as applied by the authors, it
requires an overall scaling in order to give results that can be compared with
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SiHIREL, as the alignment tensors are determined using a static approach
[153]. Here, to facilitate comparison, Sin,scm were scaled in order to verity,
for each 'Dny internuclear vector, SIZ\TH,SCRM < SIZ\TH’REL. Different Sin,REL are
available in the literature for Ubiquitin. In the original SCRM publication
[153] the authors used the ones obtained by Chang and Tjandra [176].
Those order parameters are smaller than the one presented here [149].
The choice of SﬁH,REL is of a great importance for the absolute amount of
dynamics revealed by the SCRM approach. During a relaxation based study
of Ubiquitin in interaction with an SH3 domain (see Chapter 8), we had the
occasion to remeasure Ubiquitin '°N relaxation. Our analysis gives good
convergence with the one coming from Briischweiler and co-workers (see
Figure 91 in Annexe C), thus these SZ; will be used for scaling the SCRM.
Comparison of Sén,scm and SﬁH,G A are shown in Figure 21, original values
of SCRM are also presented.
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Figure 21 — Comparison between SF-GAF and SCRM derived Ni—H]i\I order parame-
ters in Ubiquitin. SF-GAF results are in blue, the SCRM in green. SCRM order
parameters were scaled to be equal to or lower than the relaxation derived order
parameters [149]. Original SCRM values are presented in light green. Grey
boxes indicate «-helix and darker arrows indicate 3-sheet.

The obtained comparison shows very good convergence of the two ap-
proaches. No direct information can be obtained from the comparison of the
amplitudes, due to the scaling of SIZ\IH,SCRM. Nevertheless, scaling the order
parameters from the SCRM approach as presented here results in a conver-
gent level of slow dynamics for SCRM and SF-GAF. The agreement between
the two methods in terms of site specific distribution of SZ, is very good,
leading to essentially similar patterns. A few differences remain that may
be due to the different hypotheses underlying the two methods or to the
different information content of the two methods, as unlike SF-GAF, SCRM
approach only takes into account ' Dyy. This very good agreement in SZ
relative distribution can be seen as an a posteriori validation of the hypothesis
underlying GAF description of peptide plane motion: such a convergence
between a model-based and a model-free approach cannot be expected if
the hypotheses underlying the biophysical model were inappropriate.
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4.3.6  Robustness of the Approach

One advantage of the GAF approach is that, requiring less data, by coupling
vectors in the same structural unit, frees data for the purposes of cross-
validation. The robustness of the approach was therefore tested with 34
independent cross-validation analyses, using SF-GAF and static models. The
first 24 of these, corresponding to the successive removal of each of the
different alignment media, the last 10 to the random withdrawal of 2 "Dni
per peptide plane.

In the first series of cross-validation analyses, all of the different cross-
validations led to lower x2,, compared to x2.,, (see Table 4). The averaged
reduced x? over the 24 alignment media is 4.2 for the static approach and
1.1 for the 3D-GAF one. The second series led to similar results, as shown in
Figure 22, with average reduced X% (x%2 = x%/N, where N is the number of
considered RDCs) over the 10 randomly generated datasets of 3.7 for the
static approach and 1.0 for the 3D-GAF method.

Table 4 — Ubiquitin SF-GAF cross-validations. Data reproduction quality expressed
through reduced x? for both SF-GAF (X2,,) and static (x2,,;) approaches.

Tensor Xar Xorar Tensor Xaar Xorar
0 1.71 6.37 12 1.21 2.15
1 2.25 3.07 13 1.24 1.64
2 0.68 6.63 14 0.75 3.43
3 0.74 5.61 15 0.78 3.17
4 0.86 4.82 16 0.74 3.25
5 1.06 4.45 17 0.66 2.83
6 0.68 3.03 18 0.70 2.30
7 0.87 7.34 19 0.73 1.63
8 1.45 3.85 20 4.98 15.02
9 0.77 7.43 21 0.83 2.97
10 0.53 1.70 22 0.75 3.29
11 1.05 1.52 23 0.77 2.27

This decrease by a factor of four between indirect xZ,,; and x2,, demon-
strates the necessity of using a dynamic description such as the SF-GAF to
correctly reproduce experimental data. The value of the reduced indirect
x? gives important support to the weighting procedure developed in this
method.
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Figure 22 — Cross validation of the SF-GAF analysis of local motions in Ubiquitin,

with randomly removed pairs of 'Dnyy coupling. Passive data reproduction
assuming a static description (left) or using the SF-GAF analysis (right).

Statistical tests were made on direct x* analysis. Direct x* using static, S
and SF-GAF model are summarized in Table 5, with the corresponding AIC,.
The improvement from a static to a S description and then to a SF-GAF
description is highly significant: the improvement in AIC,; corresponds to
have the SF-GAF description more than one million times more likely than
the S. A similar conclusion can be obtained through F-tests.

Table 5 — Ubiquitin static, S and SF-GAF statistical analysis.

Model X2 AIC.
Static 4364.62 2026.00
S 1967.01 799.30
SF-GAF 1316.00 244.60

4.3.7 Structural Information Content

In addition to parameterizing the dynamic behaviour of each peptide, the
mean orientations of the each in-plane internuclear vector can be extracted
from the SF-GAF analysis. This has been done for Ni—H]i\’, {_1-H]i\’, L1-Ny
and C%,-Ci, vectors, and results are compared to the mean orientations
extracted from the high resolution NMR structure 1d3z of Ubiquitin [175].
In order to simply overcome the intrinsic degeneracy of the RDCs, all vectors

were folded into a sixteenth of the orientational space. Results are shown in
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Figure 23. The correlation between the orientations underlines the ability of
the SF-GAF approach to accurately determine peptide plane orientation. Of
course, one can expect differences between the two sets of orientations. The
1d3z structure is a static description of the data and therefore the structure
already reproduces all experimental data. The orientations obtained through
SF-GAF correspond to the mean orientation of a continuous distribution of
orientations that aim to represent conformational flexibility of the system
at timescales up to the millisecond. We note that the Monte-Carlo analysis
applied here provides a noise-based assessment of the orientational precision
of the dynamically averaged mean conformation, allowing the determination
of dynamically averaged orientations with their associated uncertainty.
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Figure 23 — Comparison between the mean orientation of in plane vectors extracted
from SF-GAF analysis and the orientation determined from 1d3z Ubiquitin high
resolution structure. Color coding correspond to the following vectors: N;{-HN
(blue), C{ ;-HN (red), C/;-N; (green) and C%,-C’ ; (yellow).

4.4 CONCLUSION

Different conclusions can be drawn from the analysis, concerning the meth-
ods and the results. First for the methods:

* This approach allows the characterization of all of the alignment tensor
properties including the amplitude. By comparing to simulated data,
this characterization was shown to be quantitative (on the order of 1%)
and absolute in the sense that no reference to any other experimental
techniques such as "N relaxation is needed (this comparison of course
assumes that the MD simulation used to test the approach has some
validity).

* Following this analysis of the tensors, an accurate and quantitative
characterization of local dynamics should be possible. Results were
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coherent with '°N relaxation, molecular dynamics and SCRM analysis,
and extensively cross-validate, all of these elements giving cumulative
support to the model.

* In an entirely noise free system, the only dynamic modes that would
be missed by this approach are equal amplitude isotropic contributions
common to the motion of all internuclear vectors. This may account
for the 1% difference between known and estimated tensors observed
in the bench mark simulations. In the real case this contribution cannot
be known, as it is invisible to all — at least present — RDC-based
approaches. MD simulations, and to an extent common sense, indicate
that if present this motion does not represent a major contribution to
the dynamics (maybe 1 or 2%). In the absence of experimental evidence
for such motion, no justification was found for artificially introducing
such a component.

On the SF-GAF results and their comparison to other techniques:

¢ Ubiquitin does not seem to present significant pervasive motion on
timescales longer than the global rotational correlation time of the pro-
tein (~ 5ns). Rather slower motions are heterogeneously present, and
mainly situated in non-secondary structural elements on the surface of
the molecule.

* In particular the N-terminal -hairpin (residues 8 to 12) shows slower
dynamics. Motion is also sampled by the MD simulation, which
suggests that this motion mainly occurs within the tens of nanosecond
time window. Nevertheless using three techniques sensitive to different
timescales, more dynamics is systematically found in this region, as
a function of increasing time-window. This suggests the presence of
a motion occurring on a large continuous range of timescales, rather
than, for example, the combination of a fast local motion occurring in
different slowly exchanging local minima.

* The motion in the region of the turn 62-65 is more intriguing. Nei-
ther "N relaxation nor MD simulations are able to reveal enhanced
dynamics in this regions, whereas the two SF-GAF and SCRM analyses
clearly detect this. The distribution of «- and y-motions in this region
contrasts with the rest of the molecule, maybe indicating a collective
motion that requires more sophisticated models than the one pre-
sented here. This region contains a very thermolabile hydrogen bond,
which leads to one of the weakest detected 3]/ trans-hydrogen bond
scalar couplings [177] (see Figure 19). Therefore, two possible types
of explanation can be invoked, which are not exclusive. Firstly, MD



104 QUANTITATIVE AND ABSOLUTE DETERMINATION OF BACKBONE...

simulations were done at 25 °C, which correspond to the temperature
of PN relaxation measurements. RDCs measurements were mainly
realized at 35 °C. Thus a motion can occur at high temperature that is
quenched in the presence of the weak hydrogen bond. Secondly, the
motion may occur at timescales slower than the timescales probed by
the MD simulations.

Further improvement to our understanding of these slower motions is of
course possible. The molecular dynamics simulation presented here does
not cover the complete timescale probed by the RDCs, and further enhanced
sampling may improve agreement. Investigation of other systems using this
approach should also give further insights into the general nature of protein
dynamics at slow timescales. Finally, one of the strengths of the GAF model
lies in its ability to describe all dynamic information in terms of local and
independent amplitudes of motion for each peptide plane. Nevertheless,
this leads to the possible loss of information concerning the collective nature
of the motion. The possibility to characterize this kind of motion should
also be investigated.



ACCELERATED MOLECULAR DYNAMICS STUDY OF
UBIQUITIN

ABSTRACT

Classical molecular dynamics simulations are currently unable to probe
slow timescale motions in proteins. In order to overcome this limitation a
method is developed to artificially enhance the conformational sampling
by biasing the conformational energy potential. This bias induces a loss
of the timescale information, which is retrieved by comparing the ensem-
bles obtained through this restraint-free approach to experimental RDCs
and J-couplings. Using this method a conformational ensemble represent-
ing Ubiquitin dynamics occurring on timescales up to the millisecond is
obtained. The results converge very well with those of the SF-GAF analysis.

5.1 INTRODUCTION

As presented in Chapter 3 , MD simulations that can statistically sample
the conformational landscape explored by a protein at timescales up to
the millisecond are not currently available. One of the promising ways
to explore such potentially complex landscapes resides in the so-called
Accelerated Molecular Dynamics (AMD) [178]. This approach pioneered by
Hamelberg et al., has been already successfully applied for various system
[179-181]. The philosophy of this approach is to bias the energy landscape in
order to increase the rates of interconversion between local energy minima.
It is thus natural to try this approach to give a complementary view to the
SF-GAF RDCs interpretation.

The aim of this chapter is not to further develop AMD methodology but
rather to use it as a tool to generate conformational ensemble representative
of Ubiquitin dynamics present in the RDCs probed time window. Adap-
tation of AMD protocol to Ubiquitin and generation of all the trajectories
presented in this chapter, from which ensembles of structures are extracted,
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were performed by PHINEUS RL MArRkwiIck. Even if the methods is pre-
sented in order to give the necessary basis for further interpretation, the
emphasis will be set on the interpretation of these results in the context of
RDC based studies and especially the SF-GAF presented in the Chapter 4.

5.2 PRINCIPLE AND METHODS
5.2.1 Accelerated Molecular Dynamics Principle

The AMD approach accelerates the exploration of the conformational land-
scape [178, 181]. In order to increase the rates of transition between two low
energy conformational sub-states, a continuous non-negative bias potential
is added to the potential surface energy. This modification is achieved
according to two parameters: Ey a the so-called boost energy and « the
acceleration parameter. The boost energy represent the upper limit for
biasing energy landscape: the part of the energy landscape above this value
will remain unchanged whereas all the area under this limit will be biased
by adding a supplementary term to the potential. The obtained potential
energy, for any position 1, in the conformational landscape is thus defined
as:

Voo (1) = V(r) if V(r) > Ey (5.1)
e V(r)+ AV(r) otherwise ‘
using:
_ (B V)’
AV = eV (5.2)

The result of such a bias is illustrated in Figure 24:

One major issue is to properly adjust the level of acceleration, i.e. calibrat-
ing Ey, and . Conformational sampling is enhanced by increasing Ey or
decreasing «. Clearly this will decrease energy barrier heights as soon as
the energy minimum of the considered transition remains below the boost
energy. Oversampling resulting in a too flat energy landscape has to be
avoided: this undesired situation will lead to a random walk through phase
space, global decrease in the order parameters and possibly unfolding. One
of the interesting characteristics of AMD is that thermodynamic and various
equilibrium properties of the system can be accurately determined yielding
a canonical average of an observable. The canonical ensemble is a statistical
ensemble [107, 182] where the system is able to exchange energy with a
thermal bath (the surroundings).
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Figure 24 — AMD biased one dimensional energy landscape. This schematic
representation show the effect of modifying the acceleration parameter « value.
Boost energy is indicated with the horizontal dashed line.

The canonical variables of such an ensemble are N the number of particles,
V the volume of the system and T the temperature. This weighing of any
particular configuration in a canonical ensemble, e.g. the probability of a
micro-state i is given by:

1
pi= e /el (5-3)

with E; the energy of the micro-state, kg the Boltzmann constant and Z the
partition function of the system defined as:

N
— Z e Ei/keT (5.4)

i=1

Correcting the AMD canonical ensemble average to retrieve the unbiased

one is obtained by re-weighting each micro-state with a exp(V(r)/kgT)
factor.

This statistical weighting is then used to cluster solutions and the obtained
low energy conformational sub-states are used as a starting point for stan-
dard short molecular dynamics simulations. This final ensemble of struc-
tures does not present local distortion due to modified potential but does
present the conformationally enhanced properties derived from the biased
potential acceleration.
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5.2.2  Simulation Details

Simulation temperature was set to 300K and the system was placed in
a periodically repeating box with 6500 water molecules with a Langevin
thermostat [142] and a Berendsen weak-coupling pressure-stat [183]. Elec-
trostatic interactions were treated using the Particle Mesh Ewald [142, 184].
The force field used is AMBER ffggSB. All simulations were performed
using the AMBERS code [185].

The simulation is started from X-ray crystal structure of Ubiquitin (PDB
code 1UBQ). After equilibration, ten different 5ns MD simulations were
started. Resulting structures are used as a starting point for the potential-
biased simulation. Those trajectories are used as control trajectories and
referred as null boost energy case.

Accelerated molecular dynamics were run at 8 levels of acceleration. The
acceleration parameter were fixed at the standard value of 60kcal-mol™
[181] and the boost energy was set at 100, 150, 200, 250, 300, 350, 400 and
450kcal-mol™" above the dihedral angle energy (estimated from the average
dihedral angle energy from the unbiased 5ns MD simulations). For each
level of acceleration the complete procedure was repeated 20 times.

After re-weighting to the correct canonical Boltzmann distribution, a clus-
tering analysis was performed on each AMD trajectory, using principal
components analysis. A series of short 3ns classical MD simulations were
seeded from the resulting cluster (the initial 0.5 ns were discarded). From
those trajectories a large free energy weighted structural ensemble, was
extracted. This ensemble, which contains 20 450 structures, will be referred
in the following as the AMD ensemble.

5.2.3 Selection of the Level of Acceleration

Accelerating conformation sampling is a useful tool for studying slow-
dynamics via sensitive measurements, e.g. RDCs, but a crucial issue re-
mains the estimation of the timescales probed with such an approach. In
fact decreasing energy barrier height via AMD results in a non-trivial modi-
fication of transition rates. Instead of trying to characterize this effect from
potential modification, the approach proposed here relies on experimental
data to determine the optimal level of acceleration. The idea is to probe
motions at timescales up to the millisecond and therefore comparison to
RDCs, J-couplings and chemical shifts, all sensitive to this time window,
can be made. Given a set of applied accelerations, the resulting ensembles
will not similarly reproduce experimental data. The one that best fits a
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given set of homogeneously time sensitive data should present the best
agreement in terms of probed timescales. In fact, if the only difference
between different AMD ensembles is the level of acceleration the ensembles
should all represent the dynamics of the same system but sampled at times
windows increasing with the level of acceleration.

As alignment media were not explicitly incorporated in the simulation,
AMD generated-ensembles are directly compared to the experimental data
using an SVD based approach in order to extract the optimal tensor for
each molecular ensemble. SVD principle is presented in Annexe A. A
similar approach was used when treating J-couplings. A Karplus equation
to parametrize those couplings as a function of backbone ¢-angle can be
used:

3]AB = Ak Cosz(d) + 045) + Bx cos(dp + 0,5) + Ck (5.5)

with Ak, Bk and Ck the Karplus parameters and 6,5 an offset angle which
is typically around 180° for 3] N, —60° for 3], nyye and 60° for 3]y ncs.
Using a matricial form of this equation, for a set of N for 3]-couplings, the
AMD ensemble best fitting Karplus coefficient can be obtain though SVD of
the following system:

<COSZ(¢] +eAB)> <COS(¢1 +6AB)> 1 3IAB]

<COSZ((|)2.+9AB)> <COS((])2'+ eAB)> 1 /;: _ 3]1%3,2 (5.6)
) : : ’ CK 3

<COS (N + eAB)> <COS(¢N + eAB)> 1 ]AB’N

The 0,5 are then optimized by repeating the analysis by changing 0,5 by 1°
steps.

The dataset used for the level of acceleration selection comprises 23 "Dan
couplings datasets. They all come from the literature (see Section 4.2.1) only
RDC datasets with more than g0 Dnyy were used and the two alignment
media used to optimize 1d3z structure [68] were not used (in the interest of
comparison to a static model). All analyses excluded residue 5 for which
particularly poor results where constantly found and resulting SZ,; much
higher than the one extracted from '°N relaxation. This unexpected behavior
was assumed to be a force-field issue.
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5.2.4 Qg and R¢ Factors

Qf and R¢ factors are two similar measures of the quality of data repro-
duction. Contrarily to x? estimation they are defined to be independent of
experimental error, as the data reproduction is estimated through:

_(Xeale _ x&XP)2
Qf = \/Zl(zli(xiexp)é ) = \/zRf (5.7)

where 1 runs over all considered experimental data.

5.3 RESULTS AND DISCUSSION
5.3.1 Data Reproduction and Level of Acceleration

The S2,, obtained from the AMD ensemble corresponding to different levels
of acceleration and the corresponding data reproduction can be found in
Figure 25.

The most appropriate level of acceleration is obtained for a boost energy
of 250kcal-mol™", at which the data reproduction of both RDCs and J-
couplings is at its best. Using less acceleration samples too narrow confor-
mational space, whereas further increasing the boost energy will spread
obtained structures over a too broad conformation space.

At this level of acceleration the RDCs cumulative R, Reym (RDC) over all
the 23 alignment media is 2.496 which correspond to an averaged R¢(RDC)
(R¢(RDC)) = 0.109 and varying quite homogeneously from media to me-
dia between 0.090 and 0.129. Typical data reproduction is illustrated in
Figure 26.

Comparison of data reproduction using the AMD ensemble compared to
that obtained through a control MD is presented in Figure 277. Except for
residue 54 the data reproduction is improved in the AMD ensemble. This
improvement spreads all along the sequence: in both dynamic regions,
such as loop 8-12 (see Section 4.3) or more structured ones e.g. residues
15, 17, 34, 42 and 67. For the former this improvement mainly came from
the more appropriate conformational sampling, whereas for the latter it
arises from the more adapted tensor representation with this improved
ensemble-average.

At the same optimal level of acceleration, J-couplings data reproduction
is also improved, although compared to 'Dyyy couplings the J-coupling
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Figure 25 — Effect of increasing the acceleration level in Ubiquitin AMD. From
top to bottom, the boost energy is set at o (standard 5ns MD control set), 100,
150, 200, 250, 300, 350, 400, and 450kcal-mol~*. The acceleration parameter,
«, was fixed at a value of 60kcal-mol~*. (A) S2,, order parameters obtained
for increasing boost energy. Change in the trajectory-averaged cumulative R¢
value for RDCs R¢ym (RDC) (B) and J-couplings Reym (J) (C) as a function of
the acceleration level.
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Figure 26 — Typical RDCs data reproduction using AMD ensemble. Experimental vs
AMD calculated ' Dy couplings for four representative alignment media . The
trajectory averaged R¢(RDC) for the shown alignment media are respectively
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data reproduction appears to be less sensitive to the level of dynamics (see
Figure 25). Data reproduction and extracted Karplus parameters for 3], ny«
are shown in Figure 28. These Karplus parameters are compared to those
extracted from a single structure (1d3z) analysis, from a standard 5ns MD
and from sum-overstates density functional theory (SOS-DFT) calculated
for model peptides. There is a clear tendency to converge towards the DFT
curve with increasing dynamics: the AMD curve being almost identical
to the DFT one. This is in agreement with previously described tendency
where fitting Karplus parameters absorbed part of the motion.

140 100 60 20
3Jcalc (Hz) ¢C)

Figure 28 — J-coupling data reproduction using AMD ensemble. A: Experimental vs
AMD calculated scalar J-couplings: 3] vy« (black circles), 3]y nce (red circles),
and 3Jyne (blue circles). (B) HNH* Karplus Curves. Red: optimal Karplus
curve for a static description (1d3z). Black: optimal Karplus curve for standard
5ns MD simulation. Blue: optimal Karplus curve for optimal AMD result. Cyan:
DFT Karplus curve for model peptide.

5.3.2 Order Parameters

Even if the AMD ensemble represent dynamics at timescales up to the
millisecond it is possible to extract from it order parameter corresponding
to faster timescales. In fact the acceleration procedure results in a large
ensemble of structures distributed in a set of energy minima. All this
sub-ensemble correspond to conformational region that are in exchange
on timescales that are fast on the chemical shift timescale and slower than
the molecular correlation time. Each of those minima can contribute to fast
relaxation processes with a weight fixed by this relative probability.

Therefore a description of fast dynamics (ps-ns) was obtained by aver-
aging order parameters extracted from each of the separate energy sub-
states. Order parameters extracted from AMD to represent fast timescales
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or timescales up to the millisecond are shown in Figure 29. As previously
described for protein GB3 [181], the obtained fast timescales SZ, order
parameters are in good agreement with °N relaxation data, and better than
results obtain using a standard MD approach (data not shown). Never-
theless a small bias towards too high order parameters can be observed.
Concerning slow dynamics the SZ, profile gives a good convergence be-
tween SﬁHlREL and SiH’ amps SUggesting the absence of slow dynamics in
secondary structures. A small excess of dynamics is found in the N terminal
B-hairpin (residues 8 to 12), which indicates the presence of additional
dynamics at slower timescales.
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Figure 29 — Ni-HN Order parameter SZ,, corresponding to fast timescales or
timescales up to the millisecond according AMD ensemble: SZ, from SN
relaxation experimental data (blue line), fast time-scale (ps-ns) S2.. from AMD
(black circles) and the slow time-scale SZ, (red line). The error bars correspond
to the standard deviation of the SZ,, extracted from the 20 AMD trajectories.

5.3.3 Conformationally Sampled Space and Comparison with Others
Approaches

Comparison of the AMD ensemble to static structures (NNR 1d3z [175] and
X-rays 1ubq [186]) indicates that the AMD ensemble results in an average
structure closer to the 1d3z static model and that the dispersion of the
conformational sampling about this mean increases compared to a standard
MD. A representative ensemble of structures taken from the AMD ensemble
is shown in Figure 30.

More interestingly AMD description can be compared to other NMR RDC-
derived structure ensembles, such as the EROS ensemble [139]. This ensem-
ble, which consist of 116 structures obtained with an averaged restrained
molecular dynamics approach, was restrained using extensive nOe restraints
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Figure 30 — Twenty-four representative structures taken from the AMD ensemble.
Residues are color-coded according to the Dy order parameters SiH, avp from

SI%IH,AMD = 1.0 (blue) to SI%IH,AMD = 0.0 (red)_

and 'Dyy RDCs. Principle component analysis of the two ensembles ex-
hibits similar sampling of the conformational landscape even though the
comparison is made more complex by the quite different number of struc-
tures used, and by the fact that the EROS ensemble is not free energy
weighted.

Data reproduction between the different approaches can be checked but
difficulties arise from the fact that the AMD approach is restraint free
and that both static or ensemble averaged actively use experimental NMR
data (except the X-ray structure). Without entering into details the AMD
approach gives better data reproduction that 1ubq, similar to 1d3z and a
bit worse than EROS, a very promising result as the active use of a given
dataset will obviously improve drastically its reproduction.

Concerning order parameters, S2;;, AMD and EROS ensemble can be com-
pared. In the case of EROS ensemble, the authors estimate that the use
of 116 structures was not enough to properly describe libration of Ni-HN
internuclear vector and therefore applied an overall scaling factor of 0.93 in
order to correct this defect. The two approaches nevertheless present good
agreement in terms of the relative S2;; order parameter distribution, and
prior to applying this scaling, are quantitatively similar.
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5.4 COMPARISON WITH STRUCTURE-FREE GAF ANALYSIS
5.4.1 Complementarity of the two approaches

Before starting to compare the to approach presented here, the AMD and
the SF-GAF (see chapter 4), it is maybe better to reexamine the fundamentals
of the two approaches.

The SF-GAF is based on a biophysical model that allows an analytical expres-
sion of dynamically averaged RDCs. Extraction of the dynamic parameters
is achieved by fitting adjustable parameters to the experiment available
RDCs. Only RDCs are used in this study, providing coherent time window
sensitivity. No force-field is used, even if one may see the fixed topology of
the peptide plane as a force-field, as the geometry is absolutely unmodifiable
it should be more considered as a hypothesis of the model. All residues
are treated independently, avoiding error propagation between planes but
allowing any level of fluctuation from one site to its neighbour.

The AMD approach relies on a purely molecular dynamics based protocol.
Therefore it is sensitive to force field defects but the presence of essentially
well calibrated potential terms will hopefully ensure the coherence of the
obtained ensemble. In fact force fields are parametrized to reproduce
experimental data and all the knowledge coming from this parameterization
is implicitly present in the MD protocols. Moreover Ubiquitin is treated as
an entire molecule and therefore neighbour-dependent interactions will be
completely different to that present in SF-GAF: generally smoother evolution
of parameters should be expected in the AMD. Is worth emphasizing that
the AMD approach is restraint-free and experimental data are only used to
select the correct level of acceleration, that is to say the timescales probed
by the ensembles.

5.4.2 Order Parameters

Order parameters for Ni-H]i\‘, {1-Nj and C¢;-Ci; vectors (Sﬁm, S%N and
S2.) are presented in Figure 31. Concerning Ni-HN order parameters the
agreement in both shape and amplitude is very good, leading to almost
indistinguishable values within the experimental error. Concerning loop
region 8-12 which exhibits the most slow dynamics order parameters are
almost identical. In secondary structured regions an alternation of a slightly
more and slightly less dynamics is observed for one approach compared to
the other with similar averaged values. A bit more dynamics is obtained
through SF-GAF analysis in residues 51-53. The only major discrepancy is
present in the 62-65 loop region.
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Concerning C,-C! ; vectors which are almost perfectly orthogonal to the
N;-HN vector differences are bigger. In the N-terminal -hairpin the residue
11 is found to be more dynamics in SF-GAF analysis. Slower S%C,G Ap Can be
detected for residues 5, 25, 35-36, 42, 52 and 64-65. For all those residues,
except 35, SF-GAF selected model was M-III (all the three reorientation
diffusion angles are optimized). Otherwise very good agreement appears.

For C/;-Nj vector the situation is intermediate between the two previously

described Ni-H]i\' and C{,-C!_; vectors, which is normal as the C/ ;-N; vector

can be expressed as a linear combination of the two nearly orthogonal

N;-HN and C%,-C! ; vectors.
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Figure 31 — Order parameters comparison of the SF-GAF and the AMD approaches.
From top to bottom: Ni-HN, C/;-N; and C%,-C/ ; order parameters. SF-GAF
results are shown in blue, AMD ones in red. Grey boxes indicate x-helix and
darker arrows indicate -sheet.

First of all considering the differences between the two methods the agree-
ment is remarkably good, giving further support to the two approaches.
Nevertheless some differences are revealed. In general better convergence
is found for the two approaches for SZ,, than for S2.. This seems to be
completely coherent with the following points:
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* Firstly AMD and especially SF-GAF have poorer precision to determine
those order parameters S2. as this direction of the peptide plane
exhibits less dynamics than the Ni-H vector, the C%,-C/ ; vector being
completely insensitive to y-motion.

* Most importantly the used dataset contains an overwhelming major-
ity of 'Dnp couplings. The amounts of RDCs that exactly probed
this direction is tiny as only two alignment media contained 'Dc/c«
and even 'D¢/ v and 'Dery that are partially informative. Moreover
"Derca, 'Denyn and 'Dery present an experimentally smaller range
and therefore experimental precision is often reduced.

Resulting effects can be clearly seen in the accuracy estimation through
Monte-Carlo calculations for SF-GAF analysis, where S2.. order parameters
are definitely less accurately defined than the SZ, ones.

Nevertheless, extended motion in the SF-GAF model can have a physical
meaning too. For example residue 5 recurrently exhibits too small dynamics
in the AMD approach, which is not observed in SF-GAF model. Concerning
C-terminal loop 62-65 the difference is present for all in plane vectors. As
discussed in Section 4.4 different reasons can explain this discrepancy. In the
light of AMD calculations this seems not to be due to slow motion occurring
25 °C. Considering the fact that fast dynamics does not exhibit differences in
this loop over a range of temperature up to 40 °C [176] and that AMD is not
able to detect this motion this discrepancy can be explained, if not due to a
defect of one approach, by a slow motion occurring at higher temperature
(above the range of stability of the thermolabile hydrogen-bound [177]).

5.5 CONCLUSION

In this chapter the Accelerated Molecular Dynamics was presented as a
tool to generate ensemble representative of timescales up to the millisecond.
This is a completely restraint free approach that enhances conformational
sampling by biasing the potential in order to get easier transition over
high energy transition barriers. The bias induces the loss of timescales
information as the modification of the potential perturbs any transition
rate. This lost time information can be reintroduced by estimating the level
of acceleration that best reproduces a experimental homogeneously time
sensitive set of data. Here the use of RDCs and J-couplings leads to a
ensemble representative of timescales up to the millisecond.

This ensemble, considering data reproduction and by comparison with
other approaches has been shown to give realistic description of dynamical
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behavior of Ubiquitin. This is especially important in comparison to the
SF-GAF approach. Due to their intrinsic differences any convergence of
the two approaches can be seen as a good support for both methods. In
fact the SF-GAF, an analytical model fitted to experimental data and the
AMD ensemble generated by a purely computational method, are two
diametrically opposed ways to characterize Ubiquitin dynamics. Even
if some small rationalizable differences remain the convergence of the
two methods, considering for example order parameters is clear. The
similar site specific distribution confirms the accuracy of both approaches
to site specifically estimate dynamics and the convergence to the same
absolute level of dynamics gives a robust determination of the amount of
conformational flexibility present in folded proteins.
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PROTEIN GB3 DYNAMIC ANALYSIS: TOWARDS A
DESCRIPTION OF COMMON MOTIONS

ABSTRACT

NMR measurable parameters are often site specific. Thus, models of dynam-
ics, including GAF models, generally treat motions using an entirely local
description. In this study, new analytical models are developed and applied
to the identification of collective motional modes in protein GB3. In a first
step the SF-GAF method is used to determine the amount of dynamics in
the system, then more complex models of motion are used to investigate
the presence of common motions. The possibility of using a description
that explicitly discriminates between collective and local motions appears
to be possible in the (3-sheet of protein GB3 despite the simplicity of the
model used for the common motion. This example can be seen as a proof of
principle and these descriptions are expected to be possibly more relevant
for investigating systems where complex dynamic occurs.

6.1 INTRODUCTION

As presented in Chapter 4, GAF methods can be used to accurately charac-
terize local motion in folded proteins. This description is applied plane
by plane, in a site specific way, with all the dynamics occurring at a given
peptide plane being interpreted in terms of three local amplitudes of reori-
entation.

This interpretation is a useful tool for characterizing the level of dynamics
present at each peptide unit and to determine the directionality of this
motion. Nevertheless, the possible presence of motions shared by different
planes is not explicitly taken into account. If both a collective and an
individual motion occur, they will both be integrated into the local GAF
description.
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Biologically important slow dynamic modes may however be expected to
be collective, requiring larger activation energies that may be responsible
for the slower timescale of the motion. Collective motions are thought to be
responsible for information transport and allosteric regulation, controlled
by large-scale conformational changes and domain motions. Normal Mode
Analyses [187-189] and Coupled Oscillators Models [190] derived from
static structural models also support the physically intuitive presence of
common components of motional modes. It would therefore appear to
be important to be able to include a component of collective motional
reorientation in the GAF analysis.

Indeed, a previously published analysis of protein GB3 (see Annexe B) using
the GAF models already identified correlated motions within the (3-sheet,
on the basis of repetitive alternating y- and -motions and 3Jcn trans-
hydrogen-bond scalar coupling data [164, 167]. Recent solid state NMR
relaxation rate Ry measurements in protein GB3 also suggest the presence
of such a motion in the solid state [191]. The solution state observations
therefore already revealed a key drawback of all site-specific interpretations
of protein backbone dynamics, namely that local characterization of motion
assuming independent motional modes — the simplest assumption — can
only indicate the possible presence of collective modes, and in some cases
may even mask their presence. In order to take this approach further,
we have therefore investigated the use of the GAF model to characterize
commonly shared motions in the (3-sheet of this protein. In this chapter,
three novel models will be described, the 3-0D-GAF, 3-1D-GAF and 3-3D-GAF
models, which allow the explicit expression of individual and collective
motions in the GAF formalism. They will be applied and tested using
existing extensive RDC datasets. The model that combines local and shared
dynamics will be called LS-GAF.

6.2 GAF MODELS FOR BOTH LOCAL AND SHARED MOTIONS

3-0D-GAF, 3-1D-GAF and 3-3D-GAF models are analytical extensions of the
3D-GAF model. Instead of using a set of three amplitudes that characterize
the total amount of dynamics present in a plane, the two models 3-1D-GAF
and 3-3D-GAF propose to explicitly integrate two types of motions: a global
shared motion and a local individual motion.

6.2.1  Model Description

The philosophy of these LS-GAF models is to describe a collective motion
using a 3D-GAF description and a local motion through a y-1D-GAF for the
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3-1D-GAF description or a 3D-GAF for the 3-3D-GAF description. 3-0D-GAF
model assumes only the presence of a global motion. For a given structural
motif of the system, e.g. a 3-sheet, an «-helix or a loop, a common motion
is assumed and described using an extension of the 3D-GAF model.

In those models, a set of three orthogonal axes As, Ae and A is defined. As
they have to describe the directionality of the anisotropic collective motion,
their orientations can not be defined a priori and they are therefore present as
adjustable parameters of the model. Corresponding reorientational diffusion
dynamics about three orthogonal axes are defined by o5, o and o¢, each of
those parameters determining the GAF amplitude of reorientation about the
considered axis. As in the standard 3D-GAF description, the three diffusive
reorientations are considered as independent and described by a Gaussian
distribution centered on the average position of the structural motif. The
Rs, Re and R are the frame formed by the three A5, A and A; axes, with
respectively the z-axis along A;, Ae and A;.

The local dynamics is then defined using a y-1D-GAF or 3D-GAF model,
defined exactly as previously (see Section 2.6.3).

Global and local reorientations are supposed statistically independent, and
the obtained peptide plane orientation corresponds to position averaged
through all 3, 4 or 6 GAF motions.

The physical interpretation of these collective GAF motions may depend on
the considered system. Here, only common direction and shared amplitudes
are imposed. Considering a two domain system and using each domain
as structural motif for those LS-GAF can be simply interpreted in terms of
domain reorientation. Here, the structural motif is, for example, a 3-sheet
and the shared GAF motions are expected to describe global fluctuations
that can be induced by a collective motion within the motif. Importantly,
using the (3-sheet as a motif does not assume that it reorientates as a rigid
object: the fact that two planes share the same motion does not impose
their relative motion, as neither translational information nor information
concerning possible correlations are available.

6.2.2  Analytical Derivations

The 3-0D-GAF, 3-1D-GAF and 3-3D-GAF RDCs averaging effect can be de-
scribed using averaged rank two spherical harmonics. Following the princi-
ples presented in Section 2.6.3, the independence of all GAF reorientations
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allows successively averaging over all motions. We therefore obtain, omit-
ting the 1D-GAF subscript for clarity:

<Yz,p(e, ¢)>3_3D_GAF = <<<<<<Yz,p(e,d>)>“>ﬁ>y>5>e>c 6.1)
(Vop(0,0)) = <<<<Y2,p(e, ¢)>Y>5>€>C (6.2)

<Y2>p(9’¢)>3 0D-GAF <<<Y2,p(9 ¢)> >e> (63)

¢

Considering the three global reorientation averaging modes first, according
to (-, e- and 6-motion in this order, we obtain:
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where the orientation (05, ¢;) of the vector of interest is expressed in the R;
frame and (x¢, B¢,v¢) the three Euler angles defining the rotation from the
PAS frame to the R;. For 3-0D-GAF motion no more dynamics is assumed
and thus (92, cl)g) corresponds to the orientation of the averaged internuclear
vector in the R;s frame. Introducing the (o, By,vy) angles which describe
the rotation from R; to R, the following expressions can be obtained, by
averaging for the 3-3D-GAF in this order y-, 3- and x-motions:
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and more simply for the 3-1D-GAF model with local y-motion:

<Y2’p(e)d))>3-1D-GAF -

> [esecahipoetmeeteid
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The expression of an in-plane RDC can be eventually obtained according

3
+ \/gAT <<Y2>—2>3-3D-GAF + <Y2,2>3_3D_GAF>] (6.9)
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6.3

6.3.1

All experimental data used here came from the literature [112]. This ensem-
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MATERIALS AND METHODS

Experimental Data

ble of RDCs is the one that was use from previous GB3 GAF studies [167].
RDCs used in this study are summarized in Table 6.

Table 6 — Data used for GB3 analysis. Detailed experimental conditions can be
found in the reference [112].

Number Media "Dnh Do "Derca
0 PEG /hexanol 49 52 55
1 Bicelles 49 52 51
2 Negatively charged gel 48 51 54
3 Positively charged gel 48 53 54
4 Phages 100 mM NaCl 50 53 54
6.3.2 SF-GAF Analysis

A complete SF-GAF analysis was applied using a protocol similar to the one
presented in Section 4.2. The protocol was slightly modified for this study:

Tensors previously obtained using 1D-GAF analysis [167] were used
as a starting point. Therefore steps 1-3 were skipped. The peptide
planes were actively included in the tensor refinement if the dataset
contained at least 20 couplings. For the tensors scaling using the "K7"
protocol, not only 'Dny, but also other couplings ('Dc/ca and 'Dcry)
were used for indirect analysis.

Optimization of o qv and og o, was achieved using a grid search. Start-
ing from zero values, 04 qy and op 4, Were incrementally increased
until reaching a global x*> minimum. The first search was made with
1° steps. Results were refined using 0.1° steps. This protocol al-
lows easier 04 qy and op g, estimation and simultaneous optimization
of orientations and dynamic amplitudes, leading to a more precise
determination of these values.

127



128

PROTEIN GB3 DYNAMIC ANALYSIS: TOWARDS A DESCRIPTION OF...

6.3.3 Simulated Data

Some simulated data were produced to test the LS-GAF models. Data were
simulated using the -sheet structure of GB3. Tensors used are the five
tensors optimized in the SF-GAF procedure (see above). Noise is added
using a Gaussian noise generator and standard deviations were fixed by the
weight optimized in the SF-GAF analysis (typically between 0.3 and 1 Hz for
'Dnh). The following datasets were simulated:

1. A completely static description. Noise was added using Guassian
widths of one (dataset S1) and two standard deviations (S2).

2. 3D-GAF motion. The orientations of the reorientation axes were fixed
using the GB3 (3-sheet structure. Amplitudes of reorientation were set
using a random distribution and restricted to the following domains:

o, € [0;3], op € [0;8] and oy € [0;20]

Data were simulated in the absence of noise (LRo) and with a Gaussian
widths of one standard deviation (LR1).

3. Same procedure as 2, but 3D-GAF motion assumed to be identical for
all the planes with oy = 6.26, 0 = 7.36 and o, = 11.34. No noise was
added in (LFo) and noise was added in (LF1).

4. A 3-0D-GAF is assumed. The orientation of the motion is arbitrar-
ily fixed. Amplitudes of common reorientations are fixed to o5 =
6.26,0. = 7.36 and o; = 11.34. Data were simulated without (GFo)
and with noise (GF1).

5. A 3-3D-GAF is assumed. The global reorientation is described using
common reorientation amplitudes of o5 = 6.26,0. = 7.36 and o; =
11.34 with arbitrary fixed orientations. Local motion is simulated with
directions fixed by the 3-sheet structure and random amplitudes of
reorientation uniformly distribute within:

oy € [0; 3], op € [0;5] and oy € [0;8]

Data were simulated in the absence (LGo) and presence of noise (LG1)

6.3.4 GAF Collective Motions

Collective motion was investigated using the 3-0D-GAF model. Here, a frag-
ment of the GB3 protein is supposed to share common motional behavior.
This approach was applied to the 3-sheet (residues 9-13, 18-23, 47-51 and
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56-60) and the «-helix (residues 27-42). Orientations of the reorientation
axes and associated amplitudes of motion were determined using orienta-
tions optimized in the SF-GAF analysis. Obtained results will be noted for
orientation axis A%, A% and A% and for amplitudes of reorientations o¢, 02

0
and ;.

This approach was first of all made with the entire RDC dataset. Then two
RDCs per peptide plane were randomly removed from the dataset. The
analysis was redone with this new dataset and the indirect X2 (x? of the
unused data) were estimated on the basis of the obtained results. This
procedure was repeated ten times and x?, , is obtained by averaging the
indirect x? over these repetitions.

In order to compare results with other reasonable descriptions, a model S-G
where the whole fragment undergoes an identical reorientation in a cone
motion S is used.

6.3.5 Global and Local Motion Determination

As simultaneous determination of all the three amplitudes of shared motion
(05, 0c and o¢) and the appropriate number (one or three) of individual
amplitude of reorientations are computationally very time consuming, a
sequential determination was used.

1. Local orientational properties (Aq, Ag and Ay) are determined using
the orientations obtained in the SF-GAF analysis.

2. Global axes of reorientation (As, Ae and A;) are fixed to that deter-
mined in the 3-0D-GAF protocol (AY, A2 and Ag).

3. Global angles of reorientation (05, 0c and o) are determined using the
3-0D-GAF results. The three values are simultaneously scaled by Ag in
order to sweep between (0,0,0) and (1.5 Gg, 150915 02). Therefore,
amplitudes of the motion are changed without modifying the relative
distribution of the motion.

4. Local amplitudes of reorientation according to 1D-GAF or 3D-GAF model
are determined.

Similarly to the previous step, this approach was first made with the entire
dataset and then complemented with ten indirect analyses (the same data
are removed as in the previous analysis) and indirect X2, ,; is averaged over
those ten repetitions. For 3-1D-GAF model, a comparison is made with
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a model where the whole 3-sheet is submitted to an isotropic S motion
and each peptide plane experiences its own local motion, i.e. a y-motion
(S-1D-GAF).

6.4 RESULTS AND DISCUSSION
6.4.1 Tensor Determination

The relative properties of tensors were accurately defined by the previous
GAF studies of GB3. Therefore, the relative tensor orientation and rhombicity
remain globally unchanged during this new optimization. However, the use
of the Ka scaling protocol reveals the impact of tensor magnitude and the
absorption of the dynamic component of the tensor eigenvalues (Figure 32).
The similarity between these results and those obtained from simulated
data from GB3 (Figure 17) and experimental data from Ubiquitin (Figure 16)
is striking, indicating a possible general nature of the SF-GAF approach. The
minimum found according to the 3D-GAF indirect analysis will be considered
as a quantitative determination of the magnitude of the studied tensors.
Final tensors can be found in Table 7.

Table 7 — Alignment tensors determined during GB3 analysis.

Tensor A, (1079 A, (1074 x (°) B(°) v(°)
0 —8.55 —1.68 93.15 79.24 173.03
1 —15.63 —3.52 —80.27 124.30 —7.99
2 11.15 4.78 109.82 99.25 122.67
3 9-85 6.71 —51.37 70.53 54.01
4 13.46 1.14 —75.38 90.81 —35.16

6.4.2 Local Dynamics Analysis

Averaged angles of reorientation 04,q, and op o, were determined to be
equal to respectively 4.6 and 10.0°. 28 peptides planes are modeled using
M-I, 19 with M-II and 7 with M-I. No evident correlation between the
repartition of the models and the secondary structure were found. Average
values of reorientation amplitudes eventually obtained are:

(04) =5.03°, (o) =8.39° and (oy) =11.70° (6.12)

Averaged amplitudes of reorientation are on the same order as those ob-
tained in previous 3D-GAF studies [167].
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Figure 32 — GB3 experimental data. Effect of the alignment tensor scaling on direct

data reproduction x? according to model S (green), 1D-GAF (red), 3D-GAF (blue).

The scaling is applied according to K5. The value Ky = 1 corresponds to the
tensors obtained after 1D-GAF optimization. The inset corresponds to indirect
data reproduction according to 3D-GAF. Grey line corresponds to the optimal
tensors.

Local dynamic amplitudes and their comparison to previous results of the
GB3 3D-GAF analysis and accelerated molecular dynamics of GB3 [181] are
shown in Figure 33. The corresponding numerical values can be found in
Tables 19 and 20 in Annexe C. Comparing the SF-GAF and 3D-GAF approaches
leads to essentially identical results in terms of the S, order parameter

distribution. The main difference resides in the level of dynamic amplitudes:

the SF-GAF approach leads to slightly higher level of dynamics, except
for a few exceptions. This shift can be explained by the slightly higher
alignment tensor eigenvalues for the SF-GAF analysis, which thus allows for
the presence of a little more dynamics. Comparison with the absolute order
parameters derived from this AMD is less robust than for Ubiquitin, as the
AMD was applied in a more primitive way, with an ad hoc adjustment of the
level of acceleration in order to match the lowest SIZ\TH, avp With the lowest
SIZ\IH/G Ar Of @ 3D-GAF analysis. Moreover the final step using standard MD
was not applied [167].

Figure 34 presents Ni-HN order parameters and y-motion obtained from
the SF-GAF analysis and the previous 3D-GAF analysis. The general pattern
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Figure 33 — Local GB3 dynamics obtained through SF-GAF analysis. N;-H] order
parameters (upper panel) and amplitudes of reorientation for y-motion (central
panel) and 3-motion (lower panel) derived from SF-GAF analysis (blue), previous
3D-GAF analysis (orange) and Accelerated Molecular Dynamics simulation (red).
AMD slower order parameter was set to be equal to the lowest 3D-GAFN;-HN
order parameter.
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is similar with some local differences, as shown from Figure 33. It is
worth noting that the main motion revealed by Normal Mode Analysis
[189] corresponds to a "breathing" motion leading to maximal amplitudes
of motion in the first N-terminal loop (the one on the upper left part of
Figure 34). The SF-GAF analysis seems to confirm the presence of such a
motion as the dynamics in this region increases as compared to the 3D-GAF
analysis.

6.4.3 Simulated Data: Identification of Collective Motion

A 3-0D-GAF analysis was performed using all the simulated datasets. The
three amplitudes of global reorientation (05, 0 and o;) and the three
corresponding (A5, A and A;) axes were determined simultaneously. No
local dynamics were assumed. Motional amplitudes are shown in Table 8.

Table 8 — Testing 3-0D-GAF model on GB3 simulated data. Values of the global re-
orientation angle fitted using 3-0D-GAF models with various simulated datasets.
Details of each simulated data can be found in the Materials and Methods
section. Briefly the number in the dataset name indicates the level of noise, the
F or R letter indicates whether the three local amplitudes of reorientation are
fixed (F) or randomly distributed between zero and the indicate value (R). For
clarity the three global amplitudes of reorientation were permuted in order to
be sorted by decreasing value.

Fitted values Values used to simulate data

Data 05 Oc o¢ o5 Oc o¢ O 0B Oy

S1 2.6 1.7 0.0 0.0 0.0 oo F 0.0 0.0 0.0

S2 3.5 2.3 0.0 0.0 0.0 oo F 0.0 0.0 0.0
LRo 2.0 1.7 1.6 0.0 0.0 oo R 3.0 8.0 20.0
LR1 3.5 2.3 0.0 0.0 0.0 oo R 3.0 8.0 200
LFo 10.4 9.2 7.7 0.0 0.0 0.0 F 11.3 7.4 6.3
LF1 10.5 9.5 6.8 0.0 0.0 0.0 F 11.3 7.4 6.3
GFo 11.3 7.4 6.3 11.3 7.4 6.3 F 0.0 0.0 0.0
GF1 11.9 7.9 7.2 113 7.4 6.3 F 0.0 0.0 0.0
LGo 13.3 9.4 6.9 11.3 7.4 63 R 2.0 5.0 8.0
LG1 12.5  10.0 5.3 11.3 7.4 63 R 2.0 5.0 8.0

Concerning the static descriptions (S1 and S2), no significant dynamics are
titted using the 3-0D-GAF model. Small reorientation angles are fitted in
order to best accommodate the random noise. This gives an initial estimation
of the 3-0D-GAF model noise sensitivity.
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Figure 34 — Local GB3 dynamics obtained through SF-GAF and previous 3D-GAF
analysis. Ni-HN order parameters (A and B) and amplitudes of reorientation
for y-motions (C and D). SF-GAF results are on the left (A and C) and previous
3D-GAF ones on the right (B and D). Color scale for y-motions from dark red
(oy > 20°) to dark blue (0, < 6°) via green, yellow, orange. Color scale N;-HN
order parameters from dark blue (S, ;. = 1.0) to dark red (SZ, .., = 0.5) via
green, yellow, orange. Grey: not determined. The presented structure was
determined using DyNAMIC-MECCANO [167].
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If randomly distributed 3D-GAF (LRo and LR1) are used, no collective mo-
tion is detected within a few degrees of accuracy. If a 3D-GAF model with
constant motional amplitude is used, significant amplitudes can be fitted.
Compared to the three introduced angles, the range of the three fitted values
is narrower. Considering a local amplitude distribution with similar ampli-
tudes of reorientation, the effect of the 3D-GAF can be crudely represented
as essentially isotropic. The effect is therefore to scale down corresponding
simulated RDCs', even if this global reorientation is not able to correctly
reproduce the detail of the simulated RDCs, it does reproduce the correct
range for the calculated RDCs. If a broad distribution of local motion am-
plitudes is present no overall scaling effect can be found and no collective
motion is extracted. If a constant local motional model is present, analyzing
them with only collective motions will lead to a factor that simply scales
down RDCs with a loss of information about local anisotropy.

In the case where only global motion is introduced in the simulation of the
data (GFo and GF1), the global reorientation is perfectly determined in the
absence of noise and within an accuracy smaller than 1 ° in the presence of
reasonable levels of noise.

If a global motion is introduced in the presence of randomly distributed
local motion, the global motion can be estimated within an accuracy of 2 °.

These simulations indicate that the 3-0D-GAF model is able to extract correct
amplitudes of collective motion in the presence of experimental noise and in
the presence of randomly distribute local dynamics. 3-0D-GAF does not over-
interpret the random fluctuation due to local dynamics or Gaussian noise as
global motion. Nevertheless, the presence of identically distributed motion
along the sequence can be partially interpreted as global motion. Analysis
of experimental data with 3-0D-GAF model is expected to reveal a collective
motion if this corresponds to the "reality" of the motion experienced by
the different planes but with a slight overestimation of the amplitudes of
reorientation in the presence of local motion.

6.4.4 Anisotropic Collective Motion Analysis

3-0D-GAF analysis was made on two different fragments of GB3 protein, the
-sheet and the a-helix. Amplitudes of collective reorientation are shown
in Table 9.

This rudimentary analysis neglects all anisotropic aspects of GAF models (e.g. GAF motion
can increase some RDC values of specifically oriented vectors [161]) and is just used to
underline how the 3-0D-GAF model can absorb part of the local motion.
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Table 9 — Amplitudes of reorientation obtained from 3-0D-GAF analysis of GB3
o-helix and (-sheet. The three amplitudes of reorientation were sorted by
decreasing values.

Fragment o5 Oe¢ o¢
-sheet 11.24 8.40 5.70
a-helix 10.43 9.66 3.83

The data reproduction for the whole fragments with direct and indirect
analysis are presented in Table 10.

Table 10 — Data reproduction using 3-0D-GAF or S-G analysis of GB3 for o-helix
and B-sheet fragments. Direct x? correspond to the data reproduction of all the
data within the considered fragment. Indirect x? are calculated only for the
removed data and averaged over ten different calculations.

Fragment x2(3-0D-GAF) x2(S-G) X2, 4 (3-0D-GAF) XZ,4(5-G)
[3-sheet 593.03 651.31 34.96 36.14
a-helix 416.71 436.71 21.75 21.69

Direct analysis with the 3-0D-GAF model improves data reproduction com-
pared to that obtained with the S-G description. Statistical tests on direct
x? indicate a relevance of the use of the 3-0D-GAF model for the B-sheet.
Concerning the «-helix, the improvement is statistically valid (e.g. it passes
a 5% F-test) but less important than for the 3-sheet. Indirect data reproduc-
tion validates the 3-0D-GAF improvement compared to a S-G analysis for
the [3-sheet, whereas improvement is less obvious for the x-helix. Thus the
following study will focus only on the 3-sheet.

The axes of reorientation of the 3-sheet fragments are presented in Figure 35.
Clearly, the two main axes of reorientation lie in the "plane" defined by
the B-sheet. The accuracy of their determination was investigated with
100 Monte-Carlo simulations. The results, presented in Figure 36, clearly
indicate a rather poor determination of those directions. Concerning the
main axis, it mainly remains in the (3-sheet "plane", whereas the second axis
can clearly move out of the plane. Those Monte-Carlo simulations allowed
the estimation of the accuracy of the three amplitudes of reorientation,
leading to:

os = 11.24 +2.09, oe =840£24 and 0 =570+2.72.
(6.13)
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Figure 35 — Axis of reorientation obtained from 3-0D-GAF analysis of GB3 f3-
sheet. The frame origin is set arbitrarily at the center of gravity of the protein.
Lengths of the three axes are proportional to their corresponding amplitude of
reorientation. Color scale, representing SF-GAF order parameter: from dark blue
(Sfm,c A = 1.0) to dark red (Sfm,c A = 0.5) Vvia green, yellow, orange. Grey: not
determined. The presented structure was determined using DYNAMIC-MECCANO
[167].

6.4.5 Simultaneous Characterization of Anisotropic Collective and Individual
Dynamics

The simultaneous determination of local and collective dynamics using
LS-GAF models is applied by progressively scaling the collective motion.
Data reproduction according to the 3-0D-GAF, 3-1D-GAF and the 3-3D-GAF
models are presented in Figure 37. The arbitrary factor As is set to 1, at the
reorientation angles obtained in the 3-0D-GAF analysis. For As values above
1, the three approaches rapidly converged to identical data reproductions.
For Ag values smaller than 1, the behavior of the three studies differs. For
the 3-0D-GAF analysis, the x? quickly decreases from high values for small
As to reach a minimum at the reorientation angles found in the previous
step. The 3-3D-GAF starts at a plateau value, with a small increase of the x?
as a function of As. The curvature increases until it is indistinguishable from
the other two curves. Concerning 3-1D-GAF x? variation, the corresponding
curve remains in between the two others, but reaches a minimum for
As = 0.85, corresponding to reorientation angles of:

o5 = 9.55, oe=7.14 and o; =4.84. (6.14)

The variation of Ag corresponds to the influence of the amount of collective
motion in the GB3 (3-sheet. The ordinate axis of Figure 37 corresponds to the
absence collective dynamics. At this value, the three obtained x* correspond
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Figure 36 — Accuracy of the 3-0D-GAF analysis of GB3 (3-sheet. Axis of reorientation
obtained from 3-0D-GAF analysis of GB3 {3-sheet through 100 Monte-Carlo
simulations. Lengths of the three axes are proportional to their corresponding
amplitude of reorientation. Red, orange and blue axis correspond the main, the
intermediate and the smaller axis of reorientation. Black axes correspond to
those experimentally determined.

in decreasing order to static, y-1D-GAF and 3D-GAF, all measured with the
same dynamically optimized tensors. For the highest values of Ag, a very
large collective motion is imposed. The perfect convergence of the three
curves indicates that this too-high common dynamics does not leave any
room for a local motion, as both locally static and dynamic models converge
to the same description.

For the 3-0D-GAF model, the evolution of the data reproduction as a function
of Ag is simple: the x? value decreases until it reaches an optimal value.
Further increase of collective motion makes the data reproduction worse.

Concerning 3-3D-GAF motion, the interpretation is quite clear: the best
data reproduction is obtained in the absence of collective motion. The
presence of small amplitude collective motion does not significantly affect
the data reproduction, but with an increase of amplitude, the quality of
the data reproduction starts to decrease. This was confirmed by indirect
analysis (data not shown). This indicates that the data does not justify
more GAF reorientations than the three of the 3D-GAF model. In other words,
it underlines the fact that the 3D-GAF motion is able to describe all the
RDC-detectable dynamics present in the system.
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Figure 37 — Data reproduction of GB3 3-sheet RDCs according to the different
LS-GAF models. Upper panel direct analysis: 3-0D-GAF (green), 3-1D-GAF (red)
and 3-3D-GAF (blue) as a function of Ag a scaling factor common to the three
axis of reorientation find in the 3-0D-GAF analysis. Lower panel direct analysis
(red) and indirect analysis (orange) using 3-1D-GAF model. For clarity the
indirect x? as been multiplied by a factor of 5. As = 1 corresponds to the angles
determined by 3-0D-GAF analysis.
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The data reproduction according to the 1D-GAF model optimally reproduces
the data at the value of As = 0.85. The relevance of this minimum was
checked and confirmed using indirect analysis (see Figure 37). This model
allows only vy-like local dynamics. Therefore all the dynamics present in
the 3-sheet cannot be interpreted with this single motion. By progressively
introducing collective dynamics, the residual dynamics can be interpreted
using this common motion. The optimal combination of the two motions
is found for a shared motion smaller than the one obtained using only
global motion (3-0D-GAF model) as both local and global dynamics have to
be expressed to give a proper description of the dynamics of the (3-sheet.
This minimum does not correspond to a better model than a direct 3D-GAF
analysis in terms of data reproduction. This is normal as the 3D-GAF has
more degrees of freedom, but it differently interprets the dynamics present
in the system. Here «- and 3-motions that independently "break" tetrahedric
junctions are removed and replaced by a common motion.

The statistical relevance of this description was tested by comparing data
reproduction with the 3-1D-GAF analysis and a model where the entire
B-sheet feels an isotropic S motion and each peptide plane undergoes
a y-motion (S-1D-GAF). The comparison to this model should determine
whether the 3-1D-GAF model has any relevance concerning the global motion
of the 3-sheet, as using an overall isotropic reorientation corresponds to
scaling down the alignment tensor. AIC or F-test analysis concludes that
the 3-1D-GAF motion is more relevant than the S-1D-GAF description. The
present results shows that a better alternative can be found by invoking a
general GAF motion of the 3-sheet.

Nevertheless, statistical comparison with 3D-GAF, where all peptide planes
are allowed to undergo three local reorientations, indicates that the 3D-GAF
remains much more likely than the 3-1D-GAF. Therefore the 3-1D-GAF cannot
be considered as an alternative to better reproduce data, it just proposes a
different way to interpret part of the dynamics.

6.4.6  Order Parameters Obtained Using Simultaneous Local and Collective
Descriptions

Order parameters derived from local and collective motions are summa-
rized in Table 21 (Annexe C.4) and Figure 38. Order parameters obtained
by comparing 3-1D-GAF and 3D-GAF results are extremely similar. N;-HN
order parameters S, are indistinguishable within experimental error. The
% -C! ; SZ. order parameters are also in good agreement, with some small
differences at some particular sites. S2, and S2,; order parameter exhibit
intermediate behavior due to their relative orientation in the plane.
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Figure 38 — Order parameters obtained through 3-1D-GAF analysis for GB3 {3-sheet:
order parameters derived from the shared dynamics only (red points), from both
local and shared dynamics (orange points) and compare to the order parameters
derived from the 3D-GAF analysis (blue). From top to bottom: Ni-H{\‘, C{4-Nj,

#*,-Ci; and C{_1—H{\1 order parameters
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Y-motion obtained in the 3-sheet using SF-GAF and 3-1D-GAF model are
presented on the GB3 structure in Figure 39. Clearly the amplitudes of
Y-motion obtained for the 3-1D-GAF analysis are smaller, but the relative
distribution is globally similar, and a bit more homogeneous. The reduction
of the range of y-motion in the 3-1D-GAF analysis is coherent with the
fact that this model interprets part of the dynamics in terms of collective
motion. The similar distribution of motion is interesting because previous
GB3 studies [164] revealed the presence of correlated y-motion within the 3-
sheet. The presence of a similar pattern indicates that the 3-1D-GAF motion
still allows for the existence of such a correlated motion. This motion
therefore appears more as a real y-correlated motion than a GAF global
B-sheet correlated motion that appears through y-motion correlation.

Figure 39 — y-motions o, obtained using SF-GAF (left) and 3-1D-GAF (right) analysis
for GB3 -sheet. Color scale from dark red (o, > 20°) to dark blue (o, < 6°)
via green, yellow, orange. Grey: not determined. The presented structure was
determined using DyNamICc-MEccANO [167].

6.5 CONCLUSION

In this chapter, the dynamics of GB3 was re-investigated using the SF-GAF
description. Alignment tensor optimization led to very similar features to
those described in the SF-GAF analysis of Ubiquitin in Chapter 4, suggesting
that the approaches are generalizable.
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Following this, a series of more or less complex models were developed
based on the GAF description, allowing the simultaneous characterization
of local and collective dynamics, and then applied to protein GB3. In the
B-sheet, the results suggest the possibility to interpret part of the observed
dynamics in terms of shared motion.

Here, this collective motion does not correspond to an additional motion
on top of a 3D-GAF motion, but to a possible reinterpretation of the x- and
B-motion dynamics, which, if applied independently, could lead to a non
physical distortion of the backbone. The obtained results do not reveal major
GAF collective motion in the (3-sheet. This does not mean that no collectivity
or correlation are present in the motion of peptide plane in the (3-sheet,
but that if present, they cannot be included in a simple shared GAF motion.
The basic model applied here to describe motion collectivity may not be
well suited to detect collective motion in the (3-sheet. For example, local
amplitude determination reveals increasing dynamics when the peptide
plane is close to the first N-terminal loop. A better way to characterize
collectivity of such a motion may be to use common reorientation axes as
presented here, but with a gradient of amplitudes allowing an increase
of dynamics in the interaction site. Thus the "quenching" of the shared
dynamics by the less dynamic residues may be avoided or limited. The
absence of data reproduction improvement using a 3-3D-GAF model also
confirms the ability of local 3D-GAF motions to describe the integrality of
the dynamics present in small folded proteins.

The physical nature and the corresponding picture of this motion cannot be
unequivocally obtained from such a simple approach. Here, the collective
motion is expressed through common axes and amplitudes of reorientation.
Whether planes move with this motion in a correlated or non-correlated
manner is not described by such a model. The use of complementary data
(for example 3] trans-hydrogen bond scalar couplings) could validate or
invalidate different hypotheses.

The aim of this chapter was to determine whether non-local descriptions
of the dynamics would be possible using GAF model. Here the completely
local description of protein GB3 dynamics was revisited, but the range of
applications of this model could be clearly very broad. Systems with more
dynamic behavior could reveal the relevance of using the LS-GAF motional
model. In fact multi-domain proteins or nucleic acids, with anisotropic
reorientation of the different domains, or weak complexes with nonspecific
interaction, could possibly require this kind of description in order to more
completely reveal their dynamic behavior.
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ABSTRACT

The site specific analysis of slow dynamics in proteins has mainly been
applied for two model systems for which extensive data have been very
accurately measured, namely Ubiquitin and protein GB3. The aim of the
chapter is to investigate a new system: an SH3 domain. This system is
studied both in order to increase the level of understanding of intrinsic
protein dynamics, and as a first step towards eventually characterizing and
comparing the slow dynamics occurring in a protein-protein complex. For
this system N relaxation and RDCs in 15 alignment media are measured.
The analysis of RDCs is achieved using three different approaches: one
determining an accurate averaged structure, one based on GAF models deter-
mining simultaneously structure and dynamics of the system and one based
on an ensemble selection approach, where the selection procedure combines
the efficiency of a genetic algorithm and model-free tensor determination
using SVD. Good convergence of the different methods is observed.

7.1 INTRODUCTION

Previous chapters focused on the characterization of conformational dis-
order of two proteins, Ubiquitin and protein GB3, for which data were
available in the literature. Nevertheless the understanding of slow timescale
motions in biological system requires the investigation of as many systems
as possible, to determine to which extent conclusions drawn from those
studies can be generalized. In particular Ubiquitin and protein GB3 have
similar folds, and it will be of interest to extend the study to differently
assembled proteins.

Here the investigated system is an SH3 domain, the CD2AP SH3-C (see

Annexe B). One of the interests of this system come from its interaction, in
a weak complex, with Ubiquitin. Thus the study of this SH3-C presents
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a double interest: characterizing the dynamics of this new system and
constituting the first step towards a study of the dynamics of both compo-
nents of a weak complex. This last characterization is extremely important
as the functioning of a living system requires an extremely complex net-
work of molecular interactions, between receptors and signaling molecules,
between nucleic acids and proteins, between substrates and enzymes. .. [4, 6
8, 192, 193]. Therefore characterizing the impact of a complex formation on
the protein dynamics is essential. It also carries considerable importance for
the determination of the importance of so-called recognition dynamics that
have been postulated to be present in both Ubiquitin and protein GB3 as
the flexibility of those domains in the complex remains an essential part of
the thermodynamic basis of the protein interactome.

Nevertheless studying both partners separately constitutes a prerequisite
for any complex dynamics study. As Ubiquitin has already been extensively
studied in Chapter 4, this chapter will deal with the characterization of the
structural and dynamic behavior of the second partner the CD2AP SH3-C.
Results presented here and in the following chapter are not yet definitive,
in the sense that these projects are still works in progress. Nevertheless
interpretation of experimentally obtained data already give some reasonable
results that will be presented.

7.2 MATERIALS AND METHODS
7.2.1  NMR Spectroscopy

All measurements were performed at 308 K on a Varian NMR Direct-Drive
Systems spectrometer 600 MHz (or 8oo MHz, in this case it will be men-
tioned) 'H Larmor frequency (14.1T or 18.8 T) equipped with tripe reso-
nance cryo-probes. NMR spectra were processed in NMRPipe [194] and
analyzed using the program Sparky [195]. Assignment was available in the
literature [196].

Relaxation measurements were performed using TH-1N-HSQC, »N-T; and
T, relaxation measurements, {'H }-">N nOe experiments and CPMG (Carr,
Purcell, Meiboom, Gill) relaxation dispersion were measured. Sequences
details can be found in the indicated reference [197].

For '3C-1"N-labeled protein samples RDCs measurements ('Dnh, 'Derea
and "D/ n) were realized using 3D BEST-type HNCO experiments [198,
199]. For '"N-labeled samples 'Dyny couplings were measured from 2D
SOFAST-type experiments [110].
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7.2.2  RDCs Measurements

RDCs were measured in different alignment media (see below). All samples
were prepared in 92% H,O / 8% D0, buffered at pH 6.0 with s5omM
sodium phosphate (NaH;PO,/Na;HPO,4) with 1 mM DTT ((2S,35)-1,4-bis-
sulfanylbutane-2,3-diol) , if slightly different conditions are used the corre-
sponding modifications will be explicitly mentioned. SH3-C protein was
provided by Jost Luis ORTEGA ROLDAN. All measurements were done in
Shigami tubes with 250 uL samples.

Complete sets of 'Dny, 'Derca and 'Desyn couplings were measured in
the following alignment media:

1.

BICELLES. A 5% mixture (w/w) of ditetradecyl-PC (1,2-di-O-tetradecyl-
sn-glycero-3-phosphocholine) and dihexyl-PC (1,2-di-O-hexyl-sn- glycero-
3-phosphocholine) in a 3:1 ratio was used. The two chemicals corre-
spond to a long (ditetradecyl-PC) and a short (dihexyl-PC) amphiphile
molecules [68]. The obtained bicelles present physico-chemical prop-
erties similar as DMPC/DHPC mixtures (see Section 2.2.2), but are
resistant to hydrolysis allowing much better stability of the medium.

BiceLLEs CTAB 1. Similar measurements were performed with bicelles
doped with CTAB (hexadecyl-trimethyl-ammonium bromide) in a ratio
ditetradecyl-PC:dihexyl-PC:CTAB 30:10:1. [68, 71, 72] and measured at
800 MHz.

. BICELLES CTAB 2. The same protocol was used using a ratio ditetradecyl-

PC:dihexyl-PC:CTAB 30:10:0.5.

BicerLLes SDS. Similarly bicelles can be charged with SDS (sodium
dodecyl-sulfate) [71, 72]. The ratio used here was ditetradecyl-PC:dihexyl-
PC:SDS 30:10:1.

. PEG/HExaNoOL. Measurements were made in a 5% penta-ethyleneglycol

monododecyl ether (Cj;Es) hexanol mixture [79].

PHAGES. Measurements were done at pH = 6.5, with gmg-mL™*
phages Pf1 and measured at 8oo MHz [75, 76].

PHAGES SALT 1. Similar measurements were done with 15mg-mL™"
phages Pf1 and 150mM NaCl, pH = 6.5.

PHAGES SALT 2. Similar protocol with 13.1 mg-mL™" phages Pf1 and
260mM NaCl, pH = 6.5 and measured at 8oo MHz.
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9. PoLyacryLAMIDE GEL. Sample were prepared using a 7% polyacry-
lamide gel [89, 90]. Mechanical compression was realized using direct
pressure of the Shigemi plunger.

"Dn couplings were also measured in:

1. BiceLLEs CTAB 3. Bicelles doped with CTAB in a ratio ditetradecyl-PC:
dihexyl-PC:CTAB 30:10:0.1 and measured at 8oo MHz.

2. BiceLLEs CTAB 4. Bicelles doped with CTAB in a ratio ditetradecyl-PC:
dihexyl-PC:CTAB 30:10:0.2 and measured at 8oo MHz.

3. BiceLLEs CTAB 5. Bicelles doped with CTAB in a ratio ditetradecyl-PC:
dihexyl-PC:CTAB 30:10:1.5 and measured at 8oo MHz.

4. BICeLLEs SDS 2. Bicelles doped with SDS in a ratio ditetradecyl-PC:
dihexyl-PC:SDS 30:10:0.5 and measured at 8oo MHz.

5. BiCceLLEs SDS 3. Bicelles doped with SDS in a ratio ditetradecyl-PC:
dihexyl-PC:SDS 30:10:1 and measured at 8oo MHz.

6. PURPLE MEMBRANES. Purple membrane (PM) fragments were used
with 150 mM NaCl. PM were added until a reasonable range of cou-
plings were reached (+8 Hz).

7.2.3 PN Relaxation Analysis

The analysis of the >N relaxation data was made using the software TENSOR.
The principle of the analysis is the following.

In a first step the diffusion tensor is estimated using Ry and R; rates. In the
most rigid regions the the molecule, experiencing only librational motions,
ratio of R;/Rj is weakly sensitive to fast dynamics, and thus the estimation
of the diffusion tensor can be made within a good accuracy by using the least
flexible residues. These can be identified on the basis of a known structure
as residues in secondary structures are expected to be more rigid or on
the basis of experimentally measured nOe as measured nyy is a sensitive
probe of fast motions. Residues exhibiting chemical exchange should also
be removed from this analysis.

The diffusion tensors can be described using three analytical models of a
diffusive rotor: the isotropic, the axial symmetric and the fully anisotropic
ones (see Section 1.4). Those three descriptions correspond to different
levels of complexity and using a more sophisticate model has to improve
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data reproduction. In order to select the most suitable model two statistical
tests are successively applied:

1. x2-test. This test is based on Monte-Carlo simulations. Using deter-
mined parameters of the model and adding Gaussian noise, propor-
tional to the experimental uncertainty, it is possible to generate a set of
experimental data, typically few hundreds. Using those data the deter-
mination of the parameters of the model are repeated, using the same
procedure as for the experimental data analysis. This will provide a
distribution of data reproduction, i.e. a x* distribution. At typically
the 95 centile of this distribution a limiting value often called X3 45
is fixed. This correspond to a limit of confidence: if the x? obtained
for the experimental data analysis is bigger than this value the model
can be rejected with a confidence of 95%. This test estimates whether,
considering the experimental errors and the number of parameters
used, the data reproduction is bad enough be statistically rejected. It is
worth noting that the Monte-Carlo simulations used for this statistical
test allow the estimation of the accuracy of the obtained parameters.

2. F-test. Here more than one model may not be rejected by the x’-test,
the selection of the most suited model among them is obtained using
F-statistics, as presented in Section 4.2.7.

When the properties of the diffusion tensor are determined, the local motion
analysis is realized using a model-free formalism, by using R;, R, and
heteronuclear nOes. As shown in Section 1.4.3, the model-free approach
can be expressed in different ways depending on the nature of the internal
motion [21, 24, 26]. Starting from an experimental data set it is impossible
to know a priori which description is the most appropriate. Therefore a
systematic model selection is required.

For each residue, the different models, corresponding to different spectral
density functions, are applied successively:

1. the very fast internal dynamics model where S? is the only remaining
parameter as T; tends to zero (see equations 1.38 and 1.39), in practice

it corresponds to T; < 20 ps.

2. the standard two parameters Lipari-Szabo model (equations 1.36 and
1.37)

3. the model 1 with an exchange contribution

4. the model 2 with an exchange contribution

149



150

SH3C FAST AND SLOW DYNAMICS STUDIES

5. the extended model-free description with a fast internal motion in the
infinitely fast limit Tz — 0 (see equations 1.43 and 1.44)

The different models are applied and tested using x*-test. If model 1 passes
the x*-test it is accepted. For model 2 and 3 they have to pass in addition
an F-test: in case of failure, the model 1, even if not accepted in the first
step is used, otherwise the considered model is accepted. Often models
4 or 5 are able to correctly reproduce data as they use three parameters
and, using a dataset measured at a single field, only three experimental
measurements are available (Ry, R, and nOe). The fit for these models is
therefore necessarily essentially perfect, otherwise it is rejected. If all the
model fail the model that best reproduced the data is used and the failure
is indicated.

7.2.4 GAF Analysis

The tensor determination was performed using the same protocol as pre-
sented in the Section 4.2.6 until the weight optimization and outlier detection
using the 1D-GAF model.

Then a simultaneous determination of structure and dynamics was per-
formed using the DyNaMIc-MEccANO approach. This method allows a
sequential determination of peptide plane orientation and dynamic behav-
ior according to the 1D-GAF model (see Section 3.6.3).

For each plane the determination of the mean orientation and the dynamic
parameter is performed sequentially. The determination is always repeated
four times in order to test the three different 1D-GAF motions and the S
isotropic reorientation. The best fitting model is retained. In order to select
the correct orientation of the studied plane compared to the previous one a
weak harmonic potential centered on a idealized tetrahedral junction (111 °
for the C'C*N angle') is introduced to overcome the two fold degeneracy
remaining for the orientation of a plane according to RDCs (see Section 2.5).
The potential is fixed to a low value in order to not influence the orientation
of the correct solution. To minimize the possibility of getting a wrong
orientation, if necessary, the optimization can be done each time for example
for three peptide planes simultaneously, the first optimized as previously
described and the two others with a S motion, their "real" dynamics being
optimized in the two following steps. This is mainly useful if Prolines or
residues with few or no experimental RDCs are present. The use of several

The used value does not correspond to ideal expected angle of 109.47 ° but was optimized
using the set of structures used to determined peptide plane idealized geometry (see
Section 3.6.3).
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residues avoids a random orientation that breaks the fold of the protein. The
structure calculation starts for the N-terminal but exactly similar procedure
can be applied starting from the C-terminal and progressing in the reverse
way or even staring at any plane and applying the procedure on the two
opposite directions.

7.2.5 SCULPTOR Structure Determination

ScuLrToRr (Structure Calculation Using Long-range, Paramagnetic, Tensorial
and Orientational Restraints) [200] is an in-house module written in the
Blackledge laboratory and now incorporated into CNS (Crystallography and
NMR System) [201, 202] that allows for efficient structure calculations using
tensorial restraints with floating tensors. The software allows the combina-
tion of standard force fields implemented for NMR structure calculation and
experimental restraints via a pseudo potential. The obtained static structural
ensemble is determined in this case from the RDC refinement, using all
of the measured RDCs including 10 alignment media, of an existing NMR
structure (2jte) determined using nOe restraints [203].

7.2.6  ASTEROIDS-SVD

A version of the ASTEROIDs algorithm was implemented that is adapted to
the selection of structural ensembles from a larger pool. The principles of
evolution and selection are identical to those presented in Section 10.2.4.
The difference comes from the method used to calculate RDCs from the
considered ensemble. Concerning unfolded systems RDCs were calculated
using PALEs and then introduced in the selection algorithm, whereas here the
RDC calculations are performed on the fly from the ensemble of structures
using an SVD based approach (see Annexe A) similar to the one used for
the AMD study applied to Ubiquitin. This procedure efficiently estimates
tensors and data reproduction for different type of RDCs. If necessary
successive applications allow the treatment of data from different alignment
media. The approach presents the advantage of not requiring further scaling
factors to match experimental RDCs range as determined tensors are optimal
from the SVD analysis and obtained without requiring any hypothesis. A
major difference is present compared to the original AsTErOIDS: for studies
of unfolded states a different tensor is used for each conformer, whereas
here an optimal average tensor is determined for the whole ensemble (this
is again the same logic as was applied to the accelerated MD ensemb]es).

The original version of ASTEROIDS was developed for unfolded protein analyses, therefore
the detailed description of the algorithm can be found in the corresponding chapters.
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Here the population of solution P was still set at 100 and the number of
iterations used to achieve good convergence was set to 8000 .

The starting pool of structures was made up of 10000 structures extracted
every 100 ps of a 1 pus molecular dynamics realized by Luca MoLLicA (un-
published data) using the GROMACS 4.0.4 package [204] and the AMBER
tfg9SB force field. The protein has been simulated in isobaric-isocoric con-
ditions (NPT), at a temperature of 300K and a isotropic pressure of 1 bar
(Berendsen barostat [183]) in a periodically repeating box with 9500 explicit
water molecules. Periodic boundary conditions have been applied and
electrostatics has been treated buy means of Particle Mesh Ewald method
[142, 184]. The system has been equilibrated for 5ns and then simulated
without restraints for 1 ps.

7.3 RESULTS AND DISCUSSION
7.3.1 °N Relaxation

Measured rates can be seen in Figure 40. No dispersion were observed
from the CPMG experiment (data not shown). 15N relaxation rates analysis
allowed, first of all to characterize the rotational diffusion tensor of SH3-C.
The complete tensor characterization is given in Table 11. The obtained
tensor does not exhibit important anisotropy, which is not surprising con-
sidering the near spherical shape of the molecule (see below) and presents
high similarity with the inertia tensor (data not shown). The corresponding
correlation time of 3.273ns is in good agreement with a protein of this size
at 35°C. From the obtained diffusion tensor an analysis of local mobility

Table 11 — Rotational diffusion tensor for SH3-C. Tensors eigenvalues are given in
1078571, angles in degree.

Dxx Dyy Dy, (%4 B Y

0.459+0.09 0.501+0.10 0.589+0.14 69.86+14.78 83.51+4.25 -83.33+5.65

was performed using a model-free approach (see Section 7.2.3). Obtained
order parameters can be found in Figure 45 (see bellow) were they are com-
pared to RDCs derived dynamics. An appropriate model of dynamics was
found for every site except residue 12. Most of the residues were correctly
described using model 1 or 2, i.e. standard model-free models, in the fast
motion limit for model 1. The presence of exchange was invoked for the
N-terminal part (3-6), for clusters of residues (13, 16, 18) , (33, 35) , 50 and
(57, 59). Those region mainly correspond to a priori flexible parts, i.e. loops
or peptide chain extremity.
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Figure 40 — >N Ry (top), Rz (middle) relaxation rates and {'H }-'>N nOe (bottom)
for SH3-C at 600 MHz 'H Larmor frequency.

7.3.2 SECONDA Analysis and High Resolution Structure Determination

A SECONDA analysis (see Section 3.2.2) was performed on the set of 15 ' Dy
datasets. By repeating the analysis for all possible combinations of 14, 13,
12, 11, 10, 9 or 8 dataset sub-ensembles, a good compromise between the
consistency and the number of remaining datasets was found by selecting
the 10 datasets summarized in Table 12. For this selected sub-ensemble
the ratio between the fifth and the sixth eigenvalues, that characterize the
self-consistency of the dataset (see Section 3.2.2), was found to be 7.9.

Structure calculations were performed using ScuLrTOR. Very good conver-
gence was achieved in the structure calculations leading to almost identical
structures with an RMSD for C* of 0.27 A for the 10 best structures selected
on the total energy: potential energies due to the force-field and the pseudo-
potential of RDCs experimental restraints. The data reproduction obtained
through this static description is illustrated in Figure 41. The comparison
with similar structures and the fact that the planarity of the peptide plane
remains well defined indicates a priori that the structures are reasonable
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Table 12 — Alignment media selected using SECONDA analysis for SH3-C and their
corresponding RDCs numbers. Details of alignment media preparation can be
found in the Materials and Methods section.

Number Media "Dnnt Do "Derca
0 Bicelles 56 57 56
1 Bicelles CTAB 5 60
2 Bicelles CTAB 2 53 56 55
3 Bicelles SDS 60 60 60
4 Polyacrylamide gel 60 60 60
5 PEG /hexanol 55 55 55
6 Phages 60 60 60
7 Phages salt 58 56 60
8 Phages salt 2 55 55 55
9 Purple membrane 58

and that the very large number of RDC restraints (around 1500) do not
induce undue orientational strain or local structural deformation (94% of
residues are found in most favoured regions of Ramachandran space and
4% in additionally allowed regions).
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Figure 41 — Data Reproduction using a Static description. Reproduction of all (A)

"Dnn, B) 'Degn and (C) 'Derc« couplings according to the best ScuLpTor
structure.

The ten best structures of SH3-C are presented in Figure 42A. Figure 42B
shows five different high resolution X-ray structures of different SH3 do-
mains, obtained from crystal structures, in interaction with a peptide or
a protein: 1ucka (1.5 A) [205], 1u06 (1.5A) [206], 2ak5 (1.85A) [207], 2bz8
(2.0A) [207] and 2j60 (2.22 A) [208].



Figure 42 — Divers Representations of SH3-C. (A) 10 bests structures obtained using ScuLrToR. (B) Five different hight resolution X-ray
crystal structures of various SH3 domains. (C) 20 structures from the ASTEROIDs-svD selected ensemble.
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The different SH3-C domains presented in Figure 42B does not present
perfect sequence homology thus some details of the comparison may be
biased by this issue. Nevertheless the comparison of the overall fold is
highly similar (typical RMSD ~0.6 A), almost identical in the B-sheet region.
The main discrepancy can be found in the so-called nSrc region (loop in
the bottom left part of Figure 42). In this region, which is the interaction
region for the crystal structures, a high variability appears across SH3
domains. This may be due to variation in the primary sequence of the
considered SH3-C or interaction with the partner with which SH3-C is
co-crystalized. Considering molecular recognition mechanisms it may be
interesting to determine the conformational sampling of the free SH3-C in
this region to investigate the extent to which the SH3-C protein samples this
conformational variability when not interacting with any partner.

7.3.3 GAF Analysis of SH3-C Dynamics

The protocol for tensor determination was applied on the ensemble of RDC
datasets determined using the SECONDA approach. The resulting tensors,
optimized using the 1D-GAF model are presented in Table 13.

Table 13 — Alignment tensors determined during SH3-C analysis with a 1D-GAF
model.

Tensor Ag (1074) A, (107%) « (%) B() ()
0 —5.13 —3.44 44.97 186.80 117.78
1 9.79 5.40 —187.56 99.31 —138.69
2 10.39 5.66 —185.78 98.51 —137.94
3 4.04 2.53 152.02 71.25 109.26
4 —4.17 —1.01 —178.18 107.95 —119.02
5 —13.92 —3.41 —81.60 134.79 —19.26
6 —5.31 —1.51 31.65 51.61 —116.24
7 4.68 2.61 156.75 61.09 103.13
8 4.73 2.62 157.45 60.78 102.97
9 4.04 1.01 37.01 53.47 —116.84

From these tensors, two different analyses were applied, one using DyNaMIc-
MEccaNo in order to obtain a simultaneous determination of structure and
dynamics, according to a 1D-GAF motion. The second analysis used a
3D-GAF analysis as described in previous chapters. It is worth noting that
results presented here are not completely definitive especially for the 3D-GAF
analysis as these experimental data have been relatively recently measured.
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Nevertheless the analysis appears to be consistent and therefore provides
an initial estimation of the long-timescale dynamics present in the system.

The structure obtained with the Dynamic-MEeccaNoO approach is presented
in Figure 43, where it is compared to the previously obtained ScuLrTOR
static structure. The agreement between the two structures is very good
(RMSD o.52 A). The ability of DyNaMIC-MECCANO to determine a correct

Figure 43 — Comparison of SH3-C structures obtained with ScuLpror and DyNaMIcC-
MEccaNoO approaches: (blue) SCULPTOR structure, (red) DyNnaMIC-MECCANO
structure.

fold without the use of long-range information (nOe restraints, hydrogen-
bonding, long-range RDCs. ..) underlines the accuracy with which RDCs
can define orientational properties: each plane is oriented successively —
using only in-plane couplings — and every error in a plane orientation
can potentially propagates with dramatic effects on the protein fold. Some
of the differences between the two models can be explained by the fact
that one of method explicitly take into account dynamic properties, while
the other (SCULPTOR refinement) ignores this component completely, and
allows it to be absorbed into a floating alignment tensor. Even if the
obtained structures are very similar the improvement in data reproduction
clearly improve when incorporating dynamics in the description as it can
be seen from Figure 44. This result indicates that the true orientational
average structure determined using the DynNaMIic-MECccANO approach is
very similar to the structure determined from orientationally averaged
restraints, a result that is not necessarily obvious, but which is in line with
results from Ubiquitin and GB3. The conformational dynamics extracted
from both 1D-GAF and SF-GAF description are summarized in Figure 45 and
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Figure 44 — Data Reproduction using a 1D-GAF description in the DyNAmIC-
MEeccaNoO simultaneous structure and dynamic determination. Reproduction
of all (A) '"Dnn, (B) 'Deryyn and (C) 'Derca couplings according to a 1D-GAF
description.

represented on the DynamMic-MEeccano SH3-C structure in Figure 46. The
order parameters obtained with the two different GAF analyses are found
to be very similar. The 3D-GAF exhibits slightly more dynamics due to the
possibility of using three different reorientations. Comparison of GAF order
parameters SiH,G . and those determined from "N relaxation SiH,REL again
leads to similar profiles, and to similar observations as previously described
for Ubiquitin and GB3. In structured regions the two analysis revealed
similar level of dynamics whereas in loop regions 15-20, 35-40 and 49-53
the GAF models tended to exhibit more dynamics. In the region 10-15 the
SﬁH/REL appeared slightly lower than those of the GAF analysis but this may
be due to non-optimal refinement of the alignment tensors (by analogy to
the Ubiquitin and protein GB3 analysis the 3D-GAF optimized tensors are
expected to be slightly higher). Moreover Monte-Carlo based estimation of
the uncertainties of the GAF obtained parameters has still to be performed to
determine whether the differences are significant. Interestingly the 35-40
region, which exhibit slow dynamics, corresponds to the nSrc region, where
interaction with biological partners occurs.

7.3.4 Ensemble Description of SH3-C Dynamics

As shown in previous chapters, an ensemble based description of the
dynamics can be highly complementary to the GAF analysis. In this case
an ensemble selection approach was used using ASTEROIDS-SVD to obtain a
sub-ensemble representative of the experimentally measured RDCs from a
very long MD simulation.

These approach has already been partially tested on simulated data (data
not shown) and further testing procedures are in progress. Using simulated
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Figure 45 — Ni-HN order parameters S2,; obtained for SH3-C from >N relaxation
(orange), 1D-GAF (green), 3D-GAF analysis (blue) and using ASTEROIDS-SVD en-
semble description (red). From top to bottom: >N relaxation and 3D-GAF,
1D-GAF and 3D-GAF, '°N relaxation and ASTEROIDS-sVD ensemble, 3D-GAF and
ASTEROIDS-SVD ensemble. S2, corresponding to null y-motion in the 3D-GAF
analysis are not presented. Dark grey arrows indicate 3-sheet.
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Figure 46 — Ni-H] order parameters obtained for SH3-C analysis using 3D-GAF
description on its DyNAMIC-MECCANO structure. Color scale Ni-HN order
parameters from dark blue (Sfm/G A = 1.0) to dark red (Sfm/G ar = 0.5) Via green,

yellow, orange. Grey: not determined.

data, the protocol is able to correctly recognize the conformational sampling
of target ensembles on the basis of measured RDCs. Further investigation
is necessary to determine the accuracy and the robustness of the approach
and in particular to determine the minimal requirement of experimental
data. In the current case the large volume of data measured in ten different
aligment media is almost certainly sufficient. Further investigation of the
influence of the initial MD sampling on the obtained results will also clarify
the precision of the approach.

The analysis was made using increasing sizes of the selected sub-ensemble
in order to estimate the appropriate number of structures that need to be
selected. As no improvement of the data reproduction were found for
ensemble size higher than 40, this size was retained for the selected en-
semble. The selection procedure was repeated ten times, leading to a good
convergence in terms of both data reproduction and obtained order param-
eters. Data reproduction obtained through this approach are presented in
Figure 47.

The best ensemble of structures — the one that best reproduces the experi-
mental data — is presented in Figure 42C and compared to the Dynamic-
MECCANO structure in Figure 48.

Considering the comparison with the DyNaAMIC-MECCANO structure the
agreement is very good. Both descriptions explicitly incorporate dynamics
and thus the average structure of the ASTEROIDs-svD selected ensemble
and the DynNamIc-MEccANO structure would be expected to be in good
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Figure 47 — Data Reproduction using ASTEROIDS-sVD description. Reproduction
of all (A) "Dy, (B) "D¢eiyn and (C) "D e couplings according to the best
ASTEROIDS-SVD selected ensemble.

agreement if the methods are appropriately applied. Here small excursions
exist deriving mainly from translational differences, with the orientation of
each plane being generally in good agreement in the two approaches. It is
worth nothing that only 20 randomly selected structures of the ensemble
are shown in the figure comparing between the ASTEROIDS-SVD ensemble
and the DyNaAMIC-MECCANO structure. This clearly decreases the envelope
defined by the ensemble. The use of the 40-strong conformer ensemble
led to a better inclusion of the DyNAMIC-MECCANO structure but also to
a situation where the DynaMIC-MECCANO structure is masked for several
amino-acid, complicating the visual comparison.

The comparison of SZ; order parameters obtained from the 3D-GAF approach
and the ASTEROIDs-svD protocol is presented in Figure 45. The overall
agreement between the two RDCs based approach is qualitatively good:
similar levels of dynamics are present in the two descriptions and SZ,
profiles, if not identical, reveal similar patterns. The two main regions
where discrepancies appear are 29-32 and 40-43. In the former the GAF
analysis reveals slightly more dynamics. The origin of those divergences are
still under investigation, but the increased dynamic for the ASTEROIDS-SVD
ensemble may be due to the inability of the MD simulation to characterize
the motion in this loop.

7.4 CONCLUSION

The aim of this chapter was to characterize the structural and dynamical
properties of an SH3 domain. Two kinds of experiments were used to inves-
tigate this system, namely '°N relaxation rates and RDC measurements.
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Figure 48 — Comparison for SH3-C of the ensemble of structures (blue) of the
ASTEROIDS-svD analysis and the Dynamic-MEccaNo structure (red). For the
shake of clarity only 20 conformers of the ensemble are shown.

The relaxation measurements have led to the determination of the rotational
diffusion tensor and the characterization of fast dynamics of this SH3-C.
The analysis mainly identifies the N-terminal part of the peptide chain as
highly flexible and to detect slightly increased dynamics in the 36-44 loop
region.

Concerning RDCs an extensive dataset was measured, made up 15 different
alignment media and three different kind of coupling for ten of them. The
self-consistency of the dataset was ensured by a SECONDA selection of a
sub-ensemble of RDC datasets. The RDC analysis provided an important
source of both structural and dynamic information. Even if the analysis is
still in progress, some initial conclusions can already be drawn. The data
were analyzed in three complementary ways: a static analysis through the
ScuLrTOR structure refinement using only RDCs as experimental restraints,
a dynamic analysis using an ensemble selection approach based on an
SVD analysis of the orientational vectors and their ability to reproduce
the experimental data, and a simultaneous determination of structure and
dynamics using a GAF formalism.

Concerning the structural aspect the obtained results converged to an ap-
parently high resolution averaged structure. The SCULPTOR structure was
compared to various crystal structures of SH3 domains in complex with
peptides or protein. Clearly the overall fold of all those structures are nearly
identical with a clear conformational variability existing for the crystal
structures in the nSrc loop involved in complex formation.
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Concerning the dynamic behavior of this SH3-C domain two different
approaches were used and — even if not definitive — they already relatively
well converged in terms of order parameters. The GAF protocol, which
were developed for others studies, gave one more example of the utility
of this description. The ensemble selection using ASTEROIDS-SVD appeared
as an attractive alternative for the characterization of dynamics. While
similar approaches already exist in the literature, this combination of a
genetic algorithm and the tensor determination using SVD based method
seems to provide efficient selection process. Based on completely different
principles these two approaches may provide complementary information
on the dynamic behavior of the studied experimental system, and allow the
determination of a minimal data set that can be used for the study of future
systems.

The analysis of RDCs from the GB3 and GB1 homologs and those measured
in Ubiquitin have, over the last decade, stimulated extraordinary efforts to
determine the true nature of dynamics occurring on timescales up to the
microsecond in solution. We hope that the addition of a differently folded
system, with a much lower percentage of canonical secondary structure than
the previously studied systems, will provide valuable additional experimen-
tal information with which to characterize dynamics on these functionally
important timescales.

The two approaches underline the presence of significant slower dynamics
in the nSrc loop region, which corresponds to the interface with biologi-
cal partners, and which is relatively rigid on sub-nanosecond timescales.
Direct comparison with crystal structure is possibly hazardous as primary
sequence of the considered SH3-C slightly differ in the region. Neverthe-
less concerning the question of molecular recognition it may be useful to
determine whether the "conformational sampling" implied by the different
crystal structures in interaction with different partners is already present
in solution. In order to investigate this question the "real" conformational
sampling in the complex has to be determined to allow a direct comparison
between the conformational sampling of the free and the bound form of
this SH3-C in interaction with Ubiquitin.
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SH3-C UBIQUITIN WEAK COMPLEX STUDIED BY NMR
RELAXATION

ABSTRACT

The study of weak protein-protein complexes is a biologically important
problem, that are notoriously difficult to characterize experimentally, de-
fying co-crystallization and presenting experimental parameters that are
often confused with contributions from the free forms of the proteins. Here
approaches are developed to measure '°N relaxation rates for a SH3-C-
Ubiquitin complex. These studies allow the estimation of the kinetics of
complex formation and the derivation of accurate information about the
reorientation diffusion tensor of the complex. Finally the fast dynamics in
the complex can be determined and compared with dynamics in the free
forms of the proteins.

8.1 INTRODUCTION

NMR is one of the most powerful tools for the study of biomolecular com-
plexes, due to its sensitivity to protein-protein interactions with equilibrium
dissociation constants varying over many orders of magnitude, from the
very tightly bound, to ultra-weak complexes that can barely be detected
using other biophysical techniques [209, 210]. In addition to the mapping
of chemical shift changes induced by the proximity of the partner protein,
and cross-relaxation derived intermolecular distance restraints, RDCs and
>N spin relaxation rates [211—213] provide highly complementary orien-
tational information defining the relative position of the partners in the
complex. Although very weak protein-protein interactions (dissociation
constant K4 above 1074 M) are known to be important for a vast range
of cellular events, such as transcription and replication, signal transduc-
tion, transient formation of encounter complexes and assembly of protein
complexes, they remain the least well characterized, due to the increased
difficulties encountered in isolating conformationally dependent parameters
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reporting on the bound form of the proteins. Due to the weakness of the
involved interactions the direct observation of the complex entity may be at
best difficult and most of the time thermodynamically impossible to observe
under biologically relevant conditions (see Annexe D for more detailed
discussion about weak complex saturation).

The aims of this chapter is to describe a method based on standard spin
relaxation measurements (>N Rj, R; and {'H }-">N nOe) in order to quanti-
tatively derive directly unmeasurable relaxation rates in the complex and to
derive from them accurate determination of reorientation diffusion tensors.
The approach consists of the measurement of relaxation rates at different
molar fractions of the protein in the complex and to use this information to
extrapolate the measured rates in the complex bound form. The study is
applicable to pseudo two site exchange where each partner is in equilibrium
between the free and the bound forms. The approach allows the estimate
the kinetic constants of the equilibrium.

8.2 MATERIALS AND METHODS
8.2.1 Protein Expression, Purification and Samples Preparation

Protein expression and purification of both "N SH3-C and >N Ubiquitin
were performed by JosE Luis ORTEGA ROLDAN and ANTOINE LiciNio. Details
of expression and purification can be found in the literature [203]. The
obtained Ubiquitin presents a His-tag (6 successive Histidines) on its C-
terminal. Concentrations were measured by absorption measurements at
280nm. Absorption coefficients were estimated using ProtParam algorithm
at 13980 L-cm™"-mol ™" for SH3-C and 1450L.cm™"-mol " for Ubiquitin.

All samples were prepared in 92% H,O / 8% D,0, 50 mM sodium phosphate
(NaH,PO,4/Na;HPO4), 1 mM DTT at pH 6.0.

8.2.2 NMR Spectroscopy

All measurements were performed using similar procedures as explained in
Section 7.2.1.

Two Chemical Shifts titration were performed: one for SH3-C, one for
Ubiquitin. In both cases the titration started with a 0.1 mM sample of the
first protein, the second being added in successive steps. Chemical Shifts
perturbations were monitored using 'H-""N-HSQC (Heteronuclear Single
Quantum Correlation) experiments.



8.2 MATERIALS AND METHODS

Relaxation measurements were performed for the two proteins alone and
for three mixtures of the two partners. For each point, 'H-""N-HSQC,
I>N-T; and T, relaxation measurements, {'H }-">’N nOe experiments and
CPMG relaxation dispersion were measured at 308 K at 600 MHz 'H Larmor
frequency. TH->'N-HSQC, '°N-T; and T, relaxation measurements were in
addition performed at 298 K at 1 GHz 'H Larmor frequency (23.5T).

8.2.3 Complex Kinetic and Thermodynamics

The corresponding chemical equilibrium will be described using the for-
malism proposed in Annexe D. The complex formation being written as:

Kon ) [A]B] ko
A+B—C with Kg=—rr—=— 8.1
Kotf d [C] Kon ®.1)

A being the protein of interest (either Ubiquitin or SH3-C) this equilibrium
can be expressed in terms of pseudo two site exchange as:

kon[IB]
A —=C with kex = kon!B] + Koft (82)

Kot

Considering this kinetic pathway most of the measurable quantities evolve
linearly as a function of the fraction in the complex, e.g. chemical shifts, R;
rates. . . but explicit contribution of exchange in the R; rates are also present
when the site is involved in chemical shift exchange between the free and
bound species. The expression of the fraction as a function of the introduced
concentrations can be derived similarly to Annexe D as:

P Ka+ [Alp + Blo — /(Ka + [Aly + Blo)2 — 4[Alo[Blo
A 2[Al

(8.3)

8.2.4 Chemical Shifts Titrations Analysis

The two sets of CSs obtained with the two inverse titrations are analyzed
simultaneously. As the two proteins are "N labeled and the spectrum is
sufficiently well resolved, the evolution of the CSs from the two proteins
can be followed in both titrations. All CS variations between the free and
the bound forms are supposed to be linear as a function of the fraction of
the protein present in the complex. Thus the CSs 6 can be expressed as:

SAni(Pa) = 8R%  + (SXWh — R )Pa (8.4)

n corresponding to the nucleus studied ('"H or 'N) and i to the amino-acid
number.
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This analysis is performed in two steps. Firstly K4 is determined during the
optimization of CS changes for all residues presenting large CS variation.
Then the extrapolation is made for all other residues using the previously
determined value of K4. The accuracy of the Ky estimation was made using
1000 Monte-Carlo based simulations.

8.2.5 Relaxation Data Analysis

Extrapolations of the Ry rates in the complex, can be made by a similar man-
ner as for the CS, as their variation is also expected to be linear combination
of the free and bound values, thus:

Riai(Pa) =RIE + (RPAT —RIE )PA (8.5)

For R, extrapolations the possibility of an exchange contribution has to
be explicitly taken into account. Here the considered source of exchange
is the complex formation equilibrium. Note that in one case (residue 9
of Ubiquitin) there is a clear case of conformational exchange only in the
complex. For each protein, e.g. A, the equilibrium between free and bound
forms can be described as a two site exchange process (see equation 8.2), by
introducing an exchange constant depending on the concentration of the
second protein, e.g. B. As Ky, Koff, kon and kex are in this case linked the
determination of K4 and k¢ are enough to completely define this kinetic
equilibrium. For a two site exchange, the analytical contribution to the
transverse relaxation can be found with various expressions in the literature
[29, 214, 215], leading to the following evolution of the R;:

Ryai(PA) = R + (RBRT! — R IPA + Rex (8.6)

with:

1 1
Rex = = [kex — —argch (DJr cosh(ny)—D_ COS(H—))
2 Tep

VU2 + 2+ 1 (42803, (8.7)

£ = 2AwN (kon[B] — Koff) and P =k, — Aw,

N+ = Tep

and Awy the difference in N chemical shifts between the free and the
bound forms.
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8.3 RESULTS AND DISCUSSION

8.3.1  Chemical Shifts Titrations

The effects of titration on chemical shifts are shown in Figure 49. Those two
titrations were used to estimate the dissociation constant of the interaction.
The obtained constant is K4 = 0.190 £0.074mM. The corresponding CS
variations obtained for the two proteins can be seen in Figures 51 and 5o0.
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Figure 49 — Chemical Shifts Titrations of SH3-C Ubiquitin complex. Titration

of SH3-C with Ubiquitin (A) and inverse titration (B). Color scale from blue
to green, yellow, orange and red corresponds to an increase of the partner

concentration, blue correspond to the free-form. Peaks are labeled with a letter,

S for SH3-C, U for Ubiquitin and their corresponding amino-acid number.
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Figure 50 — Extrapolation of CSs in the SH3-C Ubiquitin complex: (blue points)
experimental data and (red line) linear extrapolation. Panels are labeled with a
letter, S for SH3-C, U for Ubiquitin and their corresponding amino-acid number.

The amplitudes of changes are quite small but variations are localized in
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Figure 51 — Chemical Shifts variations in the SH3-C Ubiquitin complex compared
to the free form: (A) SH3-C, (B) Ubiquitin. Top panel '>N and bottom panel 'H
chemical shifts changes, both are given in absolute value.

particular regions. For SH3-C those regions are approximatively 18-23 (the
RT loop), 37-39 (the nSrc loop), 42-44 (beginning of a 3-strand) and 54-58.
For Ubiquitin weak changes can be detected in the N-terminal part but
they are mainly concentrated in the 40-50 region and the C-terminal. This
distribution of CS variations is in good agreement with previous studies
of the complex [196]. Moreover the formation-dissociation kinetics of the
complex appears as a process in a fast exchange regime as no significant
line broadening was observed during the titration.

8.3.2 Relaxation Measurements

The obtained "N R; and R; relaxations rates are presented in Figures 52
and 53.

By direct observation of the data some points can be immediately noticed.
Clear evolution can be seen for the Ry and R; rates. The overall pattern of the
rates are conserved from one mixture to another, except for a few residues
for which an exchange contribution clearly appears through significantly
higher values of R; rates (e.g. residues 20 or 57 for SH3-C or residues 9 or 73
for Ubiquitin). Those contributions can be seen even more clearly from R;
rates measured at 23.5 T (1 GHz) in Figure 54. {'H }-""N nOe measurements
reveal a very similar pattern for the different mixtures (data not shown).
A dynamic tail can be observed (N-terminal for SH3-C and C-terminal for
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Sequence
Figure 52 — 15N Ry, R» relaxation rates (600 MHz) for Ubiquitin for samples with

different protein ratios: (A) '>N Ry and (B) >N R,. Color coding: from blue
(free form) to green, yellow and red for increasing fraction in the complex.

Ubiquitin) leading to a fall in 1y values, the rest of the residues exhibiting
a flat profile at yy = 0.6-0.7. CMPG relaxation dispersion curves do not
exhibit any significative variation for the both free forms and mixtures, thus
results are not shown.

Those data may indicate that no major change in internal dynamic occurs
as it would be visible from some distortion of the relaxation rates pattern.
Moreover the evolution of the R; rates (and R; if no exchange is a priori
visible) appears as qualitatively compatible with a two site exchange kinetics,
i.e. evolve linearly.

8.3.3 Ry Rates Extrapolation

Extrapolation of Rj rates are straightforward as they are expected to evolve
linearly as a function of the fraction in the complex. This simple evolution
law allows simultaneous optimization of the fraction of the protein in the
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Figure 53 — >N Ry, R, relaxation rates (6oo MHz) for SH3-C for samples with
different protein ratios: (A) >N Ry, (B) >N R, and. Color coding: from blue
(free form) to green, yellow and red for increasing fraction in the complex.

complex of both proteins. To ensure higher robustness of the fraction opti-
mization the CSs were used too, with CSs in the free and bound form fixed
to those obtained from the titration. Considering the three experimentally
measured mixtures M; (j indicating j-th experimentally realized mixture)
the fractions of the two proteins evolved in an opposite way. For clarity,
the fraction will be described with P; where an increase of i corresponds
to an increase of the fraction in the complex: P; and M; corresponds for
SH3-C, but for Ubiquitin P correspond to M3 and vice versa. Py will serve
to denote the free forms. The obtained fractions and typical R; rate extrapo-
lations can be seen in Table 14 and Figure 55. The obtained fractions are all
shifted in the same direction: smaller fraction for SH3-C and higher fraction
for Ubiquitin. This revealed an initial over-estimation of the introduced
Ubiquitin, and underlines the importance of the correct estimation of the
concentrations of the individual proteins. Similar problems were found in
previous studies of this complex [196].
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Figure 54 — >N Ry, R; relaxation rates (1 GHz) for Ubiquitin (A) and SH3-C (B)
for samples with different protein ratios. Color coding: from blue (free form) to
green, yellow and red for increasing fraction in the complex.

8.3.4 Ry Rates Extrapolation: First Attempts and Simulations

Considering equations 8.6 and 8.7 and knowing expected >N chemical
shifts, and differences between the free and bound forms, extrapolation of
R; rates are in theory possible: this corresponds to the similar situation as
the Ry extrapolation with an additional common parameter k¢ (knowing
koff and Kg4 is enough to determine kon and kex, see equation 8.2), that
characterize the exchange, i.e. the deviation from linearity of the R rate
evolutions.

Using this protocol, the extrapolation was tried, but no satisfying stability
could be reached, with an apparently incompatible effects between >N
chemical shifts and R; variations for a given kinetic constants.
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Table 14 — Fraction of the protein in the complex for the mixtures of SH3-C
Ubiquitin: optimized and (expected) values

P, | ] P3

SH3-C 0.217 (0.242) 0.360 (0.480) 0.593 (0.689)
Ubiquitin 0.284 (0.242) 0.538 (0.480) 0.695 (0.689)
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Figure 55 — Extrapolation of R;: (blue points ) experimental data and (red line)
linear extrapolation. Panels are labeled with a letter, S for SH3-C, U for Ubiquitin
and their corresponding amino-acid number.

In order to investigate more carefully this issue, simulations were performed
on the effect of exchange on R; as a function of k. and "N CS variations.
Some of those simulations are shown in Figure 56.

The evolution of k¢ for a given difference of 15N CS between the free and
the bound forms (Awy), leads to very different Rex contributions. If the kg
is small the Rex contribution appears globally linear until fraction Pp up
to ~ 0.8 and an abrupt decrease occurs to reach zero for a Pp of 1. If kg
increases the maximal exchange contribution shifts to smaller P values.
The maximum lies around Pp ~ 0.5 for kg ~ 1000587 *. At this value of kg
the exchange contribution is maximal. Here two effects participate in this
evolution: firstly the fraction of the protein in the complex and secondly the
concentration of the second protein, that influences the value of kex. If kex
were constant when Pp increases, the maximum of exchange would always
occurs at Ppo = 0.5. Here the key increases with the concentration of B (see
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Figure 56 — Evolution of the effect of the exchange contribution Rex in the R;
measurements as a function of the fraction in the complex. Curves were
simulated using equations 8.6 and 8.7. Concentrations were obtained by fixing
[A] = 0.2mM and by increasing [B], K4 = 0.190 mM. The effect of the variation
of >N CS between the free and the bound forms is color coded (Awy), from
o (black) to 1.25ppm (red) by steps of 0.25 ppm via blue, green, yellow and
orange. The R; rates in the free from and in the complex were set to 5 and 8s~".
(A)-(D) the total R; is represented. (E)-(H) only the exchange contribution Rey is
represented. (A) and (E) ko = 20057, (B) and (F) ko = 6005, (C) and (G)
kogt = 10005~ and (D) and (H) kq¢ = 40005 *.
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equation 8.2) and thus potentially shifts the P value at which the maximal
Rex is Observed.

If now we consider the R, the contribution due to the change in intrinsic
R, between the free and the bound form has to be considered. If a small
Awy is considered, the R, will easily appear as linear at relatively high
fraction for kg smaller than ~ 1000s™". In this situation the possibility
of discriminating for a given site the contribution due to exchange or the
one due to the changes in intrinsic R, can be compromised. For higher
values of k. a clearer curvature appears allowing easier identification of
the exchange contribution. We should always remember that mixtures
where the bound fraction is above 0.7 are more or less impossible to attain
experimentally for dissociation constants of this order or weaker, so that
curvature that is defined only by a drop in the last third of the population

range will not reveal useful information from this dependence.

Concerning the effect of CS, the evolution is simpler as the exchange con-
tribution always increases if Awy goes up, nevertheless the magnitude of
this increase is modulated by the k¢ value. Considering the range of CS
variation in the titration (maximal values around 1.2 ppm) and the maxi-
mal R; measured in a mixture (around 10Hz), the k.¢ as to be very big
(above ~ 50005 ") or very small (below ~ 200s™") in order to fit the range
of exchange contribution. Qualitatively, considering only the shape of the
profile of experimentally obtained R; rates profiles, k¢ can be expected
to be roughly in the range of ~ 600-1000s~'. However in order to fit the
experimental range of R, rates the CS variation appears smaller to those
measured in the titration.

This incompatibility seems to be the source of the previously observed
extrapolation instability. In order to get around this difficulty, and obtained
at least an estimation of k¢, the successive analyses of the 15N relaxation
rates in each the different mixture were realized.

8.3.5 Evolution of Rotational Diffusion Tensors

For each mixture and the two free forms, an analysis of the relaxation R;
and R; is performed in order to estimate the effective rotational diffusion
tensor of each protein in each mixture. In reality this reports on the av-
erage diffusion tensor weighted by the fraction in the complex, that has
no physical meaning, but is described analytically by a real second rank
tensor in the same way as for the isolated and bound diffusion tensors. This
kind of analysis correlates the orientational information of the relaxation
mechanisms relative to the axes of the diffusion tensor (vectors aligned with



83 RESULTS AND DISCUSSION

the major axis will be relaxed as if in a larger molecule, and those aligned
on the shorter axes as in a smaller molecule), and therefore requires a struc-
tural model. As no structural model is directly available for a population
weighted mixture of the free and bound forms of the protein. Consider-
ing the fact that this complex is weak and that only small chemical shifts
variations are observed during the titration no large structural changes are
expected between the free forms and the complex. Therefore the diffusion
tensor determination is performed with the structures of the free proteins
(1d3z for Ubiquitin [175] and the SCULPTOR structure determined in Chap-
ter 7 for SH3-C), but only using residues that do not exhibit significant
CS changes in the titration. The two proteins are here treated completely
independently.

For this tensor determination, in addition to residues exhibiting large chem-
ical shifts changes, residues exhibiting clear exchange contribution — both
are often linked — or important dynamics (e.g. C- or N- termini, flexible
loop identified in the free form...) are not used. The resulting tensors are
shown in Table 15. Comparing the two free forms, the diffusion tensors

Table 15 — Rotational diffusion tensor obtained for the different mixtures of SH3-C
Ubiquitin. Mixture numbering increase corresponds to an higher fraction of
the studied protein in the complex. Py correspond to the free form. Tensors
eigenvalues are given in (107s~1).

Ubiquitin SH3-C
Mixture Dy Dyy Dy, Dy Dyy D,,
Po 3.370 3.500 5.190 4.590 5.000 5.940
P 3.020 3.070 4.130 3.870 3.980 4.770
P2 2.680 2.780 3.660 3.250 3.550 4.190
P3 2.540 2.640 3.520 2.720 3.050 3.530

present significant differences. The eigenvalues of Ubiquitin diffusion tensor
are smaller indicating a slower overall reorientation of the protein, which
is coherent with its higher molecular weight compared to SH3-C. With the
increase of the population the tensors eigenvalues tend to converge. As in
the complex the two partners are expected to share the same tensor, if no
differential dynamic occurs between the two proteins, this convergence cor-
rectly correlates with expected tensor evolutions observed with the increase
of the protein fraction in the complex.

The obtained tensors allowed the calculation of the R,/R; ratio for each
studied site. The obtained results for SH3-C are presented in Figure 57. The
quality of the data reproduction indicates that the structural input used
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for tensor determination is well adapted, as nearly all of the site specific
differences are reproduced by those calculated from the structure. Two
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Figure 57 — Ry/Ry ratio for SH3-C in the free form, the different mixtures and
the complex. Fraction in the complex increases from bottom to top. (red)
experimental data and (blue) calculated values.

phenomena can be observed from this evolution: the averaged value of
the R,/R; ratio increase with the complex formation and the variations of
the R,/R; ratio increase too. The first point is due to the longer rotational
correlation time of the protein in the complex and the second to the higher
anisotropy of the reorientation diffusion tensor of the complex.

8.3.6 Kinetic Constant Estimation using Exchange Contribution Extracted from
a Model-Free Analysis of Each Mixture

The aim of this analysis was to detect the residues that exhibit significant
exchange contributions due to the complex formation and to use these con-
tributions to estimate the kinetic constants of the formation of the complex.
A model-free analysis, incorporating the effective, population weighted
average rotational diffusion tensor, was used to describe the contribution
of overall motion to the experimentally measured relaxation rates. This
allowed the local dynamics for each protein in each mixture to be estimated,
but more importantly, allowed facile identification of those sites exhibiting
an exchange contribution to the transverse relaxation rate. All residues
presenting exchange in all mixtures and no significant exchange in the free
form were identified: residues 15, 18, 20, 21, 35, 46, 57 and 59 of SH3-C and
residues 54 and 73 of Ubiquitin. The result is coherent with the fact that
those residues exhibited large chemical shifts changes during the titration.
As residue 773 of Ubiquitin exhibits high flexibility it was not retained for
this analysis.
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These exchange contributions are then used to estimate the kinetic constants
of the complex formation-dissociation equilibrium. As expected from the
simulation, no suitable parameterization (using equation 8.7) could be found
by using the CSs obtained from the titration, therefore this restraint was
relaxed. Exchange rates extracted from the model-free analysis and the
corresponding parameterization are shown in Figure 58. The obtained
kinetic constants are:

Kot = 1564 385 kon = (8234 +£199).10°s 'mol 'L (8.8)

The obtained results are not expected to provide accurate determination of
the kinetic constants, but simply to provide a reasonable range of complex
formation-dissociation kinetic. The uncertainties presented here correspond
to the uncertainties associated only to the last fitting step and is therefore
expected to be clearly underestimated.

The discrepancy between obtained CS and those expected from the titration
might be due to a more complex kinetic pathway involving processes on
slow timescales, that remain invisible using relaxation measurements but
that influence chemical shift values. It is worth noting that similar situation
were found for the study of the interaction between another SH3-C domain
and Ubiquitin using relaxation-dispersion experiments [216].

Pa

Figure 58 — Modeling of the exchange contribution in the SH3-C Ubiquitin complex
formation. (Points) exchange contribution from the model-free analysis, (lines)
titted values: residue 20 (red), 57 (orange), (green) 15, (blue) 21 and (black) 18
of SH3-C.
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8.3.7 Ry Rates Analysis using Intrinsic R, of the Complex Determined using
Model-Free Analysis of the Mixtures

During the model-free analysis the exchange contribution due to the com-
plex formation can be determined. These contributions have been subtracted
from the experimentally measured R;, leading to a reasonably accurate esti-
mation of the intrinsic R; in the mixtures. Using those values for exchanging
sites and directly measured R; otherwise, a linear extrapolation of the R;
rates become possible, as intrinsic R, are expected to evolve linearly. The
obtained results are illustrated in Figure 59.

(s U-8 (s7) U-43

0 OjZ 0:4 0:6 0:8 1 0 012 014 0.‘6 0.‘8 1
Py Py

Figure 59 — Extrapolation of R; rates using intrinsic R determined from the model-
free analysis of the complex: (blue points) experimental data, (red line) linear
extrapolation of intrinsic R; rates, (vertical red bars) exchange contributions
determined during the model-free analysis and (red points) R, rates including
the exchange contribution. Panels are labeled with a letter, S for SH3-C, U for
Ubiquitin and their corresponding amino-acid number.

8.3.8 Determination of the Diffusion Tensor of the Complex

Due to the extrapolation procedure, residues presenting exchange contribu-
tion in the different mixtures are expected to have less accurate R; rate in
the complex. Those residues were not used during the tensor determina-
tion, therefore avoiding any error propagation, if their determination was
eventually less accurate. All residues present in flexible loops or tails are
also removed.



83 RESULTS AND DISCUSSION

Two different analyses were then applied: first each protein was analyzed
separately as previously described for the mixtures, then the two proteins
where analyzed simultaneously. In order to simplify the comparison of
the analysis, the two proteins were superimposed to match the relative
orientation determined from the structure of the complex determined using
similarly extrapolated RDCs measured in PEG/hexanol [196]. This align-
ment does not influence the determination of the tensor for the individual
proteins, it is simply used to facilitate the comparison of the obtained angles
and the visual comparison of the tensor orientation with the shape of the
complex. For the simultaneous analysis of the two proteins this orientation
is on the other hand especially important as both proteins will be analyzed
with the same tensor.

Results of the obtained rotational diffusion tensor are shown in Table 16
and the tensors are visually compared in Figure 60. The agreement in terms
of orientations and eigenvalues is very good leading to almost identical
tensors for the two proteins, using this separate determination.

Table 16 — Rotational diffusion tensor for SH3-C-Ubiquitin complex.

D, (1077s71) Dy (1077s™1) ¢ () 0 (°)
SH3-C 2.311£0.014 2.96110.023 85.431+1.48 —43.77+1.26
Ubiquitin 2.289+0.013 3.05410.024 83.25£1.36 —47.07£1.42
Complex 2.310£0.015 2.989+0.028 84.59+1.32 —44.59£1.42

g \,‘7% \

Figure 60 — Comparison of the reorientation diffusion tensor for the SH3-C-
Ubiquitin complex. Tensor obtained from the analysis of SH3-C alone (A)
and from the analysis of Ubiquitin alone (B) or from their simultaneous anal-
ysis (C). Points correspond to the orientations of the tensors otained using
Monte-Carlo simulations.

The obtained tensors clearly present a prolate shapes. For the three analyses,
the statistical analysis using x?-test accepted both prolate and fully asym-
metric tensors. Nevertheless, using F-statistic no significant improvement
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can be found using the more complex model. Thus prolate tensors are
presented (see Table 16). The axial symmetry of the obtained tensors can
be seen from the distribution of orientation of the reorientation diffusion
tensor obtained from Monte-Carlo simulations in Figure 60 or even directly
from his ellipsoidal representation. This obtained tensors seems reasonable
considering the geometrical shape of the complex.

The reproductions of R,/Rj ratios are shown in Figure 57 and in Figure 61
as a function of « the angle between the main axis (characterized by D)) and
the vector of interest. The quality of the data reproduction for both protein is

6.262

R2/R1

4.706

6.219

R2/R1
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R2/R1
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0 a /2

Figure 61 — R, /Ry data reproduction for the SH3-C-Ubiquitin complex as a function
of « the angle between the main axis and the vector of interest: (A) SH3-C
analyzed alone, (B) Ubiquitin analyzed alone and (C) SH3-C and Ubiquitin
analyzed simultaneously.

very good, even slightly better for SH3-C. Interestingly the data reproduction
obtained by analyzing the two proteins with a unique tensor is almost as
good as the one obtained by the two separate analysis (total x* of 136 for the
separated analysis and 149 for the simultaneous one), again indicating that
the relative orientation of the two proteins obtained from the RDC analysis
is in agreement with the '’N relaxation information and that the structure
of the complex — the relative orientation of the two partners — can be
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determined using the extrapolated >N relaxation rates, by determining
separately the tensors and then aligning them. As the obtained tenors
determined here present a clear axial symmetry, only the main axis can be
easily determined leading to a potential indetermination of the orientation
of the two protein against the rotation of one partner around the main axis.
This degeneracy may be overcome by introducing supplementary restraints,
e.g. ambiguous restraints derived from the chemical shift titrations.

In order to further investigate the orientational information presents in
the R,/R; ratio, a direct comparison with the available RDCs measured
for the complex in PEG/hexanol mixture is presented in Figure 62. The
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Figure 62 — Comparison of RDCs measured in PEG/hexanol (red) and R, /R ratios
(blue) determined for the SH3-C-Ubiquitin complex: (A) Ubiquitin and (B)
SH3-C

correspondence between these two completely independent data sets, nei-
ther of which are experimentally available, and both of which have been
derived from multiple mixtures to access the values in the complex, is really
quite striking. The amplitude of the two distributions cannot be compared,
but the distribution profiles are extremely similar, as confirmed by the
correlation plot presented in Figure 63. The information accessible by the
two approaches is clearly of similar nature, but also complementary. The
alignment tensor in a steric alignment media and the reorientation diffusion
tensor has to present similarities, both being mainly determined by the
shape of the considered system. Nevertheless those information are derived
from completely different sources of information, by completely different
experiments and both were extrapolated in the complex. Therefore the con-
vergence of the two analyses bring important support to the two different
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Figure 63 — Correlation of RDCs measured in PEG/hexanol and R;/R; ratios
determined for the SH3-C-Ubiquitin complex.

approaches. However the information content of the two sources of infor-
mation — N relaxation rates and RDCs — is by essence different and thus
differences are expected. One of the most important sources of divergence
between those two quantities is their different sensitivity to slow timescales
dynamics. Nevertheless the structural information that modulates both "N
relaxation rates and RDCs "dominate" the dynamical information, allowing
this striking comparison. For this reason R;/R; ratios have often been used
similarly to RDCs in structural refinements of complexes.

8.3.9 Determination of the Internal Dynamic of the Complex

Knowing the properties of reorientation of the complex allows the determi-
nation of the local dynamics in the complex using a model-free approach.
As the treatment of each amino-acid is independent, all residues are in-
cluded: this allows the identification the excessive exchange contribution
induced by the linear extrapolation. The results in terms of N;-HN order
parameters SiH,B are shown in Figure 64 and compared to those of the free
forms Sin,p (see Chapters 4 and 7).

The comparison of the Ni-HI order parameters from the free and the bound
forms leads essentially to similar results. A slight shift can be observed
towards less dynamics in the complex, but often the differences are not
large enough to be significant, considering experimental uncertainties. Some
more important variations are localized in few regions of the two proteins,
for Ubiquitin in the N-terminal part, in the 50-55 region and mainly in
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Figure 64 — Comparison of the >N relaxation derived order parameters of SH3-C
and Ubiquitin in their free (black bars) and bound forms (red line): (A) SH3-C
(B) Ubiquitin.

the C-terminal tail. For SH3-C they are clustered in the 18-25, 38-45 and
55-60 region. Those regions correspond mainly to those identified in the
titration as being influenced by the complex formation. Those shifts may
partially be due to a less accurate evaluation to the R; rates for those sites
as they are all potentially influenced by the exchange due to the complex
formation. Nevertheless if this bias may not be completely eliminated, it
seems improbable that this effect appears systematically without inducing
clear deviations for the data reproduction or for the comparison with RDCs

and without generating exchange contributions in the model free analysis.

A significant reduction of the dynamics is present in the C-terminal tail
of Ubiquitin, which is known to play an important role in the complex
formation [196]. A reduction of the dynamics at the interface of the complex
is moreover physically reasonable: the appearance of interactions between
the two partners reducing the mobility of the involved interfaces.

8.4 CONCLUSION

Physiologically important weak protein-protein interactions are remarkably
common, for example for the dynamic rearrangement of multi-component
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protein complexes involved in enzyme regulation and signal transduction.
The low stability of weak complexes makes detailed structural study via
X-ray crystallography almost impossible, and NMR spectroscopy is the
technique of choice for studying low affinity interactions, providing atomic
resolution characterization of molecular interfaces even for dissociation
constants above 100 M. Spin relaxation rates provide powerful constraints
on intermolecular orientation in molecular complexes, but the unavoidable
combination of free and bound contributions to the measured rate have
until now precluded their use in the study of weak complexes.

In this chapter a weak complex between Ubiquitin and the SH3-C do-
main was investigated using >N relaxation rates. Using titration based
approaches the R; relaxation rates and the R; rates for sites that do not
exhibit exchange were accurately extrapolated in the complex. In favorable
cases the exchange contribution due to the complex formation can be ac-
curately determined allowing a precise determination of every R; rate in
the complex and a precise estimation of the kinetic constants of the equi-
librium. Here due to the properties of the considered complex (weakness
of the interaction, specific rates of the formation-dissociation kinetics...)
this determination could not be done with a sufficient accuracy and robust-
ness. Thus alternative approaches were used by exploiting the information
derived from the model-free analyses of the different mixtures and the
complex. This allows a rough estimate of the kinetics of this system. Never-
theless an intriguing discrepancy between the chemical shifts obtained from
the titration and those from the exchange contribution analysis remains and
is still under investigation.

This analysis allows on to very accurately determine the rotational diffusion
tensor of the complex. This analysis can be done using the two proteins
separately and the obtained results are almost identical. The appearance
of the anisotropy of the tensor can be followed from the free forms to
the complex in the different mixtures. The obtained rates in the complex
were compared to RDCs measured in steric alignments. The correlation
observable by comparing the two datasets is striking, underlying the similar
orientational information present in the two datasets, and demonstrating
that the fluctuations measured in the R;/R; ratios stem almost entirely
from the orientation of the different relaxation mechanisms relative to the
diffusion tensor.

Finally the approaches allowed the fast dynamics of the complex to be
analyzed. The N;-H order parameters are globally similar to those obtained
in the free forms, except in the interacting regions, where a higher rigidity
is observed in the complex. Nevertheless those changes are quite small
and more significant differences might be visible at slower timescales. The
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measurement of several RDC datasets in the complex, if experimentally
challenging, would be of great interest to characterize the dynamics of
this complex and would certainly bring further insights in the molecular
recognition mechanisms.
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HIGHLY FLEXIBLE SYSTEMS: CHEMICALLY
DENATURED AND INTRINSICALLY DISORDERED
PROTEINS

ABSTRACT

Intrinsically disordered proteins are now recognized as playing important
roles in the functioning of living organisms. Nevertheless these very flex-
ible systems fall outside the classical paradigm of structural biology and
require descriptions that can properly express their intrinsic conformational
flexibility. Here some of the information that can be obtained using NMR
spectroscopy is summarized and an ensemble based description, named
FLEX1BLE-MECCANO, for describing the conformational behavior of IDPs is
presented.

9.1 INTRODUCTION

Intrinsically Disordered Proteins (IDPs) are now recognized to represent a
significant fraction of all functional proteins. Even though this fraction is
limited to a few percent in prokaryotic organisms, it is estimated to reach
more than 30% for eukaryotic systems and even 40% of the human proteome
[217]. The biological functions exerted by IDPs are very broad including
cell cycle regulation, signaling, translation and transcription [217-219] and
they play key roles in neurodegenerative diseases and cancer [217].

The inherent plasticity of IDPs allows them to sample more efficiently their
surroundings and thereby increase the probability of interaction with one or
several different biological partners [217], and they often fold upon binding
[220, 221] although high flexibility can remain in the formed complexes
[222]. IDPs have large interaction surfaces, without requiring excessively
high molecular weights, and they are efficiently regulated through high
turnover rates [217]. Due to their highly flexible nature, these proteins
have until now escaped detailed biophysical characterization and it has
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become clear that the very existence of this class of proteins necessitates a
reassessment of the classical structure-function paradigm.

IDPs cannot be represented by a single, three-dimensional structure. There-
fore, their characterization and biophysical properties have to be described
using tools allowing for such flexible behavior. An ensemble description
can be invoked, where the protein is assumed to interconvert between
more or less equiprobable conformations. In general, descriptions based
on probabilistic formalisms are expected to be more suitable for describing
the properties of IDPs compared to standard structural approaches. Experi-
mentally, many different techniques have been used to provide important
insight into IDP biophysics [223] including Infra-Red (IR) Spectroscopy [224],
Ciruclar Dichroism [225] and X-ray and neutron scattering [226, 227].

Considering IDPs as completely unfolded systems (i.e. as random-coil
states) is an oversimplification as many IDPs contain significant amounts of
residual structure [219, 225, 228]. This residual structure has been shown to
be essential for controlling early molecular recognition events in IDPs under-
going disorder-to-order transitions upon binding to physiological partners.
Therefore, many recent IDP developments have focused on characterizing
such residual structure at atomic resolution [229, 230].

Thermally or chemically denatured proteins are also highly flexible and
therefore can be expected to share some of the biophysical properties of IDPs.
Some differences between IDPs and denatured proteins do however exist,
e.g. the details of their conformational behaviour and their interactions with
the solvent [223], however, the same techniques can be applied to both types
of systems. The present chapter focuses on the use of NMR spectroscopy
to characterize the dynamical behavior of IDPs and other unfolded states.
Different kinds of information accessible by NMR will be presented and
emphasis will be put on a recently developed ensemble description of the
disordered state, the so-called FLEXIBLE-MECcCANO.

9.2 NMR AS A PROBE OF DENATURED AND INTRINSICALLY
DISORDERED PROTEINS

NMR has emerged as the technique of choice for studying IDPs as it can
provide both site-specific and long-range information in highly flexible
systems by exploiting different kinds of interactions [229, 230]. This will be
briefly explained in this section.
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9.2.1 Chemical Shifts

The Chemical Shift (CS), which is the easiest measurable quantity in liquid
state NMR, provides information about the local electronic environment of a
studied nucleus [15, 231, 232]. In an unfolded system, a nucleus experiences
different environments and the measured CS corresponds to the average
over all conformations exchanging at timescales up to the millisecond.

The easiest way to extract information from CSs is to define the so-called
random-coil values that correspond to the CSs of the nuclei in a com-
pletely unfolded chain. These random-coil values have to be obtained for
each amino-acid and nucleus type and usually short peptides are used for
this purpose [233]. Deviations from these values, the so-called Secondary
Chemical Shifts (SCSs), can therefore be interpreted in terms of the ex-
istence of secondary structure propensities [233—235]. The use of several
CSs per amino-acid, e.g. 3C*, 13CP. .. allows a more precise estimation of
the secondary structure propensity and limits the potential bias due to CS
referencing errors [236, 237].

9.2.2 J-Couplings

The 3J-coupling depends on the backbone ¢-angles through an empirical
Karplus-type relationship (see Chapter 5). As for chemical shifts, it is
possible to estimate random-coil 3J-coupling values and information about
conformational propensities can be obtained through the deviations from
these values [238, 239].

9.2.3 Relaxation Measurements

Spin relaxation measurements (e.g. >N R, R; and heteronuclear nOes)
can be carried out in the unfolded state in order to obtain insight into the
different motions occurring along the chain. Analysis of these relaxation
rates is however complicated by the fact that the model-free approach is not
directly applicable to unfolded systems as the internal and overall correla-
tion functions cannot be clearly separated [230]. As an approximation, the
overall correlation time can be modeled as a distribution of correlation times
[240]. Information about slower motions at the pus-ms time scale has been
obtained using relaxation-dispersion experiments [241] or R; measurements

[242].
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9.2.4 Residual Dipolar Couplings

As presented in Chapter 2, RDCs are sensitive probes of the structure
and dynamics of a studied system. In principle this information exists
both in folded and unfolded systems as long as RDCs can be measured.
For completely unfolded proteins, the existence of non zero RDCs was
at the beginning not obvious, as the flexibility of the peptide chain could
potentially average the angular dependence of the RDCs to zero. However,
it has become clear that RDCs in unfolded systems adopt bell-shaped curves
with vanishing values at the extremities and non zero mean values in the
center of the chain. This can be rationalized for a steric alignment medium
by considering an internuclear vector, e.g. an Ni-H]i\‘ bond, in the center
of the chain and one at the extremity. The alignment can be estimated by
finding all possible bond vector orientations in the presence of the alignment
medium and compare it to those in the absence of the medium®. In the
absence of the medium the internal and external bond vectors have the same
accessible space. Therefore, the vector with the most restricted available
space when the medium is introduced will be more aligned and will exhibit
larger RDCs values. The probability to find a conformation where the
external amide N;-H]N vector is close to the alignment medium elements
(e.g. a bicelle) is much higher than for the internal vector and thus the
central part of the chain should exhibit larger RDCs.

This qualitative reasoning has been more precisely studied by using a ran-
dom walk model where the peptide chain is modeled as rigid segments
[244—246]. This approach has provided an analytical expression of the bell-
shaped curve that gives reasonable agreement with experimental data. A
major drawback of this approach is that each amino-acid is treated in the
same way and therefore does not allow different conformational propen-
sities for each amino-acid. In order to obtain a quantitative description of
the unfolded state, it is essential to take into account amino-acid specific
conformational propensities.

The deviation from the completely unfolded state can be monitored as
modulations of this bell-shaped curve. For example, studies of the denatured
states of apo-myoglobin [247] and acyl-CoA binding protein [248] reveal
deviations of the ' Dy couplings from their negative bell-shaped profile. In
some cases the ' Dy values even become positive showing that the proteins
contain significant amounts of residual structure in the denatured state.
The observed change in sign can be explained as follows. As shown in
Chapter 2, a RDC can be expressed as (dy;P2(cos 0,,)), where 0, is the
angle between the N;-HN vector and the magnetic field By and P; is the

1 This is the principle underlying the PALES approach [243].
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second order Legendre polynomial. For a Ni-HN internuclear vector, d,
is positive so the sign of the RDC will be given by (P;(cos8,)). If we
consider a steric alighment medium where an elongated molecule aligns in
the B field direction, as shown in Figure 65, the Ni-H{\‘ internuclear vector
will mainly be orthogonal to the B field (0, =~ 90 °) and the corresponding
1Dy will be negative. In the case of an elongated chain with «-helical or
turn-like structure the N;{-H} internuclear vector will mainly be parallel to

the By field (0, ~ 0°) leading to positive RDCs.

B é
b:
s

Figure 65 — Figurative representation of the effect of the absence (A) or presence
(B) of an o-helical motif in an elongated structure on the orientation of Ni—H-lN

amide internuclear vector. The alignment direction is supposed to be parallel to
the B, field.

It is worth noting that RDCs for unfolded proteins are often measured in
steric alignment media because tensor estimation is relatively simple relying
on the over-all shape of the molecules [243]. Tensor estimation is more
complicated in electrostatic alignment media as the distribution of charges
in the protein has to be taken into account [249]. Furthermore, as IDPs often
exhibit a high proportion of charged residues [217], strong interactions with
electrostatic alignment media may be more difficult to avoid.
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9.2.5 Paramagnetic Relaxation Enhancement

A convenient way to extract long-range distance information in the un-
folded state is to use PREs induced by an artificially incorporated unpaired
electron (see Section 1.3). The presence of an unpaired electron enhances
the relaxation rates of nuclei located up to 30A from the electron. The
relaxation enhancement of nuclei located close to the unpaired electron can
be so significant that the NMR signals become broadened beyond detection.
Thus, PREs are considered to bring relevant distance information in the
range 5-30 A from the unpaired electron [250].

Classical approaches to obtain such information is to attach a paramag-
netic tag on specific places in the poly-peptide chain. A commonly used
paramagnetic probe is the MTSL (1-oxyl-2,2,5,5-tetramethyl-A3-pyrroline-3-
methyl)-methanethiosulfonate) spin label that can be attached to Cysteine
sulfur atoms. Native Cysteines or Cysteines that have been introduced
into the protein by site-directed mutagenesis can be used as MTSL anchor
sites [250—252]. Using multiple anchor sites enhances the available distance
information and possibly allows an accurate characterization of the distance
distributions within the protein. Nevertheless the use of mutagenesis and
the introduction of a tag can modify the biophysical properties of the protein
and caution has to be taken to minimize potential perturbations.

In general, PREs are obtained by measuring the peak intensity ratio between
two different spectra, one in presence of the paramagnetic center, one in the
absence of this center [250, 252] or by measuring directly R, relaxation rates
[250, 253]. For the MTSL spin label, the oxidized form of the nitroxyl group
is paramagnetic, whereas the reduced form is diamagnetic. Thus, the PREs
can be measured using the same protein sample by reducing or oxidizing
the paramagnetic center.

Pioneering work has been achieved by Gillespie and Shortle [254], with
the analysis of denatured staphylococcal nuclease, where the authors iden-
tified deviations from the completely unfolded state by comparing the
electron-nucleus correlation time profile obtained experimentally and the
one predicted for a completely random walk model. The theory underlying
their observation was later further investigated with different analytical
models and molecular simulations [255]. Further work characterizes dis-
tance information in unfolded states by incorporating PREs as distance
restraints in restrained molecular dynamics simulations (see Section 3.4)
[252, 256, 257] or by interpreting them in terms of probability distribution
functions [258]
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9.3 FLEXIBLE-MECCANO
9.3.1 Principle

FLEXIBLE-MECCANO is an ensemble based description of the unfolded state
[103] that consists of generating a large ensemble of structures whose
average properties represent the unfolded state.

This method is derived from the MEccaNo algorithm [165] (see Section 3.6.3),
that allows the construction of a protein structure by sequentially orienting
one peptide plane after another. In the MEccaNo approach, applied to
folded proteins, the plane is oriented to be in agreement with measured
RDCs, whereas in the FLEXIBLE-MECCANO approach no similar restraints are
used. The planes have an ideal geometry and are oriented by following two
rules:

1. The backbone (¢,1)-angles are selected in a database that is assumed
to describe the unfolded state. This database is amino-acid specific,
with some additional special cases such as amino-acids preceding
proline are treated as specific amino-acids due to their restricted sam-
pling. This database is an important feature of the model, and the
tirst database was constructed by including all (¢, {)-combinations
adopted by residues in loop regions of 500 high resolution (less than
1.8 A) X-ray structures.

2. A conformation, i.e. a (¢,)-combination, can be selected only if it
does not generate steric clashes. Clashes are estimated by using a
residue specific exclusion volume modeled as a sphere centered on
the CP atom (C* atom for glycines). The radius of the spheres are
amino-acids specific and their values have been fixed according to the
literature [259].

For each conformer the desired quantities, e.g. ' Dy couplings, are calcu-
lated and averaged over all the members of the ensemble.

Concerning RDCs, they are estimated using a static description (see equation
2.30), with the conformational disorder of the unfolded protein represented
by the ensemble of states, and the tensor properties are determined by either
PALES [243], an approach that estimate steric alignment tensors on the basis
of the shape of the protein, or by using the similarity between alignment
and the gyration tensor [260].
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9.3.2 Applications

The FLEx1BLE-MECcANO approach has been successfully applied to various
systems. The first application was the nucleocapsid-binding domain of
Sendai virus phosphoprotein Px. Its biological partner Ntayr, the C-terminal
domain of the Sendai virus nucleoprotein, has also been investigated using
FLEXIBLE-MECCANO based approaches [261, 262].

The protein x-Synuclein, was also investigated [263], where long-range
contacts were necessary to reproduce experimental RDCs and during the
study of the Tau protein [264], the combination of FLEXIBLE-MEccANO and
molecular dynamics simulations allowed the identification of 3-turns in the
vicinity of the functionally important microtubule binding, and aggregation
nucleation sites.

It was also applied to urea-denatured Ubiquitin [265], where multiple RDCs
measured for each peptide unit clearly indicated that the statistical coil
model of the unfolded state needed to be refined to take into account the
more extended nature of backbone conformational sampling in the presence
of urea.

9.4 CONCLUSION

IDPs are challenging biophysical systems as their intrinsic flexibility requires
that biophysical approaches that have been developed to study folded
systems are not longer appropriate and need to be significantly adapted.

Their biological roles can be complex and the associated molecular processes
are often completely unknown. As they fall outside of the classical struc-
tural biology paradigm, a large set of question appears, concerning their
biomolecular behavior or even concerning the adequate way of studying
such systems. Nowadays the understanding of the biophysical properties
of the unfolded state is not sufficiently established. The use of approaches
based only on classical biology hypothesis could miss some still unknown
features of the unfolded state.

Furthermore, the philosophy of IDP studies seems to have some symmetry
with studies of the dynamics of folded proteins. Two extreme situations
exists: the perfectly static description for folded systems and the random-
coil model for unfolded systems. In both case deviations are observed
and are biologically important. For folded systems the introduction of
conformational dynamical disorder is necessary to obtain an accurate picture
of their biophysical properties. For the unfolded state the random-coil has
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appeared as an oversimplified description and precise descriptions are
required to identify the presence of functionally important residual order.

Therefore the two following chapters will deal with the presence of con-
formational order in denatured and unfolded systems, characterized with
a non hypothesis driven approach: the first will focus on local characteri-

zation and the second on long-range manifestation of this conformational
(dis)order.
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CHARACTERIZATION OF LOCAL ORDER IN
UNFOLDED SYSTEMS

ABSTRACT

The existence of local conformational propensities in unfolded system may
be extremely important for their biological function. Characterizing this
residual structure form experimental data remains difficult without using
hypothesis driven approaches. Here a novel method is developed to ob-
tain local conformational sampling of unfolded proteins. As the studied
systems present an extremely large number of degree of freedom the ap-
proach is extensively tested in order to determine the extent to which the
reproduction of experimental data ensures a meaningful representation of
the conformational distribution. The approach is first developed for urea-
denatured Ubiquitin by analysing an extensive set of RDCs and then used
to describe Nyay conformational sampling on the basis of heteronuclear
chemical shifts.

10.1 INTRODUCTION

The FLEx1BLE-MECCANO approach presented in the previous chapter (see
Section 9.3) has led to a significant improvement in our understanding
of the unfolded state. Thus, if we assume that the FLEXIBLE-MECCANO
database is reasonable, the ensemble constructed by FLEXIBLE-MECCANO
provides a reliable representation of the disordered state and includes all
conformations exchanging at timescales up to the millisecond.

Nevertheless, this approach alone is unable to rationalize deviations from the
random-coil state. Previous studies have mainly used a rational, hypothesis-
based approach to the interpretation of RDCs in unfolded states, calculating
explicit ensembles containing tens of thousands of conformers from different
conformational sampling regimes and comparing the ensemble-averaged
couplings to experimental data [264, 265]. In this study we are interested in
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investigating the possibility of defining the conformational sampling of the
peptide chain directly from the experimental NMR data at amino-acid reso-
lution. In order to do this we develop a novel algorithm, called ASTEROIDS
(A Selection Tool for Ensemble Representations Of Intrinsically Disordered
State), to select from a large pool of possible conformers, created using
the algorithm FLEx1iBLE-MECCANO, the sub-ensemble that best describes the
data.

First, we test this approach to determine how well the fitting of RDCs to
reduced conformational ensembles containing few conformers can correctly
reproduce the peptide backbone conformational behavior of the protein.
Having established approaches that allow accurate mapping of conforma-
tional space, the protocol is applied to the analysis of urea-denatured Ubig-
uitin using RDCs and with the analysis of the CSs of Nyayr, the C-terminal
domain of Sendai virus nucleoprotein (see Annexe B).

This chapter summarizes two pieces of work in which I was strongly im-
plicated, but for which I was not the only principle author. Major part of
the development of ASTEROIDS approach was made by GABRIELLE NODET
and this application to Chemical Shifts was leaded by MALENE RINGKJ@BING
JENSEN.

10.2 MATERIALS AND METHODS FOR UREA-DENATURED UBIQUITIN
ANALYSIS

10.2.1 Experimental Data

Experimental RDCs of urea-denatured Ubiquitin were all measured by Meier
et al. [265]. The data set is made up of Dy, 1DC/ch, 1DCocHoc, 3DHNH0¢,
4DH11\1 He SDH{\J HN 7 and SDH‘;’ HN 7 where all couplings were measured
by aligning the protein in stretched polyacrylamide gel at pH = 2.5, 8M
urea.

10.2.2 FLEXIBLE-MECCANO Ensemble Generation and RDCs Calculations

FLEXIBLE-MECCANO calculations were carried out as explained in Section 9.3.

For RDCs, 12000 urea-denatured Ubiquitin structures were generated, half
of them using the standard random-coil database, half of them using a more
extended database where the region with 50° < ¢ < 180 ° in Ramachandran
space is more populated (78% instead of 59%). The extended database has
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been shown to be more appropriate for describing urea-denatured proteins
compared to the standard random-coil database [265].

RDCs were calculated using PALES [243]. Two methods were used to sim-
ulate RDCs. One where the tensor of the protein was estimated using
the whole molecule (standard PALEs protocol) and one where the tensor
was determined using a Local Alignment Window (LAW) [266]. For each
amino-acid i in the protein, a local alignment tensor was estimated using
short windows of 3, 9, 15 or 25 amino-acids in length centered on i and
RDCs were calculated for this amino-acid i only. This protocol was repeated
for all amino-acids in the peptide chain. Dummy Alanines were added to
the C- and N-terminal ends of the protein in order to be able to use this
procedure for the whole peptide chain. RDCs were then averaged over all
ensemble members. For the LAW based protocol, the obtained RDCs were
multiplied by an appropriate hyperbolic cosine baseline, defined for each
amino-acid 1 as:

B(i) = 2bcosh(a(i—mgy)) — ¢ (10.1)

with my corresponds to the middle of the sequence and a, b, ¢ are adjustable
parameters that are optimized for the different types of couplings. Thus,
the i-th coupling between spins I and S can be expressed in the LAW based
protocol as:

Dis(i) = [B()|Di™ (10.2)

10.2.3 Simulated Data

Two synthetic datasets of RDCs were simulated using the structures of
the standard sampling or the structures of the extended sampling gener-
ated using FLEXIBLE-MECCANO (see Section 10.2.2). "Dy, 'Dcape, 'Derce,
SDyN e, 4DH1i\1H{,:], SDH{“H‘;‘H and SDHPHﬁz were simulated for all the
structures and the synthetic datasets correspond to the average over 5000

structures.

10.2.4 ASTEROIDS

ASTEROIDS is an approach based on a genetic algorithm that allows selection
of a sub-ensemble from a large pool of structures that on average agrees
with available experimental data for example from NMR.

Genetic algorithms, which are very popular evolutionary algorithms, were
developed by Holland and co-workers [267]. The idea of such an algorithm
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is to mimic biological evolution [268] to select from a large population the
sub-ensemble which is the best adapted to a given problem.

The aim of ASTEROIDS is to select an ensemble of N conformers within a
large pool of structures obtained using FLEXIBLE-MECCANO.

Initially, a population of P solutions (called individuals) is generated at
random, where each individual is made up of an ensemble of N structures.
The aim of the algorithm is to select the individual that is best suited
for representing the experimental data. Thus, the algorithm generates
a population of solutions that evolve by iteratively repeating a step of
population increase and a step of population decrease.

In order to increase the population of solutions, three evolution operators
are used:

1. Random generation of solutions: as in the first step P individuals are
randomly generated by selecting structures within the large pool of
structures initially obtained by FLEXIBLE-MECCANO.

2. Reproduction or crossing: the solutions of the previous step are ran-
domly paired and called parents. P child solutions are obtained by
selecting N structures in the pool of structures obtained from the two
parents.

3. Mutation: each individual is mutated by randomly changing 1% of the
structures (or at least one structure). This mutation can be done by
substituting structures with some coming from the pool consisting of
all the structures present in the population of the previous step and is
called an internal mutation. Otherwise mutation can be done by using
structures that are not present in the previous population, and is called
an external mutation. P individuals are obtained by both mutation
protocols.

During the evolution, it is forbidden to obtain two identical individuals and
each individual cannot contain the same structure twice.

After the evolution step, the population contains 5 P individuals. This popu-

lation is then randomly subjected to T tournaments. In each tournament
individuals are sorted according to a fitness function which is a classical x*:

2
X(_:alc _ X?Xp
2 = Z (16—1> (10.3)
- i
i
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where i run over all the experimental measurements, e.g. RDCs or CSs.

The number of individuals surviving the selection according to the fitness
function is controlled by the number of tournaments in order to reach in
total P solutions. By varying the number of tournaments the selection
pressure can be adjusted. Therefore, to avoid premature convergence in
a local minimum, the number of tournaments is decreased during the
evolution, with a typical variation from 100 to 50, 25, 20, 10, 2 and finally
1.

The evolution is repeated several times (typically a few thousand) in order
to ensure convergence of the results.

For the RDCs analysis, the weights of the couplings were fixed to 1.0 for
"Dnn and 4DHiNHgg1 , 2.0 for 'Dcapa, 0.5 for 'Derca, SDHNH(X and 5DH§H§+1
and o.33 for 8DH’.1\‘ N, and the number of individuals per generation P to
100. The RDCs were calculated by linear averaging and a scaling factor
was applied to obtain agreement with the experimental RDCs range, i.e.
the level of alignment. Here, two scaling factors were used: K; for Dy
"Dcape, "Derca couplings and K, for 3Dyynya, 4DH11\;H10<_1, 5DH{\JH1N+1 and
SDH{\; N, couplings. Convergence was achieved after 2000 iterations.

10.2.5 Ramachandran Partition

In order to describe the conformational sampling of the different ensem-
bles, the Ramachandran space is divided into four quadrants, as shown in
Figure 66, defined as:

 xi: p>o0°
* ap:  <o°and —120° <P < 50°
® Bp: —90°< P <o®°and P < —120°0r P > 50°
* Bs: —180° < $ < —9o°and P < —120° orp > 50°
For each quadrant q a population pg, for the amino-acid j can be defined.

For estimating the capability of an ensemble to reproduce conformational
sampling of a simulated target, a x3,,, can be introduced as:

2
2
Xam = 2 (P55 — i) (10.9
i
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Figure 66 — Definition of the four Ramachandran space quadrants. Regions are o
(red), ar (blue), Bp (yellow) and (s (green). Dots represent standard statistical
coil distributions of Valine (red), Lysine (blue) and Leucine (black).

10.2.6  Radius of Gyration Calculation

The radius of gyration Ry of a molecule can be obtained using [269]:

Rg _ \/Zimi(;\"/il_rc)z

(10.5)

where 71; is the position and m; is the mass of nuclei i of the molecule,
M = } ; m; is the total mass of the molecule and . is the center of mass of
the molecule defined as:

1
1

10.3 RESULTS AND DISCUSSION FOR UREA-DENATURED UBIQUITIN
RDC ANALYSIS

As we have seen in the previous chapter, RDCs can be simulated from
explicit molecular ensembles of disordered proteins using shape-based con-
siderations of the alignment properties of each copy of the molecule, and
the average couplings can be predicted by taking the mean over the entire
ensemble. Comparison of such predictions with experimental data has
revealed the unique sensitivity of RDCs to local and global sampling prop-
erties of highly disordered proteins. A key disadvantage of this approach is
the number of structures that need to be treated, before the average RDC
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value converges to a non-fluctuating value. This number can reach many
tens of thousands in proteins of 100 amino-acids. It has recently been pro-
posed that convergence of RDCs towards experimental data can be achieved
with a smaller number of conformers if the protein is divided into short,
uncoupled segments [265] — LAWs — and the RDCs are calculated using
the alignment tensor of these segments (see Section 10.2.2).

The ability to describe the conformational properties with ensembles contain-
ing fewer structures will of course make any ensemble selection procedure
more tractable, and is therefore an attractive prospect. In general how-
ever RDCs are affected both by the local conformational sampling, and the
chain-like nature of the unfolded protein, that induce an effective baseline.
Long-range information is necessarily absent from an approach that only
employs LAWSs to predict the RDCs. If this approach is employed the
simulated data need to be corrected for the effects of the unfolded chain.

10.3.1  Separation of Local and Global Effect on RDCs in Unfolded Proteins

As previously discussed, RDCs in IDPs have a bell shaped profile. We
have simulated ensemble-averaged RDCs for poly-Valine chains of differing
lengths. This profile can for a given unfolded system be relatively well
parametrized by an hyperbolic cosine curve (see equation 10.1). This param-
eterization can be seen in Figure 67 for a poly-Valine chain of 76 amino-acids
in length. We have therefore investigated whether the RDC profile for a
given unfolded protein can be separated into contributions form the local
environment and from the global contribution due to the unfolded chain.

The use of this baseline takes into account the effect of the position of the
amino-acid in the chain i.e. the contribution of the global "order" present at
a given position in the chain. The local contribution can then be described
using the local alignment window (LAW) approach (see Section 10.2.2). This
approach estimates the alignment tensor for small segments of the peptide
chain instead of using the whole molecule. This corresponds to defining a
persistence length beyond which the neighboring residues have no influence
on the conformational sampling.

The advantage of decoupling the two effects (local and global) is that it
allows a description of the system using a smaller number of structures.
This can be seen from Figure 68A, where the convergence of Dy couplings
are presented for different LAWSs. This acceleration of convergence is mainly
due to the decrease of the RDC range as the LAWSs get smaller, because the
alignment tensor eigenvalues decrease with decreasing chain length (see
Figure 68B).
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Figure 67 — Parameterization of the RDC bell-shaped curve in unfolded proteins.
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Crosses indicate 'D¢/c« (positives values) and "Dnh (negatives values) sim-
ulated with 100 0oo FLEXIBLE-MECCANO structures of a poly-Valine chain of 76
amino-acids in length. Solid line indicates the parameterization obtained using
a hyperbolic cosine description.
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Figure 68 — Convergence of ' Dy couplings for different LAWS of length 3 (purple),

9 (green), 15 (blue), 25 (back) residues or from the full length protein (red) using
a global alignment tensor. (A) Averaged values obtained for increasing number
of structures for ten different simulations of ' Dy for the amino-acid 41 of
Ubiquitin. (B) Distribution of RDCs obtained from the same simulations.
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The length of the LAW has to be set to a reasonable value that allows to
properly take into account neighboring effects. If the LAWs become too

short, the RDC distribution cannot be correctly reproduced (data not shown).

A value for the length of the LAW that offers both efficiency and accuracy
was found to be around 15 amino-acids. Comparison of RDCs obtained
using 15 amino-acid LAWSs and obtained using a global alignment tensor
is presented in Figure 69. It is seen that the separation of local and global
effects is reasonable and provides similar accuracy of the predicted RDCs
as the simulation using a global alignment tensor.

12 T T T T T T T 12 T T T T T T T

10 | . 10 - .

8 -

"Deo Ha (H2)

Dy (Hz)

—

"Dy Ha (H2)

"DNH (Hz)

h 1I0 2IO 3IO 4IO 50 60 7IO N 10 20 30 40 50 60 70
Figure 69 — Effect of separating local and long-range effect on RDCs. RDCs

simulated with a full length approach (red) or with the LAW (blue). The LAW

approach is used with (right) or without (left) baseline multiplication.

10.3.2 Testing ASTEROIDS on Simulated Data

In order to test the capability of the ASTEROIDS ensemble selection procedure
to reproduce RDCs and conformational sampling, the approach was tested
on the two simulated datasets. The obtained results are of similar quality
and therefore only the results with the standard sampling (see Section 10.2.2),
will be presented.

The number of structures used in the ASTEROIDS selected ensemble is a
key parameter in the analysis that is difficult to estimate a priori. Thus, the
influence of this parameter was investigated. Results in terms of RDCs
and conformational sampling reproduction can be seen in Figure 70. X&pc
relates to the reproduction of the data while %, reports on the validity of
the resulting sampling, that is how close it is to the conformational sampling
used to predict the data. Both XZRDC and szam show a rapid decrease for
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small ensemble sizes. However the slope of the drop is clearly less steep for
X4, indicating that it takes until something in the range of 200 structures
before the conformational sampling is reproduced accurately. We note that
this number is an order of magnitude higher than some ensemble sizes
that have been proposed in similar ensemble selection procedures. More or
less identical results are obtained for the LAWSs of 9 and 15 amino-acids in
length, however, the simulation where a global alignment tensor is used the
reproduction of both RDCs and conformational sampling is clearly worse.

The last point indicates that the estimation of the LAWSs for full ensemble
description remains valid for ASTEROIDS selection procedure. On the con-
trary selection of tractable size with the full length approach does not lead
to satisfying results.

These result show that averaging regimes exist where the data can be repro-
duced within experimental error, but the conformational sampling regime
is not accurately reproduced. This is a problem of solution uniqueness in
the resolution of ill-posed problems and that indicates the clear necessity
of performing extensive simulation before applying such approaches to the
description of systems with far more degrees of conformational freedom
than available data.

400 T T T T T

350 -
300
250
200

$rde

150 [
100 [

50

25000 } } } } {

20000 B

15000 - B

2
X'ram

10000 - .

5000 B

Ensemble size
Figure 70 — RDC XZRDC (upper panel) and conformational sampling x,z2 am (lower
panel) reproduction of simulated data using the AsTEROIDS approach as a
function of the number of structures in the ensemble. Two LAWs are presented
9 (green) and 15 (blue) amino-acids and full-length (red).

The size of the ensemble retained was therefore 200 structures and cor-
responding results in terms of RDCs and conformational sampling are
presented in Figure 71 and compared to the results obtained for an ensem-
ble of 20 structures. The accurate data reproduction and conformational
sampling demonstrate the capacity of ASTEROIDS to select representative
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ensembles of unfolded states. Although the fit is significantly poorer in the
case of 20 structures, the overall features are actually quite well reproduced,
and the quality of the fit would probably be considered acceptable in the
presence of commonly encountered levels of experimental noise. However
the conformational sampling is, in this case, very poorly reproduced.

10.3.3 Applying ASTEROIDS on urea-denatured Ubiquitin Data

The AsTEROIDS approach was then applied to the experimental RDC dataset
of urea-denatured Ubiquitin. The pool of structures was made up of the
12,000 FLEXIBLE-MECCANO structures (see Section 10.2.2) and an ensemble of
200 structures was selected using AsTEROIDS. In order to properly reproduce
the data, two scaling factors were used: K; = 0.58 for "Dnn, "Deane, 'Derea
couplings and K, = 0.96 for 3Dy njq«, 4DH11\;H€X . SDH‘;‘HN and SDHiNHN

i+1 i+2
couplings. Results are shown in Figure 72.

Good RDC reproduction is obtained when using the two different scaling
factors. The necessity of differentiating covalently bound and inter-protons
RDCs may be due to the presence of dynamics not explicitly taken into
account in the applied model. This dynamics could influence covalently
bound and inter-proton RDCs differently.

Robustness and accuracy of the approach were tested using Monte-Carlo
simulations and cross-validations. The cross-validations (see Figure 73A)
indicate that correct data reproduction can be obtained for unused couplings
(representing 10% of the data) and that no RDC type is more important than
the other to define urea-denatured Ubiquitin conformational sampling (data
not shown). In addition, the cross-validations confirm that 200 structures is
enough to reach a plateau value of the indirect XZRDC (see Figure 73B). Monte-
Carlo simulations (data not shown) were used to estimate the uncertainty
(around 3%) of the population in each quadrant in the Ramachandran
space.

Concerning conformational sampling, the obtained ensemble exhibits differ-
ences from the random-coil distribution that are larger than the estimated
uncertainty (see Figure 72). A clear tendency to sample more in the 3p
and (s regions and less in the «gp region is observed. This corresponds
to having more extended conformations. Previous studies [265] already
introduced this hypothesis to explain the same experimental dataset, but
here the results were obtained by a direct analysis of the data.

A site specific description of the conformational sampling is presented
in Figure 74. It is seen that threonine, glutamic acid and arginine often
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adopts more extended conformations compared to the standard random-coil
sampling. This can be due to their capability to interact with urea through
hydrogen-bonds. The fact that at low pH, urea orients preferentially towards
the protein [270] supports the idea that urea interacts preferentially with
hydrogen-bond donor residues. By contrast hydrophobic amino-acids seem
to exhibit only minor differences between the urea denatured state and the
random-coil. A small angle scattering study [271] proposed that around
20 urea molecules per protein are directly involved in the denaturation,
which is qualitatively in agreement with this study as approximatively one
third of the amino-acids exhibit important deviations from the random-coil
distribution.

10.4 CONCLUSION FOR UREA-DENATURED UBIQUITIN ANALYSIS

This study presented a novel approach that can be used to select conforma-
tional ensembles of disordered states on the basis of extensive experimental
residual dipolar couplings. We find that the particular averaging proper-
ties of dipolar couplings, and their sensitivity to both local conformational
sampling and the chain-like nature of the disordered state, imposes spe-
cific requirements on the development of ensemble descriptions from these
particular data sets. One consequence is that many tens of thousands of
conformers are required to correctly average RDCs calculated over the entire
chain dimensions of a protein of say 100 amino-acids. Another, related con-
sequence, is that, due to the immense number of degrees of conformational
freedom compared to experimental constraints, data can be well reproduced
by ensembles whose conformational properties do not accurately represent
the true behavior of the protein, if applied in the inappropriate averaging
regime.

We provide solutions to these problems, using a local alignment window,
describing the reorientational properties of a 15 amino-acid segment around
the amino-acid of interest, thereby providing amino-acid specific conforma-
tional properties of each amino-acid. We note however that the chain nature
of the protein is thereby ignored, and this has to be corrected by introducing
a contribution due to the polymer chain.

Extensive simulations demonstrate that between 100 and 200 structures
are then necessary to correctly describe the conformational behavior when
using 15 amino-acid alignment segments. This provides accurate amino-acid
sampling along the chain. The use of fewer structures can again reproduce
the data, but provides an incorrect conformational description.
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Having developed the selection algorithm AsTEROIDS, that can in principle
be applied to selection on the basis of any experimental parameter that can
be calculated for each conformer and then averaged over the ensemble, the
most obvious application was to apply the approach to the interpretation
of chemical shifts. In the next Section we describe how we have combined
recent developments in the prediction of chemical shifts from individual
structures to describe the conformational properties of partially folded
chains on the basis of chemical shifts alone.

10.5 INTRODUCTION FOR Nrtan. ANALYSIS USING CHEMICAL SHIFTS

Chemical shifts measured in IDPs report on the population weighted av-
erage over an entire ensemble of interchanging conformers, exchanging
on timescales faster than the millisecond range. These readily measured
parameters are nevertheless highly sensitive probes of local protein con-
formation, as has been demonstrated by the recent determination of three-
dimensional structures of entire globular proteins using chemical shifts as
sole experimental constraints. The dependence of '3C backbone chemical
shifts on backbone (¢ /1) dihedral angles, have been routinely used to iden-
tify secondary structure, and to estimate the level of secondary structural
propensity within folded and unfolded proteins.

In this study we combine ensemble descriptions of unfolded proteins, with
state-of-the-art chemical shift prediction algorithms that have underpinned
the successful determination of folded proteins from chemical shifts. This
combination is used to explore the possibility of using chemical shifts alone
to map local backbone conformational sampling of intrinsically disordered
and partially folded proteins.

10.6 MATERIALS AND METHODS FOR Npay ANALYSIS
10.6.1  Experimental Data

Ntar Chemical Shifts were measured by Jensen et al. [261]. Potential
chemical shift reference offsets were corrected using Ssr [237]. Secondary
Chemical Shifts (SCSs) were calculated as the difference between the ex-
perimental CSs and the random-coil values from RefDB [272], except for
residues preceding prolines where random-coil values were taken from
Wishart et al. [233].
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10.6.2 FLEXIBLE-MECCANO Ensemble Generation, CSs Calculations and
ASTEROIDS Selection

Similar protocol than for the urea-denatured Ubiquitin study was used (see
Section 10.2.2). The starting database consisted of 10000 Ntaj structures
obtained using the standard random-coil FLEXIBLE-MECCANO sampling. For
each conformer the side-chains were added using Sscomp [273] and the CSs
were calculated for each conformer using a modified version of SPARTA [274]
that did not include the side-chain x; torsion angle in the scoring function
as no information is available about the exact conformations of the side
chains.

For AsTEROIDS selection, the weights of the CSs were 2.0 for 15N and 1.0 for
13¢’, 13C* and '3CP. Two kinds of analyses were successively carried out:
one where each amino-acid is treated independently and one with selection
of full structures on the basis of the experimental CSs.

For the treatment of individual amino-acids, the "’N CS was not used.
For each residue, 200 structures are selected and the analysis is repeated
five times in order to reach 1000 (¢,1)-combinations. 500 generations
are enough to obtain convergence. The selection is used as a modified
(¢, )-database for FLEXIBLE-MECCANO in order to generate a pool of 7500
structures. Note that at this point the (¢, 1)-database is different for each
amino-acid in the protein. The pool of 7500 structures is complemented
with 2500 structures obtained using the standard random-coil distribution.
This procedure ((¢,1)-combination selection and new FLEXIBLE-MECCANO
structure generation) is repeated until no further improvement in experi-
mental data reproduction is achieved.

A last step involves selecting 200 conformers from the last obtained pool of
structures that agree with all experimentally measured CSs of the protein.
In this step the >N CSs are included and 3,000 generations are necessary to
ensure convergence.

10.7 RESULTS AND DISCUSSION FOR Npa; CHEMICAL SHIFTS
ANALYSIS

10.7.1  Ability of the ASTEROIDS Protocol to Define Conformational Sampling

The FLEXIBLE-MECCANO-ASTEROIDS protocol was tested on simulated CS
data in a similar way to the urea-denatured Ubiquitin approach. Three
sets of simulated CS data corresponding to FLEXIBLE-MECCANO ensembles
created using a standard random-coil database, a more extended database
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and a more helical database were submitted to AsTeroiDs analysis. The
targeted data corresponding to the extended and helical ensembles could
not be closely reproduced by selecting full structures using ASTEROIDS
from a large pool of conformers created using the standard random-coil
database. An explanation for this resides in the inadequacy of the standard
random-coil database to provide a sufficient number of structures with high
proportions of e.g. helical propensity.

A potential solution to this problem is to heavily over-sample i.e. to in-
crease the size of the FLEXIBLE-MECCANO pool however this process will
be very time consuming. Thus, a modification of the FLEXIBLE-MECCANO
(¢,P)-database was chosen. A new (¢,1)-database adapted to the protein
under investigation is obtained by pre-selecting for each amino-acid in the
protein a smaller (¢,1)-database through the iterative process presented in
Section 10.6.2. For the individual treatment >N CSs were not used as they
mainly depend on the conformation of the neighboring residues (mainly
the ¢p-angle of the previous amino-acid) [274]. After typically three or four
iterations no more improvement in the data reproduction was observed.

Using this site-specific (¢,1))-database, 10000 FLEXIBLE-MECCANO struc-
tures were generated and ASTEROIDS selection of 200 structures was achieved.
Good data reproduction was obtained and the conformational sampling
used to simulate the data was reproduced within 5% accuracy.

10.7.2  Conformational Sampling of Nyay from Chemical Shifts

The protocol was applied to Nta1 experimental data. This model system
was chosen, as it was already demonstrated using a RDC based approach
that the central part of the protein adopts fluctuating helical elements. Four
iterations were necessary to obtain a converged residue specific database.
The data reproduction obtained with the final 200 extracted structures is
shown in Figure 75. The overall agreement is very go<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>