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Résumé

Il est connu depuis des décennies que la propagation des fissures de fatigue dans les matériaux
élastoplastiques est très sensible à l’histoire du chargement car le comportement non-linéaire du
matériau peut avoir une grande influence sur les vitesses de propagation. Cependant, le calcul
brut de millions de cycles de fatigue avec des comportements matériaux non-linéaires sur des
structures tridimensionnelles réalistes conduirait à des temps de calcul prohibitifs. Ainsi, nous
proposons de coupler deux approches de réduction de modèle a priori et a posteriori, afin de
diminuer considérablement le coût de calcul de ce type de problèmes.

Tout d’abord, considérant l’hypothèse de plasticité confinée, une stratégie de réduction de
modèle a posteriori du comportement plastique de la structure fissurée est proposée. Le modèle
réduit ainsi obtenu fournit incrémentalement l’état plastique autour du front de fissure, duquel est
déduite la vitesse instantanée de la fissure. De plus, une seconde approche de réduction de modèle,
a priori cette fois, est aussi mise en place afin d’accélérer encore plus les temps de résolution
du problème global. Cette approche a priori consiste à construire incrémentalement — et sans
calculs préalables — une base réduite spécifique à chaque cas-test, en extrayant de l’information
des champs de déplacement de la structure au cours du temps et pendant la propagation éventuelle
de la fissure. Ainsi, les champs de déplacement solutions de la géométrie fissurée réactualisée sont
vus comme une combinaison linéaire de cette base réduite de vecteurs.

La méthode numérique considérée ici est la méthode des éléments finis. De fait, pendant la
propagation de la fissure, la discrétisation spatiale du modèle doit être réactualisée afin d’être
conforme avec le front de la fissure. Dans ce but, une technique spécifique de déformation de
maillage est utilisée, et permet de discrétiser la géométrie variable du modèle avec des maillages
de même topologie. Cette technique de déformation de maillage apparaît comme une étape clé de
la stratégie de réduction de modèle.

Finalement, une approche adaptative est construite autour de cette stratégie. Elle permet de
garantir la qualité des résultats obtenus par rapport à un critère de précision donné. La précision
et l’efficacité de cette stratégie globale sont démontrées à travers de nombreux exemples bidimen-
sionnels et tridimensionnels dans le cadre de propagation de fissure en mode I, de même que pour
un exemple industriel d’une pièce fissurée d’hélicoptère.

Mots clés: Propagation de fissure 3D, Effet de refermeture, Plasticité confinée, Réduction de
modèle a priori, Déformation de maillage, Méthode des éléments finis





Summary

It has been known for decades that fatigue crack propagation in elastic-plastic media is very
sensitive to load history since the nonlinear behavior of the material can have a great influence
on propagation rates. However, the raw computation of millions of fatigue cycles with nonlinear
material behavior on tridimensional structures would lead to prohibitive calculation times. In this
respect, we propose a global model reduction strategy, mixing both the a posteriori and a priori
approaches in order to drastically decrease the computational cost of these types of problems.

First, the small scale yielding hypothesis is assumed, and an a posteriori model reduction of
the plastic behavior of the cracked structure is performed. This reduced model provides incre-
mentally the plastic state in the vicinity of the crack front, from which the instantaneous crack
growth rate is inferred. Then an additional a priori model reduction technique is used to accelerate
even more the time to solution of the whole problem. This a priori approach consists in building
incrementally and without any previous calculations a reduced basis specific to the considered
test-case, by extracting information from the evolving displacement field of the structure. Then
the displacement solutions of the updated crack geometries are sought as linear combinations of
those few basis vectors.

The numerical method chosen for this work is the finite element method. Hence, during the
propagation the spatial discretization of the model has to be updated to be consistent with the
evolving crack front. For this purpose, a specific mesh morphing technique is used, that enables
to discretize the evolving model geometry with meshes of the same topology. This morphing
method appears to be a key component of the model reduction strategy.

Finally, the whole strategy introduced above is embedded inside an adaptive approach, in or-
der to ensure the quality of the results with respect to a given accuracy. The accuracy and the
efficiency of this global strategy have been shown through several examples, either in bidimen-
sional and tridimensional cases for mode I crack propagation, including the industrial example of
an helicopter structure.

Keywords: 3D fatigue crack growth, Crack closure effect, Small scale yielding, a priori
model reduction, Mesh morphing, Finite element method
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Introduction

The accurate prediction of the fatigue life of components or structures is of great interest for me-
chanical engineering applications. In this respect, it is now more and more needed to be able to
simulate accurately tridimensional fatigue crack growth in complex structures. As a consequence,
computational fracture mechanics has been strongly developed in recent years. An important is-
sue is the meshing itself when the crack has to be explicitly described by the numerical method.
To alleviate these types of problems, alternative methods have been proposed such as the bound-
ary element method, where only the surface of the crack has to be meshed [MI 94, BON 95],
the meshless methods [BEL 94, KRY 99] where the mesh notion does not exist and the crack is
only described by the nodal weight functions values, or the methods based on the partition of
the unity (among others, the generalized finite element method [STR 01, PER 09, PER 10] and
the extended finite element method [MOË 99, MOË 02, SUK 08, RAN 09a]) which allow using
meshes that do not conform to the crack since the discontinuity is taken into account by special
shape functions. Nevertheless, the finite element method is still the more widespread numeri-
cal method in the industry, in particular because of its robustness and availability in commercial
codes. For those reasons, it is the chosen numerical method for this work. Still, it is underlined
that the proposed approach could have been applied to either the extended, generalized or similar
finite element methods. In addition, realistic problems are submitted to complex spectrum load-
ings. In those cases, fatigue crack propagation in elastic-plastic media is particularly sensitive
to the localized nonlinear phenomena that take place in the vicinity of the crack tip [WHE 72].
Indeed, contact and frictional effects along the crack faces as well as the confined plasticity are
non-negligible issues in fatigue problems [ELG 07, PIE 10, BÉC 08]. In the finite element method
framework, sophisticated material behavior laws [LEM 90, SIM 00] as well as robust contact al-
gorithms [SIM 92] allow the very details of those effects to be captured. However, they induce a
nonlinear, iterative logic in the model solving. Since in practice fatigue lives can reach millions
of “cycles”, this approach will lead to prohibitive calculation times and is inapplicable. In this
respect, and in the context of tridimensional mode I cracks with no assumption on the crack front
shape, we propose to apply the so-called general idea of model reduction, in order to decrease this
computational cost [GAL 10a, GAL 10b].

The model reduction methods are used when many resolutions of similar problems are needed.
They make use of the information contained in some solutions to make the other computations
faster. Those methods can be put in two general categories: the a posteriori and a priori ap-
proaches. In the a posteriori approach, some preliminary computations are performed first to
build a basis of a reduced subspace approximating the solution space associated with the con-
sidered problem. This is called the offline phase, it possibly has a high numerical cost, but it
is performed only once. Then, the reduced model can be used in an online phase, many times,
to obtain rapidly the outputs of interest, seeking them only in the reduced subspace [VER 03].
The a priori approach is different. There are no preliminary computations, and therefore no of-
fline/online computational decomposition. The reduced basis is built on the fly, during the use of



2 Introduction

the model, enriched when necessary by the information contained in appropriate solutions. Gen-
erally, these enrichment steps are performed during the first resolutions. When the basis is rich
enough, it can be used to compute efficiently the solutions of the problem as linear combinations
of those basis vectors [RYC 06].

In our approach, two different model reductions are successively applied. First, the small
scale yielding hypothesis is assumed, and an a posteriori model reduction of the plastic be-
havior of the cracked structure is performed, by means of the Crack Tip Condensed Plasticity
model. Using an elastic-plastic behavior as realistic as possible, a crack solicited in mode I
is simulated, and the resulting displacement field is projected onto a suitable reduced basis.
Pommier et al. [POM 07, HAM 07] remarked that a basis of dimension 2 is sufficient to describe
accurately the elastic-plastic displacement field of a steady crack: one vector for the elastic part
and a second one for the plastic part of the field. This model reduction method enables to unzoom
from the finite element model. Only the elastic part of the displacement field is computed by
the finite element method, the plastic state is computed apart, on this reduced basis of dimen-
sion 2. At this point, even if the nonlinear finite element computations are avoided, describing
realistic spectrum loadings over millions of load steps requires millions of linear elastic compu-
tations to provide the elastic state of the structure to this reduced model. An additional a priori
model reduction associated with those linear elastic finite element problems is then used to further
accelerate the time to solution of the whole crack propagation analysis. This a priori approach
consists in building incrementally and without any previous calculations a reduced basis specific
to the considered test case, by extracting information from the evolving displacement field of the
structure. Then the displacement solutions of the updated crack geometries are sought as linear
combinations of those few basis vectors. If the reduced basis dimension is low, the problems to
solve are then significantly smaller than the initial ones.

In order to make that model reduction more efficient, all the geometrical updates of the prop-
agating crack are performed by means of a mesh morphing technique. This method is widely
used, among others, in computer graphics animations, reliability analysis and fluid-structure in-
teraction [ALE 02]. It enables to discretize several different geometries with meshes of the same
topology, allowing the number of degrees of freedom and the connectivity to be kept unchanged
all along the crack growth analysis. This is done by modifying the nodes coordinates, while keep-
ing the element distortion as low as possible. Using such an approach enables to avoid a lot of
remeshing steps, and since all the morphed meshes have the same dimension, no projections of
the reduced basis shape functions on those successive meshes are needed.

This first method coupling the Crack Tip Condensed Plasticity model, a mesh morphing
technique and an a priori reduced basis approach provides fairly encouraging results [GAL 09a,
GAL 10c]. However, deciding when to update the numerical model to compute stress intensity
factors values consistent with the growing crack configuration is not an easy task. In addition,
the chosen update interval has a great influence on the final accuracy of the simulation. In this
respect, an adaptive strategy overcoming that difficulty is developed, which computes iteratively
the quasi-optimal update interval that ensures a given accuracy.

This typescript is outlined as follows. In a first chapter, the considered continuous refer-
ence problem is developed, along with some theoretical background on fracture mechanics. An
overview of the existing numerical methods and propagation laws adapted to crack growth simu-
lation is provided. Then, the Crack Tip Condensed Plasticity model is extensively described. In
a second chapter, the mathematical fundamentals of the reduced basis approach are introduced,
as well as details on how it is applied to the fracture mechanics context. The mesh morphing
approach is then explained. Afterward, the general strategy and the way the basic components
of the method are fitted together are presented, along with several bidimensional and tridimen-
sional examples. A long discussion on the effect of the mesh morphing technique on the behavior
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of the reduced basis approach is also provided. Finally, in a last chapter, the adaptive strategy
is introduced, together with complex tridimensional examples to illustrate the capabilities of the
method.
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6 Fatigue crack growth analysis: challenges and methods

Ω

∂1Ωud

Γ+

Γ−

∂2Ω

Fd

Figure 1.1 Notation used for the different parts of the domain Ω.

1 Linear elastic fracture mechanics: theoretical notions

1.1 Continuous reference problem

We present hereinafter a general definition of the reference problem. The static deformation of a
linear elastic, homogeneous and isotropic cracked body is considered. Since the crack is evolv-
ing, this body defines a time-dependent domain Ω(t) (see Figure 1.1) defined on all the considered
temporal interval [0,T ]. It is worth emphasizing that from the governing equations point of view,
there is no history effects between two successive configurations. Furthermore, at any given
propagation step, we assume small strains and displacements. The outer boundary of the do-
main Ω(t) is decomposed into two complementary parts, ∂1Ω(t) along which displacements ud(t)
are imposed and ∂2Ω(t) along which forces Fd(t) are prescribed. The body can possibly be sub-
mitted to some volume forces f d(t). The crack is represented by its faces Γ+(t) and Γ−(t). These
two surfaces are considered free from any solicitations. The crack front is given by the intersec-
tion Γ+(t)∩Γ−(t). At each time, the Cauchy stress tensor field σ(t) and the displacement field u(t)
must satisfy the local equilibrium conditions:

∇ ·σ(t) + f d(t) = 0 in Ω(t) (1.1)

σ(t) ·n = Fd(t) on ∂2Ω(t) (1.2)

σ(t) ·n = 0 on Γ+(t) and Γ−(t) (1.3)

u(t) = ud(t) on ∂1Ω(t) (1.4)

where n is the outward normal vector to the boundary of the domain Ω(t). The constitutive law
and the strain-displacement relationship write:

σ(t) = C : ε(t) in Ω(t) (1.5)

with:

ε(t) =
1
2

(
∇u(t) + (∇u(t))T

)
≡ ε(u(t)) (1.6)

where C is the Hooke’s tensor and ε(t) the symmetric strain tensor.
The weak form associated with the local equilibrium equations and boundary conditions is as

follow:
Find u(t) in spaceU [0,T ] such that:∫

Ω(t)
ε(u(t)) :C :ε(u) dΩ =

∫
Ω(t)

f d(t) ·udΩ +

∫
∂1Ω(t)

Fd(t) ·uds ∀t ∈ [0;T ], ∀u ∈ U0 (1.7)
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Figure 1.2 Local coordinate systems at the crack front.

whereU [0,T ] is the vector space of the kinematically admissible displacement fields:

U [0,T ] = {u(t) ∈ V |u(t) = ud(t) on ∂1Ω(t)} ∀t ∈ [0,T ] (1.8)

and U0 the vector space of the kinematically admissible virtual fields with zero prescribed dis-
placements:

U0 = {u ∈ V |u = 0 on ∂1Ω} (1.9)

notice that the exact mathematical nature of the space V is related to the regularity of the solution.
To complete this definition of the reference problem with details on the chosen numerical

method for the resolution of those equations, the discretized reference problem is introduced in
section 2 of chapter 2.

In addition to the mechanical reference problem, let us introduce the local coordinate system
at the crack front that will be used all along this typescript. At a point η of the front, we define the
origin of a Cartesian coordinate system (see Figure 1.2). The e1 vector is called the extensional
vector, it stands in the local crack plane and is orthogonal to the front. The normal vector e2 is
orthogonal to e1 and the triplet (η,e1,e2) defines a plane orthogonal to the crack surface. The last
vector e3 is the tangent vector to the front. In addition to this Cartesian system, a polar coordinate
system (r, θ) is defined in the plane orthogonal to the front.

1.2 Global energetic approach
The Griffith energy balance approach [GRI 21] is one of the founding works of modern fracture
theory. Griffith’s motivation was in understanding the effects of surface scratches on fatigue. At
this time, it was thought that it should be possible to estimate the fatigue limit of a scratched
component by using simple criteria based either on the maximum principal stress or the maxi-
mum principal strain. Griffith showed that scratches could significantly increase the stress and
strain level, however, he noted that on a shaft of 1 inch in diameter the maximum stress or strain
would be the same whether the scratches where one ten-thousand or one-hundred of an inch deep
provided that they were geometrically similar. This lead him to infer that a simple critical stress
or strain criterion could not be used to predict fracture, so that he turned to energy concept.

The Griffith’s approach consists in a global analysis of the energy balance during the crack
growth process. This theory presuppose the existence of an initial crack and thus does not predict
the flaw initiation. The main idea is to link the necessary energy to grow the crack dWcrack to the
newly created surface area dA through a characteristic material parameter, the surface energy per
unit area γ :

dWcrack = 2γ dA (1.10)
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Hence, this theory stands that the material fails not because of a maximum stress, but rather
because a certain energy criterion was met. Then, following the first law of the thermodynamics,
crack propagation is caused by a transfer of energy from external work and strain energy to surface
energy.

Thus, on a domain Ω (see Figure 1.1), at a given time t, the first law of the thermodynamics
writes [LEM 90]:

∂E
∂t

+
∂K
∂t

= Pext + Q−2γ
∂A
∂t

(1.11)

where E is the internal energy of Ω, K its kinetic energy, Pext the power of the external forces
and Q the heat received by the system. In addition, for a linear elastic body, the variation of
internal energy can be expressed as:

∂E
∂t

= Q +
∂Welas

∂t
with

∂Welas

∂t
=

∫
Ω

σ : ε̇dΩ (1.12)

where Welas defines the elastic energy stored in the domain. Furthermore, without volume forces,
the power of the external forces is the following:

Pelas =

∫
∂2Ω

Fd ·
∂u
∂t

dS (1.13)

where the vector Fd represents the surface forces prescribed on ∂2Ω. Notice that in presence of
volume forces, an additional term appears in Equation (1.13) but that does not modify the nature
of the reasoning. Considering the cracked surface area A as the only single variable of the energy
balance, and emphasizing the kinetic energy term, the first law of the thermodynamics can be
rewritten such as:

∂K
∂t

=

(∫
∂2Ω

Fd ·
∂u
∂t

dS −
∂Welas

∂t
−2γ

)
·
∂A
∂t

(1.14)

The stability of the whole crack propagation process depends on the sign of the kinetic energy
term. Considering Equation (1.14), the cracked surface area A being the only variable of the
energy balance, if K increases, the process becomes unstable and the crack starts to propagate. In
addition to that, the fracture process being irreversible, it comes:

∂A
∂t
≥ 0 (1.15)

At this point, the energy release rate G can be introduced:

G =

∫
∂2Ω

Fd ·
∂u
∂A

dS −
∂Welas

∂A
(1.16)

Expressed in this form, the stability of the system depends explicitly on the value of G. In other
words, the energy release rate corresponds to the rate of potential energy released during the
creation of free surfaces by the fracture process. From here, the 3 following cases can be identi-
fied:
• G < 2γ : no crack propagation
• G = 2γ : stable crack propagation
• G > 2γ : unstable crack propagation.

Remark 1 From a scalar quantity, the energy release rate G, depending only on the cracked
surface area, the Griffith’s theory allows determining if a crack will propagate or not. However,
it does not define a complete framework for crack growth since localized tridimensional effects,
as well as the propagation direction cannot be inferred from a single scalar quantity. A more
detailed analysis of the local fields in the vicinity of the crack front is necessary.



Linear elastic fracture mechanics: theoretical notions 9

(a) mode I (b) mode II (c) mode III

Figure 1.3 The three fracture modes.

1.3 Asymptotic approach
During the fracture process, the initially sane body is progressively separated into different parts
by the propagation of a crack. At the unloaded state, a crack is constituted by two coincident free
surfaces of which union defines the fracture surface. When loaded, the displacement field of the
cracked body becomes discontinuous across this fracture surface, allowing the definition of the
displacement jump such as:

~u� = u+−u− (1.17)

From a kinematic point of view, three basic solicitation modes of the crack can be identified,
and subsequently, any stress system in the vicinity of the crack tip may be expressed as a general
combination of those modes (see Figure 1.3):
• mode I: opening mode, the displacements of the crack surfaces are perpendicular to the plane

of the crack
• mode II: sliding mode, due to in-plane shear solicitation, the displacements of the crack sur-

faces is in the plane of the crack and perpendicular to the leading edge of the crack
• mode III: tearing mode, due to out-of-plane shear solicitation, crack surfaces displacements

are in the plane of the crack and parallel to the crack front.
For certain crack configurations subjected to external forces, and assuming isotropic lin-

ear elastic material behavior, it is possible to derive analytical expressions for the stresses in
the body. Based on the early work of Griffith, Westergaard [WES 39], Irwin [IRW 57], and
Williams [WIL 57] where among the first to provide such solutions. Considering a polar coordi-
nate system of which origin is at the crack tip (Figure 1.2), the stress field can be expressed as an
infinite series, which, at the second order, writes:

σi j =
KI
√

2πr
f I
i j(θ) +

KII
√

2πr
f II
i j (θ) +

KIII
√

2πr
f III
i j (θ) + Ti j + O(

√
r) (1.18)

where σi j is the stress tensor, r and θ are as defined on Figure 1.2. The terms f n
i j are known

dimensionless functions of θ, detailed in Tables 1.1 and 1.2. The scalar constants Kn are the so-
called stress intensity factors, usually expressed in MPa

√
m, and the second order term Ti j is

known as T-stress.
In the series development of the stress fields, the leading term containing the stress intensity

factor is proportional to 1/
√

r. As the distance r to the crack front tends to zero, this leading term
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Table 1.1 Stress and displacement fields around a crack tip for mode I and mode II (linear elastic, isotropic
material behavior).

Mode I Mode II T -stress

σ11 =
KI
√

2πr
cos

(
θ

2

) [
1− sin

(
θ

2

)
sin

(
3θ
2

)]
−

KII
√

2πr
sin

(
θ

2

) [
2 + cos

(
θ

2

)
cos

(
3θ
2

)]
+ T

σ22 =
KI
√

2πr
cos

(
θ

2

) [
1 + sin

(
θ

2

)
sin

(
3θ
2

)]
+

KII
√

2πr
sin

(
θ

2

)
cos

(
θ

2

)
cos

(
3θ
2

)

σ33 =
KI
√

2πr
2ν cos

(
θ

2

)
−

KII
√

2πr
2ν sin

(
θ

2

)
+ T33

σ12 =
KI
√

2πr
cos

(
θ

2

)
sin

(
θ

2

)
cos

(
3θ
2

)
+

KII
√

2πr
cos

(
θ

2

) [
1− sin

(
θ

2

)
sin

(
3θ
2

)]

u1 =
KI

2µ

√
r

2π
cos

(
θ

2

) [
κ−1 + 2sin2

(
θ

2

)]
+

KII

2µ

√
r

2π
sin

(
θ

2

) [
κ+ 1 + 2cos2

(
θ

2

)]

u2 =
KI

2µ

√
r

2π
sin

(
θ

2

) [
κ+ 1−2cos2

(
θ

2

)]
−

KII

2µ

√
r

2π
cos

(
θ

2

) [
κ−1−2sin2

(
θ

2

)]
Note: ν is the Poisson’s ratio, µ the shear modulus and κ the Kolosov constant.

Table 1.2 Nonzero stress and displacement fields around a crack tip for mode III (linear elastic, isotropic
material behavior).

σ13 = −
KIII
√

2πr
sin

(
θ

2

)

σ23 =
KIII
√

2πr
cos

(
θ

2

)

u3 =
2KIII

µ

√
r

2π
sin

(
θ

2

)
Note: µ is the shear modulus of the material.
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approaches infinity, but the subsequent terms remain either constant, finite, or approach zero.
Thus, the stress field evolution is governed by a singularity at crack tip. In addition, it can also be
shown that the displacement field evolves with

√
r. The formal definition of the stress intensity

factors is given, for the three different solicitation modes, by the following expressions:

KI = lim
r→0

√
2πr σ θ=0

22 (1.19)

KII = lim
r→0

√
2πr σ θ=0

21 (1.20)

KIII = lim
r→0

√
2πr σ θ=0

23 (1.21)

Physically, the stress intensity factors somehow quantify the intensity of the stress singularity.
Indeed, since the stresses at crack tip are infinite, it is quite complicated to define a propagation
criterion relying on their value. For that reason, the stress intensity factors are extensively used in
the fracture mechanics community.

It is worth highlighting that the leading term of the series expansion (1.18) and consequently
the stress intensity factor value depend on the geometry of the considered body, the geometry
of the crack and the loading of the system. However, provided that the material behavior is
homogeneous isotropic, the stress intensity factor does not depend on any material parameter. On
the contrary, the T-stress, second term of the series does depend on the Poisson’s ratio.

In the Tables 1.1 and 1.2, ν is the Poisson’s ratio of the material and µ its shear modulus. The
parameter κ refers to the Kolosov constant and its value depends on the plane problem assumption
that is made:

κ =


3−4ν for plane strain

3− ν
1 + ν

for plane stress
(1.22)

Thereby, the solution fields provided by the asymptotic development (1.18) are rigorously correct
only for the special cases of plane strain and plane stress. In this respect, it is important to
understand that in tridimensional problems, those 2D assumptions are only approximations of
the real stress constraint state. Indeed, the stress gradients around the crack front lead to the
appearance of a triaxial state of stress near the tip. In short, in the bulk of the material, the stress
state is essentially plane strain. Near the free surfaces, the stress triaxiality is lower, but a state of
pure plane stress exists only at the free surface. It has been shown that the T-stress is of specific
importance to this issue, since it can be a very powerful indicator of the local constraint state
around the crack front [NAK 92]: a high level of T-stress indicates a high triaxiality state, that is,
close to plane strain, whereas a low T-stress level reveals a state close to plane stress.

Remark 2 It is noteworthy that the asymptotic solutions of the stress field are not valid every-
where in the cracked structure, but only in a limited zone surrounding the crack front called
K-dominance zone. Indeed, in this area, the behavior of the stress solution is totally dominated
by the elastic singularity. Typically, the size of the K-dominance area should be considered to be
approximatively 1/10 of the characteristic length of the crack.

Remark 3 In a number of situations, the asymptotic behavior of the near front fields is even
more complex than the description provided above, and sometimes difficult to properly define.
For instance, one can refer to the situation at a vertex on a free surface or to the front rotation
and segmentation in mixed mode I+III. A very comprehensive review of the theoretical results for
tridimensional cracks in linear elastic media, stress intensity factor perturbation and bifurcation
criteria can be found in the Lazarus’ book [LAZ 10].
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1.4 Relationship between K and G

Two main classes of scalar parameters describing the crack behavior have been introduced so far.
The energy release rate, that quantifies the change in potential energy of the structure induced
by an extension of the flaw, and the stress intensity factors, that characterize the stress, strains
and displacement fields near the tip. Hence the energy release rate somehow describes the global
behavior of the crack while the stress intensity factors are local parameters. However, in the linear
elastic case, those parameters are related by a simple analytic expression. Irwin, by performing
a crack closure analysis [IRW 57], provided this relation which is now referred to as the Irwin’s
formula:

G =
K2

I

E?
+

K2
II

E?
+

K2
III

2µ
(1.23)

with µ the shear modulus of the material. Notice the additive contribution of the stress intensity
factors KI , KII , KIII . The parameter E? is a constant of which value depends on the plane problem
assumption of the analysis:

E? =


E for plane stress

E
1− ν2 for plane strain

(1.24)

where E is the Young’s modulus of the material, and ν its Poisson’s ratio.

Remark 4 The relation of Equation (1.23) assumes a self-similar crack growth. Under this as-
sumption, a planar crack remains planar and the fields around the front keep a constant shape
during the propagation. This is usually not the case for mixed-mode propagation, and the crack
will tends to propagate in such a way as to maximize the energy release rate. A more elaborated
strategy is hence needed, for instance using an evaluation of the energy release rate as a function
of the propagation direction [COT 80, LEB 99].

1.5 Crack tip plastic zone
The elastic asymptotic analysis revealed that the stress field tends to infinity near the crack front.
Obviously, no existing material can stay elastic in such conditions. Indeed, whatever the material,
the geometry of the crack, and even the loading, a plastic zone will develop around the front.
Consequently, the size of this plastic zone must be controlled, in order to quantify how much the
stress relaxation due to the plasticity modifies the elastic solution. To stay in the framework of
the linear elastic fracture mechanics, the small scale yielding hypothesis is commonly used. This
assumption stands that if the size of the plastic zone, of characteristic length rp, is sufficiently
small compared to the K-dominance zone of the crack, the singular fields introduced in section 1.3
are still valid. In practice, the size of the K-dominance zone can be expressed in terms of a, the
characteristic length of the crack, and the small scale yielding assumption is fulfilled if:

rp

a
< 3% (1.25)

Even in the small scale yielding case, the crack tip plastic zone has a major influence on the
growth rates of fatigue cracks (see section 3).

Under fatigue or repeated loading, two different plastic zones are defined, the so-called mono-
tonic and cyclic zones. The monotonic plastic zone appears at any time that the structure under-
goes a load opening the crack. The global shape of this zone is varying between the shape of
butterfly wings in plane strain conditions (in the bulk of the structure) and the shape of a bean
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Figure 1.4 Schematic plastic zone shape at the tip a
of mode I crack in a tridimensional body.

when the triaxiality state goes lower (plane stress conditions, near the free surface of the part).
In addition, the crack tip yielding zone is smaller in plane strain conditions than in plane stress.
An overview of the shape of this zone is presented on Figure 1.4. To estimate analytically the
size of the monotonic plastic zone, Irwin considered as a first approximation that the boundary
between the yielded material and the zone that remain in the elastic domain occurs when the stress
predicted by the asymptotic analysis reaches the yield strength σy of the material. On the crack
plane (θ = 0), the normal stress σ22 for a linear elastic material is given on Table 1.1. Conse-
quently, assuming plane stress conditions, a first order estimate of the plastic zone size expressed
in terms of stress intensity factor writes:

rp =
1

2π

(
KI

σy

)2

(1.26)

Under plane strain conditions, the yielding being moderated by the triaxiality state, the Irwin
plastic zone estimate is smaller by a factor of 3:

rp =
1

6π

(
KI

σy

)2

(1.27)

Remember that in reality, the global size and shape of the monotonic plastic zone depend also on
the hardening of the material.

The cyclic plastic zone, sometimes called reverse plastic zone in the literature, appears during
the unloading of the structure. It is embedded inside the monotonic plastic zone. The Figure 1.5
describes the crack tip deformation that occurs during single load-unload cycle. During the load-
ing, the monotonic plastic zone arises and the crack tip blunts. When the load is removed, the
surrounding material, that as remained elastic, forces the material at crack tip to conform to its
original shape. As a consequence, compressive residual stresses appear inside the monotonic
plastic zone. If those stresses exceed the compressive yield stress of the material, a smaller,
compressive plastic zone develops close to the crack tip [MCC 91].

Remark 5 The crack tip plastic zone shape and size highly depend on the material behavior and
hardening [POM 02]. In addition, it has a great influence on the growth rates since it is at the
origin of the plasticity-induced crack closure phenomenon (section 3.2). Thereby, to produce ac-
curate results, the material non-linearities have to be taken into account during crack propagation
simulations.

1.6 Stress intensity factors computation
The computation of the stress intensity factors and of the energy release rate in arbitrary tridi-
mensional structures has always been a challenging task. Several methods have been proposed
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(a)

(b)

(c)

Figure 1.5 Deformation at a crack tip during a single load-unload cycle. A crack in an virgin material (a)
is submitted to a tensile load resulting in tip blunting and monotonic plastic zone appearance (b). Then the
load is removed and the compressive residual stresses lead to the formation of a compressive yielded zone,
the cyclic plastic zone (c) [AND 05].
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Figure 1.6 Crack tip integration contour.

over the years, such as the elemental crack advance, the stiffness derivative method [PAR 74], or
the displacement matching method. The latter has been used for years in the industry, in particu-
lar because of its simplicity of implementation. It consists in projecting the nodal displacements
obtained by a finite element computation on the singular solutions of Table 1.1. After that, the
extraction of the stress intensity factors values is straightforward. Since the asymptotic solutions
are valid only in a restricted zone near the crack tip, the nodal displacement are to be taken as
close as possible to the front. Here arises the main accuracy problem of this type of approach.
Indeed, in the vicinity of the crack tip, the finite element method is saturated by the singularity
and does not allows to capture accurately the solution. In order to alleviate this constraint, en-
ergetic methods have been introduced and are now widely accepted as very robust and accurate
techniques [DES 83]. They rely on the integration domain independence property of some class
of integrals, hence allowing to use fields computed far from the crack front for the extraction of
the stress intensity factors. Finally, some innovative approaches have emerged recently, using the
old idea of projecting the displacement solutions onto a basis provided by a truncated Williams’
expansion [WIL 57], but this time directly during the numerical resolution, not in a postprocess-
ing step [LIU 04, PAS 10]. Hence the singular fields are accurately described by the basis and
the computed stress intensity factors are of a fairly good quality. In this work, path independent
domain integral methods were used and are presented hereinafter.

1.6.1 The J integral

The path independent J contour integral was first proposed by Rice in the late 1960’s [RIC 68]. It
is based on the energy conservation law and on the former work of Eshelby [ESH 56]. Originally,
the integration domain was defined as a line for bidimensional problems and a surface for tridi-
mensional ones. Thus, assuming the Einstein summation convention, the associated definition of
the J integral writes:

J = −

∫
Γ

Pi jnj dΓ ∀Γ (1.28)

where n is the outward normal to the integration contour Γ such as illustrated on Figure 1.6. The
tensor Pi j is the Eshelby tensor defined as follow:

Pi j = Wδk j−σi j
∂ui

∂xk
(1.29)

in which δk j is the Kronecker delta, σ and u being respectively the stress and displacement so-
lution fields. The parameter W is the deformation energy, which, for a linear elastic material,
depends on the stresses and on the deformation tensor ε:

W =
1
2
σi j εi j (1.30)
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Figure 1.7 Volume integration domain around a tridimensional crack front.

The form of the integral (1.28) is not suitable for numerical analysis, since in practice, the
accurate evaluation of stresses and strains along a specific contour is an awkward task. To alleviate
this specific drawback, the J integral has been reformulated in the form of a domain integral.
Hence, the integration domain becomes a surface in 2D and a volume in 3D. A general discussion
of crack tip contour integrals and their associated domain representation is given in [MOR 87].

Consider a point η of a tridimensional crack front at which we would like to compute the J in-
tegral. A volume V is constructed, centered around the point η (see Figure 1.7). It consists of
a “tube” of length ∆L, limited by its inner surface S 0, its outer surface S 1, its lateral faces S 2
and S 3, as well as the portion of crack faces S + and S −. In the domain V , a virtual extension
field q is defined such as:

q = α(ζ) ·e1 (1.31)

where α is a sufficiently smooth scalar field depending on the position of the current point ζ in
the domain V , and fulfilling the following conditions: α(ζ) = 1 for ζ ∈ S 0

α(ζ) = 0 for ζ ∈ S 1∪ S 2 ∪ S 3 ∪ S +∪ S −
(1.32)

With all those components, we can define a weighted average J̄ of J over the crack front
segment of length ∆L enclosed in the domain V , and rewrite the integral (1.28) in terms of a
volume integral on V:

J̄ = −

∫
V

[
Wδk j−σi j

∂ui

∂xk

]
∂qk

∂x j
dV −

∫
S ++S −

(
σi j n f

j

) ∂ui

∂xk
qk dΓ (1.33)

the vector n f being the local normal to the crack faces. If these crack faces are free of traction
(σi j ·n

f
j = 0), the surface term in Equation (1.33) vanishes and the J integral reduces to the volume

term.

Remark 6 The q field does not necessary need to be defined in terms of a virtual crack extension,
but attaching a physical significance to this parameter may aid in understanding. In fact, this
vectorial field is merely a mathematical device that enables the generation of a domain integral.

In addition, if thermal solicitations are present in the considered body, a supplementary cor-
rection term must be added. If thermal strains are present, the following decomposition of the
total strains can be done:

εtotal
i j = εe

i j +εt
i j (1.34)
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in which the superscripts e and t refer respectively to the elastic and thermal strains. The elastic
deformation energy is then defined by

We =
1
2
σi j ε

e
i j (1.35)

Finally, without surface traction and in presence of thermal strains, the J integral rewrites, com-
puted on the volume V:

J̄ =

∫
V


[
σi j

∂ui

∂xk
−Wδk j

]
∂qk

∂x j
+

[
ασii

∂Θ

∂xk

]
qk

 dV (1.36)

where α is the coefficient of thermal expansion and Θ is the temperature relative to the strain-
free conditions. Considering that the pointwise value of the J integral does not vary over the
segment C of crack front enclosed in the integration domain, the integral J(η) at the point η of the
front evaluates:

J(η) =
J̄∫

C q(ζ)dζ
(1.37)

It has been shown that the value of the integral (1.36) is independent of the choice of the
integration domain, given that it encloses the crack front, that there is no traction on the crack faces
and that the crack is planar inside the integration domain. In addition, performing an analysis of
the potential energy balance of a cracked body, Rice proved that, under quasistatic conditions,
the J integral is equivalent to the energy release rate G:

J ≡G (1.38)

This very powerful equality allows using the J integral for practical numerical evaluation of the
energy release rate. Using the Irwin’s formula (1.23), the stress intensity factors can also be
linked to the J integral. However, under mixed mode solicitations, this integral does not allow to
differentiate the three different stress intensity factors values from the global expression of J. For
this purpose, the interaction integral has been introduced.

1.6.2 The interaction integral

The so-called interaction integral [MOR 87, DES 83] is a specific integral that keeps the interest-
ing properties of the standard J integral such as the domain independence, and that enables the
extraction of the stress intensity factors from the solution fields of a crack solicited in mixed mode
loading.

Let consider a cracked body at an equilibrium state. Its stress and deformation tensors σ an ε,
as well as its displacement field u, fulfill the boundary conditions. A second state is then intro-
duced. This additional state represent in fact an auxiliary, fictitious state and all its corresponding
quantities will be denoted by the subscript aux. Applying the superposition principle, and assum-
ing the Einstein summation convention, the J volume integral of these two states writes:

J total = −

∫
V

W totalδk j−
(
σk j +σaux

i j

) ∂ (ui + uaux
i

)
∂xk

 ∂qk

∂x j
dV (1.39)

where the total deformation energy is given by

W total =
1
2

(
σi j +σaux

i j

) (
εi j +εaux

i j

)
(1.40)
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By reordering the terms, the total J integral can be expressed as the following sum:

J total = J + J aux + I (1.41)

in which J and J aux are the J integrals of respectively the real state and the auxiliary state, and I
is the interaction integral of these two states:

I = J total− J− J aux (1.42)

I =

∫
V

[
1
2

(
σi j ε

aux
i j +σaux

i j εi j
)
δk j−σi j

∂uaux
i

∂xk
−σaux

i j
∂ui

∂xk

]
∂qk

∂x j
dV (1.43)

Using Hooke’s law and assuming major symmetry, it can be shown that:

σi j ε
aux
i j = σaux

i j εi j (1.44)

allowing to further simplify the integral (1.43). Finally, adding the necessary correction account-
ing for thermal strains [JOH 07, NAK 92], the interaction integral I rewrites:

I =

∫
V


[
σi j ε

aux
i j δk j−σi j

∂uaux
i

∂xk
−σaux

i j
∂ui

∂xk

]
∂qk

∂x j
+

[
ασii

∂Θ

∂xk

]
qk

 dV (1.45)

Using the Irwin’s formula (1.23), the interaction integral can be linked to the stress intensity
factors corresponding to the real state and the auxiliary state:

I =
2
(
1− ν2

)
E

(
KI K aux

I + KII K aux
II

)
+

1
µ

(
KIII K aux

III

)
(1.46)

At this point, a judicious choice of the auxiliary fields before evaluating the Equation (1.45) allows
extracting the stress intensity factors by a simple arithmetic procedure [GOS 02]. For instance,
substituting K aux

I = 1 and K aux
II = K aux

III = 0 into Equation (1.46) yields:

I =
2
(
1− ν2

)
E

KI (1.47)

Just as for the J integral (1.36), the interaction integral (1.45) is in fact defined as a weighted
average over a crack front segment C. Again, considering that the pointwise value of this integral
does not vary significantly in the integration volume, the mode I stress intensity factor KI at any
point of the front enclosed in the integration domain is deduced as:

KI =
E

2
(
1− ν2) I∫

C q(ζ)dζ
(1.48)

To conclude on that point, the interaction integral provides a very practical tool for the numer-
ical evaluation of the stress intensity factors. At the beginning of this thesis, it has been necessary
to implement this method in the ANSYS solver code.

2 Numerical methods for 3D crack growth analysis

2.1 Overview
In general, the numerical simulation of crack growth is resolved in three main stages (Figure 1.8).
In a first step, the structural mechanics problem is solved, that is, the partial derivative equa-
tions modeling the mechanical behavior of the cracked structure associated with the appropriate
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Solve structural problem Compute fracture mechanics
quantities of interest

Compute crack growth
direction and speed

Update model with new
crack front position

Figure 1.8 General strategy for the numerical simulation of crack propagation.

boundary conditions. This provides approximate displacement and stress fields that constitute
the numerical solution of the problem. Then the fracture mechanics quantities of interest (for
instance the stress intensity factors, see section 1) are computed during a second, post-processing
stage. In addition, the crack growth direction and speed are computed by means of an appropriate
propagation law (refer to section 3). At this point, in a third and last step, the model is updated to
be consistent with the newly computed crack front position. This process is repeated iteratively
until the final fracture of the structure or the crack arrest.

To deal with this type of problems, several adapted numerical method were proposed over
the last thirty years. Among them, the finite element method (FEM) is a very popular numerical
method for resolving structural mechanics problems. Besides the fact it is a now very robust
and mature method [BEL 00, ZIE 05], its main advantages are that it can deal with very complex
geometry, material behaviors and contact conditions. The size of the problem to solve depend
on the mesh used to discretize the considered mechanical system. When dealing with problems
of evolving geometries, such as crack growth, using a specific mesh morphing technique for
the geometrical updates of the model (extensive details on that part are provided in section 4
of chapter 2) allows discretizing several different problems with meshes of the same dimension.
Hence the problems to solve are of the same dimension as well, providing a straightforward
coupling with reduced basis and model reduction techniques in general. For this reason, it is the
chosen numerical method for this work. All the associated developments and computations were
performed in the ANSYS software, taking advantage of very powerful solver and elements.

However, this powerful method faces two major drawbacks. First, the used mesh must explic-
itly describe the crack geometry. Since fracture mechanics is essentially a multiscale problem,
significant mesh refinement is necessary in the cracked region to capture the steep gradient so-
lutions. Basically the scale of the whole structure (some meters) can be very different from the
scale of the crack (some centimeters) and even from the scale of the non-linear events localized
at crack tip (some micrometers). In spite of the improvements carried out to the automated 3D
meshers, such type of mesh can be difficult to achieve. The second drawback comes from the
fact that the convergence of the finite element method is saturated by the singular fields around
the tip and does not allow to capture accurately the solution. In this respect, a review of different
methods, with their particular advantages and drawbacks is proposed in this section.

Another type of method adapted to fracture mechanics analysis is the boundary element
method (BEM). This method attempts to solve the governing partial derivative equations once
they have been formulated in terms of integral equations [ALI 02, BON 04]. Those equations
are written on the boundaries of the considered domain, and the BEM uses the applied boundary
conditions to fit boundary values into the integral equations. Hence only the boundaries of the
model have to be discretized for the resolution of the equations (that is, lines in 2D and surfaces
in 3D). This is the main advantage of the method: the problems to solve are in fact one dimension
lower than the actual embedding space of the model. Once the integral equations are solved, in
a post-processing stage, they can be used to compute numerically the solution at any point in the
interior of the actual domain. This type of method has been applied in various fields, such as fluid
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or electromagnetism [WRO 02], and of course fracture mechanics [BON 95, MI 94]. The main
drawback stems from the fact that BEM is applicable to problems for which Green’s function
can be calculated (a mathematical device allowing to solve the integral equations). These spe-
cific functions are available only for some specific geometries, under mainly linear assumptions
(e.g., no plasticity) placing considerable restrictions on the range of problem to which BEM can
be applied. Attempts have been conducted to overcome this drawback, mainly by coupling the
BEM to a FEM associated with parts of the structures far from the crack [FRA 03] or using an
iterative coupling of a FEM formulation on the real considered structure but without crack, and
a boundary element method on an infinite cracked body [NIK 01]. The other drawback of these
method is that they usually give rise to fully populated matrices, making the storage requirement
and computational time to solve the problems growing according to the square of the size of the
problem. Again, methods such as the fast multipole [MAR 05, NIS 02] were introduced but their
success strongly depend on the type of problem solved.

The challenging aspect of fracture mechanics lies in capturing the discontinuous displacement
and singular stress fields around the crack. Indeed, in order to interpolate accurately such fields,
the interpolation capabilities of standard FEM must be enhanced. In this respect, a third class
of methods was developed, in which the crack is not explicitly represented by the mesh of the
model. This includes, among others, the element-free or meshless methods [BEL 94], the diffuse
element method, which is based on moving least square approximation [NAY 92], the reproducing
kernel particle method [LIU 95], the natural element method [SUK 01] and the smoothed particle
hydrodynamics method [MON 05]. In all those methods, the mesh notion does not exist in the
sense that only nodal data is necessary to perform the computations. The crack is then described
by appropriate weight functions nodal values [BEL 94, KRY 99].

In this same class, the methods based on the partition of unity [MEL 96] are particularly
interesting for fracture mechanics applications. Among other, the generalized finite element
method [STR 01, PER 09, PER 10] and the extended finite element method (XFEM) [MOË 99,
MOË 02, DAU 00, SUK 08] can be mentioned. In the latter, the kinematic field of the stan-
dard finite element method is enriched by introducing additional degrees of freedom to the
nodes surrounding the crack. The crack is then described implicitly by the associated spe-
cific shape functions. This method has been continuously improved over the recent years, al-
lowing now to use nonlinear material behaviors, contact of the crack faces and multiscale ap-
proaches [ELG 07, BÉC 08, PIE 10, RAN 09a]. Coupling with experimental analysis as also
been performed [RAN 09b]. The main advantage is that the mesh does not need to be modi-
fied during the crack propagation, only the enrichments are updated. Anyway, the mesh does still
need to be adapted to the phenomenon that must be captured (yet much less than with the standard
FEM). In addition, updating the enrichments makes the number of degrees of freedom changing
during that propagation. This makes the coupling of XFEM with model reduction method less
direct than with FEM.

Apart from that, it is worth mentioning approaches in which the discontinuity is not introduced
at the global level by adding degrees of freedom to existing nodes around the crack, but rather
at a local level, embedding the discontinuity locally in the weak form or the behavior law at the
element level, so that the enhancement has no effect on the global system of equations [BOR 02].
These approaches are often referred to as strong discontinuity approaches [LAR 96, OLI 02].

2.2 Finite element method: practical remarks

During the analysis, the crack must be explicitly described in the finite element model and to pro-
vide accurate numerical results, significant mesh refinement must be performed around the lead-
ing edge of the crack. Since no existing solution was available within the ANSYS framework, an
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(a) (b)

Figure 1.9 Overview (a) and closeup (b) of the specific geometric configuration used
to introduce the crack at the geometry level.

automatic meshing methodology has been developed. This new methodology is very general and
allows to tackle complex non-planar 3D crack geometries, with arbitrary front shapes. Anyway
for the explanation of the methodology proposed herein, the crack will be considered planar.

In this approach, the crack is first introduced at the geometry level, that is, before the meshing
step, using a specific configuration shown on Figure 1.9. The crack front is represented by a
spline, which is of a great versatility and allows to handle any type of complex crack front shape.
Along this spline, two concentric toruses are swept (in light orange on the figure). In addition,
three bodies with a small, finite thickness are extruded at the location of the crack plane (in
blue, brown and green on the figure). At this point, the crack is not existing as such, since these
bodies of finite thickness are present at the place of the crack faces. The whole geometry is
then meshed, as presented on Figure 1.10. Obviously, the resulting mesh is still not representing
a crack, but the extruded torus have guided the mesher to provide concentric layers of elements
near the crack front. So here takes place the second step of the methodology. The closest elements
to the crack tip, that is, the gray elements inside the smaller torus, are deleted and replaced by
new wedge elements, joining precisely at the crack front. In addition, the brown, yellow and
blue elements constituting the thin bodies at the crack plane location are also deleted. Then the
nodes belonging to the newly created crack faces are moved toward the crack plane to fill the
gap leaved by the elements deletion. The resulting mesh is shown on Figure 1.11, as well as an
example of von Mises stress obtained on this mesh solicited by an arbitrary loading. This specific
methodology has been used to mesh all the test-cases presented in this typescript.

Remark 7 In addition to the introduced meshing methodology, an automated remeshing strat-
egy has also been developed to test some ideas. It takes advantage of the scripting capabilities
available within the ANSYS framework, combining Python, JScript and APDL languages. In this
method, based upon the front position provided by the crack growth law, the spline constituting the
crack front is merely updated and the meshing methodology is performed again on the obtained
updated geometry.

Hence as shown above, in the vicinity of the crack front, a specific radial pattern is used for
the meshing. Each row of element around the tip is called a “contour”. This definition as well
as the radial mesh pattern are illustrated on Figure 1.12. The first mesh contour is constituted by
quadratic wedges. Since in our finite element problems the material behavior is linear elastic, in
those elements the midside nodes near the crack tip are placed at the quarter point, hence follow-
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(a) (b)

(c)

Figure 1.10 Overview (a) and closeups (b) - (c) of the initial mesh of the pseudo-crack geometry.

(a) (b)

(c) (d)

Figure 1.11 Overview (a) and closeup (b) of the final crack mesh. Example of
von Mises stress solution obtained on that mesh for an arbitrary solicitation (c) - (d).
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First contour

Third contour

Figure 1.12 Definition of the element “contours” on a section of the
specific radial mesh pattern at the crack tip.
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Figure 1.13 Mode 1 stress intensity factor computed on several
integration contours around the crack front.

ing the Barsoum’s recommendations [BAR 77]. The other contours are meshed with conventional
quadratic hexahedra.

All along the crack growth, the stress intensity factors must be computed and provided to
the crack growth law. They are extracted from the stress and displacement fields by means of
the so-called interaction integral (see section 1.6.2). The accuracy of this type of domain in-
tegral methods, even with coarse meshes, is now well known. Nevertheless, in the context of
crack evolution analysis, the validity of the results must be ensured at each propagation step. For
that purpose, an indicator based on the path independence property of those integrals is used.
Hence at each propagation step, the interaction integral is computed several times, using the dif-
ferent contours of elements around the crack front as several different integration domains. Since
these integrals exhibit some path independence properties, all the obtained stress intensity factors
should be the same. In practice, those properties do not hold very close of the crack tip and for
bad quality meshes. Thereby, checking the invariance of the obtained stress intensity factors over
the integration domains provides an indicator of the quality of the numerical solution [BUI 78].
This method is used in an automated manner, without any intervention of the user. An example
is given on Figure 1.13. For a simple 3D test case, the mode I stress intensity factors obtained at
each crack front node are plotted. They are computed using different integration domains. Here,
the K1 that has been computed on the first contour of elements is much lower than the others.
However, when the other contours are used to evaluate the interaction integral, the obtained K1
are quite similar, hence exhibiting the contour independence property. This permits to conclude
that the stress intensity factors computed on the second, third and fourth contours can be consid-
ered of a good numerical quality. During a crack analysis solve, we would then choose to use the
results of the fourth contour.
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Figure 1.14 Typical fatigue crack growth behavior in metals.

3 Fatigue crack propagation: an overview

3.1 Fundamentals of fatigue crack growth
The Figure 1.14 is a schematic log-log plot of the crack growth rate da/dN versus ∆K, the varia-
tions of the applied stress intensity factor. The obtained sigmoidal curve contains three regions
exhibiting different growth rate behavior, and due to different propagation mechanisms. At the
low end, in the region I, the crack velocity decreases rapidly with decreasing ∆K until it reaches
hardly detectable growth rates. On the contrary, for high ∆K values corresponding to the re-
gion III, the observed growth rates increases rapidly until the unstable, final propagation. In the
linear region of the log-log plot of Figure 1.14, the crack velocity can be described by a power
function of the variation of the stress intensity factor:

da
dN

= C ∆K m (1.49)

where C and m are some experimentally determined material parameters. In the early 1960’s,
Paris and Erdogan [PAR 63] were apparently the first to discover the power-law relationship for
fatigue crack growth in region II. Nowadays, this region in which stable crack growth occurs
has become widely known as the Paris regime, as well as Equation (1.49) is now referred to as
the Paris law.

Remark 8 Since in practice the material constant m ranges from 2 to 6, it appears that a small
error in the stress intensity factor evaluation would be greatly magnified using the Paris power
law, leading to inaccurate results in terms of propagation rates. Because of this sensitivity of da/dN

upon ∆K, it is essential to properly determine the numerical values of the stress intensity factors.

Subsequently, a number of researchers have developed equations modeling the da/dN and ∆K
relationship, trying to improve the Paris law. Indeed, one drawback of the initial Paris law is that
the computed growth rates depends only on ∆K, consequently it is assumed that it is insensitive
to the load ratio R:

R =
Kmax

Kmin
(1.50)



Fatigue crack propagation: an overview 25

Figure 1.15 Crack closure concept during fatigue crack growth. The crack faces are in contact at low,
nonetheless positive, loads. This leads to the definition of an effective stress intensity factor range ∆Keff .

To cite one of those works aiming a more comprehensive relationship, Forman [FOR 67] proposed
the following equation, valid for the regions II and III of the sigmoidal curve:

da
dN

=
C ∆K m

(1−R) Kc−∆K
(1.51)

which can be rewritten such as:
da
dN

=
C ∆K m−1

Kc
Kmax
−1

(1.52)

Thus the crack growth rate becomes infinite as Kmax, the maximal stress intensity factor applied to
the crack, tends to Kc, the fracture toughness of the material. Note that Equation (1.51) contains
an explicit dependence to the loading ratio R.

3.2 Crack closure effect
The so-called crack closure effect was accidentally discovered by Elber [ELB 70] in 1970. He
postulated that contact between crack surfaces (that is, crack closure) occurred at loads that were
low but greater than zero. Elber inferred that crack closure decreased the fatigue crack growth rate
by reducing the effective stress intensity range. Indeed, it can be shown experimentally that the
propagation rate of a fatigue crack under cyclic loading is not really proportional to the variations
of the applied stress intensity factor ∆K, but rather to the effective stress intensity factor ∆Keff

experienced by the crack [ELB 71]. The closure concept is as follow: when a sample is cyclically
loaded between a maximal stress intensity factor Kmax and a minimal one Kmin, the crack faces
get in contact as soon as the applied stress intensity factor is lower than Kop, the value at which the
crack opens. Elber then assumed that the portion of the loading cycle that is below the opening
stress intensity factor Kop does not contribute to fatigue crack growth since the crack is closed.
See Figure 1.15 for an illustration of the concept. In terms of equations, Elber defined an effective
stress intensity range as follows:

∆Keff ≡ Kmax−Kop (1.53)

And finally proposed a modified Paris equation:

da
dN

= C∆Km
eff (1.54)

Later on, Suresh and Ritchie [SUR 84] identified five different mechanisms for fatigue crack
closure:
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(a) (b)

(c)

Figure 1.16 Simulations of a mode I crack propagation in a 2D CT sample (a).
Close-up around the crack of the resulting σyy component of the stress tensor, show-
ing residual compression stress at crack tip (b). The residual plastic deformations and
the plastic wake (c) lead to bumps on the crack faces that can contact. The results are
plotted on amplified configurations.

• Plasticity-induced crack closure
• Roughness-induced crack closure
• Oxide-induced crack closure
• Closure induced by the presence of a viscous fluid between the crack faces
• Closure induced by a material transformation (e.g., phase transform) near the crack.

In the present work, we will however focus on the plasticity-induced crack closure, which is
particularly sensitive to the loading history.

Since Elber’s original study, numerous researchers have studied the mechanisms of plasticity-
induced crack closure, whereas experimentally [JAM 85, POM 02] or using finite element com-
putations [NEW 76, SOL 04, ELG 07]. They conclude that this phenomenon is created by the
conjunction of two sources. First the localized plastic zone at the crack tip, which lead to the
appearance of compressive residual stresses at low loads, making the loading cycles less efficient
(Figure 1.16(b)). And secondly, since the crack grow through this plastic zone, the stress re-
distributions in the appearing plastic wake make contact occurring between the crack faces (see
Figure 1.16(c)).

Note that the Figure 1.16 illustrating this paragraph was obtained by a 2D elastic-plastic finite
element analysis of a propagating crack in a compact tension specimen inspired by the com-
putations conducted by [ELG 07] using the extended finite element method. A very fine mesh
constituted by 218495 nodes and 74407 elements is used, leading to 655485 degrees of freedom.
An arbitrary isotropic bilinear elastic-plastic material behavior is employed, with properties close
to those of a standard steel. The contact between the crack faces is handled by a penalty method
and crack propagates by a node release technique.
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Figure 1.17 Schematic evolution of the opening level Kop during an overload.

Because it makes some part of the loading cycles inefficient, the crack closure effect has a great
influence on the growth rates of fatigue cracks. It is tightly linked to the nonlinear elastic-plastic
behavior of the material, and to the loading history. Indeed, the appliance of load variations,
such as overloads or underloads, make the plastic zone evolving in a nonlinear way. Thereby,
to perform accurate crack growth prediction, this effect has to be taken into account during the
numerical simulations.

3.3 Fatigue crack propagation under variable amplitude loading
The growth behavior of fatigue damage has been widely studied during the last fifty years. The
Paris, Forman, Walker laws and their modifications are now commonly used to compute the
propagation rates. However, when fatigue cracks are submitted to complicated loading spectra
with variable amplitudes, these equations become inaccurate. In those cases, the main complexity
comes from the interactions between the variable stresses, their influence on the confined crack
tip plastic zone and finally on the crack velocity. This causes the so-called crack closure effect
to arise. To illustrate this, one can refer to the well known retardation effect after an overload.
Qualitatively, this phenomenon arises because during and overload, the local crack tip plastic zone
grows bigger than under nominal loading. Just after that, the compressive reverse plastic zone will
be bigger as well. The resulting compressive stresses at the tip will decrease the efficiency of the
subsequent loading cycles. The crack growth rates are hence decreased significantly until that the
crack has propagated enough, such that its tip is far beyond the overload plastic zone. The reader
can refer to section 1.5 for an extensive description of the crack tip plastic zones.

For most of the common structural materials, such as steel for instance, a delayed retardation
is observed after an overload [BAT 97]. An illustration of the evolution of the opening level Kop
of a crack during an overload is provided on Figure 1.17. This level corresponds in fact to the
stress intensity factor that must be applied to avoid contact between the crack lips, and thus crack
closure. As a consequence, the crack growth rates can be correlated with the value of Kop. At the
beginning of the situation presented on Figure 1.17, the crack undergoes a cyclic loading. The
opening level (which can also be called “closure level”) is hence steady, and the crack speed is
constant. During the overload itself, the opening level immediately drops down. This is because
crack tip blunts much more than under nominal loading, reducing the level of crack closure. As a
result, an instantaneous, yet transitory, acceleration arises. Then, the crack propagates through the
residual plastic compressive stress zone made by the overload, and the opening level of the crack
rises up significantly, producing the so-called delayed retardation effect. After that, the closure
level goes back slowly to its initial level.

The nature of the very complex response of a crack to an overload depends on the type of
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material and on the overload ratio, but also on the geometry of the sample and on the real tridi-
mensional configuration of the crack. In addition, in order to yield accurate predictions, it is of
a crucial importance that crack growth models could simulate the short transitory acceleration
phase of the delayed retardations. In the case of more complicated loadings, with several over-
loads and underloads of different ratios, the response of the crack is even much more complex
and highly non-linear. Indeed, interactions between the cycles of variable amplitude is observed.
In practice, these effects have a dramatic influence on the growth rates, as they can modify the
crack velocity up to a factor 4! Many researchers have therefore tried to come up with models
dedicated to the prediction of propagation rates under variable amplitude loadings.

Remark 9 The spectacular phenomenon of retardation after an overload is often used during
the commissioning and testing of pressurized installations (e.g., pipes, pressure vessels). This
destructive testing method consists in applying an overload, that is, a loading greater than in the
nominal operating conditions. If a critical flaw already exists in the tested material, the part will
be destroyed by the test. On the contrary, the installation is not destroyed and the propagation of
all the non-critical defaults is retarded, and sometimes even stopped by the overload effect.

Some of the first models dedicated to simulate crack growth under spectrum loading are based
on the Wheeler [WHE 72] and on the Willenborg [WIL 71] laws. They assume that the crack re-
tardation is due to interactions between the current crack tip plastic zone and the bigger plastic
zone due to the overload. In Wheeler’s model, the nominal crack growth rate, coming from a
Paris law, is multiplied by a retardation function when an overload occurs. The retardation effect
is maintained as long as the current crack tip plastic zone is estimated to be included inside the
overload plastic zone. Though simple, this model fail to handle successive overloads, because
it stands that the retardation effect arises just after the overload. This leads to strongly under-
estimate the growth rates when the crack is submitted to repeated overloads. The principle of
the Willenborg’s model, for its part, consists in using a modified, effective stress intensity factor
inside a Forman law when an overload occurs. The effective stress intensity factor determination
is based on considerations about the estimated size of the overload plastic zone, and the propa-
gation distance of the crack after the overload. This model is more efficient than the Wheeler’s
one, since the Forman’s law allows to account for load ratios effects and the computation of the
effective stress intensity factor enables to handle successive overloads of various levels. However,
for intense overloads, the propagation rates are highly underestimated.

More sophisticated models where then proposed, with among others the CORPUS, PREF-
FAS or ONERA models [NEW 97]. Those are empirical models, essentially based on one or
more evolution laws of the crack closure level. One major drawback comes precisely from the
empirical nature of their growth laws. They require a large test campaign to identify the nu-
merous model parameters, and they cannot ensure to be able to predict the crack speed for con-
figurations that were not considered during the test campaign. A third type of models are the
semi-numerical models such as FASTRAN [NEW 92], and are generally based on the Dugdale
strip-yield model [DUG 60]. Those models were first designed for bidimensional analysis under
the assumption of plane stress. For tridimensional simulations, the level of constraint depends
among others on the geometrical configuration of the crack and especially on the crack location
relative to external boundaries. As a consequence, the triaxiality level varies all along the crack
front. Thereby, the strip yield model was extended to plane strain conditions [NEW 81]. Unfor-
tunately, it leads to some contradictions in the physical meaning of the model and those attempts
were less successful.

Remark 10 All the fatigue crack growth model, including the Crack Tip Condensed Plasticity
model presented in the next sections, are designed for a specific range of loading. This can stem
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either from the model parameters identification process, for instance, a number of experiment
conducted using specific load levels, or even from the assumptions on the underlying physical
propagation mechanism that is made in the model. Indeed, the propagation mechanism are very
different in the threshold region, in the Paris regime and at high stress intensity factors values.
In this respect, some very interesting work has been done in trying to couple various models,
each of them dedicated to a specific physical crack growth mechanism [SUN 05, SUN 09]. The
combination of those different models leads to consistent predictions of the propagation rates, for
the whole range of the load spectrum.

4 The Crack Tip Condensed Plasticity model
Trying to build a more general propagation law, avoiding as much as possible empirical or exper-
imentally fitted parameters and without any finite element elastic-plastic computation during the
crack growth, the Crack Tip Condensed Plasticity model (or CTCP model), was first introduced by
Pommier et al. [POM 05]. This innovative model can be viewed as an equivalent plasticity model
for the whole cracked structured, that condenses the plastic behavior of the crack in a few scalar
internal variables carried by the crack front. From a given elastic stress intensity factor, it allows
computing incrementally the plastic state at crack tip and deduces from that the crack advance in-
crement. In addition, the model can accounts for any plastic hardening (for instance combinations
of non-linear isotropic and kinematic hardenings), and hence simulate crack growth in material
exhibiting complicated behavior such as Bauschinger effect or ratcheting. Furthermore, it requires
only one single experimentally fitted material parameter α (see Equation (1.58)). Since then, the
model has been extended to 3D and continually improved, in particular by taking into account
the biaxiality state by means of the T-stress level, compressive loadings [POM 07] and thermal
effects [RUI 06]. Recently, successful attempts were conducted to enable the model to tackle
mixed mode I+II non proportional loadings [MOU 09, DEC 09, POM 09], also providing numer-
ical devices to ease the extraction of the stress intensity factors for kinking cracks [DEC 10].

Remark 11 The CTCP model is often referred to as LMT model in the literature (from the name
of the laboratory where it was initially developed). Hence Crack Tip Condensed Plasticity model
is not by any means the official name of the model, however, for the sake of clarity we decided to
use it extensively in this typescript.

4.1 Understanding the CTCP model underlying ideas: a pragmatic ap-
proach

The CTCP model is based on an analysis of the displacement field near the crack tip. On Fig-
ure 1.18, the displacement field of the superior lip of a 2D crack loaded in mode I is represented.
It was obtained by finite element computations. The crack tip is located at the origin. The x-axis
measures the distance r along the crack faces normalized by the crack length a, and the y-axis the
vertical component uy of the displacement field of the superior crack lip, obtained by various finite
element computations. The broken light blue line represents the obtained displacement solution
for a linear elastic crack ule

y (r). It is in fact the very well known asymptotic solution evolving
with

√
r, the square root of the distance to the tip (refer to section 1.3). At this point, taking the

same crack submitted to an arbitrary load and using this time a non-linear elastic-plastic material
behavior for the computations yields the displacement field uep

y (r) depicted in dotted blue line.
The main idea of the CTCP model comes from the fact that offsetting the linear elastic displace-
ment solution by an appropriate scalar value ρ, constant along the crack faces (in black on the
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Figure 1.18 The CTCP model main idea: on a same crack, at the scale of the K-
dominance zone, the vertical component of the linear elastic displacement field ule

y (r)
corrected by a constant scalar ρ matches with a fairly good approximation the full
elastic-plastic displacement field uep

y (r).

figure), the elastic-plastic field can be matched with a fairly good correlation:

uep
y (r) ≈ ule

y (r) +ρ (1.55)

This corrected field is proposed in continuous red line on the Figure 1.18. It is highlighted that
this correlation is acceptable only outside the confined plastic zone, that is, not too close to the tip.
In addition, it has been shown that the relative error between the full elastic-plastic displacement
field and the corrected elastic one is in general about 12% [HAM 07]. In 2D mode I, the scalar
correction ρ can be viewed as a representation of the plastic blunting at the tip, arising from the
localized plastic deformations.

Remark 12 The link between elastic-plastic and elastic crack tip displacement field by a constant
offset is not a new idea. For steady cracks in small scale yielding conditions, in particular,
this concept was already present in the Irwin’s plastic correction [IRW 61] and in the Rice’s
description of the J-integral [RIC 68]. In both papers, it allows computing the stress intensity
factors of elastic-plastic cracks just as if they were slightly longer elastic cracks. For all that, the
CTCP model is a very interesting application of that observation.

4.2 The CTCP model as an a posteriori model reduction
The plastic correction proposed in the previous section is valid on the crack lips, and it can also
be extended to the whole displacement field around the crack tip. Although the plastic correc-
tion concept is easy to understand for the restriction of the displacement field to the lips of the
crack, it is harder to see the validity of such approach applied to the full displacement field with
all its components. In this respect, a more mathematical approach can be conducted, based on
the model reduction framework (see section 3 of chapter 2 for details on this approach). In-
deed, Hamam [HAM 06] computed the Karhunen-Loève decomposition of all the components
the displacement field history during the loading of a crack. After that, he showed that the full
displacement field could be reconstructed with a very good approximation using only the two first
modes of its decomposition. Furthermore, it appeared that those two modes were very similar to
respectively the elastic part and the plastic part of the displacement field.
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(a) x component of the linear elastic
solution

(b) y component of the linear elastic
solution

(c) x component of the first mode of the
singular value decomposition

(d) y component of the first mode of the
singular value decomposition

(e) x component of the second mode of
the SVD

(f) y component of the second mode of
the SVD

(g) x component of the third mode of the
SVD

(h) y component of the third mode of the
SVD

Figure 1.19 Displacement fields obtained by a linear elastic computation of a 2D
crack in mode I (a) - (b), and 3 first modes of the singular value decomposition of the
field history of the same crack with an elastic-plastic behavior (c) to (h). The linear
elastic solution is very close to the first mode of the SVD.
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Figure 1.20 Normalized singular values of the elastic-plastic field history.

To illustrate that fact, a similar analysis is presented hereinafter. A 2D crack is solicited
in mode I. The test-case used for this analysis is in fact the identification test-case described
in section 4.3.2, please refer to that section for details on the finite element modeling. A first
computation is conducted, using a linear elastic material and a loading corresponding to a stress
intensity factor of 1MPa

√
m . Then a second calculation is performed, this time with a non-linear

elastic-plastic behavior, and a maximum loading of 100MPa. This loading step is divided into
25 increments. Then a matrix containing all the 25 obtained displacement solutions is built:

A =


u1

1 u1
2 · · · u1

25

u2
1 u2

2 · · · u2
25

...
...

. . .
...

uN
1 uN

2 · · · uN
25


(1.56)

where N is the number of degrees of freedom of the model. Finally, singular value decomposi-
tion (SVD) of this matrix is performed. This allows building, without any a priori knowledge,
an optimal decomposition of the elastic-plastic fields in the form of Equation (1.55), that is, a
series of spacial fields that not depend upon time, multiplied by temporal prefactors. Close-ups
around the crack tip of the obtained displacement fields are proposed on Figures 1.19(c) to (h),
as well as the result of the linear elastic computation on Figures 1.19(a) - (b). As analyzed by
Hamam, the first mode of the SVD is very close from the linear elastic solution. In addition, the
normalized singular values of the decomposition are plotted on Figure 1.20. The third singular
value, normalized by the sum of the 15 singular values, is about 5.66×10−4. This means that the
whole non-linear elastic-plastic displacement field history can be reconstructed with about 0.08%
of error using only linear combinations of the two first modes of the SVD. Note that this type of
approach (e.g., SVD, Karhunen-Loève decomposition or Principal Component Analysis) is very
well known in the model reduction framework, for instance to build reduced-basis or even esti-
mate the dimension of a solution subspace. Similar analysis were carried on many times during
this thesis, such as the ones presented in section 6 of chapter 2.

Hence the CTCP model is based on the assumption that the elastic-plastic displacement field
of the crack faces near the tip (in the K-dominance region) can be projected onto a reduced basis
of dimension 2: one vector describing the elastic part of the displacement field, and a second one
the plastic part.
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Remark 13 It should be mentioned that Henninger et al. [HEN 10] recently used a different ap-
proach, trying to perform the projection of the elastic-plastic field on the Williams’ series expan-
sion of the singular elastic crack tip fields [WIL 57]. Doing so, a basis of dimension 8 is set up
and the necessary plastic corrections are provided by the supersingular, yet totally elastic, terms
of the expansion.

Once the reduced basis approach has been validated on the whole displacement field, for the
sake of simplicity, the projection on the reduced basis is not performed along all the directions
of the space, but only along the vertical axis of the local coordinate system attached to the crack
front. In that case, the elastic-plastic displacement field of the crack faces can be written as
the sum of the linear elastic displacement solution of the crack and of a constant describing
the plastic part of the displacement. This constant is called the plastic flow intensity factor ρ.
It is an image of the plastic state at the tip. Remember that in mode I it can be viewed as a
representation of the plastic blunting at the crack tip. For that reason, in the remainder of this
typescript, it will be called indifferently “plastic flow intensity factor” or “plastic blunting”. In
order to separate time and space dependent variables, the elastic part is written as the product of a
reference displacement field and an effective stress intensity factor K̃I(t) made dimensionless by
a reference stress intensity factor K̄:

uep
y (r, t) ≈

K̃I (t)
K̄
·ule

y (r) +ρ(t) (1.57)

where r is the distance to the crack tip, uep
y (r, t) is the whole elastic-plastic displacement field

of the crack faces along the local vertical axis, as calculated using the finite element method,
and ule

y (r) is the linear elastic displacement solution, again along the local vertical axis. It is worth
emphasizing that the approximation in the model is not to split the elastic-plastic displacement
solution in its elastic and plastic parts, but to assume that the plastic correction can be written as
a constant along the crack faces.

At this point, the projection (1.57) is used to create a specific a posteriori model reduction.
First, an offline phase of computations is used to build the evolution laws of the variable associated
with the plastic vector as a function of the evolutions of the variable associated with the elastic
vector. Then, during the online phase, the plastic state of the crack is computed incrementally
from the elastic state of the crack and the plastic state at the previous time step. From a com-
putational point of view, this operation is very efficient since it avoids non-linear finite element
resolutions, only elastic solutions are needed!

Using elastic-plastic finite element computations in the ANSYS software, the projection of
Equation (1.57) is performed for a given crack under a variable amplitude loading sequence. From
that, the evolution of ρ against K

∞

I , the applied stress intensity factor, is plotted on Figure 1.21.
Clearly, the relation between those two variables is non linear, and path dependent. However, in
the framework of the thermodynamics of dissipative processes, an elastic-plastic model associated
with these evolutions was built [POM 07]. It allows determining incrementally the value of the
plastic flow intensity factor rate dρ from the current value of the model’s internal variables. One of
those internal variables is associated with the crack closure level, and it evolves with the loading
history. It is of a special importance because schematically, if the loading level is under the crack
closure threshold, there is no evolution of the plastic state of the crack and hence no plastic flow
occurs: the instantaneous plastic flow rate dρ is zero. On the contrary, if the loading intensity is
above that threshold, the crack tip will blunt and this will induce variations of the plastic flow.
Furthermore, the propagation law of the model is explicitly based on this plastic flow rate.

Here comes the second assumption of the CTCP model, an hypothesis on the crack propaga-
tion mechanism. It assumes that the crack grows by successive plastic blunting and resharpening



34 Fatigue crack growth analysis: challenges and methods

0

5

10

15

20

25

0 0.2 0.4 0.6 0.8 1 1.2

K
∞ 1

(M
P
a
√ m

)

ρ (µm)

K
∞
1

Time

Figure 1.21 Evolutions of the plastic flow intensity factor ρ against K
∞

I for a variable
amplitude loading sequence as computed in the ANSYS software.

Figure 1.22 Schematic propagation mechanism by successive
plastic blunting and resharpening of the crack tip [PEL 69].

of the tip, during respectively the loading phase and the unloading phase of the solicitation (see
Figure 1.22 for a schematic description of this mechanism). This mechanism, proposed by Laird
in 1967 [LAI 67], stands that during one loading cycle, the increment of crack advance is propor-
tional to the radius of plastic blunting. Crack advance and plastic blunting being strongly linked,
the propagation law of the model can be introduced, as a linear relationship between them:

da
dt

= α ·

∣∣∣∣∣dρdt

∣∣∣∣∣ (1.58)

where a is the crack advance and ρ a scalar value quantifying the amount of plastic blunting. The
scalar α being for its part the only experimentally determined parameter.

Remark 14 It is important to have in mind that the blunting-resharpening propagation mecha-
nism comes from a “macro” point of view. The real crack growth mechanism can only be de-
scribed at a more “micro” level, and for mode I solicitations in the Paris regime, it is based on
dislocations arising on preferred slipping planes. Since Laird’s publication, other contributors,
such as Pelloux [PEL 69] and Neumann [NEU 69], provided experimental evidence of that fact.
Anyway, this precision does not have any influence on the validity of the CTCP model, since it is
designed to describe phenomena observable at a macro level.

Hence the main advantage of the CTCP model is that it drastically reduces the number of
degrees of freedom of the plasticity model. Using the proposed specific projection, in 2D and
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mode I, they are reduced to the location of the crack tip, the applied stress intensity factor and the
plastic flow intensity factor ρ. In 3D, the adopted approach consists in applying this condensed
plasticity model to various points along the crack front, where the corresponding stress intensity
factor must be computed. All in all, the number of degrees of freedom for the plasticity model is
about a hundred, which is quite reasonable.

The implementation of the CTCP model is organized in two stages: an identification phase,
during which the material parameters allowing to write the evolution laws of the internal variables
are determined, and the use phase itself. In the following sections, those two steps are extensively
described.

4.3 Identification of the model parameters

This stage is divided into two parts: the first one consists in performing some elastic-plastic
computations using a very fine mesh, and on a fine time scale, in order to obtain the response of
the elastic-plastic material behavior in the vicinity of the crack tip. The second one corresponds to
the identification of the CTCP model parameters, during a post-processing stage of the previous
computations.

4.3.1 Validity and use conditions of the model

The model parameters identification is conducted on a specific, well-known and simple test-case.
Those constants are identified for a specific material behavior. In addition, since they depend only
on this chosen material, the identified CTCP model is general and can be applied subsequently to
any other test-case with the same material behavior. The only restriction concerns the applicable
range of loading. Indeed, the CTCP parameters are determined for a certain range of stress
intensity factor, that is, up to a certain K

∞

max. Consequently, the tensile loads to which the studied
structure is likely to be submitted must be included in that range. However, it should be noted
that the model will be valid whatever the compression loads that will be applied to the crack.

Concerning the chosen material law, it must contain at least one plastic hardening (either
kinematic or isotropic). It is worth emphasizing that the closer to the real material behavior the
law is, the more accurate the identified CTCP model will be. In this respect, a combination of
both kinematic and isotropic hardenings is often preferable. The CTCP model identification being
done during a post-processing step, using only the computed displacement fields, the limitation
to the complexity of the elastic-plastic law is coming from the underlying finite element software.

4.3.2 Identification stage test-case

The chosen test-case for the parameters identification is a 2D plate in plane strain, containing
a central crack (a so-called Griffith’s crack). For symmetry reasons, only one quarter of the
geometry is modeled. The dimensions of the whole plate are 200×200mm and the crack length
is 2a = 20mm.

The loads are applied on the upper side (loading Sy) and on the right hand side vertical face
(loading Sx). Proportional loadings such as:∣∣∣Sx

∣∣∣ = f
( ∣∣∣Sy

∣∣∣ ) (1.59)

allow adjusting the biaxiality level and the T-stress (see section 4.3.5). In a first approach, let us
consider: ∣∣∣Sx

∣∣∣ =
∣∣∣Sy

∣∣∣ (1.60)



36 Fatigue crack growth analysis: challenges and methods

(a) Mesh and boundary conditions (b) Mixed triangles-quadrangles mesh around the crack tip

Figure 1.23 Geometry, mesh and boundary conditions of the test-case used for the
identification of the CTCP model parameters.

The mesh is constituted of 3 nodes triangles and 4 nodes quadrangles, with full integration
(Plane182 elements in the ANSYS software). A radial mesh is used around the crack tip, and a
free mesh far from it. Significant mesh refinement has been conducted in the vicinity of the crack
since the first four layers of elements measure 5µm. All in all, 2122 elements, 1826 nodes and
3652 degrees of freedom are used (Figure 1.23).

4.3.3 Finite element computations on fine space and time scales

Linear elastic computation The first computation is a linear elastic calculation, for an applied
tensile load Sy corresponding to a nominal stress intensity factor K

nom

I = 1MPa
√

m (see Fig-
ure 1.24). For the geometrical configuration of the identification test-case, the load to be applied
on the plate writes then: ∣∣∣Sy

∣∣∣ ≡ σnom =
K

nom

I
√
πa
≈ 5,6433MPa (1.61)

The vertical component of the displacement field of the crack lip must be stored (since only
one quarter of the plate is modeled, there is only one single crack lip). This is done only for the
fields corresponding to the K-dominance zone, that is, for the first millimeter around the crack tip.
The obtained displacements constitute the field ule

y (r, θ = π)KI=1 expressed in the local coordinate
system associated with the crack tip, with 0 < r < 1mm.
Note: In the remainder of this typescript, it will be denoted by ule.

Elastic-plastic computations on the fine time scale At this point, the whole elastic-plastic re-
sponse, on the fine time scale, of a cracked structure with the studied material behavior must be
extracted. The identification test-case will hence be submitted to thirty loading cycles, of max-
imum stress intensity factor K

∞

max with a load ratio R = 0. Indeed, approximately thirty loading
cycles are necessary to obtain a stabilized cycle plastic zone (this number of cycle obviously
depends on the chosen material behavior law).
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Figure 1.24 Von mises stress and displacement of the crack lip for K
∞

I = 1MPa
√

m

Figure 1.25 Prefactors identification in a δuep
n – ule graph (in mm).

This non-linear computation must be performed with a fine temporal discretization. The first
loading and the last unloading are the most important half-cycles. Consequently, those loadings
are performed using 25 time steps, while others are made using only 6 time steps. Again, the
vertical component of the displacements of the crack lip are stored, for each time step. The
obtained displacements constitute the field uy(r, θ = π, t).
Note: In the following, it will be denoted by uep.

4.3.4 Implementation of the identification phase

Determination of prefactors K̃I(t) and ρ(t) Remember that the model CTCP consists in split-
ting, along the crack lip, the vertical component of the total elastic-plastic field in an elastic and a
plastic part. Rewriting Equation (1.57) in a scalar form:

uep(r, t) ≈
K̃I (t)

K̄
·ule(r) +ρ(t) (1.62)

In addition, to ensure a good precision [POM 05], the model must be written in an incremen-
tal manner, in other words, the approximation of Equation (1.62) must be applied between two
successive time step increments tn−1 and tn. Consequently, the total prefactors K̃I and ρ are in fact
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Figure 1.26 Temporal evolutions of ρ and K
∞

I during 30 cycles of cyclic loading.

the sum of all the prefactors increments:

ρ(tn) =

n∑
i=0

δρn and K̃I(tn) =

n∑
i=0

δK̃n, (1.63)

with uep(tn,r)−uep(tn−1,r) ≈ δK̃n ·ule(r) +δρn (1.64)

Following Equation (1.64), the elastic-plastic displacement increment is a linear function of
the elastic displacement, with δK̃n the slope of the curve and δρn the y-intercept. Thereby, the
prefactors will be identified by a linear least square method in a δuep

n – ule chart (Figure 1.25).
The prefactor K̃I differs in fact from the classical stress intensity factor (that will be denoted

by K
∞

I ). It represent the stress intensity factor actually seen by the crack, that is, the classical
factor, but modified by a corrective stress intensity factor K sh

I which allows accounting for the
plastic residual stresses at crack tip. In this respect, the superscript “sh” stands for shield. In
practice, K sh

I does not exceed 12% of K
∞

I , and its evolution is linear with respect to ρ, with a
slope β. It is absolutely not necessary to compute β, however, during an implementation and
commissioning stage, its post-process can help to highlight some bugs. At this point, K sh

I must
be computed and its variations with respect to K

∞

I stored:

Ksh
I = K̃I−K

∞

I ≈ β ·ρ (1.65)

It is now possible, for visualization purpose to plot the temporal evolutions of ρ and K
∞

I .
Those evolutions and the stabilization of the hysteresis loops coming from the stabilization of the
crack tip plastic zone are presented on Figure 1.26.

Identification of the parameters of the blunting law In the framework of the thermodynamics
of the dissipative processes, a cyclic elastic-plastic constitutive law for the cracked structure is set
up. It is the first law of the CTCP model, and is called the blunting law. This law allows computing
incrementally the evolutions of ρ from the evolutions of K

∞

I . Indeed, on Figure 1.27, some specific
zones can be identified, corresponding to the evolution of either the monotonic (denoted by M on
the figure) or cyclic (C) crack tip plastic zones, and even some “elastic” zones (E) where no
evolution of the plastic flow intensity factor ρ occurs (which is equivalent to say that no plastic
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Figure 1.27 Identification of specific zones for the evolutions of ρ with respect to K
∞

I .

blunting occurs). During the loading of the crack, those zones can move or become bigger, with
a strong analogy with the classical kinematic and isotropic hardening models.

In short, the model is constituted by 3 state variables: an elastic one K
∞

I and two dissipative
ones, the crack length a and the plastic flow intensity factor ρ. It appears that thermodynamic
driving force ϕ associated with ρ is equal to the half of the energy release rate (more precisely, it
is equal to the half of the Rice’s J-integral [POM 07])1. Other internal variables are introduced,
so as to define the cyclic plastic zone by its position ϕxc and its size 2 ·ϕc inside the monotonic
plastic zone of size ϕm and position ϕxm. The blunting law must provide the plastic flow intensity
factor rate as a function of the loading and of the current values of the internal variables:

dρ
dt

= f (ϕ, ϕc, ϕxc, ϕm, ϕxm) (1.66)

For that purpose, equations describing the partial derivatives of the internal variables with respect
to the state variables are empirically derived:

∂ϕc

∂ρ
,
∂ϕxc

∂ρ
,
∂ϕm

∂ρ
,
∂ϕxm

∂ρ

∂ϕc

∂a
,
∂ϕxc

∂a
,
∂ϕm

∂a
,
∂ϕxm

∂a

(1.67)

Using approximate linear or square root equations to predict these evolutions, 8 internal param-
eters (called am, bm, axm, ac f , bc f , ka, kb and pa)2 are introduced. All in all, the blunting law of
the CTCP model is somehow very similar to a classical elastic-plastic material behavior law with
internal variables. A rigorous demonstration of the underlying thermodynamics state variables
and conjugate forces can be found in [HAM 06], and is not written here. However, the process
used for the identification of the model parameters is detailed in the following sections, as it was
implemented in the ANSYS software.

The parameters am, bm and axm are identified during the first loading. The parameters ac f
and bc f are determined during the last unloading. Finally, the parameters ka, kb and pa are iden-
tified after the last unloading (Figure 1.28).

Identification of parameters am, bm, ac f and bc f The temporal evolutions of the plastic
blunting with respect to the applied stress intensity factor are proposed on Figure 1.26. These

1The driving force ϕ is expressed in MPa2 ·m, refer to Equation (1.75).
2The parameters am, axm, ac f , ka, kb and pa are expressed in MPa

√
m/√µm, while the parameters bm and bc f are

in MPa
√

m.
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(a) Parameters am, bm, ac f and bc f

(b) Parameters axm, ka, kb and pa

Figure 1.28 Identification of the blunting law parameters [HAM 06].

evolutions are modeled by linear functions of K
∞

with respect to
√
ρ, and identified by a least

square method in appropriate charts.

Monotonic plastic zone evolutions The parameters am and bm describe the approximation of the
evolutions of the monotonic plastic zone. They are identified during the first loading, since at this
time, the cyclic plastic zone is not yet existing. The only elastic-plastic phenomenon occurring is
thus an extension of the monotonic plastic zone. These parameters are identified in some K

∞

–
√
ρ

charts (see Figure 1.29).

Cyclic plastic zone evolutions The parameters ac f and bc f describe, for their part, the evolu-
tions of the size of the cyclic plastic zone. Thereby, they are identified during the last unloading,
the cyclic plastic zone being stabilized by the 30 loading cycles that has undergone the crack.
Furthermore, during an unloading stage, the monotonic plastic zone does not evolves. The only
elastic-plastic phenomenon occurring at this time is hence an evolution of the cyclic plastic zone.
These parameters are identified in some charts, plotting (K

∞

0 −K
∞

) against (
√
ρ0−ρ), where K

∞

0
and ρ0 are respectively the values of the elastic stress intensity factor and of the plastic blunting
just before the last unloading. An example of their determination is given in Appendix A.

Identification of parameters axm, ka, kb and pa These variables are associated with the
closure effect in general and in particular with its evolutions with the variations of the plastic
blunting and the crack advance.

Evolutions of the contact loading with the plastic blunting If the crack does not propagate, an
applied tensile loading can only blunt the crack. After that, locally the material around the tip
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(a) Curve obtained by finite element computation (in
green) and least square fit (in purple) represented in

a K
∞

I –
√
ρ chart

(b) In a K
∞

I –ρ chart

Figure 1.29 Example of identification of the am and bm parameters.

might be hardened, but for a nil external loading the crack faces cannot contact. Furthermore,
the stronger the tensile loading has been, the more the crack faces are away from each other: the
complete crack closure effect cannot arise. Only the part of it which is due to the plastic hardening
in the vicinity of the front is present, the part which is due to the contact between the crack faces
is missing.

The contact loading is defined as the value of the external loading to make the crack faces
contact. According to the previous paragraph, the plastic blunting make the contact loading drop.
Thereby, to obtain the contact of the crack lips, a compressive loading needs to be applied. On the
contrary, an advance of the crack will make the contact loading rise toward the positive values. It
is the competition between those two effects which will lead to a global crack closure effect, that
is, to a positive mean contact loading.

The parameter axm controls the modeling of the evolutions of the contact loading with respect
to the plastic blunting (in terms of internal variables: ∂ϕxm

∂a ). Making the elastic stress intensity
factor appear, the displacement field decomposition (1.62) rewrites:

uep(r, t) =
K
∞

I (t) + K sh
I (t)

K̄
·ule(r) +ρ(t) (1.68)

Moreover, when the crack lips contact:
uep = 0 (1.69)

In this case, it comes:
K
∞

I = K
contact

I = Kxm = −K sh
I (ρ)−

ρ

ule (rc)
· K̄ (1.70)

The evolutions of the contact loading Kxm, written in terms of stress intensity factor, can be
plotted during the first loading as a function of the plastic flow intensity factor ρ. However, the
field ule(r) is a function of r and the parameter rc is defined as the position of the point where,
at the time of the contact, the crack faces meet each other. Hence to know Kxm, the parameter rc
must be known. It is quite complicated to properly identify this point. In the framework of the
CTCP model, an arbitrary choice is made:

rc = 1mm (1.71)
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The evolution of Kxm is a line. Its slope axm is identified by the least square method, and the
obtained evolution is then:

Kxm = axm ·ρ (1.72)

An example of identification of the axm parameter is provided in Appendix A.

Evolutions of the contact loading with the crack advance It remains to model ∂ϕxm
∂a and ∂ϕm

∂a ,
the evolutions of the internal variables associated with the monotonic plastic zone, in function of
the extension of the crack, for a fixed plastic blunting. The blunting being set, the method consists
in imagining that after the unloading of the structure, the crack propagates of a variable length
through the residual stresses that exist beyond the front. This stress field will somehow pinch the
crack and induce a negative stress intensity factor that will act against its opening.

This stress intensity factor is computed just as the one of a crack of length 2(a0 + l) loaded on
its extremities by a constant stress σxm. Here, a0 is the initial half-length of the crack and l the
variable length of propagation:

Kxm = σxm
√
π (a0 + l)

[
2
π

arccos
(

a0

a0 + l

)]
(1.73)

The value of the constant stress σxm is computed as the mean of the residual stresses σresidual
yy

between a zero propagation and a propagation length l:

σxm =
1
l

r=l∫
r=0

σresidual
yy (r)dr (1.74)

It remains to write the chosen function to model the evolutions of the internal variables re-
lated to the monotonic plastic zone with the extension of the crack expressed in terms of Kxm.
Remember that the internal variable ϕ is equal to the half of the energy release rate. Using the
Irwin’s formula (1.23), the internal variables can be rewritten in terms of stress intensity factors.
Considering plane strain:

ϕ = A
2
K

2
sign (K) with A =

√
1− ν2

2E
(1.75)

Moreover, the chosen evolution equation is as follow:

ϕxm (l) = ϕm0 ·
kb

ka− pa
·
(
eka · l− epa · l

)
(1.76)

using Equation (1.75), it comes:

Kxm(l,ρ) = K
2

m0 ·
kb

ka− pa
·
(
eka · l− epa · l

)
(1.77)

It remains to unfold Km0. The extension of the monotonic plastic zone reads:

K = Km + Kxm (1.78)

At the end of the last loading, just before the last unloading, it can be written:

KImax = Km0 + Kxm(ρ) (1.79)
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Figure 1.30 Identification of the parameters ka, kb and pa by the method
of the simplex of Nelder and Mead.

Rewriting Equation (1.72) into (1.79) yields:

Km0 = KImax −axm ·ρmax (1.80)

And finally, Equation (1.77) can be rewritten such as:

Kxm(l,ρ)
∣∣∣
ρ=ρmax = (K

∞

Imax
−axm ·ρmax)2 ·

kb

ka− pa
·
(
eka · l− epa · l

)
(1.81)

The parameters ka, kb and pa are identified by an optimization method. The chosen numerical
method is the simplex of Nelder and Mead [PRE 92], with one simple constraint to avoid trivial
solutions: ka , kb. The main advantage of the simplex method is that it does not require to compute
the gradient of the cost function. See Figure 1.30 for an example of such identification.

4.3.5 Biaxiality and T-stress

The model allows to account for the effects of the biaxiality of the loading by means of the T-stress
level, yet staying in the assumption of proportional loadings. The height material parameters are
identified for several T/K ratios, varying in a range such that it covers all the encountered values of
this ratio during the simulation on the chosen test-case. Typically, for a crack propagation analysis
of a compact tension sample, those ratios need to cover the range −2 < T/K < 2. The variations of
each parameter in function of these T/K ratios are interpolated by second order polynomials which
coefficients are identified by a least square method [PRE 92]. Then, during the use stage of the
CTCP model, at each propagation step, the appropriate set of parameter will be chosen.

To obtain several proportional loadings corresponding to various T/K ratios a linear function
linking the horizontal loading, the vertical loading and the specific biaxiality ratio must be written
such as

∣∣∣S x
∣∣∣ = f

(
T
K ,

∣∣∣S y
∣∣∣ ). In the case of a Griffith’s crack (such as the CTCP identification test-

case), the T-stress and the stress intensity factor in mode I and plane strain write:

K =
∣∣∣S y

∣∣∣ · √π ·a and T =
∣∣∣S x

∣∣∣− ∣∣∣S y
∣∣∣ (1.82)

where a is the half-length of the crack. Manipulating those equations, it comes:∣∣∣S x
∣∣∣ =

∣∣∣S y
∣∣∣ · (T

K
·
√
π ·a + 1

)
(1.83)
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In section 4.3.2, it was supposed that
∣∣∣S x

∣∣∣ =
∣∣∣S y

∣∣∣. Actually, the loading
∣∣∣S x

∣∣∣ to be applied is in
fact the one described by Equation (1.83), function of

∣∣∣S y
∣∣∣ and a. Some examples of the variations

of the parameters of the CTCP model upon the T/K ratio modeled by second order polynomials
are presented in Appendix A.

4.3.6 Parameter α of the cracking law

In general, the second law of the CTCP model is called indifferently the cracking law or the
propagation law. The ninth and last parameter to be determined is the dimensionless coefficient α
which allows adjusting the propagation rates of the cracking law:

da
dt

= α ·

∣∣∣∣∣dρdt

∣∣∣∣∣ (1.84)

This parameter is the only one which is not identified numerically but experimentally. A
crack propagation experiment under cyclic loading is conducted, and the same propagation is then
simulated using the CTCP model, with α = 1. After that, the Paris lines of both the experiment
and the simulation are plotted in a log(da/dN)– log(K) chart. The parameter α allows offsetting
the simulated line, without modifying its slope. Hence α is chosen so as to make the simulation
results match the experimental ones. In fact, the CTCP model allows simulating the slope of the
Paris line, in other terms the exponent m of the Paris law (1.49), and the C coefficient is corrected
by the α parameter.

4.3.7 Example of identification

A numerical identification of the CTCP model parameters has been conducted, using the method-
ology described above. The chosen elastic-plastic material was made as close as possible to the
material used by Rami Hamam in his thesis [HAM 06], in order to compare the results. The
material model considered is a rate-independent version of the nonlinear kinematic hardening
model proposed by Chaboche [LEM 90], together with a Voce nonlinear isotropic hardening law.
Multiple kinematic hardening models can be superposed. Doing so, the resulting kinematic back
stress X is the sum of all the back stresses Xi corresponding to the n elementary models:

X =

n∑
i=1

Xi (1.85)

Hence the evolution law for the kinematic hardening models is defined as follow:

Ẋi =
3
2

Ci ε̇p−γi X ṗ (1.86)

where ε̇p is the plastic strain increment, and Ẋi the back stress increment. The parameters Ci
and γi are the material constants of the law. The coefficient Ci characterizes the rate of harden-
ing, that is, its “speed” in a (σ – ε) chart, and the ratio Ci/γi the maximum hardening amplitude.
Furthermore, the equivalent plastic strain increment ṗ is:

ṗ =

√
3
2
·Tr

(
ε̇p · ε̇p

)
(1.87)

and the evolution law of the isotropic hardening writes:

R = σy + R0 p + Q
(
1− e−bp

)
(1.88)



The Crack Tip Condensed Plasticity model 45

Table 1.3 Material parameters of the linear elastic part of the behavior, the nonlinear isotropic hardening
and the three kinematic hardening models used for the CTCP model coefficients identification.

E (GPa) ν σy (MPa)
190 0.3 335

R0 (MPa) Q (MPa) b
210 80 0.53

C1 (MPa) γ1 C2 (MPa) γ2 C3 (MPa) γ3
50000 1000 32500 500 11397 29

Table 1.4 Identified CTCP model parameters using the elastic-plastic behavior described in Table 1.3,
for a nil T/K ratio.

am bm ac f bc f axm pa ka kb α

22.85 2.25 46.33 8.19 −1.45 −0.018 0.0038 −0.0029 4

where R is the isotropic back stress, and σy the yield strength of the material. In a (σ – ε) chart,
the isotropic hardening behavior eventually tends to a line. Thus R0 is the slope of the final
hardening rate and the sum (σy + Q) its y-intercept.

In the simulations, three kinematic hardening models are used in conjunction of the isotropic
hardening model. The associated parameters are recalled in Table 1.3, E and ν being respectively
the Young’s modulus and the Poisson’s ratio of the elastic part of the material behavior. With such
behavior, the obtained CTCP parameters3 are of the same order, yet slightly different, of those
computed in [HAM 06]. They are presented in Table 1.4. Along with these variables, the second
order polynomials interpolating their variations with respect to the applied T/K ratio are shown
in Appendix A, together with their coefficients. Whenever the CTCP model is employed in this
typescript, the utilized material parameters are the ones presented here above. In addition, the
last parameter α of the cracking law is chosen to be equal to 4, such as proposed in the Hamam’s
thesis.

4.4 Integration of the model laws
4.4.1 General structure

The conception and the use of the CTCP model is very similar to a classical elastic-plastic law. It
is in fact an elastic-plastic model equivalent to the complete model, but condensed on the crack
front. These similarities become even more obvious in the way it is implemented, because it
mainly consists in deducing from a loading increment the evolutions of the internal variables and
the plastic state (in other words the blunting) of the crack front.

From a global point of view, the use of the CTCP model is conducted in two parts: a first
step concerning the blunting law integration and then a second stage associated with the cracking
law integration (see Figure 1.31). The blunting law integration allows computing from the state
vector of the model at time (n−1) and a loading increment expressed in terms of stress intensity

3Remember that the parameters am, axm, ac f , ka, kb and pa are expressed in MPa
√

m/√µm, while the parameters bm and
bc f are in MPa

√
m. The last parameter α is dimensionless.
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Figure 1.31 General structure of the use stage of the CTCP model.

factor, the increment of plastic flow intensity factor dρ and an intermediate state vector, partially
updated. This state vector is denoted by “inter.” on Figure 1.31. The integration of the cracking
law itself is very simple to implement. It consists in determining the crack growth increment from
the plastic flow intensity factor increment. Then the internal variables of the model that depend
upon the crack advance are updated, to finally build the final state vector at time n.

Some internal variables of the model evolve then in function of both the plastic blunting and
the crack advance. The chosen general structure allows uncoupling the computation of those
variations. Consequently, the model integration is not iterative, but direct. It is worth noting that
this two step resolution is an approximation, possible because the internal variables evolve rapidly
with the plastic blunting (for variations of ρ of some 0.1µm) but much more slowly with the crack
advance (for variations of a of some 100µm).

4.4.2 Numerical integration

The use stage of the CTCP model requires the numerical integration of the blunting and crack-
ing laws of the crack. Some test using an implicit algorithm were first conducted by Hamam et
al. [HAM 07]. However, a piecewise analytic integration was finally chosen. This method is very
fast. To simplify the implementation, the internal variables associated with the cyclic domain
were duplicated, so that it exists an opening cyclic domain

(
ϕxco ; ϕco

)
and a closing cyclic do-

main
(
ϕxc f ; ϕc f

)
. It should be clear that it exists actually only one single domain, to duplicate it is

only a numerical trick.
From this point, all the parameters that are related with the current state of the model will

be denoted by the subscript 1, whereas the parameters related to the next state, that is, mainly the
parameters that must be computed by the algorithm, will be denoted by the subscript 2. Remember
that the thermodynamic variable ϕ associated with the plastic blunting ρ is equal to the half
of the energy release rate. It is a key relationship of the model. This variable represents the
loading. The latter, expressed as a stress intensity factor value, must firstly be rewritten in terms
of internal variable ϕ of the model, using Equation (1.75). Hence in function of the external
applied loading ϕ

2
and of the current state vector of the model:(

ϕ
1
,ϕm1

,ϕxm1
,ϕco1

,ϕxco1
,ϕc f1

,ϕxc f1

)
1

(1.89)

an algorithm chooses what event is happening, and therefore which evolution equations must be
activated. The possible events are summarized on Figure 1.32. During a loading increment, one
or more events can occur. Indeed, the initial and the final loadings do not necessarily belong to
the same event zone. In this case, the loading must be subdivided and several events must be
solicited. Obviously, the choice algorithm must be able to handle all the possible cases.
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Figure 1.32 Summary of all the possible events occurring dur-
ing a blunting cycle, identified in a ϕ−ρ chart.

The equations concerning the compression phases of the crack are detailed hereinafter. The
other equations, except some slight modifications, are very similar to those proposed by Rami
Hamam in his thesis [HAM 06], and will only be presented.

Accounting for the compression phases As soon as the applied loading is lower than the con-
tact loading Kxm, the crack lips contact, making the crack undergoing a compression loading. The
crack being closed, the CTCP displacement field partitioning does not make sense and is there-
fore not performed anymore. Consequently, the plastic blunting ρ does not vary. However, those
compression phases have an effect on the evolutions of the plastic blunting when the crack opens
again.

Apparently, the cyclic elastic zone becomes then shorter, and can even disappear. Indeed, if
the compression has been really strong, the crack begins to blunt as soon as it opens. In a K

∞

I −
√
ρ

chart, the blunting curves undergo a mere vertical offset: the y-intercept changes, but not the
slope. Furthermore, over a certain underload level, this phenomenon saturates and the y-intercept
does not decrease anymore. These behaviors are described on Figure 1.33. Thereby, during the
opening phase immediately following a compression phase, the plastic blunting arises at the same
rate than if there had been no compression, but begins at a lower level of loading. It follows that,
comparing the plastic state of two cracks undergoing the same tensile loading, the one which
has been compressed just before is more blunted than the one which as not been submitted to a
compression phase. In other words, the compression phases speed up the propagation.

Hamam et al. [HAM 07] showed that the apparent narrowing of the cyclic elastic zone is the
only effect of an underload on the blunting evolutions. Moreover, this effect disappears after on
cycle. To model this effect, the chosen solution consists in moving the cyclic elastic zone toward
the compression loadings (that is, downward in a K

∞

I − ρ chart), without changing its size. The
only internal variable which will evolve is then ϕxco , during the compression_closing event. In
addition, the cyclic elastic zone must stay inside the monotonic elastic zone: this is the chosen
criterion to simulate the saturation of the phenomenon.

Evolutions of the cyclic elastic domain during an unloading phase At the beginning of an
unloading phase, the cyclic elastic zone is firstly crossed. The behavior of the crack is elastic, the
plastic blunting does not vary, the corresponding event is no_integration (Figure 1.34, (1) et (2)).
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(a) (b)

Figure 1.33 Evolutions of the plastic blunting ρ during the opening phase following a compression
phase [HAM 06]. Presented for several different underload levels

∣∣∣Symin

∣∣∣ (a), or in a K
∞

I −
√
ρ chart (b).

In function of the underload level, only the y-intercept changes.

After that, the cyclic plastic blunting arises, until the contact loading is reached. The cyclic elastic
zone moves, following the applied loading. The associated event is cyclic_closing (figure 1.34,
(3)). Next the crack lips contact, the plastic blunting ρ does not vary anymore, but the cyclic elastic
domain keeps moving inside the monotonic elastic zone during the compression_closing event
(figure 1.34, (4)). It is the key event to account for the compression phases. The cyclic elastic
zone can move entirely under the contact loading, and even entirely in the negative loadings. The
expression of this displacement writes, in terms of internal variables:

ϕxc = ϕ2 +ϕc (1.90)

Finally, as soon as the lower bound of the cyclic elastic zone reaches the lower bound of the
monotonic elastic zone, nothing more happens. This criterion to stop writes, in terms of loading:

ϕ = ϕxm − ϕm (1.91)

and its associated event is called no_integration (figure 1.34, (5)). During the loading following
this compression, the plastic blunting will begin only when the applied loading will be greater than
the blunting threshold, which corresponds to the higher of this two values: the contact loading or
the upper bound of the cyclic elastic domain.

Plastic blunting evolution equations during a loading following a compression phase
The plastic blunting evolution equations during a loading following a compression phase are
based on those used during an unloading. It was chosen to model the evolutions of ρ in the cyclic
plastic zone by a function such as K

∞

I = f (
√

∆ρ). For an unloading phase:

K0 −K1 = ac f ·
√
ρ0 −ρ1 + bc f (1.92)

remember that the constants ac f and bc f are material parameters of the model, they are determined
during the identification stage of the CTCP model, during an unloading. If the minimum loading
reached was greater than the loading leading to the contact of the lips (the so-called contact
loading), there was no compression of the crack. It is the simplest case, and it corresponds to the
Figure 1.35(a). During a loading in such conditions, the equation that model the behavior of ρ can
be deduced from the unloading equation (1.92), where Kreload is the loading from which begins
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Figure 1.34 Evolutions of the position of the cyclic and monotonic elastic domains
during an unloading of the crack.

(a) (b)

Figure 1.35 Behavior of the plastic blunting ρ during loading without (a) or with (b) preliminary under-
loads.

the reloading. In this case it is equal to the minimum loading reached and to the lower bound K0

of the cyclic elastic domain:

K1 −Kreload = ac f ·
√
ρ1 −ρ0 + bc f (1.93)

On the contrary, in the case of a loading occurring just after a compression of the crack,
this equation is no more valid. Indeed, the compression_closing event has been activated, the
location Kxc of the cyclic elastic domain has moved with the compression loading when it went
under the contact loading. As a consequence, Kreload does not fulfill the same conditions than in the
previous case. it is now equal to the loading at which the opening of the lips begin, in other words
the contact loading Kxm . It should be noted that the actual dimension of the cyclic elastic zone 2ϕc

has not changed. However, its apparent dimension has been reduced by a value equivalent to the
light green part of the curve on Figure 1.35(b). Thus, in the case of a loading consecutive to an
underload, the plastic blunting evolution equation, which begins at Kreload , writes:

K1 −Kreload = ac f ·
√
ρ1 −ρ0 +

((
K0 + bc f

)
−Kreload

)
(1.94)
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Using Equation (1.75), and replacing Kreload by its value:

Kreload = Kxm =

√
ϕxm

A
·sign

(
ϕxm

)
(1.95)

Similarly, K0 + bc f is the upper bound of the cyclic elastic zone, which writes:

K0 + bc f =

√
ϕxc +ϕc

A
·sign

(
ϕxc +ϕc

)
(1.96)

Rewriting the Equations (1.95) and (1.96) in Equation (1.94) yields the complete expression of
the blunting evolution equation after a compression phase:

K1 −Kreload = ac f ·
√
ρ1 −ρ0 +

( √
ϕxc +ϕc

A
·sign

(
ϕxc +ϕc

)
−

√
ϕxm

A
· sign

(
ϕxm

))
(1.97)

This expression is valid even if the cyclic elastic domain goes entirely under the contact loading
of the lips or in the negative values of loading.

The y-intercept of Equation (1.97) is an expression of several internal variables. This ex-
pression is built with the values of those variables at the end of the compression phase. However,
during a reload, these values will be updated and hence will evolve. In this respect, the y-intercept
must be stored in an additional variable bcomp at the end of the compression phase:

K1 −Kreload = ac f ·
√
ρ1 −ρ0 + bcomp

with: bcomp =

( √
ϕxc +ϕc

A ·sign
(
ϕxc +ϕc

)
−
√
ϕxm
A ·sign

(
ϕxm

)) (1.98)

To illustrate this, the y-intercept b to be used for the plastic blunting evolutions during a
loading is as follows:

b =

{
bcomp if there was an underload
bc f otherwise (1.99)

Details on the expression of Kreload based on the internal variables The size of the cyclic
elastic zone is updated at the end of the unloading (cyclic_closing), before the compression,
using the expression:

ϕc =
A2bc f

2
·

(
2 ·
√
ϕ2

A
+ bc f

)
(1.100)

where ϕ2 is the applied external loading, and thus represents the minimum loading reached. Doing
so, the size of the cyclic elastic domain ϕc keeps implicitly track of the minimum loading reached.
In terms of the stress intensity factors, this loading is in fact Kreload . Therefore, it exists an equation
that allows expressing Kreload from the internal variables during a reloading. The Equations (1.75)
and (1.100) enable to write:

ϕc =
A2bc f

2

(
2Kreload + bc f

)
(1.101)

and finally:

Kreload =
ϕc

A2bc f
−

bc f

2
(1.102)

The Equation (1.102) will be used as an expression of Kreload based on the internal variables
for the analytic integration of the blunting evolutions equations, when there was no compression
phase. It is the chosen solution in [HAM 06].



The Crack Tip Condensed Plasticity model 51

In a first analysis, this solution seems also to be valid if there has been a compressive
phase, since it represents the minimum loading reached during the closing cyclic plasticity phase
(cyclic_closing event), in this case ϕxm . Since the size of the cyclic elastic domain ϕc is not
updated during a compression loading, it remains constant until the reloading. However, the split
resolution of the blunting and cracking laws (see section 4.4.1), makes that the internal vari-
able ϕxm is updated with the advance increment just after the end of the cyclic_closing event,
during which ϕc is computed. The expression (1.102) is in this case no more valid, it does not
give a correct information on the value of ϕxm since this variable has changed. In addition, during
a loading, the opening of the crack must arise very precisely at the contact loading. Thereby, if
the crack has undergone an underload, the expression (1.95) is finally used to define Kreload from
the internal variables.

To illustrate this, Kreload writes, based on the internal variables:

Kreload =


√
ϕxm
A ·sign

(
ϕxm

)
if there was an underload

ϕc
A2bc f

−
bc f
2 otherwise

(1.103)

Analytic integration of the blunting equations during a loading phase To implement the
evolution equations of ρ for the cyclic plastic zone, their analytic integration must be computed.
The y-intercept b and the expressions of Kreload are different depending on whether there was
a compression phase or not. For all that, the reasoning is conducted using the general form
of the equations, which remains the same for both cases. During a loading phase, the plastic
blunting evolution equations can then be written for both an initial configuration (denoted by the
subscript 1) and a final configuration (subscript 2):

K1 −Kreload = ac f ·
√
ρ1 −ρ0 + b

K2 −Kreload = ac f ·
√
ρ2 −ρ0 + b

(1.104)

from which the expression of dρ can be deduced:

dρ = ρ2 −ρ1 =

(
K2 −Kreload −b

ac f

)2

−

(
K1 −Kreload −b

ac f

)2

(1.105)

Expressing K1 and K2 in terms of internal variables (Equation (1.75)), and replacing b
and Kreload by their values (respectively Equations (1.99) and (1.103)), the expressions of ρ2 are
obtained, in function of the state vector of the CTCP model at time t1, if there was a compression
loading or not:

– If there was an underload:

ρ2 =
1

a2
c f

·

( √ϕ2

A
−

√
ϕxm

A
·sign

(
ϕxm

)
−bcomp

)2

−

( √
ϕ1

A
−

√
ϕxm

A
·sign

(
ϕxm

)
−bcomp

)2+ρ1

(1.106)

– Otherwise:

ρ2 =
1

a2
c f

·

( √ϕ2

A
−

ϕc

A2bc f
−

bc f

2

)2

−

( √
ϕ1

A
−

ϕc

A2bc f
−

bc f

2

)2+ρ1 (1.107)
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For the implementation, there must be a flag that indicates during the loading if there was a
compression phase.

Internal variables initialization – initial values At the beginning of the first loading, nothing
is plastic yet, the structure is still fully elastic. Thus this first loading is starting by an elastic
opening of the crack. It corresponds in fact to the crossing of both the cyclic and monotonic
elastic zones, which are at this time superimposed. Then, the material enters in its plastic domain,
giving birth to the monotonic plastic zone directly, without passing trough the cyclic plastic zone,
which will be created during the first unloading.

The internal variables must hence describe a plastic threshold corresponding to the upper
bound of the monotonic elastic zone which was determined during the identification stage of the
CTCP model, during the first loading. The equation that models the plastic blunting evolution
during the first loading is as follows:

K = am ·
√
ρ+ bm (1.108)

The y-intercept bm, material parameter of the model, represents the size of the initial elastic
zone, and its lower bound is the nil loading ϕ0 ≡ K0 ≡ 0. These size and position of the elastic zone
must be assigned to both domains, cyclic and monotonic, since they are initially superimposed.
Hence the internal variables must all be initialized to 0, except:

ϕm = A2 b2
m

ϕxco =
A2 b2

m

2

ϕco =
A2 b2

m

2

(1.109)

CTCP model implementation All the equations to implement are presented in this section.
The state vector at time t1: (

ϕ
1
,ϕm1

,ϕxm1
,ϕco1

,ϕxco1
,ϕc f1

,ϕxc f1

)
1

(1.110)

is assumed to be entirely known, while the one at time t2 is to be determined. The variables ϕ1

and ϕ2 represent the applied loading at respectively times t1 and t2 (Equation (1.75)). The condi-
tions on these variables allowing to determine which event must be activated are detailed. Only
the cases in which ϕ1 and ϕ2 belong to a same event are described. In practice, if the loading
increment makes that the two variables belong to different events, it is in fact too large and it must
be envisaged to subdivide it internally. Since the compression phases are taken into account, the
cyclic elastic zone can move entirely under the contact loading ϕxm of the crack lips. During a
loading stage, the plastic blunting must occur when the loading will be greater than the blunting
threshold, which corresponds to the greater of either the contact loading or the upper bound of
the cyclic elastic domain. The first thing to do is thus to initialize a “blunting threshold” vari-
able, which is absolutely not an additional internal variable, but rather a device used to ease the
implementation. It is denoted ϕblunting to remind that it always contains an internal variable:

ϕblunting = max
(
ϕxm ; ϕxco + ϕco

)
(1.111)
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1. Opening phase — ∆ϕ = ϕ2 −ϕ1 > 0

(a) Domain in which the crack is closed:
(
ϕ1 ;ϕ2

)
< ϕxm1

The loading initial and final values ϕ1 and ϕ2 are lower than the contact loading, there
is no equation to integrate. The chosen event is no_integration. In practice, this case
is the same than the case in which the loading increment is entirely contained inside
the cyclic elastic domain, since they lead to the same event. The only implemented
test consists hence in checking if the loading increment is contained inside the cyclic
elastic domain.

(b) Cyclic elastic domain:
(
ϕ1 ;ϕ2

)
< ϕblunting

The loading initial and final values ϕ1 and ϕ2 are lower than the blunting threshold,
there is no equation to integrate. The chosen event is no_integration.

(c) Cyclic plastic domain: ϕblunting ≤
(
ϕ1 ;ϕ2

)
< ϕxm +ϕm

The loading initial and final values ϕ1 and ϕ2 are contained inside the cyclic plastic
zone, that is to say that they are greater than the blunting threshold but lower than
the monotonic plastic threshold. The corresponding event is cyclic_opening. The
equations to integrate are:

ρ2 =
1

a2
c f

·

( √ϕ2

A
− Kreload −b

)2

−

( √
ϕ1

A
− Kreload −b

)2+ρ1 with:

(
Kreload ; b

)
=


( √

ϕxm
A ·sign

(
ϕxm

)
; bcomp

)
if there was an underload(

ϕc
A2bc f

−
bc f
2 ; bc f

)
otherwise

(1.112)

ϕco2
= ϕco1

(1.113)

ϕxco2
= ϕ2 −ϕco2

(1.114)

ϕc f2
=

A2bc f

2
·

(
2 ·
√
ϕ2

A
−bc f

)
(1.115)

ϕxc f2
= ϕ2 −ϕc f2

(1.116)

(d) Monotonic plastic domain: ϕxm +ϕm ≤
(
ϕ1 ;ϕ2

)
The loading initial and final values ϕ1 and ϕ2 are greater than the monotonic
plastic threshold, hence this plastic zone extends. The corresponding event
is monotonic_opening. The equations to integrate are:

ρ2 =


√
ϕ2
A −bm

am


2

−


√
ϕ1
A −bm

am


2

+ρ1 (1.117)
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ϕc f2
=

A2bc f

2
·

(
2 ·
√
ϕ2

A
−bc f

)
(1.118)

ϕxc f2
= ϕ2 −ϕc f2

(1.119)

ϕxm2
= A2 ·

 √
ϕxm1

A
·sign

(
ϕxm1

)
+ axm ·dρ

︸                                  ︷︷                                  ︸
α

·sign (α) with dρ = ρ2 −ρ1 (1.120)

ϕm2
= ϕ2 −ϕxm2

(1.121)

2. Closing phase — ∆ϕ < 0

(a) Cyclic elastic domain:
(
ϕ1 ;ϕ2

)
> ϕxc f −ϕc f

The loading initial and final values ϕ1 and ϕ2 belong to the cyclic elastic zone, there
is no equation to integrate. The chosen event is no_integration.

(b) Cyclic plastic domain: ϕxc f −ϕc f ≥
(
ϕ1 ;ϕ2

)
> ϕxm

The loading initial and final values ϕ1 and ϕ2 belong to the cyclic plastic domain, in
other terms they are lower than the lower bound of the cyclic elastic zone, but greater
than the loading for which the crack lips contact (the so-called contact loading). The
corresponding event is cyclic_opening. The equations to integrate are:

ρ2 =
1

a2
c f

·

( ϕc f

A2bc f
−

bc f

2
−

√
ϕ1

A

)2

−

(
ϕc f

A2bc f
−

bc f

2
−

√
ϕ2

A

)2+ρ1 (1.122)

ϕc f2
= ϕc f1

(1.123)

ϕxc f2
= ϕ2 +ϕc f2

(1.124)

ϕco2
=

A2bc f

2
·

(
2 ·
√
ϕ2

A
+ bc f

)
(1.125)

ϕxco2
= ϕ2 +ϕco2

(1.126)

Remark 15 In any case, between a cyclic plastic phase during a loading and a com-
pression phase during an unloading, an unloading cyclic plastic phase happens. It is
taken advantage of this phase to reinitialize the flag which indicates, during a loading
stage, that a compression phase has happened (see section 4.4.2). Indeed, a compres-
sion stage has an influence only on the loading phase that immediately follows it, its
effect totally disappears during the next unloading.
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(c) Compression loading domain: ϕxm ≥
(
ϕ1 ;ϕ2

)
When the applied loading becomes lower than the contact loading, the plastic blunting
does not evolve anymore but the cyclic elastic zone moves. The variable bcomp is also
updated. The corresponding event is compression_closing. The evolution equations
are then:

ϕco2
= ϕco1

(1.127)

ϕxco2
= ϕ2 +ϕco2

(1.128)

bcomp = bc f +

(( √
ϕxc −ϕc

A
·sign

(
ϕxc −ϕc

))
−

√
ϕxm

A
·sign

(
ϕxm

))
(1.129)

Remark 16 During a compression phase, the flag which, during the following load-
ing, indicates that a compression load was applied must be set on (see section 4.4.2).

3. Propagation — dρ , 0

At this point, the blunting law integration, that is, the integration of the variations of the
internal variables with respect to the evolutions of the plastic blunting ρ, is totally done.
The cracking law itself must now be integrated, as well as the evolutions of the internal
variables, this time with respect to the crack advance a. The crack propagation occurs if
and only if there is a variation of the plastic blunting. This function is thus used only if the
statement dρ , 0 is true.

(a) Propagation law:
The propagation law is used to determine the crack advance increment da by unit
length of crack front from the plastic blunting increment dρ:

da = α · |dρ| (1.130)

(b) Update of the internal variables depending on the crack advance:
Once the crack advance increment has been computed, the internal variables which
depend upon the crack length can be updated:

ϕm2
= ϕm1

·e pa ·da (1.131)

ϕxm2
=

(
ϕxm1

+ ϕm1
·cpos

)
·eka ·da−ϕm2

·cpos with cpos =
kb

ka− pa
(1.132)

4.4.3 Examples

To illustrate the equations detailed in the previous section, the results of some simulations con-
ducted with the CTCP model are presented hereinafter. A first example is given on Figure 1.36.
In a preliminary phase, the parameters of the constitutive law of the model have been numerically
identified. A realistic elastic-plastic behavior composed of a non-linear isotropic hardening and
two non-linear kinematic hardening models (Chaboche law) has been used (refer to section 4.3.7).
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Figure 1.36 Plastic flow intensity factor ρ and crack closure level evolutions under a single
overload simulated with the CTCP model as implemented in the ANSYS software.

A 2D, mode I crack is then simulated. Recall that during the simulations, only linear elastic com-
putations are conducted by the finite element method, the material non-linearities are taken into
account at the CTCP model level. The simulated crack is submitted to a cyclic loading which
corresponds to a stress intensity factor oscillating between 0 and 20 MPa

√
m. At a certain time,

a single overload of 24 Mpa
√

m is introduced. This represents an overload of 1.2 times the nom-
inal load. For the chosen material behavior, under those levels of loading the crack is in the Paris
regime. The evolutions of the computed plastic flow intensity factor ρ and of the associated crack
closure level are plotted (see Figure 1.36). This closure level corresponds in fact to the internal
variable ϕxm of the CTCP model, expressed here as Kxm in terms of stress intensity factors by
means of the relation (1.75). The plastic flow evolutions have basically the same hysteresis shape
than those represented on Figure 1.21, but here, because of the scale of the figure, they appear
really shrunk.

During the first part of this simulation, the prescribed loading is cyclic. The resulting evolu-
tions of the plastic flow are very regular and the crack closure level is steady. The crack velocity is
therefore constant, and is equivalent to the growth rate that would be evaluated from a Paris law.
Then, the crack undergoes the overload. Immediately, the plastic flow goes up and the hysteretic
nature of the evolutions of ρ can be noticed. At the same time, the crack closure level drops down.
The results of this is a transitory acceleration of the crack. After that, the crack closure level rises
up significantly: crack retardation occurs. To finish, the closure level slowly goes back to its
original value. At the end, the crack speed is again steady, equivalent to the Paris law speed, and
there is no trace of the overload. This behavior is precisely in accordance with what is described
in the literature [BAT 97], and very specific effects such as the transitory speedup of the crack are
well observed.

Two other simulations are proposed on Figure 1.37. The material behavior chosen for those
simulations is totally artificial, it is designed to generate a very fast evolution of the internal
variables. As a consequence, a zoom on a specific event (typically an overload Figure 1.37(a) or an
underload (b)) reveals the hysteresis curves of the evolutions of the plastic flow intensity factor ρ.
During the simulation of Figure 1.37(b), the crack is submitted to a cyclic loading oscillating
between 7 and 20 MPa

√
m until that the closure level is constant. Again, this closure level, in red

on the figure, corresponds to the internal variable ϕxm of the CTCP model, expressed as Kxm in
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(a) Response to an overload of factor F = 1,1 (b) Response to an underload of factor F = −0,4

Figure 1.37 Crack Tip Condensed Plasticity model simulations of some typical loadings.

terms of stress intensity factors by means of the relation (1.75). At a certain time (corresponding
to a value of ρ of approximately 1.6µm), an underload of −8 MPa

√
m is applied to the crack. This

underload represents −0.4 times the nominal load. When the crack opens again, it is clear that
the plastic blunting (in blue on the figure) arises as soon as the loading is greater than the closure
level. Indeed, the compression has been so strong that the cyclic opening elastic zone has totally
disappeared. However, it reappears as soon as the next cycle begins. After that strong overload,
all the subsequent cycles are submitted to loadings oscillating between 0 and 20 MPa

√
m, leading

to a slight compression of the crack. In those cases, the cyclic elastic zone is apparently shortened
by the compression but it is still there.

Finally, a last simulation under complex spectrum loading is presented. The CTCP model pa-
rameters are those identified in section 4.3.7, and the loading describes a specific spectrum vary-
ing between 4 and 25.5 MPa

√
m. The resulting evolutions of the crack closure level (the internal

variable ϕxm of the CTCP model) are plotted along with whether the plastic flow intensity factor
evolutions (Figure 1.38(a)), or the external loading evolutions (Figure 1.38(b)). First the crack
closure level reaches progressively its nominal level (approximatively around time step 5000 on
Figure 1.38(b)). Then, the variations of the loading have a clear influence on the closure level,
making transitory accelerations similar to the one observed in the first example of this section
(Figure 1.36) when overload phenomena occur, and other very complex, yet smoother, evolu-
tions during the cyclic parts of the loading. Indeed, the incremental logic of the CTCP model
allows the history and the interactions between the loading cycles to be preserved, enabling to
observe changes in the crack closure level which would have been hardly predictable by a propa-
gation law based on cycle extraction. For instance, the block of loading located between the time
step 37500 and 42500 is lower than the previous block, however, the closure level is raising inside
this zone of loading, in spite of what is commonly observed.

The obtained crack growth is also presented on Figure 1.39(a). Definitely the growth rates
are irregular, varying in function of the applied loading. A closeup of the crack growth evolution
around the time step 25400 is proposed on Figure 1.39(b). The variations of the growth rates
are observable even very locally, cycle by cycle. During this analysis, 51016 time steps were
simulated. Since each cycle of the loading is discretized by 32 time steps, this simulation cor-
responds to 1563 cycles. The final crack growth being 1133.1µm, the overall mean growth rate
is 0.725µm per cycle.
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(a)

(b)

Figure 1.38 Crack Tip Condensed Plasticity model simulation of a specific spectrum
loading. The crack closure evolutions are presented along with the evolutions of the
plastic flow intensity factor (a) and the evolutions of the external loading (b).
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Figure 1.39 Crack growth in function of time obtained by the Crack Tip Condensed Plasticity model
simulation of 1563 cycles of a specific spectrum loading (a). Closeup around the time step 25400 (b).
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1 Objectives
Using the Crack Tip Condensed Plasticity model introduced in the first chapter, fast computation
of the crack tip confined plasticity effects on the propagation rates is now possible, provided that
the elastic stress intensity factor for the considered tridimensional structure is available. In this
respect, simulating a high number of fatigue cycles will lead to solving as many linear elastic
problems, with evolving geometry, in order to compute the stress intensity factors. Obviously, the
required calculation time for this is prohibitive. At this point, the use of an additional acceleration
technique based on an a priori model reduction approach will considerably decrease the compu-
tational cost of those numerous linear elastic calculations. The chosen numerical methods and
strategy are extensively described in this chapter, along with bidimensional and tridimensional
examples.

2 Discretized reference problem
Now that the objective of this work are clear, let us introduce the discretized problem correspond-
ing to the reference problem of section 1.1. We recall that the static deformation of a linear
elastic, homogeneous and isotropic cracked body under small strain and displacement assump-
tions is considered. Since the crack is evolving, this body defines a time-dependent domain Ω(t)
(see Figure 1.1) defined on all the temporal study interval [0,T ].

For this evolution problem, additionally to the displacement field u (t), an extra unknown ȧ
is used to represent the velocity of the crack. The propagation law is then used to determine this
crack speed as well as the updated front position from the stress state of the structure, written in
terms of stress intensity factors Ki. Thereby, at each time t, along with the usual displacement
and stress fields, we have to solve for the crack growth rate at each node of the front:

ȧ
(
x f (t) ,Ki

(
x f , t

)
, t
)

∀t ∈ [0,T ] (2.1)

where x f (t) contains the spatial coordinates of the front.
For the numerical resolution, the space discretization is performed using finite elements.

Again, it is worth highlighting that since the crack is growing, the discretization of the prob-
lem changes with time. However, the whole evolution problem can be viewed as a set of ordered,
successive linear elastic problems. The only dependence between them is from a geometrical
point of view. As a consequence, there is no need to project any field on the evolving meshes. In
addition to that, the time is also discretized. The time stepping is chosen fine enough to describe
accurately the spectrum loading prescribed to the structure. Therefore, at any discrete time step tk,
for a model involving N degrees of freedom, its N nodal displacements (qtk

i )i=1,...,N are connected
to the displacement field by the finite element shape functions Ntk

i such that:

utk (x) =

N∑
i=1

Ntk
i (x) ·qtk

i ∀tk ∈ [t0 . . . tT ] (2.2)

where x = [x, y,z] is the coordinate vector of any point of the time-dependent domain Ωtk . Then,
with matrix notations, the finite element approximation writes:

Ktk ·utk = Ftk ∀tk ∈ [t0 . . . tT ] (2.3)

where we define the stiffness matrix Ktk , which accounts for the prescribed displacements, and
the generalized forces Ftk in the usual manner according to the finite element method. These
quantities can obviously evolve along the simulation according to the modifications of the domain
with the crack propagation.
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3 Reduced basis approach: decreasing the computational cost
during the propagation

3.1 Model reduction techniques: principle
The model reduction techniques are all arising from a same motivation: reducing the cost of
some numerical computations. This cost can be imputed to several different causes, ranging
from the curse of dimensionality when trying to solve problems in high dimensions (such as the
Shrödinger equation for instance [AMM 08]), to transient or multiscale problems [LAD 09]. In
this respect, a number of techniques were developed, each of them adapted to a specific class
of problems. Among others, one can mention the submodeling approach, in which the result
obtained during a first FEM analysis with a coarse mesh are projected as boundary conditions
of a refined mesh of a region of interest, providing a more accurate solution on this region at a
cheap cost; or even dynamic reduction methods such as the well-known Craig and Bampton’s
component mode synthesis [CRA 68]. Another emerging model reduction strategy is the Proper
Generalized Decomposition [AMM 10, GON 10]. It is based on a separated representation of the
variables of the model. Hence this method is specifically well-suited to solve problems in very
high-dimensional spaces, since the complexity no more scales with nd, were n is the number of
degrees of freedom and d the dimension of the problem, but rather with n×d!

The last wide variety of model reduction techniques are the methods based on reduced solu-
tion subspaces considerations, the so-called reduced basis methods [VER 03, MAD 02]. These
approaches are particularly adapted to transient and evolution problems in general, that is, where
a time or pseudo-time is involved in the analysis. Indeed, considering a time-dependent problem
that is to be solved using the finite element method, let us introduce some notations, similar to
those used in the previous section. Let denote by u(x, t) the solution of the partial differential
equations associated with the structural problem set on a bounded spatial domain Ω ⊂Rd and on
a closed temporal domain T ⊂R. At each instant t, the solution u(x, t) belongs toU, a functional
space adapted to the considered partial differential equations (refer to section 1.1 of chapter 1 for
a description of this space). Using a first Galerkin projection, the problem can actually be written
in a discrete weak form suitable for a finite element resolution:
Find un(t) in spaceUn such that:

A (un(t), un; t) = g (un) ∀un ∈ Un (2.4)

where the space Un is a subset of the functional space U and the subscript n is related to the
number of degrees of freedom of the discretization and to the dimension ofUn. The functional g
is a linear form of U′n, the dual space of Un. For its part, A( · , · ; t) is a symmetric bilinear form
continuous and coercive on Un, uniformly with respect to the parameter t. Thus it exists two
positive constants β and γ such that:

A (un, un; t) ≤ β‖un‖Un
‖un‖Un

∀un, un ∈ Un

A (un, un; t) ≥ γ ‖un‖
2
Un

(2.5)

If the dependency of the solution u(t) with respect to the time parameter t is sufficiently regular,
a model reduction by a reduced basis method can be envisaged. It consists in using an a priori
knowledge of a reduced solution space Ur, much smaller than the initial space Un, in which the
solution of the problem (2.4) can be sought. These methods lie in fact on the assumption that the
solutions of the problem are not distributed in an infinite dimensional space, but rather, they are
belonging to a low dimensional solution manifold that can be approximated locally by a very low
dimensional vector space.
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Generally, a specific difficulty stands in the definition of an appropriate reduced space of
solution in order to capture the studied phenomenon. In the context of reduced basis methods, a
usual strategy is to define it such as:

Ur = Span {un(tk), k = 1, . . . ,r } (2.6)

where the un(tk) are the solution vectors of the discrete problem at r different times tk of the
considered temporal interval. The un(tk) are called solution snapshots. Using a second Galerkin
procedure, the reduced problem to solve is then:
Find ur(t) in space Ur such that:

A (ur(t), ur; t) = g (ur) ∀ur ∈ Ur (2.7)

It is noteworthy that in this reduced problem, the test functions ur are no more the usual finite
element test functions, but rather new functions, whose support can be the entire domain Ω or
a part of it, which are spanning the reduced solution space Ur. The most often, an orthonormal
basis of Ur is chosen. This basis constitutes then a reduced basis for the initial problem (2.4).
Details on the generation of such a basis for a given Ur are proposed in section 3.2. In ad-
dition, the reduced problem (2.7) is consistent under the conditions (2.5). Indeed, the Lax-
Milgram theorem [LAX 54] states that a unique solution ur (t) exists in Ur. Furthermore, the
Cea’s lemma [CEA 64] provides the following bound for this approximation:

‖u (t)−ur (t)‖Ur
≤

√
β

γ
inf
ur∈Ur

‖u (t)− ur ‖Ur
(2.8)

The relevancy of such approaches stands in the fact that in many cases, the right hand side of this
upper bound can be made very small. The real thing that cannot be known a priori is the necessary
dimension of Ur to approximate the complete solution space. The smaller this dimension, the
more efficient the reduced basis technique. As a matter of fact, this dimension will be small if the
set

S (T ) = {un (t) | t ∈ T } (2.9)

of all the solutions behaves well. At this point, in order to clarify in which sense the good behavior
of the set S (T ) should be understood, we can follow Maday [MAD 06] and introduce the notion
of n-width of Kolmogorov [KOL 36, PIN 85].

Definition 1 Let F be a subset of U and Yn a generic n-dimensional subspace of U. The angle
of F from Yn is

E (F;Yn) = sup
x∈F

inf
y∈Yn
‖ x−y‖

U
(2.10)

The Kolmogorov n-width of F inU is given by

dn (F,U) = inf
{
E (F;Yn) : Yn a n-dimensional subspace of U

}
= inf

Yn
sup
x∈F

inf
y∈Yn
‖ x−y‖

U

(2.11)

The n-width of the space F hence measures the extent to which it can be approximated
by a n-dimensional subspace of U. For a given dimension n of the approximating space, the
smaller the Kolmogorov n-width, the better the approximation. The reduced basis will thus be
efficient if, choosing F = S (T ), the set of solutions can be approximated accurately by a sub-
space of low dimension. The main reason for which the Kolmogorov n-width may tend to zero
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as n tends to infinity is the quality of the dependency of the solution to the variations of the
parameter t. Indeed, if the solution is so regular that analyticity exists in this dependency, ex-
ponential convergence can be achieved. In other words, the solutions of S (T ) must reside on a
low-dimensional smooth manifold. However, for a large class of problems this is not the case.
Applied to them, the model reduction techniques will not reduce significantly the computational
cost of the resolution!

The above definition hence formalizes the fact that on some kind of problems, the model re-
duction approaches cannot be applied. Without special treatment, the crack propagation problem
falls in that class. Fortunately, even when the Kolmogorov n-width is large in a first analysis,
mathematical devices can sometimes be used to reduce it. In this thesis, the specific response
to this problem was to use a mesh morphing technique to handle the geometrical updates of the
model during the simulations. This topic is extensively detailed in section 7, providing an illus-
trating example along with an explanation.

In the following section, some classical methods for building an orthonormal basis approxi-
mating the subspace spanned by a set of vector are recalled.

Remark 17 It is very important to understand that, in order to apply successfully a reduced ba-
sis technique to a specific kind of problem, the dependency of the solution with respect to the
parameter variations should be smooth. However, the solutions fields can exhibit a limited regu-
larity with respect to the spatial coordinates. In other words, only the variations of the solution
fields, not the solutions themselves have to be smooth. This particular feature make the reduced
basis applicable to a wide range of problems.

Remark 18 Note that for the sake of clarity, the previous reasoning was conducted using a prob-
lem on a fixed domain Ω that does not depend upon time. In the specific context of crack propa-
gation, this is not true and an evolving domain Ω(t) must be considered. Anyway, the reasoning
still holds provided that appropriate solution spaces Un and Ur are chosen. Again, the naive
approach in that case would lead to a large dimension r of the reduced solution space and in
this work, a mesh morphing technique is employed to overcome that fact (section 4). Doing so,
since the mesh morphing technique induces a distortion of the elements, special attention is paid
to keep a sufficient mesh quality in order to preserve the coercivity of the stiffness matrix.

3.2 Approximating linear space
Suppose that we have access to n state variables, such as for instance numerical solutions of
an analysis (degrees of freedom, data at Gauss points), or even experimental data (answers to
a survey, strain probe, gray level of the pixels of a picture). Now suppose that we can get this
information at m different times, or for m different experimental conditions or random parameters
values. We hence get m vectors of size n, called snapshots and constituting the set {ui}

m
i=1. These

vectors span a vector space Rm. The objective now is to approximate it by another vector space
of lower dimension r. In other words, find a set of ordered orthonormal basis vectors

{
φi

}r
i=1 such

that it approximates a random vector x which takes its value in Rn as:

x ≈ x̆r =

r∑
i=1

αi ·φi (2.12)

Of course the representation (2.12) is not unique, and the number r of shape functions φi
required to obtain a correct approximation of x can be large. A very useful process to obtain
an orthonormal basis of the subspace spanned by a vector set is the Gram-Schmidt algorithm,
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detailed in the following section. However, it can be even more interesting to find a basis such
that the approximation at rank p, hence using p basis vectors, is the best approximation at rank p,
in the sense of a given norm. Of course, to be interesting, p should be lower than n. To build
a basis like this, the problem to solve is in fact to find

{
φi

}r
i=1 that minimizes the mean square

projection error of the snapshots:

Perr =
1
m
·

m∑
i=1

∥∥∥∥∥∥∥∥ui−

r∑
j=1

α j ·φ j

∥∥∥∥∥∥∥∥
2

(2.13)

Given the chosen accuracy, this ensures to use the minimal number of basis vectors
for the approximation (2.12). Using such a basis, this approximation is then called
the proper orthogonal decomposition (POD) of x truncated at the order r.

The first works on the proper orthogonal decomposition date back to the very early 1900’s,
with the research of Pearson [PEA 01]. It was originally developed in the field of statistics, aim-
ing to express collections of multidimensional data using only some relevant, reduced dimensions
to simplify the analysis. Since then, the POD concept has been applied to an impressive number
of different fields such as for instance statistical analysis, data mining, image processing (and
specifically image compression), mechanical engineering, and biomedical engineering. In fact,
it is intimately connected to model reduction in the broad sense. Since almost all technological
fields are dealing with an overwhelming quantity of data, in spite of the progress of the com-
puter hardware, people were logically attracted by reducing their processing costs, explaining the
widespread use of such techniques.

Consequently, three main methods emerged to build a POD in the discrete case, namely the
principal component analysis (PCA), the Karhunen-Loève decomposition (KLD) and the singular
value decomposition (SVD). They are in fact equivalent and yield similar results [LIA 02]. They
are all described in the next sections.

3.2.1 Gram-Schmidt process

The Gram-Schmidt process is named for Jørgen Pedersen Gram and Erhard Schmidt [GRA 84].
It is a method to orthonormalize a set of vectors in an inner product space. Taking a set {ui}

m
i=1 of

vectors of Rn, it generates an orthogonal set
{
φi

}m
i=1 that spans the same successive vector spaces:

F j = Span
{
φ1 · · ·φ j

}
= Span

{
u1 · · ·u j

}
∀ j < m (2.14)

The main step of the algorithm consists in subtracting to the vector u j+1 its orthogonal pro-
jection on the space F j. Let us first introduce the projection operator along the direction u by:

proju (u) =
〈u,u〉
〈u,u〉

·u (2.15)
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Figure 2.1 Schematic principal component analysis of a dataset. The
computed directions η and ζ are those which maximize the variance of the
data, originally expressed in terms of x and y.

where 〈 · , · 〉 denotes the inner product in Rn. The algorithm writes then:

u1 = u1, φ1 =
u1

‖u1‖

u2 = u2−proju1 (u2) , φ2 =
u2

‖u2‖

u3 = u3−proju1 (u3)−proju2 (u3) , φ3 =
u3

‖u3‖

...
...

um = um−

m−1∑
j=1

proju j (um) , φm =
um

‖um‖

(2.16)

In order to truncate the obtained basis at an order r, a criterion on the norm of the obtained
basis vector φr is set up. Indeed, during the process the norm of φr is an indicator of how well
the basis constituted by the set of orthonormal vectors

{
φi

}r−1
i=1 describes the initial set {ui}

m
i=1 since

it indicates how much “information” this extra vector adds to the basis. In short, the smaller the
norm, the better the approximation.

It is highly emphasized that the Gram-Schmidt process does not necessarily yield the POD
of a given set of vector, in the sense that the obtained orthonormal basis may not be optimal in
the general case. However, it is a very practical tool since it can be applied in an incremental
manner, allowing to enrich easily the basis with additional vectors. This is of a special interest in
the context of solving evolution problems since the data coming from the solution vectors will be
got, precisely, incrementally all along the computations.

Remark 19 In practice, for numerical stability reasons, the stabilized Gram-Schmidt algorithm
is implemented, which is slightly different. Anyway, a Gram-Schmidt process should always be
called twice on the set of vector that must be orthogonalized. Indeed, this is a specific requirement
in order to obtain accurate numerical results.

3.2.2 PCA and KLD

The principal component analysis (PCA) [PEA 01, HOT 33] and the Karhunen-Loève decompo-
sition (KLD) [KAR 43, LOÈ 55] are quite similar, both in their definition and in the way they
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are computed. From a statistical viewpoint, they aim at building an orthonormal basis that maxi-
mizes the variance of all the data along its directions. An artificial illustrating example is provided
on Figure 2.1. Qualitatively, the computed directions η and ζ are those which contain the most
information about the data, originally expressed in terms of x and y. Suppose that the set of
snapshots {ui}

m
i=1 is arranged in a matrix A such as:

A =


u1

1 u1
2 · · · u1

m

u2
1 u2

2 · · · u2
m

...
...

. . .
...

un
1 un

2 · · · un
m

 (2.17)

Then the covariance matrix is defined such as:

C = AAT (2.18)

The characteristics of this matrix are directly linked to the linear dependency of the snapshots
among themselves. Indeed, a fully populated covariance matrix indicates very correlated snap-
shots whereas a sparse one signalizes dependent entries. After that, computing the proper orthog-
onal decomposition of the snapshots by whether the PCA or KLD method consist in solving the
following eigenvalue problem:

Cφi = λiφi (2.19)

The orthonormal basis constituted by the set of vector
{
φi

}m
i=1 is the proper orthogonal decompo-

sition.
Note that the matrix C is of dimension n× n. Depending on the number of state variables n

compared to the number of instants m, it can be interesting to solve the following modified prob-
lem, which is of smaller dimension m×m, using the so-called snapshot POD method [SIR 87]:

(
AT A

)
ui = ξi ui

φi =
1
√
ξi

Aui
(2.20)

3.2.3 SVD

The singular value decomposition (SVD) is a powerful matrix factorization technique. It was
introduced almost simultaneously by Beltrami and Jordan in the 1870’s and extended to complex
rectangular matrices by Ekardt and Young in 1939. This method can be viewed as an extension
of the eigenvalue decomposition for non-square matrices.

Computing the SVD of the matrix A (2.17) of dimensions n×m consists in computing its
factorization under the form:

A = UΣVT (2.21)

where the superscript T indicates matrix transpose, and
• U, orthogonal matrix of dimension n×n, contains the left singular vectors of A. The columns

of U constitute in fact an orthonormal basis of the row space of A. In the present case, they
are homogeneous to a spatial basis of the data contained in A.

• V, orthogonal matrix of dimension m×m, contains the right singular vectors of A. Sym-
metrically to the matrix U, The columns of V constitute an orthonormal basis of the column
space of A. In the present case, they are hence homogeneous to a temporal basis of the data
contained in A.
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• Σ, diagonal matrix of dimension n×m, contains p = min(n,m) nonnegative numbers σ which
are called the singular values of A and are arranged, by convention, in decreasing order.
There is a strong link between the singular value decomposition and the principal component

analysis of a matrix. Indeed, starting from the SVD of matrix A, it comes:

AAT =
(
UΣVT

) (
VΣTUT

)
= UΣVT VΣTUT

(2.22)

The matrix V being an orthogonal matrix VT V is identity, and Σ being a diagonal matrix:

AAT = UΣTΣUT

= UΣ2UT (2.23)

where we recognize the eigenvalue decomposition of AAT . Furthermore, the relation between
the singular values σi and the PCA eigenvalues λi of A can then be deduced:

λi = σ2
i (2.24)

A similar reasoning can be conducted with AT A.
Now suppose that the truncated projection described in Equation (2.12) is performed using

the r first columns of U, or similarly the r eigenvectors φi of the PCA corresponding to the r
greatest eigenvalues {λi}

r
i=1. A very interesting theorem [LIA 02] stands that these basis vectors

constitute an optimal basis, which was the desired result, and also that the minimum error induced
by the projection is equal to the square summation of the m− r remaining singular values of the
matrix A. This provides a truncation criterion to choose, with respect to a given desired error,
how many basis vectors should be retained. It directly stems that observing the decreasing rate
of the singular values gives a clear idea of how much the information contained in the matrix A
will compress, in a general sense. This approach can be employed during a preliminary phase to
estimate roughly the Kolmogorov n-width of a set of vector and thus the pertinence of applying a
reduced basis method to it. Such kind of analysis is proposed several times in this typescript.

The computational cost of a singular value decomposition can be high, depending of course on
the size of the matrix that must be decomposed. Therefore, in practice, variants of the SVD exist
and among them, a very useful one is the Thin SVD, in which only the m first columns of U are
computed. If m� n, it provides a significant reduction of the cost of the SVD computation. This
situation arises quite often in numerical model reduction, since it corresponds to less snapshots
vectors than degrees of freedom.

Remark 20 The singular value decomposition is a quite generic process and can be adapted
to vectors or functions varying with respect to time, coordinates, and basically any kind of pa-
rameters. It can also be used to compute low rank approximation of matrices. For instance in
the context of image processing, it is often used to “compress” pictures, that is, from an initial
picture, build one of a slightly lower quality but with a lower storage size. Such a process is pro-
vided on Figure 2.2, together with the normalized singular values of the initial image and various
reconstructed images of different orders.

3.3 The a posteriori and a priori distinction
The model reduction techniques are classified in two main categories, the so-called a posteriori
and a priori strategies. Choosing to use a method from whether the first or the second category
mainly depends on the type of application that is envisaged.
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(a) Initial picture (b) Order 1
approximation

(c) Order 2
approximation

(d) Order 4
approximation

(e) Order 8
approximation

(f) Order 16
approximation

(g) Order 32
approximation

(h) Order 64
approximation

(i) Order 128
approximation

Figure 2.2 Image reconstructed from its truncated singular value decomposition.

3.3.1 a posteriori model reduction

The principle of the a posteriori method consists in defining explicitly a set of parameters and
their variation ranges when setting up the problem. For instance, in the case of stochastic appli-
cations, these might be some random parameters, or different temporal loading for the case of
evolution problems, or even geometric parameters for the domain evolution problems. Then, in
a first offline phase, several solutions of the problem are computed for certain, well chosen, val-
ues of the parameters. The obtained vectors constitute the solution snapshots. These preliminary
calculations are conducted by means classical resolution methods and are generally much time
consuming. Hence this first offline phase can be considered as a learning phase for the process,
since the reduced basis is extracted from the obtained solutions snapshots by computing their
POD. After that, in an online phase, the solutions for new values of the input parameters are com-
puted as linear combinations of the basis vectors. This second process is very efficient provided
that the dimension of the reduced basis is low. Fortunately, it is the case for several applications,
if the parameters values for the offline computations were sufficiently well chosen. This selec-
tion is thus of a great importance for the efficiency of the whole method, and can be conducted
randomly, or by a greedy strategy [BUF 09].

This type of methods is particularly adapted to the “many queries” context, and when the
offline / online decomposition is acceptable. Consequently, they are widely used in the frame-
work of reanalysis, parametric studies, optimization, response surface building and even real-time
simulations [NIR 10].

3.3.2 a priori model reduction

The a priori methods, for their part, propose a more versatile approach. The offline / online de-
composition is no more necessary, and the actual reduced computations can be started without
any a priori knowledge of the solutions characteristics. Indeed, the solution snapshots are build
on the fly, during the computations. At this point, various strategies can be used to obtain those
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(a)

(b)

Figure 2.3 Schematic definition of the snapshots for the a priori model reductions.
The iterative construction strategy (a) and the multiple timescale method (b).

snapshots. Two of them are briefly described in the following.
A first method consists in trying to solve the reduced problem (that is, seeking the solutions

as linear combinations of the basis vectors) at each time step. An error is then computed, for
instance based on an equilibrium residual, to determine if the basis contains sufficient information
to describe the sought solution. If this is the case, nothing special to do then, the solution is found
and the computations can go on to the next time step. However, if the error criterion is not
fulfilled, a classical solve of the model is performed and the basis is enriched with the additional
snapshot obtained. A schematic illustration of this approach is shown on Figure 2.3(a), where the
gray time steps correspond to reduced resolutions whereas the black ones represent the full solves
enriching the basis. This method can be viewed as an iterative construction of the basis, enriched
only when it is needed [RYC 06, RYC 05a]. The first strategy proposed in this typescript is based
on that approach (see section 5 of chapter 2).

A second method consists in starting by solving approximately the whole problem. For in-
stance, for an evolution problem, a coarse time grid would be initially used, providing the snap-
shots at a reasonable cost. Then, a second, refined time grid, adapted to the problem is used to
obtain the final solution, using the POD obtained from the coarse problem to speedup the com-
putations. A schematic representation of this latter approach is provided on Figure 2.3(b). This
method can be considered as a multiple timescale method. The second strategy proposed in this
typescript (section 1 of chapter 3) is coupling this type of time adaptive method with an iterative
construction of the reduced basis.

These a priori methods, though very versatile, exhibit some limitations. Indeed, it is very
difficult to know a priori the number of snapshots required to built an efficient basis. More
generally, estimating if the envisaged application will behave well with respect to a reduced basis
approach is a complex task. A short discussion on this point can be found in section 7.2 of this
chapter.

3.4 Application to crack propagation analysis
The reduced basis strategies were first introduced in the late 1970s for nonlinear structural anal-
ysis [NOO 80], and subsequently developed over the last twenty years, especially in circuit
modeling and structural dynamics analysis [BAR 95, MAD 02]. In the fracture mechanics con-
text, the a posteriori model reduction approach (i.e., with an offline / online decomposition) as
already been used to compute efficiently the stress intensity factors for some academic prob-
lems [HUY 07]. This class of approach is based on the fact that there is a parametric dependence
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of the solution to a set of explicitly defined variables [VER 03]. It is therefore necessary to clearly
identify these parameters and their variation ranges when setting up the problem. Then, prelimi-
nary computations using classical resolution methods are conducted to build a reduced basis. In
the case of a small number of parameters, (for instance in 2D, the crack length and maybe some
geometrical variables), this approach is very convenient. However when this number increases,
the amount of “snapshots” required to span the parameters space and then to build the reduced
basis increases dramatically, and so does the computational cost of the problem. Therefore, in the
framework of 3D applications, (in the context of this typescript, mode I cracks with no assump-
tion on the crack front shape), this strategy will not be effective since numerous parameters would
be necessary to describe the front shape evolutions.

In this respect, we propose to use a more general a priori approach together with the consid-
ered crack growth simulations, which avoid the definition of any parameters and thus does not de-
pend explicitly on their number [GAL 10b]. This type of strategy, aiming to build reduced models
without any a priori knowledge of the solutions of the problems has been widely studied recently,
and applied to transient thermal resolutions [RYC 05a], nonlinear dynamics [KRY 01] and non-
linear material behavior [RYC 09], or in association with LATIN solvers [LAD 09], meshless
techniques [RYC 06] and boundary element methods [RYC 05b]. However, only a few attempts
were made to tackle problems on domains with moving boundaries such as involved in a growing
crack analysis. These studies pointed out reduced basis projection and mesh morphing issues (see
examples provided in [RYC 09, RYC 06]).

Let us define the considered 3D crack propagation problem as a set of linear elastic prob-
lems, one for each propagation step. They are all slightly different, due to the modification of
the crack geometry during the propagation. The reduced basis approach used here holds that
the displacement solution fields of this set of problems are not some arbitrary members of an
infinite-dimensional solution space but rather that they belong locally to a low-dimensional mani-
fold induced by the smoothness of the propagation [VER 03]. Indeed, the crack geometry at each
propagation step is deduced from its configuration at the previous step, by means of the propa-
gation law. Fortunately, from one step to the following, the geometric modifications are slight,
provided that the time step is sufficiently short. So, one can assume that the current geometry still
contains some characteristics of the previous steps. In other terms, a reduced basis approximation
space Q? for the solution subspace can be built as:

Q? = Span
{
utn ,1 ≤ n ≤ r

}
(2.25)

where utn are vectors, linear elastic displacement solutions of n successive propagation steps, and
hence r is the dimension of the approximation space. For the reduced basis itself, we generate r
orthonormal shape functions φn from the “snapshots” vectors utn . The finite element problem
involving N degrees of freedom, the dimension of the shape functions is then N×1. For that step,
one can use a Gramm-Schmidt process, orthogonalizing the snapshots with respect to the inner
product, or, better, extract an optimal orthonormal basis by means of a truncated Karhunen-Loève
expansion. Thus the orthonormalized reduced basis approximation space writes:

Q = Span
{
φn,1 ≤ n ≤ r

}
(2.26)

If the associated basis is rich enough, the displacement solution at a later propagation step tk
can be written, within an acceptable error range, as a linear combination of these orthonormal
shape functions:

utk ≈

r∑
n=1

λn ·φn with k ≥ r + 1 (2.27)
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the gain in computational time is straightforward: only the r = dim(Q) parameters λn have to
be computed, there is no need for a whole equilibrium solve. The dimension of the reduced
basis Q is then of a key importance, because the gain in CPU time is directly related to it: the
smaller dim(Q), the faster the computations.

We can then introduce the reduction matrix Φ, which defines a linear mapping from the clas-
sical, detailed finite element space onto the reduced subspace Q:

Φ =


φ1

1 φ1
2 · · · φ1

r

φ2
1 φ2

2 · · · φ2
r

...
...

. . .
...

φN
1 φN

2 · · · φN
r


(2.28)

The reduced displacement vector ũtk , projection of the detailed nodal displacement vector onto
the reduced solution subspace is thereby defined. The matrix Φ being an orthogonal matrix by
definition, it writes:

ũtk =ΦT utk (2.29)

Finally, at any appropriate time step tk, the projected problem is deduced from the detailed finite
element problem of Equation (2.3):[

ΦT KtkΦ
]
· ũtk =ΦT Ftk ∀tk ∈ [tr+1 . . . tT ] (2.30)

Solving this reduced problem amounts to seek an approximate solution of the finite element
problem in the reduced subspace. In order to check if the approximate displacement field respects
the balance condition, a force residual Rtk is classically defined as the difference between the
internal and external generalized forces:

Rtk = Ktk · (Φ · ũtk )−Ftk (2.31)

Hence an approximate solution is convenient if the following quality criterion is satisfied:

‖ Rtk ‖2 ≤ ε · ‖ Ftk ‖2 (2.32)

where ‖ .‖2 is the usual Euclidean norm on RN and ε a sufficiently small scalar constant. Should
the opposite occur, the full finite element problem must be solved classically and the reduced
basis enriched by an additional shape function.

As a matter of fact, the system of equations (2.30) is of low order, the dimension of the
matrix

[
ΦT KtkΦ

]
being r× r, the vectors ũtk and ΦT Ftk being r×1. Again, in order to provide

interesting computational time reductions, the dimension r of the reduced solution subspace Q
must be much smaller than N, the size of the initial problem.

In addition, to make this model reduction approach even more efficient, we take advantage of a
methodology very similar to the hyper-reduction technique proposed by Ryckelynck [RYC 05a].
This strategy consists in reducing the number of control variables used to solve the projected
problem (2.30). The hyper-reduced problem is set up only on a restricted part of the degrees of
freedom u?tk selected as:

u?tk = P utk (2.33)

where the matrix P contains zeros excepted a one on some lines, and the parameters of the linear
combination (2.27) are computed only on a reduced integration domain Ω?

tk , restriction of the
standard domain Ωtk to the domain containing the hyper-reduced degrees of freedom. Obviously,
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the selection of relevant hyper-reduced degrees of freedom and the construction of the associ-
ated domain Ω?

tk depend on each particular problem. Many details on these points can be found
in [RYC 05a]. In practice, the hyper-reduction is used on every reduced basis example provided in
this typescript. The general implementation of the reduced basis approach and more specifically
the basis generation are detailed in section 5.

4 The mesh morphing technique

The mesh morphing techniques are widely used in computer graphics animations, reliability and
parametric analysis [ALE 02]. They aim at transforming a given source shape, represented by a
mesh, into a target shape. Consequently, they allow discretizing several different geometries with
meshes of the same topology, keeping the number of nodes, and the connectivity the same. The
morphing itself is done by modifying the nodes coordinates, while keeping the element distortion
as low as possible.

Several mesh morphing methods have been introduced in the past, one of the most well-
known being the spring analogy [BLO 00]. Additional effort was made to improve the robust-
ness of this early method, leading to the torsional spring analogy approach [DEG 02]. An-
other popular method is the so-called Free-Form Deformation (FFD). It was originally created
for computer aided geometric design, and recently applied to shape optimization in aeronautical
design [SAM 04]. Although different variations exist, the most widely used deformation tech-
nique is the lattice-based FFD, which was introduced by Sederberg and Parry [SED 86]. The
mesh to be morphed is embedded inside parallelepiped lattices. Any point of the mesh has local
coordinates in the lattice coordinate system. After the lattices are modified according to the cho-
sen transformation, the new positions of the mesh nodes are computed using a R3 to R3 mapping
based on trivariate Bernstein polynomials. A major drawback of the FFD lies in the fact that the
deformation control is over the lattices control point rather than over the deformed model. Unfor-
tunately, this does not provide easy nor accurate control of the morphed mesh and of the resulting
element quality.

For the crack growth applications, the most appropriate methods are those based on the com-
putation of harmonic mappings. They aim at building a smooth mapping from the initial to the
final configuration, optimal in the sense that it minimizes a distortion measure. In order to be
general, this measure should be intrinsic in the differential geometry sense, that is, it must re-
spect some basic properties such as rotation and translation invariance, continuity and additivity.
Historically, trying to compute minimal surfaces with fixed boundaries (that is, a solution to the
so-called problem of Plateau), Radó [RAD 30] and Douglas [DOU 31] had first the idea not to
minimize the area functional directly but to minimize the Dirichlet energy associated with the sur-
face expression. Subsequently, the discrete version of the harmonic energy was given by Pinkall
and Polthier [PIN 93]. The obtained expression is a quadratic form, thus its minimization leads
to solving a linear system of equations. After that, Desbrun et al. [DES 02] constructed free-
boundary harmonic maps in the context of parametric surfaces, and proposed an application to
texture mapping. They noticed that the Dirichlet energy is somehow a measure of the local area
extension induced by the mapping process and that it allows to build angle-preserving mappings.
In addition, it fulfills the essential requirement of being intrinsic to the surface.

Inspired by these works, we derived an application of the Dirichlet operator to deforma-
tions involving surface and volumetric meshes, that is, for mappings between 2-manifolds and
3-manifolds. The main difference between our approach and the former works is that we mini-
mize the Dirichlet energy of the mesh perturbation, allowing not to compute a minimal surface,
but rather to find a minimal deformation. It is worth pointing out that finite element meshes are
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ni

nj βij

αij

Figure 2.4 The 1-ring neighborhood of a node ni.

volumetric and consequently, in this context, the morphing process must ensure the element qual-
ity even in the bulk of the model. In spite of that, much less work has been actually carried out
in volumetric mapping compared to the surface case, including 3D surface mapping. However, a
very interesting volumetric approach was introduced by Wang et al. [WAN 04].

A last noteworthy mesh deformation technique, stemming from the harmonic mappings, is the
method based on the biharmonic operator [HEL 03]. This operator enables additional controls on
the deformed mesh, since for the resolution of fourth-order partial differential equations, two
conditions can be specified on each boundaries of the mesh. This allows for instance both the
node positions and the normal mesh spacing to be imposed along a boundary, leading to morphed
mesh of better quality. However, this goes along with a significant increase in the computational
cost of the morphing resolution.

4.1 Surface case
From a continuous viewpoint, an optimal, harmonic map is the deformation function u among
all the deformation functions mapping from the initial domain Ωi to the final domain Ω f that
minimizes the Dirichlet energy [GAL 10a]:

ED(u) =
1
2

∫
Ωi

‖ ∇u ‖2 (2.34)

Notice that if the considered domains are surfaces, the gradient operator and the norm must be
interpreted in the Riemannian geometry sense.

In the following, we will consider the surface case and denote by U the global perturbation
vector which contains the discretized version of the deformation function u at each node. In
addition, the vector ui will represent the displacement associated with a particular node ni during
the transformation. The Dirichlet energy of the transformation U on the discretized domain is the
following quadratic form:

ED(U) =
1
4

∑
(ni,n j)∈E

(
cotαi j + cotβi j

) (
ui−u j

)2
(2.35)

where E is the set of edges of the mesh, and the angles αi j and βi j are the opposite left angles to
the current edge (ni,n j) such as described on Figure 2.4.

The optimal mapping is obtained when the Dirichlet energy is minimum. This operator being
quadratic, minimizing ED(U) has a unique solution:

∇ED(U) = 0 (2.36)
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which corresponds to a set of conditions explicitly given by differentiating the Equation (2.35):

∂ED

∂ui
(U) =

1
2

∑
j∈N(i)

(
cotαi j + cotβi j

) (
ui−u j

)
= 0 (2.37)

where N(i) is the set of edges connected to the node ni and u j the perturbation at the node u j.
Finally, adding some Lagrange multipliers to take into account potential additional constraints,
the matrix formulations of the Dirichlet energy writes:

ED(U,λ) =
1
2

UT EU +λT (LU−U0) (2.38)

Leading to solve the following sparse linear system:[
E LT

L 0

] [
U
λ

]
=

[
0

U0

]
(2.39)

where E is a symmetric sparse matrix whose coefficients represent the quadratic form (2.35). The
vector of unknowns U contains the mesh perturbations to solve for and U0 is the vector of the
fixed input perturbations. In other terms it constitutes the minimal boundary conditions of the
problem. The vector λ is used to take into account the Lagrange multipliers, thus L and LT are
the associated coupling terms.

As a remark, notice that in the expression (2.35), the terms implying the perturbations at one
given node ni only involve the perturbations defined at the nodes n j of its 1-ring neighborhood (see
Figure 2.4). For the numerical resolution of the harmonic mapping, it is an important property
since it is the reason for the sparsity of the linear system (2.39).

Remark 21 The discretized Dirichlet energy is here expressed for triangles and tetrahedra. In
practice, the mesh can be constituted of the following types of finite elements: triangles, quadran-
gles, tetrahedra, hexahedra, pyramids and wedges. In particular, meshing a complex geometry
containing a crack can involves all those element types. Hence strategies must then be envisaged
to subdivide the elements into triangles or tetrahedra in order to compute morphing solutions on
such complex meshes.

Remark 22 In the case of quadratic elements, a simplification consists in computing the mor-
phing solution on a linearized mesh and then put back the midside nodes at the middle of all
the elements edges. The main drawback is that it compels to use straight sided elements during
the meshing, increasing the necessary number of element to describe the geometry, meanwhile, it
really decreases the complexity and the computational cost of the morphing resolution.

4.2 Volume case
The formal problem to solve is in fact finding the three components ui of the smooth vectorial
deformation function

u = [u1 u2 u3]T (2.40)

such that: ∇2u = 0 in Ωi

u = ū on ∂Ωi
(2.41)

where the vector Laplacian is defined, in Cartesian coordinates as the Laplacian of each of the
components, and where ū represents the sufficient boundary conditions, some prescribed dis-
placements on the boundaries of the domain. Similarly to the surface case, this problem can be
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solved indirectly by minimizing the Dirichlet energy (2.34) of the transformation. However, from
a mathematical viewpoint the volume case is somehow easier than the surface case because the
domain of study being the classical Euclidean space, the norm and gradient operators do not have
to be redefined.

Besides the interesting geometrical properties of the morphing function solution of the dif-
fusion problem (2.41), an interesting feature is that the three components ui of the deformation
function u are independent and thus can be considered separately. This is one of the main dif-
ferences between this approach and the techniques based on the equation of the linear elasticity,
that have been used for years [STE 03]. Indeed, for these strategies, the deformation problems
are coupled, leading to solve one large problem. In the present case, keeping similar notations
than in the surface case, the Dirichlet energy of the component ui summed on each element of the
volume mesh writes:

ED(ui) =
1
2

ne∑
k=1

∫
Ωek

‖ ∇ui (x) ‖2 dx (2.42)

where the scalar ne is the total number of elements and the integration domain Ωek the current
element. The vector x represents the current point in the integration domain, and its coordinates
are expressed in the global Cartesian coordinate system. Hence in the volume case, three different
uncoupled minimization problems have to be solved to find the morphing function, one problem
for each direction of the space.

In order to apply this strategy to a volume mesh, the objective is then to express the discrete
version of the gradient of the morphing fonction ∇ui. In other terms, express the gradient of the
morphing function in terms of nodal values, in the isoparametric element of reference. To this
end, let us use some classical finite element devices. Let τ be the bijective mapping from the
coordinates ξ in the element of reference to the global Cartesian coordinates x in the real element
such that:

τ : R3 −→ R3

ξ 7−→ x
(2.43)

Hence the inverse J−1
τ of the Jacobian matrix of this mapping allows∇ũi, the deformation function

expressed at points written in the local coordinate system of the element to be introduced:

∇Tui (x) = ∇Tũi (ξ) · J−1
τ (2.44)

Then, let B be the matrix containing the partial derivatives of the element shape functions and Ui
the vector containing the nodal values of the perturbation along the direction ei for the nodes
of the current element. Hence Ui is a small vector dimensioned at the number of nodes of the
considered element. The gradient of the deformation function at any point ξ of the reference
element can be expressed as:

∇ũi (ξ) = B ·Ui (2.45)

From that equation comes the expression of the gradient of the morphing function, in terms of
nodal values:

∇T ui (τ (ξ)) = UT
i ·B

T · J−1
τ (2.46)

It stems:
‖ ∇ui (x) ‖2 = ∇T ui (τ (ξ)) ·∇ui (τ (ξ))

= UT
i ·B

T · J−1
τ · J

−1
τ

T
·B ·Ui

= UT
i ·B

T · P ·B ·Ui

(2.47)
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where the 3× 3, symmetric matrix P = J−1
τ · J−1

τ
T is only a notation introduced to simplify the

equations. Starting from Equation (2.42) and using a classical change of variables to the local
coordinate system of the element of reference:

ED(ui) =
1
2

ne∑
k=1

∫
τ−1

(
Ωek

) ‖ ∇ui (τ (ξ)) ‖2 · det
(
J−1
τ

)
· dξ (2.48)

And finally, the discrete version of the Dirichlet energy (2.42) comes:

ED(ui) =
1
2

ne∑
k=1

UT
i ·

∫
τ−1

(
Ωek

)BT · P ·B · det
(
J−1
τ

)
· dξ

 ·Ui

=
1
2

ne∑
k=1

UT
i ·E ·Ui

(2.49)

where E is a square matrix dimensioned at the number of nodes of the current element. In prac-
tice, the integration over the elements is performed using a Gauss quadrature. Notice that all
the matrices and vectors involved in Equation (2.49) depend upon the considered element, and
thus are computed for each of them. Including the sum on the elements inside the matrices, the
previous equation can be further condensed in:

ED(ui) =
1
2

UT
i ·E ·Ui (2.50)

where the vector Ui and the square matrix E are now dimensioned to the total number of nodes in
the mesh. To obtain the optimal deformation function along the direction ei the Dirichlet energy
must be minimized. This operator being quadratic, the unique solution of that minimization is:

∇ED(ui) = 0 (2.51)

which finally amounts to solve the following linear system:

E ·Ui = Ci (2.52)

where the vector Ci comes from the prescribed displacements along the direction ei, bound-
ary conditions of the problem. Similarly, the lines and rows corresponding to those prescribed
displacements are removed from the matrix E and from the vector Ui.

4.3 Mesh morphing applied to fracture mechanics
Once the mesh morphing methodology is formally exposed, let us introduce some basic ideas
related to its application to fracture mechanics problems. We define the skin mesh of our 3D,
volumetric mesh, as the collection of element facets corresponding to the external boundaries
of the model. This collection also defines the initial faceted geometry of the cracked model.
In addition, this cracked geometry can be viewed as the superposition of an uncracked, healthy
component to which the crack is added. As a matter of fact, during its growth the crack does
not alter the healthy part of the geometry. In other terms, all along the propagation, the external
boundaries of the model are not modified. Consequently, during the morphing process, the nodes
may not be allowed to move freely, but rather constrained to slide on their topological support in
order to preserve the model geometry. For instance, a node belonging to a given face or edge in
the initial geometry must stay on this same entity for all the subsequent morphed configurations.
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(a) (b) (c)

Figure 2.5 Example of skin mesh morphing. Initial crack plane mesh (a), initialization of the
mesh perturbation corresponding to a crack growth increment (b) and resulting, smoothed crack
plane mesh superposed with the initial mesh (c).

(a) (b)

Figure 2.6 Morphing of a 3D model: smoothed skin mesh (a) and volumetric mesh (b).

The morphing process is then tightly linked not only to the mesh but also to some geometrical
considerations.

Here, the morphing of the 3D model is performed in two distinct steps: first handle the skin
mesh, then take care of the volumetric mesh. In the first step, the target geometry is built, consti-
tuted by the faceted geometry modified conforming to the crack growth increment. The shape
modifications are thereby only coming from the crack leading edge. These are the minimal
boundary conditions to initialize the morphing of the skin mesh. The minimization of the el-
ement distortion is performed through the resolution of a first linear system similar to the one
of Equation (2.39). As previously said, this constitutes in fact a conformal mapping, and it en-
sures the smoothness of the mesh deformation by minimizing the local area extension during the
transformation. The additional boundary conditions forcing the nodes to stay and slide on their
topological support are defined using Lagrange multipliers. An example of skin mesh morphing
is depicted on Figure 2.5. The color chart represents the nodal displacements during the morphing
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Figure 2.7 The different time scales of the strategy.

process. In a second step, once the skin mesh is morphed, the volumetric mesh can be smoothed.
For this purpose, another linear system of equation is solved, associated with a tridimensional
version of the Dirichlet operator (several details are provided in [WAN 04]). The configuration of
the skin mesh around the volumetric mesh constitutes the boundary conditions for this resolution.
On Figure 2.6, an example of the full process is shown. The smoothed skin mesh of a 3D model
is used to initialize its volumetric morphing.

The clear advantages is the robustness of the method. In comparison to remeshing strategies,
which involve several mesh sizing and controls, there is no user defined parameter in the mesh
morphing context. Moreover, using meshes with the same number of nodes and providing map-
pings of the nodes from one configuration to another are some of the key features for the efficiency
of the a priori model reduction approach described in the previous section. Among others, a con-
stant number of nodes means a constant number of degrees of freedom, making straightforward
the reduced basis matrix operations (for instance the building of the set of Equation (2.26)). In
addition, the fastness of the successive morphing solves used for 3D crack growth simulations can
be greatly improved. Indeed, since the morphing process is based on the resolution of partial dif-
ferential equations, a suitable model reduction approach, similar to the one used for the structural
problems, can be set up. A recent work explores this perspective, in the context of fluid-structure
interactions [BOG 10]. This constitutes one of the future enhancements of the method.

5 Coupling the methods: general strategy

From a global point of view, the method is constituted by four main components. The first one
is the a posteriori reduced model that handles the plastic part of the behavior of the cracked
structure. At any given time step, the CTCP model computes efficiently the plastic state of the
crack and its propagation distance from a given stress intensity factor (see section 4). As a con-
sequence, only linear elastic computations have to be performed by the finite element method
during the crack growth analysis. The second component of the strategy is the a priori model
reduction associated with those successive linear elastic finite element problems. Then the third
component is the mesh morphing technique that handles the geometrical updates of the model
according to the crack front modifications during the propagation. Mesh morphing is a robust and
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Figure 2.8 General pseudo-algorithm of the strategy.

efficient method, however during the mesh transformation process, modifying the nodes coordi-
nates inevitably induces some distortion of the elements. Indeed, the mesh quality decreases for
the large propagation ranges. This is why, at some points, the remeshing of the model cannot be
avoided. These remeshing steps constitute the fourth and last component of the proposed method.

In the implementation of the global strategy, each of those components is associated with a
certain time scale, as depicted on Figure 2.7. The atomic time measure is the time step. The
spectrum loading for a given analysis is then described by a succession of time steps. Each
pseudo-cycle of the loading can be sampled by, for instance, 10 time steps. Here takes place the
fine time scale of the strategy, the propagation law scale. The CTCP model, which constitutes the
propagation law of the strategy, is used on that scale. The second time scale is called the morphing
scale. The a priori model reduction used to decrease the computational cost of the finite element
problems, as well as the mesh morphing strategy are associated with that intermediate time scale.
Finally, the remeshing steps that occurs occasionally are associated with the coarse time scale,
naturally called the remeshing scale.

Remark 23 When the finite element model is remeshed, the crack front is geometrically the same
than just before the remeshing step, but the number and the positions of nodes that describe it may
have changed. In this respect, the internal variables of the CTCP model corresponding to the new
nodes must be interpolated from their values on the old nodes. In practice, this unidimensional
interpolation does not introduce much error on the variable values.

Once the time system outlined, the global algorithm can be introduced (see Figure 2.8 for an
illustration). Indeed, each of the three time scales corresponds to a different time loop of the algo-
rithm that allows coupling the components of the method. After an initialization phase, a nominal
mode I stress intensity factor (SIF) is computed. For that step, a linear elastic finite element prob-
lem corresponding to the current crack configuration is set up. It is solved, submitted to a nominal
load, and the corresponding nominal SIF is extracted by means of the interaction integral method
presented in section 1.6. Here, at the propagation law time scale, a loop on the time steps is con-
ducted. The model being linear, the nominal SIF is multiplied by a suitable constant to describe
the spectrum loading prescribed to the structure. The obtained corrected SIF is given as an input
to the CTCP model (in terms of ϕ

2
, refer to section 4.4.2 of chapter 2), which incrementally com-
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putes the plastic state at crack tip and deduces the crack advance. It is emphasized that during this
process, there is neither updating nor solving of the finite element model. In fact, it is considered
that for a short crack propagation around the current crack position, the nominal SIF variation is
too small to be captured by an update of the finite element model. Since in practice, one time step
corresponds to a crack advance of only a few micrometers, the computation of the crack growth
corresponding to several time steps can be conducted with a constant nominal SIF. This explains
the separation of the different time scales, and the link between time and spatial scales through
the propagation rates.

At some point, when the crack has grown enough, the current nominal SIF must be updated.
This decision can be based on geometrical considerations, for instance a criterion on the propaga-
tion distance regarding the crack tip element size, or even on more numerical aspects like building
a local derivative of the SIF value with respect to the propagation distance. In this respect, the
mesh is morphed in order to be consistent with the newly computed crack front position. The up-
dated finite element model is solved and a modified nominal SIF is extracted. These are basically
the operations handled at the morphing time scale. The reader’s attention is put on the fact that
this decision of updating the finite element model is quite empirical and thus does not provide any
guarantee on the final result of the crack propagation simulation. Indeed, estimating if the finite
element model has been updated often enough is a complicated task. In this respect, an adaptive
strategy overcoming that difficulty is presented in section 1 of chapter 3.

In addition to that, the a priori model reduction logic is applied to the resolution of the suc-
cessive finite element problems. So, at the early stage of the propagation, the solutions of the
finite element problems are computed in the usual way by either a sparse or a preconditioned
conjugate gradient solver, and the mode I stress intensity factors are extracted from the obtained
solution fields. At the same time, the corresponding displacement solution vectors are stored
and orthogonalized to build the reduced basis shape functions, following the methodology de-
scribed in section 3. Once this reduced basis is rich enough to span the solution subspace, the
displacement solution vectors are no more computed exactly by means of a classic solver, but
rather approximated as linear combinations of the reduced basis shape functions, using the pro-
jection proposed in Equation (2.27). The stress intensity factors are then computed using those
approximate solution vectors. As a consequence, if the successive displacement solution vectors
are contained in a low-dimensional subspace, and hence that the reduced basis happens to be of a
low dimension, the computational complexity of each time step decreases drastically.

As mentioned above, the mesh morphing technique is a key component of the method, how-
ever it induces distortion of the finite element mesh. In addition, the applicability and the ef-
ficiency of the model reduction technique highly depend on the quality of the computed mesh.
Thereby, the validity of the finite element computations must be ensured at each step. For that pur-
pose, in conjunction with mesh metrics, the indicator on the domain invariance of the interaction
integral proposed in section 2.2 of chapter 1 is extensively used.

Furthermore, it is worth highlighting that the proposed methodology, although it is presented
here on examples of crack loaded in mode I only, can be extended to mixed mode solicitations.
Under such solicitations, a growing crack bifurcates and does not stay in its initial plane. In
this case, the main complexity would come from the morphing of the finite element mesh onto
complicated, kinked geometries. If the crack does not bifurcate too often, such as under mixed
mode, yet proportional loading for instance, this morphing difficulty can be overcome. After that,
there is no specific difficulty in applying the model reduction method to this type of computations.
All the same, the efficiency of such reduced basis approaches might probably be lower than in
the mode I case, because in those more complex cases, the approximate solution subspace may
be of a higher dimension. Anyway, the additional cost brought by the use of the proposed model
reduction technique on problems for which it is not efficient is marginal. In this respect, attempts
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Figure 2.9 Normalized CT sample geometry in millimeters (a) and the associ-
ated finite element model (mesh and boundary conditions) (b).

of applying it on any type of crack propagation computation can always been envisaged.
The complete methodology, mainly constituted by the equivalent CTCP model, the mesh mor-

phing technique and the reduced basis approach, has been fully implemented in the commercial
finite element software ANSYS. Results on the accuracy of the a priori model reduction strategy,
as well as estimations of the dimensions of relevant reduced solution subspaces and several details
on the management of the reduced basis are presented in the next section, for both 2D and 3D test
cases.

6 Examples

6.1 Stress intensity factors computation using the reduced basis: 2D CT
sample

The main objective of this example is to demonstrate the usability and the accuracy of the re-
duced basis methods applied to fracture mechanics. The reader’s attention is put on the fact that
the methodology used here is not in any way the one described in section 3. However, the rele-
vance of the reduced basis techniques in crack growth analysis is emphasized in this example by
showing that the subspace containing the solutions of such an evolution problem is of relatively
low dimension [GAL 09b].

The considered problem is a crack growing in a normalized Compact Tension (CT) test
specimen. The dimensions of the sample presented on Figure 2.9(a) are extracted from the
ASTM E 399 standard [AST 09]. The thickness B of the specimen is of 30 mm. The sample
is modeled by a 2D finite element analysis under plane strain assumption. The model is dis-
cretized with quadratic quadrangles and triangles, leading to solve for 9132 degrees of freedom.
In order to prevent rigid body motion, 3 degrees of freedom are fixed (see Figure 2.9(b)). The
sample is loaded by traction forces F of 450 N in both pin holes. The corresponding pressure
load P to be prescribed to the finite element model is assumed to be uniform and is computed
such as:

P =
F

Φ ·B
(2.53)

where Φ is the diameter of the pin holes. The chosen material behavior is linear elastic, with a
Poisson’s ratio of 0.3 and a Young’s modulus of 210 GPa.
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(a) (b)

Figure 2.10 Element distortion metric of the shortest (a) and longest (b) morphed
mesh of the compact tension specimen.

The simulation consists in building a reduced basis of the crack growing from 10 mm to
30 mm. All along that propagation, the geometrical updates are handled by a mesh morphing
technique. The evolving geometry of a 2D crack propagating in mode I is easily predictable since
it depends in fact on only one parameter: the crack length. For this reason, the mesh morphing
of this test-case is computed in advance, in a preliminary analysis. It is highlighted that pre-
computation of the morphing solution is possible only for this type of very simple test-cases.
Indeed, this procedure is applied to this preliminary example for demonstration purpose only, and
a more general one will be used for the tridimensional examples (see sections 6.2 and 6.3). For
that purpose, the CT sample is first meshed with a crack length of 20 mm and then this initial mesh
is morphed to be able to span every crack length between 10 mm and 30 mm. During those mesh
modifications, special attention is paid to minimize the distortion of the elements surrounding the
crack tip, in order to ensure the accuracy of the finite element resolutions. To illustrate that point,
a measure of the distortion between the initial, non morphed mesh and the morphed mesh for the
shortest and longest crack lengths is presented on Figure 2.10. Once the morphing is ready, a
few displacement solution vectors are computed for different crack lengths, by a standard sparse
solver. Those vectors are orthogonalized and stored to build the reduced basis shape functions. In
this example, 4 displacement vectors are used, constituting a reduced basis of dimension 4. They
correspond to the following crack lengths: 10 mm, 16.66 mm, 23.33 mm and 30 mm. After that,
the displacement solution vectors are no more computed exactly by means of a classic solver,
but rather approximated as linear combinations of the reduced basis shape functions, using the
projection proposed in Equation (2.27). As a consequence, the computational complexity of each
resolution decreases drastically.

During the propagation, the interaction energy integral method presented in section 1.6 is used
to compute the mode I stress intensity factor from the approximate solution fields. An analytic
formula, function of the geometry and of the loading, is also available to compute the mode I
stress intensity factor K1 of a CT sample [BUI 78]:

K1 =
F

B
√

W

2 + a/W
√

1−a/W

[
0.886 + 4.64

( a
W

)
−

13.32
( a
W

)2
+ 14.72

( a
W

)3
−5.6

( a
W

)4
] (2.54)

where a is the crack length and W the specimen width. In order to assess the accuracy of the pro-
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Figure 2.12 Geometry of the cracked tension sample in millimeters (a)
and the associated finite element mesh (b).

posed reduced basis approach, a comparison between the mode I stress intensity factor computed
from the approximate solution vectors and the analytical solutions from the ASTM standard is
shown on Figure 2.11. The stress intensity factor obtained from the complete, classical finite ele-
ment resolutions is proposed as well. Since all these results are very similar, the associated curves
are mostly superimposed. Compared to the analytical solution, the numerical results, computed
either with the reduced basis approach or with full finite element resolutions yield relative errors
of the same order.

All in all, the reduced basis of dimension 4 allowed keeping the relative error on the stress
intensity factors under 0.42%. To conclude, the a priori model reduction allowed performing
only 4 full finite element resolutions for that crack propagation analysis, hence providing sub-
stantial computational complexity reduction.
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(a) (b)

Figure 2.13 Von Mises stress solution of the surface crack in a tension
sample for the initial (a) and final (b) propagation step.

6.2 Surface crack in a 3D tension sample

On this first tridimensional problem, the global strategy of coupling an a posteriori reduced order
model of the localized non-linear effects at the crack tip and an a priori reduced basis approach
for the evolving linear displacement fields in the structure is tested. For this purpose, a surface
crack is introduced in a beam of square cross-section under tension. The beam height is of 50 mm
and its sides lengths and widths are of 20 mm. A tension pressure P of 100 MPa is applied on
the top and bottom faces of the sample. The initial crack is semicircular of diameter 4 mm, and
it is solicited in mode I (see Figure 2.12 for details). The sample is discretized with a quadratic
mesh, constituted approximately of 2/3 of hexahedra and 1/3 of tetrahedra, pyramids and wedges.
In particular, quadratic wedges and hexahedra are used around the crack front in a specific radial
mesh pattern and a layer of pyramids make the transition between hexahedral and tetrahedral
elements. The first contour of element around the front has a characteristic size of 65 µm. To
prevent rigid body motion, 6 appropriate degrees of freedom are fixed in the plane of the crack,
and the whole model is constituted of 239406 degrees of freedom. At the finite element level, the
material behavior is linear elastic, with a Poisson’s ratio of 0.3 and a Young’s modulus of 200 GPa.
From the finite element resolutions, a nominal mode I stress intensity factor is computed. Since
the model is linear, this nominal stress intensity factor is multiplied by a suitable constant to
simulate a cyclic loading of the sample, oscillating between 0 and 680 MPa.

The main objective here is to estimate the size of the reduced basis for a 3D test-case. The
crack propagates according to the crack tip condensed plasticity model laws, providing realistic
geometric configurations of the front. Indeed, the crack front does not stay circular along the
propagation, but rather tends to an elliptical shape. Indeed, solicited in pure mode I, all along
the propagation, the crack will grow in its initial plane. However, the crack front is absolutely
free to deform, and hence will not remain circular but rather tend to an elliptical shape. The
displacement fields and the stress intensity factors are updated at each time that the maximum
propagation along the front reaches 50 µm. The geometry itself is updated using mesh morphing
techniques, to avoid remeshing. The mesh morphing allowed to increase the characteristic crack
length to up to 2.6 times its initial value. The initial and final configurations of the tension sample
are presented on Figure 2.13, and close-ups of the corresponding morphed mesh around the crack
front are shown on Figure 2.14, on which the color chart refers to the usual von Mises equivalent
stress. The a priori model reduction is not used as such in that example. Indeed, at each finite
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(a) (b)

Figure 2.14 Close-ups of the initial (a) and final (b) morphed mesh around
the crack front of the tension sample.

element update, the problem is solved by a preconditioned conjugate gradient solver.
All along the crack propagation, which represents 26435 loading cycles and 528700 time

steps, 60 updates of the finite element model are conducted. To estimate the dimension of the
subspace spanned by these solutions, the singular value decomposition of the matrix constituted
by this set of vector is computed. This amounts to estimating the dimension of the reduced
solution subspace, and hence of the reduced basis associated with that test-case. The singular
values of that decomposition are normalized by the sum of the 60 obtained values, and plotted on
Figure 2.15. As a matter of fact, they are decreasing fast since the sixth normalized value is less
than 10−5. Furthermore, considering the sum of the five first normalized singular values, it comes
that a basis constituted by the five first singular vector will contain 99.99929% of the information
contained in the 60 singular vectors.

It is emphasized that building a basis of the reduced solution subspace by singular value de-
composition of the set of displacement vectors corresponding to the whole crack propagation
range constitutes an a posteriori model reduction. Moreover, an efficient approach should take
into account the notion of temporal history and sequentiality introduced by the propagation phe-
nomenon. In this respect, matching the methodology described in section 3, an a priori reduced
basis is set up.

To demonstrate that the main characteristics of the solutions fields can be captured from the
early stage of the propagation, the five first computed solution displacement vectors

(
utn

)
n=1, ...,5

are incrementally normalized and orthogonalized by a Gram-Schmidt procedure. This allows
building an orthonormal basis of dimension 5 of the subspace spanned by these vectors. For
illustration purpose, the process was extended to the whole set of 60 vectors and the Euclidean
norm of the obtained shape functions ζi are plotted on Figure 2.15. The rapid decrease of these
norms can be noticed. In a second step, each solution vector is projected on the reduced basis of
dimension 5. The obtained projection constitutes an approximate displacement vector ũtk such
as:

ũtk =

5∑
i=1

λi ·ζi (2.55)

Finally, a projection error ηk is computed, as the relative error between the exact displacement



88 A computational strategy for 3D fatigue crack growth in small scale yielding conditions

1e-009

1e-008

1e-007

1e-006

1e-005

0.0001

0.001

0.01

0.1

1

0 10 20 30 40 50 60

V
al

ue

Singular value number / Vector number

Normalized singular value
Gram-Schmidt process residue

Figure 2.15 Normalized singular values of the set of 60 successive displacement solution
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Figure 2.16 Global relative error between the exact displacement solution and its
approximate counterpart in the basis built on the 5 first solution vectors.

solution and its approximate counterpart:

ηk =
‖ utk − ũtk ‖2

‖ utk ‖2
(2.56)

the chosen norm being the Euclidean norm. The projection error for the 60 solution vectors are
plotted on Figure 2.16. Obviously, the errors corresponding to the five first vectors are very small,
less than 10−14 because the vectors are contained in the considered reduced solution subspace.
Then, the error climbs up smoothly from 5.23× 10−7 for the sixth vector to 7.03× 10−3 for the
sixtieth and last vector. Thereby, the displacement solution, all along the propagation range, can
be represented with less than 0.7% of error by a basis built on the 5 first solution vectors. In this
respect, we can reasonably expect the relevant reduced basis for this particular test case to be of a
very low dimension.

It is worth highlighting that one of the essential conditions to make the a priori model reduc-
tion efficient, and in practice build reduced basis of low dimensions, is the use of mesh morphing
techniques for the geometrical updates. Indeed, it allows to take advantage of the very power-
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(a) (b) (c)

(d) (e)

Figure 2.17 The five first orthogonalized solution displacement vectors of the
tension sample, projected on the initial mesh.

ful “self-similarity” property of the cracks in linear elastic media. Since the displacement field
around the leading edge of a crack always takes the same well known singular form, it can always
be projected onto the surrounding of another crack front, of the same topology but with different
length and shape. A second important condition for the efficiency of the reduced basis approach
is a property which can be called spatial scales separability. Indeed, at least two different spa-
tial scales coexist in a cracked model: the global scale of the structure and the local scale of the
crack. For a considered application, in order to behave well with respect to the model reduction
approach, those scales need to be separable. In other words, the modifications of the global dis-
placement field induced by the propagating crack must remain localized around the front, so that
the global behavior of the structure can be captured by a very few shape functions. It is typically
the behavior of the tension sample considered here. To illustrate this, the five first shape functions
built with this test-case are shown on Figure 2.17. Remember that the displacement fields are
computed on different meshes, according to the crack propagation. Here, the shape functions are
presented projected on the initial mesh although only the first one was computed on this mesh.
Clearly, the three first shape functions capture the global form of the displacement fields, whereas
the subsequent ones (for instance the fourth one here) allow to enhance the precision of the re-
duced basis by describing local modes close to the crack front. In general, the higher the order of
a shape function, the more localized on the front its mode. Those points about the morphing as
an essential component of the method and the spatial scale separability are extensively discussed
in section 7.
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Figure 2.18 Geometry of the “H” block in millimeters (a) and the associated
finite element mesh (b).

6.3 Surface crack in a 3D “H” block

The purpose of this case is to test the whole strategy on more complicated problems, tridimen-
sional geometries which induce modifications of the global shape of the crack front during its
growth. Indeed, if the front shape really evolves from one propagation step to another, meaning
that the crack is not growing by some kind of homothetic transformations, the displacement solu-
tion fields in the part will evolve as well. This is precisely what is likely to happen in an industrial
problem. However, in that type of analysis, one can wonder if the data contained in the successive
displacement solution vectors will compress well and hence if the a priori model reduction will
be efficient. Conclusions on that point are presented hereinafter.

The crack is grown in a solid block whom section recalls the form of the letter “H”. The
model is symmetric and a pressure P of 100 MPa is applied on the four horizontal planes of the
top and the bottom of the part (Figure 2.18). An initial semicircular crack of diameter 4 mm is
introduced in a symmetry plane of the block, in such a way that it is solicited in mode I. The ge-
ometry of this test-case, somehow artificial, was chosen because the cuts of the “H” make a non
uniform stress configuration around the crack, leading to a fast evolution of the front shape along
the propagation. The external height, width and length of the specimen are of 20 mm. The sam-
ple is discretized with a quadratic hexahedral mesh containing approximately 30 % of quadratic
tetrahedra, pyramids and wedges. The whole model represents 288204 degrees of freedom. To
prevent rigid body motion, 6 appropriate degrees of freedom are fixed in the plane of the crack.
At the finite element level, the material behavior is linear elastic, with a Poisson’s ratio of 0.3
and a Young’s modulus of 200 GPa. As in the cracked tension sample example (see section 6.2),
a nominal mode I stress intensity factor is computed from the finite element resolutions. Again,
since the model is linear, this nominal stress intensity factor is multiplied by a suitable constant
to simulate a cyclic loading of the block, oscillating between 0 and 700 MPa.

The simulation consists in growing the crack following the growth rates provided by the crack
tip condensed plasticity model laws. A number of 77906 loading cycles and 1558120 time steps
are simulated. The finite element model is updated by our mesh morphing technique at each time
that the maximum propagation along the front reaches 50 µm. This leads to handle 65 updates.
The mesh morphing allowed to increase the characteristic crack length to up to almost 2.7 times
its initial value. For illustrating purpose, we present the von Mises stress results computed on the
initial and final configurations of the model (Figure 2.19(a)-(b)), as well as a superposition of the
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(a) (b)

(c)

Figure 2.19 Von Mises stress results computed on the initial (a) and final (b) configurations of
the model, and superposition of the corresponding crack plane meshes (c).

(a) (b)

Figure 2.20 Successive crack front configurations obtained during the simulation.
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initial and final crack plane meshes (Figure 2.19(c)). On that last figure, the color chart represents
the nodal displacement during the morphing process. The initial crack plane mesh is totally blue
since it has not undergone any modification. Although the crack front shape really evolves during
the simulation, the high quality of the radial mesh around the front is preserved. In addition, the
successive crack front configurations obtained during the simulation are shown in Figure 2.20.

At each update of finite element model, the interaction integral method presented in sec-
tion 1.6 is used to compute the mode I stress intensity factor from the solution fields. In addition
to that, the a priori model reduction logic is applied. The solution of the initial finite element
problem, corresponding to the first time step, is computed classically by a preconditioned conju-
gate gradient solver. For all the subsequent macro cycles, the displacement solution vectors are
approximated as linear combinations of the reduced basis shape functions, using the projection
proposed in Equation (2.27). A force residual is computed as described in Equation (2.31) to
check if the approximate solution fulfills the chosen quality criterion.

On Figure 2.21(a), the history of those residuals is shown. The precision ε of the force con-
vergence criterion is set to 10−3. Every time that the residual is higher than this criterion, the
reduced basis is considered to be incomplete. Consequently, the full finite element problem is
solved by a classical solver and from the obtained solution, an additional shape function is built
and added to the basis. This enriched basis allows to compute acceptable solutions for a few of
the subsequent macro cycles, until another unconverged step, at which the basis is enriched again.
To illustrate that process, the size of the problems solved all along the analysis are plotted on
Figure 2.21(b). When a full solve is needed, the problems are large, more precisely they are of
the dimension of the full finite element problem. On the contrary, if the solution can be found in
the reduced basis, they are quite small, that is, of the dimension of the reduced basis. In these
cases, the model reduction makes sense. Obviously, the data presented on this figure is only a
rough picture of the real computational times, because it does not include all the algebraic op-
erations used to build the reduced problem (for instance the matrix-vector products described in
Equation (2.30)). However, it gives a clear idea of the efficiency of the reduced basis approach
for this type of problems.

To conclude, for the specific problem of the cracked “H” block, the proposed global model
reduction strategy allowed to perform only 20 full resolutions of linear elastic finite element
problems, representing a little less than 1/3 of the 65 different problems used to compute the
crack propagation corresponding to 77906 loading cycles, taking into account the nonlinear crack
closure effects.

7 Model reduction and fracture mechanics: discussion around
the mesh morphing technique

7.1 The mesh morphing technique as a key component

In order to understand why the mesh morphing technique is a key component of the reduced basis
method when applied to crack propagation analysis, let us begin by an illustrating example. The
objective is to perform a crack growth simulation in a simple test-case, in which the geometrical
updates are handled by two different techniques: a method which is equivalent to remeshing and
the mesh morphing strategy. Then, in a post-processing step, the minimal size of an appropriate
reduced basis for the simulation will be computed, for both geometrical updates methods.

The chosen test-case is a 3D block in the middle of which a planar crack with a straight
front is inserted (see Figure 2.22(a)). The block length is of 100 mm, its height 100 mm and its
depth 80 mm. The initial crack length is 35 mm. The crack will be solicited in pure mode I since
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Figure 2.21 History of the residuals computed with the reduced basis (a) and of the size of the
problems solved (b) for the 65 macro cycles on the “H” block sample.
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Figure 2.22 Geometry, in millimeters, of the Tada’s crack configuration (a). Norm of the dis-
placement solution of the initial configuration on the meshes corresponding whether to the node
release technique (b) or to the mesh morphing technique (c).

tensile loading is applied on both the upper and lower faces of the block, by means of a 1 MPa
pressure. In addition, to prevent rigid body motion, 6 degrees of freedom are blocked in the
crack plane. This configuration is sometimes called the “Tada’s crack” in the literature. In the
simulation, 40 propagation steps are performed. Between each of them, the crack is grown by
a fixed value, constant along the front, of 1.5 mm. As a consequence, the crack front remains a
straight line all along the simulation, and the final crack length is of 95 mm. It is highlighted that
this simulation is very artificial, and that the chosen propagation has no physical meaning. Again,
the objective is to propose a very simple 3D propagation analysis.

In the first analysis, at the geometrical level, the cracked block is divided in two parts, symmet-
ric with respect to the crack plane. Both are discretized with a free tetrahedral mesh far from the
crack plane and a structured hexahedral mesh with significant refinement near that plane since the
smaller edge length of the elements in that zone is 0.5 mm. All the chosen elements use quadratic
shape functions. The two parts are linked together by bonded contact conditions on the crack
plane. These conditions are handled by a penalty algorithm and applied only on the part of the
surface corresponding to the crack plane in order to create the flaw. Consequently, the crack front
nodes are the nodes on which the contact conditions start to be applied. See Figure 2.22(b) for an
intuitive, visual explanation of the technique. All in all, this model is constituted by 166114 el-
ements, 399833 nodes and finally 1199499 degrees of freedom. To grow the crack, the contact
conditions are progressively released on the nodes of the front, “unbuttoning” the nodes. This
technique will be referred to as the node release technique in the remaining of this section. This
specific technique was chosen because it is absolutely equivalent to a remeshing approach, with
the advantage that the number of nodes is kept constant all along the simulation.
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(a) (b)

(c) (d)

Figure 2.23 Von Mises stress obtained during the crack growth simulation. Results are pre-
sented for both the initial and final configurations on the models using the node release tech-
nique (a) – (b) and the morphing technique (c) – (d).

In the second analysis, the model is discretized using quadratic elements: a free hexahedral
mesh far from the crack and a radial refined mesh around the front. The first row of elements at
crack tip is constituted by quadratic wedges with a smaller edge length of 0.5 mm. This version of
the test-case is constituted by 21573 elements, 89974 nodes and finally 269922 degrees of free-
dom. By the way, this type of meshing is far more efficient than the previous one since the same
crack tip refinement can be achieved with four times less degrees of freedom. During the simula-
tion, this mesh will be deformed using the mesh morphing technique to make the crack propagate.
The norm of the displacement solution computed on the morphing mesh and corresponding to the
initial crack configuration is presented on Figure 2.22(c).

For each of the 40 propagation steps of the simulation, the numerical solution to the mechan-
ical problem is solved using a preconditioned conjugate gradient solver. The obtained von Mises
stresses are presented on Figure 2.23, for the initial and final configurations of the propagation
and for both approaches (node release technique and morphing strategy). An important feature
of this analysis is that clearly, the same mechanical solution is obtained with both methods. The
obtained displacement solutions are then stored in two snapshot matrices, one associated with the
set

{
unr

i

}40
i=1

of solutions corresponding to the node release technique, and another one associated
with the set

{
umo

i

}40
i=1

corresponding to the morphing strategy. Those snapshot matrices are made
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Figure 2.24 Normalized singular values of the set of 40 successive displace-
ment solution vectors for the Tada’s crack problem.

following the general form:

A =


u1

1 u1
2 · · · u1

m

u2
1 u2

2 · · · u2
m

...
...

. . .
...

un
1 un

2 · · · un
m

 (2.57)

where the constant n would be the number of degrees of freedom of the model, dimensioned here
to 3 times the number of nodes, and m would be the number of snapshots, in the present case, 40.
Since with the two chosen methods the models are discretized with a constant number of degrees
of freedom all along the propagation, this step is straightforward. Once this is done, the singular
value decompositions of both matrices are computed.

The obtained singular values are plotted on Figure 2.24. They are all normalized by the sum
of the 40 singular values. Looking at the decreasing rate of the singular values, it is clear that the
two curves behave very differently. The singular values associated with the node release approach
are decreasing slowly, then stagnating around 10−4. That means that the information contained
in the set

{
unr

i

}40

i=1
does not compress well. Indeed, the lower bound of the Kolmogorov k-width, as

well as the minimal error induced by the reconstruction of the solutions using a truncated basis at
order k is related to the sum of the (m− k) singular values of order greater than k. Consequently,
for this simulation, approximating the set of solutions by a low dimensional linear subspace will
not be possible without a significant loss of accuracy: a classical reduced basis approach will
not work. On the contrary, the singular values which are associated with the morphing technique
are decreasing very fast since for instance the ninth singular value is less than 10−8. Hence the
displacement solution vectors associated with morphing technique can be approximated with a
fairly good accuracy as linear combinations of a few basis vectors! This result finally encourages
to apply a reduced basis approach to this type of problems.

Let us introduce some explanations about the spectacular effect of the mesh morphing on this
problem. First of all, keep in mind that the regularity of the solution in the parameter dependency,
here the crack length, is a primordial feature so that the k-width decreases fast as k increases.
When computing solutions, and by extension reduced basis shape functions, on a spatially dis-
cretized problem, the obtained vectors are in the first place associated with the nodes. In a second
time, of course this mesh is representing a geometry and its underlying topology. In fracture me-
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chanics problems, relatively to the topology, there are basically three types of nodes: the nodes
which are beyond the crack front, and which “see” the tip stress singularity coming, the nodes
constituting the crack front itself, which undergo a singular behavior and finally the nodes in the
rear part of the crack, which are in a zone where the stress singularity is relaxed. The displacement
fields characteristics of each of these three node types are very different. With the node release
technique, the solutions, and consequently the reduced basis shape functions, are computed on
meshes with different topology since at each propagation step, the crack tip nodes contact condi-
tions are released. As a consequence, during the propagation, the nodes status changes: nodes that
are beyond the crack at the beginning become step by step crack front nodes and end in the rear of
the crack. Those strong and abrupt changes ruin the regularity hypothesis, and finally the solution
space cannot be approximated by a low dimensional subspace. In fact, the node release technique
associates to tightly the solution vectors with the configuration (i.e., geometry and topology) that
was valid at the time that they were computed.

By opposition, the mesh morphing approach allows to preprocess the solution vectors, making
them look much more similar. In fact, by definition the mesh morphing constitutes a stepwise
mapping ψ of the nodes coordinates, from an original domain Ωo to the current domain Ωc:

ψ : R3n −→ R3n

xo 7−→ xc

(2.58)

where the vectors xo and xc are the nodes coordinates in respectively the original and current
configuration. However, what is less intuitive is that, because the displacement solution vec-
tors ui are expressed in terms of nodal values, the morphing also provides naturally non-linear
mappings χi of these vectors from the original configuration on which they were computed to the
current configuration:

uc
i = χi

(
uo

i

)
(2.59)

the vectors uo
i and uc

i being the same displacement solution vectors, expressed respectively in
the original and current configurations. Doing so, the displacement solution vectors and by ex-
tension the reduced basis shape function are always expressed in a relevant coordinate system.
For instance, the singular fields around the crack tip are in fact expressed in the local coordinate
system that is moving with the crack front, whereas they were expressed in the global Cartesian
coordinate system with the node release approach. This approach has proved to be efficient for a
number of problems, however, it has to face some limitations which are presented in section 7.2.

The proposed mesh morphing approach allows to artificially smooth the solution manifold,
so that it can be approximated by a linear vector space, however it does not guarantee the low
dimension of that subspace. Indeed, a smart preprocessing and model reduction technique can
help to reveal the most hidden characteristics of a data set, however, no matter how smart it is,
the reduction will be efficient only if the intrinsic dimension of that set is low. Fortunately, a very
powerful “self-similarity” property exists for cracks in linear elastic media, and this approach
allows to take advantage of it. Indeed, the displacement field around the leading edge of a crack
is complex relatively to the spatial coordinates, but it always takes the same well known singular
form (refer to section 1.3 of chapter 1), making its evolutions with respect to time quite smooth.
Consequently, it is possible to express this singular field as a linear combination of a few basis
vectors. Against all expectations, fracture mechanics in linear elastic media hence appears to be a
good candidate to reduced basis approaches! The mappings χi defined above are then projecting
the computed solutions uo

i onto the surrounding of another crack front, of the same topology but
with different length and shape, building artificial solutions similar to the expected one.

Conducting preprocessing actions to make the solutions look alike as already been pointed out
as a very efficient technique to diminish the Kolmogorov n-width in various papers. It was applied
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to quantum chemistry, in which the solutions present some singularities at the position of the
nuclei. To build the reduced basis, the solutions were expressed somehow “centered” around these
nuclei [CAN 07]. A similar strategy was also performed in the context of parameterized domains,
solving for the steady Stokes problem. The solutions were mapped to a reference domain in order
to compute the reduced basis shape functions properly [LØV 06].

From a general point of view, coupling a classical model reduction approach and the morphing
technique constitutes in fact a nonlinear dimensionality reduction technique [LEE 07, FOD 02].
Indeed, it is somehow similar to the so-called Kernel PCA strategy [SCH 97]: the snapshots are
obtained in an observation space, in which they cannot be approximated by a low dimensional lin-
ear subspace. Then in a second time they are mapped to a feature space in which a classical PCA
is conducted more successfully. The nonlinear dimensionality reduction (NLDR) techniques, also
called manifold learning methods, are innovative tools widely used in the fields of data analysis,
data mining and machine learning. They aim at providing a way to understand and reveal the
structure of complex data sets. Indeed, it is clear that sometimes the traditional methods such
as PCA do not success in unfolding the intrinsic dimension of a set because they are based on
linear models. On the contrary, the NLDR methods are relatively recent since they emerged in
the late 1990’s, and treat the data in a nonlinear way, opening new possibilities. To the best of our
knowledge, for the moment, those methods have not been applied as such in the field of reduced
basis and model reduction. In this respect they might deserve to be studied a little more.

To finish with this comparison of the node release technique versus the morphing approach,
some of the obtained SVD modes are presented on Figure 2.25 for the node release approach and
on Figure 2.26 for the mesh morphing technique. Remember that the displacement fields were
computed on different meshes, according to the crack propagation. Here, the shape functions are
presented projected on the initial mesh although only the first one was computed on this mesh.
As a matter of fact, for both techniques, the very first modes of the SVD are able to capture
the global characteristics of the displacement solutions corresponding to the whole propagation
simulation. After that, the subsequent modes are providing more local information about the crack
tip fields. In general, the higher the order of a shape function, the more localized on the front its
mode. It is apparent that the higher order shape functions obtained on the model which uses the
mesh morphing technique contain more artifacts and perturbations than the corresponding shape
functions of the model with the node release strategy. However, in the present situation, this does
not constitute a real problem since the SVD modes to which they are associated correspond, in the
morphing case, to singular values that are less than 10−7. This means that those shape functions
would have a very low influence on the solutions that would be computed using their associated
reduced basis, and even that, in practice, they would probably not be retained in the reduced basis.
Nonetheless, some hints to explain this phenomenon will be introduced in the next section.

7.2 Limitations

To illustrate the type of limitations that have to be faced, let us introduce a new illustrating test-
case. It is very similar to the one presented in section 6.2, except that this time, the surface
crack is introduced in a 3D beam of circular cross-section (see Figure 2.27). This beam height is
of 50 mm and the diameter of its section is of 10 mm. It is put under tensile loading by means of
pressure of 180 MPa is applied on both its top and bottom faces. The initial crack is semicircular
of diameter 4 mm, and it is thus solicited in mode I. The sample is discretized using a quadratic
mesh of 268 746 degrees of freedom. At this point, the crack is grown using the CTCP model
and the morphing technique. The finite element model is update at each time that the maximum
propagation along the crack front reaches 100µm, leading to compute 20 propagation steps. The
displacement solutions and von Mises stresses obtained on the initial and final configurations of
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(a) First SVD mode (b) Second SVD mode

(c) Third SVD mode (d) Fourth SVD mode

(e) Fifth SVD mode (f) Sixth SVD mode

Figure 2.25 Six first modes of the singular value decomposition of the displacement solution
vectors computed with the node release approach.
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(a) First SVD mode (b) Second SVD mode

(c) Third SVD mode (d) Fourth SVD mode

(e) Seventh SVD mode (f) Eighth SVD mode

Figure 2.26 Some of the first modes of the singular value decomposition of the displacement
solution vectors computed with the mesh morphing technique. The modes are presented projected
on the initial mesh.
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Φ10

50

Figure 2.27 Geometry, in millimeters, of the crack in a cylindrical sample.

(a) (b) (c) (d)

Figure 2.28 Norm of the displacement solution for respectively the initial (a) and final (b)
configurations, and associated von Mises stresses (c) – (d).

this cylindrical tension sample are provided on Figure 2.28(a). The same results are also presented
on the cross-section of the sample located on the crack plane Figure 2.30.

As a matter of fact, the general shape of the solution fields on initial and final configurations
are fairly similar, and anyway not much different that the initial and final fields of the rectangu-
lar tension sample are (section 6.2). Consequently, one would reasonably infer that the intrin-
sic dimension of the solution manifold for that cylindrical beam test-case should not be much
higher than the one of the rectangular sample. For all that, the singular value decomposition of
the cylindrical sample snapshot matrix is computed, and an orthonormalization of the snapshots
is conducted by means of a Gram-Schmidt process as well. The resulting normalized singular
values, and the norm of the Gram-Schmidt basis vectors are plotted on Figure 2.29. As a mat-
ter of fact, the singular values are stagnating around 10−5, and the norm of the Gram-Schmidt
shape functions around 10−4, meaning that the information contained in those snapshots cannot
be compressed, nor approximated by a space of low dimension. A visual manifestation of this
phenomenon can also be provided, plotting the shape functions resulting from the Gram-Schmidt
process (see Figure 2.31). The vectors are presented projected on the initial mesh. The shape
functions do not localize around the crack front, as it was the case for all the previous test-cases
presented in this typescript. Rather, they are quite irregular and artifacts appear, enriching the
basis in zones far from the crack.

A first hint to explain these deceptive results is coming from the analysis of the non-linear
mappings χi of Equation (2.59). Those are the straightforward mappings provided by the mesh
morphing allowing to map the displacement solution vectors, and by extension the reduced basis
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Figure 2.29 Normalized singular values of the set of 20 successive displacement solution
vectors and residual of the Gram-Schmidt process during their orthogonalization.

shape functions as well, from the configuration on which they were computed to the current
configuration of the cracked sample. In fact, this mapping approach is very simple since it only
consists in letting the nodal values of the solution vectors be expressed without any modification
on all the successive deformed meshes. However, its major drawback is that it does not ensure
that the mapped field exhibit the same characteristics as the initial ones. To put it another way, it
does not preserve important features such as the divergence or the orientation of the vector field
with respect to the external boundaries of the studied body. Indeed, the solution fields of a specific
geometric configuration Ωo belong to its associated solution spaceU (Ωo). An efficient mapping
should hence guarantee that the transformed fields to the current configuration Ωc are projected
onto its associated solution spaceU (Ωc), which is not the case with the method proposed in this
typescript. A solution to alleviate this type of difficulty is to choose a more appropriate, yet more
complex mapping, such as for instance a mapping based on the Piola transformation, as it has
been pointed out in a some papers [LØV 06, DEP 10]. However, it has also been shown that
computing precisely a discrete Piola transformation is particularly complex.

A second hint appears through a refined analysis of the solution displacement fields evolutions
along the propagation. For that purpose, several vector plots of these displacement fields are pro-
vided on Figure 2.32. They are presented on the cross-section of the sample located on the crack
plane, and the size of the plotted vectors is scaling with the magnitude of the displacement fields.
First, the displacement solution of initial crack configuration is plotted on its corresponding mesh
(see Figure 2.32(a)). The displacement vectors are mainly pointing toward the center of the sam-
ple. This is basically the expected behavior of a cylindrical sample under tension with a small
crack or even without any crack. Indeed, because of the Poisson effect, the displacement field
is not oriented only along the longitudinal direction, but also toward the center of the specimen.
In the symmetry plane of the sample, only the radial component is visible. After that, the same
initial displacement field is mapped to the final crack configuration and shown on the final mesh
(Figure 2.32(b)). In spite of the naive mapping that has been used, the initial field can be easily
recognized. This mapped vector constitute in fact the first of the shape function that would be
used in a reduced basis approach to compute the displacement solution of the final configuration
as a linear combination of the previous solution vectors. Finally, the displacement solution corre-
sponding to the final crack position is presented on the final mesh on Figure 2.32(c). Clearly, the
characteristics of the shape function of Figure 2.32(b) is not matching those of the final solution



Model reduction and fracture mechanics: discussion around the mesh morphing technique 103

(a)

(b) (c)

(d) (e)

Figure 2.30 Intensity of the von Mises stresses for respectively the initial (a) – (b) and final (c)
configurations, and norm of the displacement solution (d) – (e). The results are presented on the
cross-section of the sample located on the crack plane.
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(a) First shape function (b) Second shape function (c) Third shape function

(d) Fourth shape function (e) Fifth shape function (f) Sixth shape function

Figure 2.31 First shape functions obtained by applying a Gram-Schmidt process on the displacement
solution vectors of the round bar test-case. The shape functions are presented projected on the initial mesh.

(a) (b)

(c)

Figure 2.32 Displacement vectors presented on the cross-section of the sample located on the crack
plane. The size of the vectors is scaling with the magnitude of the displacement. Initial solution
presented on the initial crack configuration (a). Initial solution mapped to the final configuration (b).
Final solution presented on its corresponding final crack configuration (c).
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(a) (b)

(c) (d)

Figure 2.33 Displacement vectors presented on the cross-section of the samples located on the crack
plane. The size of the vectors is scaling with the magnitude of the displacement. The results are
presented for both the rectangular tension sample test-case, and the Tada’s crack case. First, the ini-
tial solutions are presented on their corresponding initial crack configurations (a) – (c), then the final
solutions are shown on their corresponding final configurations (b) – (d).

field. Indeed, the grown crack had an effect on the whole displacement field distribution, and the
vectors are no more pointing toward the center of the sample, but rather toward the crack itself. In
fact, during its propagation, the crack had a large scale effect on the solution field. The evolving
crack generates a global effect on the structure. This means that, in this problem, there is no
“separability” of the scale of the structure and the scale of the crack. The reduced basis method
is hence perturbed by this observation.

In fact, reaching the latter conclusion would have been a trivial task if it would have sufficed
to compare a characteristic length of the crack to a characteristic dimension of the structure
(the cylinder radius for instance) in order to predict the reduced basis bad behavior. Obviously,
the larger the crack compared to the scale of the structure, the larger its perturbation effects.
Unfortunately, this is not that evident to classify the problems that will behave bad with re-
spect to a reduced basis approach (such as the cyclindrical sample) from those which will be-
have well. Indeed, the other test-cases presented in this typescript (namely the rectangular ten-
sion sample of section 6.2 and the Tada’s crack of section 7.1) behave well even with a ratio
crack size / structure size comparable or higher than the one of the cylindrical sample. To illus-
trate that point, a similar analysis of the solution displacement fields has been conducted for those
test-cases. Hence, on Figure 2.33, the initial displacement field presented on the initial config-
uration, as well as the final field on the final configuration are plotted, for both the rectangular
tension sample and the Tada’s crack. The fields of the rectangular tension sample are rather diffi-
cult to grasp because they are pointing toward a node fixed to avoid rigid body motion during the
computations. However, as a matter of fact, the crack become large, but the solution fields do not
evolve very much during the propagation. Considering the Tada’s crack field evolutions, again it
is very clear that all along the propagation, the obtained displacement field remain very similar.
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To conclude on that point, the statement on the good or bad behavior of a specific test-case
with respect to the reduced basis approach should be qualified because the proposed reduced
basis method exhibit some convergence properties. In other words, it always exist a small enough
propagation range in which the method will be efficient. In addition, the extra cost brought by
the use of the proposed model reduction technique on problems for which it is not efficient is
marginal. In this respect, attempts of applying it on any type of crack propagation computation
can always been envisaged. Finally, indicators allowing to estimate a priori the quality of the
behavior of a test-case with respect to a reduced basis approach would be really handy, and it
could be an interesting perspective for future work.

7.3 Some perspectives with or without using mesh morphing

Recently, some innovative works have emerged around the long known Williams’ series expan-
sion of the crack tip singular fields [WIL 57]. Basically, these approaches consist in projecting
the near tip displacement field of a crack onto the basis provided by a truncated Williams’ ex-
pansion. This has been done in the context of elastic-plastic experimental cracks [HEN 10],
and in the framework of enriched finite element methods by means of specific crack tip enrich-
ments [LIU 04], or by means of local analytic patches glued to the rest of the structure whether by
partitioning the energy within an overlapping zone (Arlequin method) [RÉT 10] or by an integral
matching technique (Mortar framework) [PAS 10]. In the latter approach, the truncated Williams’
basis constitutes a reduced subspace in which the crack tip displacement field is sought during
the resolution of the mechanical problem. It has been shown that the obtained approximation is
of a fairly good quality. Furthermore, the stress intensity factors being some coefficients of the
series expansion, this type of method enables their direct evaluation, without any postprocessing
step. The link with the reduced basis strategy proposed in this typescript is clear. Indeed, one
can imagine to build a multiscale reduced basis, with some shape functions capturing specifically
the phenomena associated with the global scale of the structure, and some other describing the
local behavior of the crack, hence adapted to its local scale. For that purpose, the global shape
functions would be obtained by some finite element computations, whereas a good candidate for
the local functions seems to be these analytic Williams’ series. Such an approach would enable
to introduce an identified physical content into the reduced basis framework. This point of view
is encouraged by the behavior of the reduced basis shape functions provided along with the ex-
amples of this typescript. Undeniably, for the cases in which reduced basis approach performs
well, the two spatial scales mentioned above appear when the shape functions localize around the
crack front.

Another perspective for this work might be trying to avoid the use of the mesh morphing
technique. Indeed, in the current approach, it is undoubtedly of a key importance. However,
looking at the shape functions associated with the Tada’s crack problem modeled by the node re-
lease approach reveals interesting features. These shape functions, obtained by a Gram-Schmidt
orthonormalization process on the computed snapshots, are plotted on Figure 2.34. Since an
incremental orthonormalization technique has been used, the first shape function is in fact the ini-
tial displacement solution vector which has only been normalized. As a matter of fact, the second
shape function is already localizing strongly on the crack front. Finally, all the subsequent vectors
consist in an extremely local information at the location of the crack front and a nil displacement
elsewhere. A close-up of the third shape function is proposed on Figure 2.35. An appropriate
plotting scale is chosen to provide a understandable deformation. The nodes corresponding to
the location of the crack front at the third propagation step (the step associated with the obtained
shape function) undergo a vertical displacement similar to an opening of the crack. The adjacent
nodes at the rear of the crack are moved so that the crack faces interpenetrate. Besides being very
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local, the shape functions are very similar. This second feature allows to envisage a model reduc-
tion technique without the use of the mesh morphing, and the coupling with methods adapted to
crack propagation, such as the extended finite element method for instance [MOË 02]. Indeed,
once the first fully localized shape function (thus the third shape function here) is obtained by a
detailed computation, all the subsequent ones could have been built by mapping the small local
zone containing the information onto the surrounding of the moving crack, in other terms, express
this local information in the moving local basis linked to the crack front. Moreover, the first shape
functions could have been used to describe the global behavior of the structure. The advantage
of using the extended finite element method is that no remeshing is involved, so that the global
shape functions would not have to be mapped onto various meshes during the propagation. As
a final remark, this envisaged strategy is absolutely not straightforward, because a some issues
would have to be solved. For instance, prescribing the correct displacement to the enriched crack
nodes. However, it might be an interesting path for future work.
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(a) First shape function (b) Second shape function

(c) Third shape function (d) Fourth shape function

(e) Fifth shape function (f) Sixth shape function

Figure 2.34 Six first shape functions obtained by applying a Gram-Schmidt process on the displace-
ment solution vectors computed with the node release approach. Notice that the shape functions four
to six, yet very similar, are different since the perturbation is not located around the same node.

Figure 2.35 Close-up of the third shape function obtained by applying a Gram-Schmidt process
on the displacement solution vectors computed with the node release approach. The pictured area
corresponds to the nodes near the crack front location at the third propagation step of the simulation.
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1 The adaptive strategy

1.1 Introduction

The crack growth simulation strategy proposed in section 5 of chapter 2 allows the coupling of
four main components. Namely, the CTCP model to compute the crack propagation rates, the
reduced basis method to speedup the numerous linear elastic calculations necessary to the simu-
lation, the mesh morphing technique for the geometrical updates of the finite element problems
and finally a remeshing technique used when the mesh is too distorted by the morphing process.
Those components are coupled via three different time scales, each of them corresponding to a
different time loop in the algorithm.

Remind that on the propagation law time scale, the incremental computation of the crack
propagation by the equivalent plasticity model does not take into account the evolutions of the
stress intensity factor due to the modification of the sample geometry. However, at some point,
when the crack has grown enough, the nominal SIF must be updated. For that purpose, the finite
element model is updated by a morphing process and a new resolution is conducted. The major
difficulty of this first strategy is to decide when this update must be performed, based on the crack
growth provided by the CTCP model. Indeed, the frequency at which the SIF is refreshed has
a great influence on the propagation results. Update the finite element model too rarely and the
computed growth is false, usually underestimated, which is not working in favor of the structure’s
integrity. On the contrary, update it too often and the computational times become overwhelming.
Typically, any type of fatigue crack growth simulation is facing the same problem. In the fatigue
community, an heuristic consists in updating a crack each time that the propagation length is up
to 10 % of the previous crack length. Unfortunately, besides the complexity of properly defining
a crack length in 3D, it does not provide any guarantee on the accuracy of the obtained result,
especially when the cracked sample geometry is complex, inducing irregular variations of the
SIF, or when variable amplitude loading is applied, inducing irregular propagation rates. In this
respect, a specific adaptive strategy is proposed hereinafter to overcome that difficulty.

The computational strategy of section 5, chapter 2, is basically an incremental method in the
sense that it computes successive crack front positions, the time step being continuously incre-
mented. The adaptive approach, for its part, consists in taking this incremental strategy and to
wrap around it the notion of adaptive pass. First, let us call the time interval between two suc-
cessive updates of the finite element model an update interval. Then an adaptive pass is in fact a
crack growth analysis using the incremental strategy, with an associated starting time for the com-
putation and a fixed update interval. Hence in the global adaptive strategy, different resolutions
of the crack growth analysis are conducted, using several adaptive passes, each of them having
an update interval equal to the half of the one in the previous pass. Doing so, the results in the
successive passes are increasingly accurate. The process is then stopped when it converges, that
is, when the results in the current pass are similar to those of the previous pass.

1.2 Process initialization

The first step of the method is thus to run an initialization process, in order to compute the number
of time steps corresponding to the maximal propagation distance that the morphing technique can
handle with an acceptable distortion of the mesh. For that purpose, the nominal stress intensity
factor is computed for the initial crack configuration and the crack growth is computed by means
of the CTCP model for an arbitrary number of time step, for instance 216. The CTCP model being
quite fast, this takes only a few seconds. Based upon the computed crack growth, and considering
as a rule of thumb that the morpher can double the characteristic length of the crack, the maximal
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Figure 3.1 Schematic representation of the adaptive strategy. Four different adaptive passes
are needed to complete the computations. The gray rectangles correspond to checked, but
unconverged solutions, while the red ones correspond to the converged solutions. In addition,
a black time step correspond to a full finite element resolution enriching the reduced basis,
whereas a gray one means that a reduced solve has been possible. The blue curve indicates the
solutions eventually used to postprocess the analysis.

number of time step is roughly estimated. Once this is done, the crack propagation simulation
can begin by the first adaptive pass. This pass will cover the time interval starting from the initial
time step (for instance zero for a new analysis), to the final, maximal time step that has just
been computed. During the computations inside an adaptive pass, the full incremental strategy is
employed, including the reduced basis approach. So the obtained displacement solutions are used
to enrich the reduced basis. A schematic representation of the method is provided on Figure 3.1,
where the gray time steps correspond to reduced resolutions whereas the black ones represent the
full solves enriching the basis. Four adaptive passes are needed to complete the computations.
The first one is denoted by P1.

Remark 24 For the computations, the maximal number of time step is in fact rounded down to the
nearest power of two. Indeed, the powers of two having the advantage of always being divisible
by two, this enables the time interval covered by an adaptive pass to be the half of the time interval
of its previous pass. Hence the time interval covered by an adaptive pass is always a power of
two.

When the first adaptive pass is finished, the mesh and the internal variables of the CTCP model
are reinitialized to their initial configurations, and the second adaptive pass is started (denoted
by P2 on Figure 3.1). This second pass begins at the initial time step and covers the entire time
study interval, just as the first pass. However, the update interval is chosen to be the half of the
one in the first pass. This process goes on, creating new passes with decreasing update intervals
until that the convergence of the process is achieved. For that purpose, this convergence must be
checked at two different levels, that is, both locally during the current pass, and globally at the
end of the pass. This checking strategy is extensively described in the next section.

1.3 Checking the convergence
The convergence of the process is checked at the finite element level, between the current and the
previous adaptive pass, whenever possible. Precisely, this can be achieved when the finite element
resolution in the current pass corresponds to the same time step as a resolution in the previous
pass. Considering that the update interval in the current pass is the half of the one in the previous
pass, the correspondence arises at each time that the current solve number n in the adaptive pass
is an even number. If it is the case, the obtained finite element displacement solutions of both
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resolutions must be compared. In this respect, various criteria were tested and finally, a classical
residual proved to be efficient. The convergence criterion is then:∥∥∥uprevious− ucurrent

∥∥∥
‖ucurrent ‖

≤ ε (3.1)

in which the chosen norm can be whether the Euclidean or the infinite norm. In practice, the
chosen criterion ε is 10−4. A visual explanation is provided on Figure 3.1, where the gray rect-
angles correspond to checked, but unconverged solutions, while the red ones correspond to the
converged solutions.

If, at a given time step, the result in the current pass is locally converged with respect to the
result in the previous pass, all the necessary data for a restart at this time step is saved. This
includes the mesh configuration and all the internal variables of the CTCP model. Moreover, at
the end of the current pass, if and only if all the local convergence are achieved, the convergence
at the last time step is checked to determine if the process is fully converged. If it is not, a new
adaptive pass is set up, starting at the time step corresponding to the last local convergence.
Thereby this new adaptive pass will not start at the initial time step but at a latter one. However,
its update interval will still be the half of the previous one and the pass will end at the final time
step. This type of configuration corresponds to the passes P3 and P4 described on Figure 3.1.

1.4 Finalizing the analysis
From an implementation viewpoint, during the analysis, the finite element solutions, the CTCP
model internal variables, the postprocessing and restart data are stored in objects representing the
state of the analysis at a given time that can be called temporal states. Furthermore, these tem-
poral state objects are stored in objects representing the adaptive passes, which are gathered in a
collection. Hence at the end of the computations, the relevant postprocessing data corresponding
to the converged configurations is distributed inside all the adaptive passes objects. Then the last
step of the method is to retrieve this data and to present it to the end-user. For that purpose, the
process run through the collection of adaptive passes, and for each of them, extract the data cor-
responding to the temporal states at all the time instants that are before the last local convergence
in the pass. These temporal states are highlighted by a blue curve on Figure 3.1.

1.5 Short discussion
The main idea of the adaptive method is thereby to provide automatically the quasi-optimal time
interval to update the finite element model for a given accuracy. The found update interval is only
quasi-optimal because the update interval in the converged adaptive pass is in fact twice shorter
than the actual optimal update interval. Nonetheless, in spite of that limitation, the guarantee
on the accuracy that this adaptive method provides is an interesting feature. Computing several
adaptive passes, looking for the correct update interval, leads to solve many more finite element
problems than if the appropriate update interval have been correctly guessed at the first adaptive
pass. However, remind that the adaptive strategy is coupled with the reduced basis approach.
As a consequence, the first resolutions in the first adaptive passes contribute to build the reduced
basis, and finally the computational cost of the subsequent calculations is drastically reduced,
so that the overall analysis cost is kept under control. See Figure 3.1, in which the repartition
of black and gray time step correspond to the repartition of respectively the full and reduced
finite element resolutions. Furthermore, in some cases, the reduced basis dimension is even lower
with this construction method. Indeed, since the update intervals are coarse in the first adaptive
passes, the solution displacement vectors that are used to build the basis are very different from
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(a) (b) (c)

Figure 3.2 Overview (a) and closeups (b) – (c) of the front positions
obtained at the end of the adaptive computations. The update interval is
quasi-optimal, varying along the propagation as computed by the method,
and ensures the chosen accuracy.

one to another. Thus they somehow contain more information than those which would have been
provided by the incremental method with a short update interval. In addition, it must be noticed
that the CTCP model integration is also quite fast, and it is a second very important condition
to avoid the uncontrolled increase of the computational times. In the following sections, two
examples of use of this adaptive method are presented.

2 Examples

2.1 Rectangular tension sample
A crack propagation analysis has been conducted on the rectangular tension sample of section 6.2
of chapter 1, using this time the adaptive strategy presented above. The sample geometry, crack
configuration, mesh and boundary conditions were kept unchanged from the incremental analy-
sis. However, the loading has been slightly modified to simulate a cyclic solicitation oscillating
between 0 and 900 MPa. At the beginning of the analysis, the initialization phase determines
the maximum number of time steps for which the crack grown by means of the mesh morphing
method. Then the propagation is conducted for this number rounded down to the nearest power of
two. So in the present case, the crack has been grown during 32768 time steps. To complete the
computations with a convergence criterion ε of 10−4, a total of 9 different adaptive passes were
necessary. In short, this leaded to solve 107 finite element problems, among which only 7 full
solves were necessary to build the reduced basis, all the 100 other resolutions took only a few
seconds each to be performed! It is also underlined that the update interval in the ninth pass
is 29 = 512 times smaller than the update interval of the first pass, providing a significant increase
in terms of accuracy. The final front positions obtained at the end of the adaptive computations,
once the finalization of the analysis has been conducted following the methodology described in
section 1.4, are depicted on Figure 3.2. The suitable update increment between two successive
front was entirely computed by the method, and it evolves during the computations. Indeed, the
rate of variation of the stress intensity factor in function of the crack length increases with the size
of the crack. Consequently, to keep a correct accuracy, the update increment determined by the
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(a) First and second passes (b) Second and third passes

(c) Third and fourth passes (d) Fourth and fifth passes

(e) Closeup of the fourth and
fifth passes

(f) Fifth and sixth passes (g) Sixth and seventh passes

(h) Seventh and eighth
passes

(i) Eighth and ninth
passes

Figure 3.3 Computed crack front positions along the 9 different adaptive passes. The
passes are compared by pairs, and the fronts corresponding to the former pass are depicted
in black, while the fronts of the latter one are in green. For instance on (a), the fronts of the
first pass are in black, and the fronts of the second one in green.
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Figure 3.4 History of the check of the adaptive passes convergence all along the analysis. The
vertical dotted lines represent the creation of the successive passes during the computations.

adaptive method decreases along the analysis.
In order to comment the adaptive computations, some postprocessing data is necessary. First,

on Figure 3.3, the front positions obtained during each of the 9 adaptive passes are presented.
The passes are compared by pairs, and the fronts corresponding to the former pass are depicted in
black, while the fronts of the latter one are in green. For instance on Figure 3.3(a) the fronts of the
first pass are in black, and the fronts of the second one in green. In the first pass, the 32768 com-
puted time steps are reached in two finite element updates, corresponding to the two black fronts
of the figure. Hence the update interval for this pass is 16384 time steps. Notice that the black
front corresponding to the initial configuration is not visible since it is perfectly superimposed
with the first green front. For the second pass, the update interval is divide by two, yielding 8192
time steps and 4 finite element problem updates. As a matter of fact, the fronts of the second
pass that can be compared with fronts of the first pass (that is, the third and fifth green fronts)
are slightly different from them. This difference is easily captured by the convergence check that
is performed between the displacement solutions corresponding to those fronts (see section 1.3).
Indeed, the history of the adaptive passes convergence checks is provided on Figure 3.4, and this
first check corresponds to the first point of the curve, which is far above the 10−4 convergence
criterion. The vertical dotted lines on the figure represent the instants of creation of the succes-
sive adaptive passes. In the current method, the Euclidean norm is used to compute the residual,
however, the evolutions of a residual computed with the infinite norm is also provided. In spite of
an offset, it exhibits the same general behavior than the Euclidean norm residual.

After that, the third adaptive pass is created, and it can be compared with the second one on
Figure 3.3(b). Again, all the residuals comparing the third adaptive pass to the second one remain
unconverged (convergence checks 2 to 4 on Figure 3.4). So the fourth pass is created, and finally,
the residual comparing this pass to the third one partially converged from the check number 5
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Figure 3.5 History of the reduced basis residuals.

to 10. At this point, the fifth pass is initiated and it does not start from the initial time step but
rather from the last converged step of the fourth pass, in other terms, the step 25600. This can
be viewed on Figure 3.3(d). After that, the sixth to ninth passes are created, following the same
procedure until that the full convergence is reached.

For all the finite element resolutions, the reduced basis approach is used, so that the solution
is first sought as a linear combination of the basis vectors, and then a force residual is computed
to check if the computed approximate displacement vector fulfills the chosen quality criterion,
here 10−3. The history of those residuals is shown on the Figure 3.5. Again, the vertical dotted
lines on the figure represent the instants of creation of the successive adaptive passes. The test-
case behaved very well with respect to the reduced basis strategy, a very small reduced basis of
dimension 7 was necessary to complete the computations. For visualization purpose, the 7 shape
functions of the basis are provided on Figure 3.6.

As a final remark, it can be noticed that it was fairly obvious that the update interval chosen
for the first adaptive pass would be to large to yield accurate results. Indeed, this was done mainly
for demonstration purpose, and for real computations, an educated guess can be considered to
choose more subtly this interval.

2.2 Industrial application: crack in a helicopter part
As a last example, a crack propagation analysis using the adaptive method is conducted on a
realistic, complex industrial part. This test-case is inspired by an helicopter round-robin, initiated
by the helicopter community in 2002 to benchmark the ability of predicting fatigue crack growth
life in a complex tridimensional component under spectrum loading. During the round-robin, the
geometry, material behavior and some loading spectra were given to the participants. Then the
simulation results were collected and compared to experimental data. In general, the predicted
crack path compared fairly well with the test data, as well as the propagation rates during the
early stages of crack growth, but the component life was strongly underestimated at the end of
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(a) First shape function (b) Second shape
function

(c) Third shape function (d) Fourth shape function

(e) Fifth shape function (f) Sixth shape function (g) Eighth shape function

Figure 3.6 The seven shape functions used in the adaptive computations of the rectangular tension sample.

the simulations [NEW 06, TIO 09].
In the present work, the global geometry of the sample is exactly the same as in the initial

round-robin, a flanged plate with a central hole. Refer to Figure 3.7, reprinted from [NEW 06] for
an overview and all the dimensions. Originally, the component was made of the 7010 aluminium
alloy. This is not the case here, and the steel for which the CTCP model parameters were identified
is used instead (see section 4.3.7 of chapter 1). In addition, the crack growth is predicted from
a semi-circular surface defect on the inner face of the large central hole. The initial size of the
crack is taken to be of a radius of 0.25 mm. A cyclic loading, oscillating between 0 and 412360N
is applied as pressures on the six pin-holes at the extremities of the sample. In this configuration,
the crack is submitted to pure mode I loading conditions, and is submitted to a maximal stress
intensity factor of approximately 20Mpa

√
m. During its growth, it will hence stay in its initial

plane but as usual, the front shape is free to evolve. It indeed changes from the semi-circular
initial shape to a slightly more semi-elliptical configuration.

The full model is discretized with a quadratic mesh constituted of 584403 degrees of freedom.
The mesh is divided into two different parts, a first one corresponding to a zone of interest around
the crack, in gray on Figure 3.8, and another one for the rest of the model, in brown on the figure.
During the simulation, the finite element resolutions are performed on the whole model, however,
the morphing process is perform only locally around the crack, in the previously described zone
of interest. An example of morphing result is provided on Figure 3.9, where the color chart
represents the nodal displacement intensity.

In order to prevent rigid body motion, 6 appropriate degrees of freedom are fixed. This in-
duces some local stress singularities and for this reason, the elements connected to the those
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Figure 3.7 Helicopter round robin crack configuration. Reprinted from [NEW 06].
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Figure 3.8 Mesh of the whole helicopter round-robin test-case.

degrees of freedom are excluded from the postprocess. On Figure 3.10, several results of dis-
placement solution and von Mises stress chart are presented, for both the initial and the final
crack configurations. Those figures allow to comprehend finely how the whole model is set up.

For this test-case, the maximum number of time step reachable by the morphing technique
was automatically determined to be 4096. Then, an initial guess was performed to determine the
number of update intervals of the first pass. Indeed, in the previous rectangular tension sample
example, this pass was constituted of only two update intervals, and obviously that it is not enough
to perform accurate computations. So here, in the first pass, the number of update intervals was
chosen to be height. With a convergence criterion εa = 2.5×10−5, the whole analysis converges
after three adaptive passes. The converged, final crack front positions obtained at the end of
the computations are depicted on Figures 3.11(a) – (b). The fronts histories along the different
adaptive passes are also proposed. On Figure 3.11(c), the three last crack front configurations
obtained at the end of the first pass appear perturbed. The explanation comes from the fact that
the CTCP model is highly nonlinear, and hence the predicted crack growth rates are very sensitive
to small variations of the stress intensity factor values. Furthermore, those variations will lead to
more visible perturbations on the front configurations when the update interval is large. This is
why these perturbations are clearly identifiable on the first adaptive pass and totally disappear on
the subsequent ones.

Some postprocess data more specific to fracture mechanics is also given. Hence the mode I
stress intensity factors corresponding to the crack front history obtained at the end of the com-
putations are plotted on Figure 3.12. Moreover, the associated mean crack growth is shown on
Figure 3.13, as a function of time.

In addition, the history of the adaptive pass convergence checks is depicted on Figure 3.14.
This approach leaded to perform 45 finite element resolutions, among which only 16 are associ-
ated to a full solve, leading to substantial CPU time reduction. The history of the force residuals,
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(a) (b)

(c)

(d)

Figure 3.9 Example of mesh morphing results for the helicopter round-robin test-case. The morphing is
performed locally in an interest zone around the crack. Overview and closeups are presented for both the
skin mesh (a) – (c) and the volume mesh morphing (b) – (d).
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(a)

(b)

(c)

(d) (e)

Figure 3.10 Displacement solution and von Mises stress results for the
initial ((a) to (d)) and the final configurations (e).
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(a) Overview of the final fronts

(b) Closeup of the final fronts

(c) Closeup of the first and second passes (d) Closeup of the second and third passes

Figure 3.11 Overview (a) and closeups (b) of the front positions obtained at the end of
the adaptive computations performed on the helicopter round robin problem. Computed
crack front positions along the 3 different adaptive passes 3.11(c) – 3.11(d). The passes are
compared by pairs, and the fronts corresponding to the former pass are depicted in black,
while the fronts of the latter one are in green.
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Figure 3.12 Mode I Stress intensity factor values computed along the fronts correspond-
ing to the converged propagation solution obtained at the end of the analysis.
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Figure 3.13 Mean crack growth corresponding to the converged propagation
solution obtained at the end of the analysis.
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Figure 3.14 History of the check of the adaptive passes convergence all along the
helicopter round robin analysis. The vertical dotted lines represent the creation of the
successive passes during the computations.
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Figure 3.15 History of the reduced basis residuals of the helicopter round robin simulation.

compared to the chosen reduced basis convergence criterion εr = 10−4, is plotted on Figure 3.15.
It is enhanced that the crack is very small compared to the overall dimensions of the part.

Hence the spatial scale separability between the structure and the crack is particularly striking in
this case. Indeed, the global displacement of the structure is totally captured by the first shape
function of the reduced basis, as shown on Figure 3.16. In the subsequent basis vector, all the
information is very localized around the crack. As introduced in section 3.4 of chapter 2, an
hyper-reduction method is used, so that the reduced problem is solved not on the entire model,
but only on a limited subset of degrees of freedom. An automatic logic allows to choose which
degree of freedom to use, based on the displacement field for instance. The elements connected
to those degrees of freedom are plotted on Figure 3.17, and the scale separability is also visible
there, since additionally to some degrees of freedom associated to the boundary conditions, they
are mainly concentrated in the cracked zone.

As in the previous example, the adaptive strategy finally allowed to perform a tridimensional
fatigue crack propagation analysis taking into account the crack closure effects and ensuring a
chosen accuracy for the final results, within reduced computation times.
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(a) First shape function

(b) Second shape function

(c) Closeup of the second shape function

(d) Close up of the third shape function (e) Closeup of the fourth shape function

Figure 3.16 The fourth first shape functions used in the adaptive
computations of the helicopter round robin.
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(a)

(b)

Figure 3.17 Elements connected to the degrees of freedom used in the hyper-reduction
method. Additionally to some degrees of freedom connected to the boundary conditions (a)
(in green in the top left corner), they are mainly located around the crack front (b).
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Conclusion and future work

The work presented herein has initially started off from two main statements. First that in or-
der to provide accurate predictions, the plasticity-induced crack closure effects must be taken
into account during fatigue crack growth simulations, and secondly that those analysis must be
conducted within reasonable computation times. Considering tridimensional fatigue crack prop-
agation in complex, industrial structures, the naive approach consisting in using a finite element
method to compute each fatigue loading cycle with a nonlinear elastic-plastic material behavior
would lead to prohibitive computation times. In this respect, a global model reduction approach
has been proposed, coupling an a posteriori model reduction, namely the crack tip condensed
plasticity (or CTCP) model, together with an efficient acceleration technique based on an a priori
reduced modeling approach in the ANSYS finite element software. During the crack propagation,
the geometrical updates are handled by a specific mesh morphing technique. This component is
of a key importance for the efficiency of the model reduction approach since it allows to take
advantage of the “self-similarity” property of the singular fields around elastic crack tips. Fur-
thermore, the CTCP model allows the closure effects appearing during fatigue crack growth under
spectrum loading to be accounted for, without any tridimensional elastic-plastic calculations in
the bulk. Combining such a model with an additional reduced basis acceleration technique can
considerably decrease the computational cost of tridimensional fatigue crack growth analysis in
standard finite element codes dedicated to complex engineering applications.

Additionally, the accuracy of the computed crack growth has been broached. As a matter of
fact, the finite element model providing the stress intensity factors to the CTCP model does not
need to be updated and solved at every time step. Indeed, the crack advance corresponding to
one single time step would be very small and the induced perturbation on the displacement solu-
tion would not be captured by the finite element resolution. However, choosing when the finite
element model should be updated, based on the crack growth provided by the CTCP model is
a complicated task. In this respect, a specific adaptive strategy has been proposed to overcome
that difficulty. The adaptive strategy provides automatically the quasi-optimal time interval to
update the finite element model with respect to a given accuracy. This quasi-optimality is ensured
for the whole computation since the computed time interval can vary all along the propagation.
The accuracy and the efficiency of this global strategy have been shown through several prelim-
inary examples, either in bidimensional and tridimensional cases for mode I crack propagation,
including the industrial example of an helicopter structure.

It has been pointed out that using a mesh morphing technique to perform the geometrical
updates of the model allows to preprocess the reduced basis shape functions, which are conse-
quently expressed in the moving local basis linked to the crack front. It appears that this specific
basis is adapted to express the local singular fields of the linear elastic fracture mechanics, and
it allows to artificially smooth the manifold to which the solutions of the propagation problem
belong. Consequently, this manifold can be approximated by a linear subspace. However, this
preprocessing step does not guarantee that this linear subspace would be of a low dimension.
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Fortunately, the “self-similarity” of the local crack singular fields provides that necessary condi-
tion. Hence, fracture mechanics in linear elastic media appeared to be a good candidate to model
reduction techniques.

The previous remark leads directly to the limitation of the method. Indeed, the whole strategy
stands on the spatial scales separability property of the problem. It has been shown several times
that at least two specific spatial scales exist in such problems, a first one associated to the global
scale of the structure and a second one linked to the local scale of the crack. Thus considering
that those scales are mainly separable consists in considering that the perturbations of the global
shape of the solution fields induced by the growing crack are small. A clear visual manifestation
of this phenomenon comes when looking at the shape functions constituting the reduced basis of
a problem that behaves well. The global characteristics of the solution fields are easily captured
in a few shape functions, and the subsequent ones are dedicated to provide localized information
around the crack. The most often, this approach is consistent, however some cases revealed to
behave differently. Anyway, the statement on the good or bad behavior of a specific test-case with
respect to the reduced basis approach should be qualified because the proposed reduced basis
method exhibit some convergence properties. In other words, it always exists a small enough
propagation range in which the method will be efficient. In addition, the extra cost brought by
the use of the proposed model reduction technique on problems for which it is not efficient is
marginal. In this respect, attempts of applying it on any type of crack propagation computation
can always been envisaged.

Thereby, a number of perspectives are open for future work. First of all, setting up indica-
tors that would estimate a priori the quality of the behavior of a given application with respect
to the reduced basis approach, based on the initial solution fields for instance. A second per-
spective would be linked to recent work that has emerged around the Williams’ series expansion
of the crack tip singular fields [PAS 10, RÉT 10]. Indeed, a multiscale reduced basis could be
envisaged, with finite element based shape functions capturing specifically the phenomena asso-
ciated to the global scale of the structure and some other, for instance based on the Williams’
series expansion, dedicated to the local behavior of the crack. Additionally, this might simplify
the quality checking of the solution obtained by the reduced basis method, and the choice of an
appropriate convergence criterion. A last perspective for this work might be trying to avoid the
use of the mesh morphing technique, consequently envisage to couple a reduced basis approach
with numerical method adapted to crack propagation computations, such as the enriched methods
in general [SUK 08, PER 10]. Indeed, compared to the finite element method, those enriched
methods present the advantage that no remeshing is involved, so that the possible global shape
functions would not have to be mapped onto various meshes during the propagation.

Finally, in the near future, the stress intensity factor computation can be greatly improved in
the ANSYS software. Indeed, the integration domain of the path independent integrals is the finite
elements themselves, making the computations sensitive to the mesh quality. Using an external
integration domain, fitted around the finite element can be a choice solution. In addition, the fast-
ness of the successive morphing solves used for 3D crack growth simulations can be improved as
well. Since the morphing process is based on the resolution of partial differential equations, a suit-
able model reduction approach, similar to the one used for the structural problems, can be set up.
A recent work explores this perspective, in the context of fluid-structure interactions [BOG 10].
This may constitute one of the future enhancements of the method, together with attempts to use
the global strategy in mixed mode crack growth under proportional loadings.



Appendix A

Figures and examples

Some figures representing the identification of the CTCP blunting law parameters are shown
hereinafter. Examples of the second order polynomial interpolation of the variations of these
parameters with respect to the T/K ratio are given as well, together with the corresponding poly-
nomials.

(a) Curve obtained by finite element
computation (in green) and least square fit

(in purple) represented in
a (K

∞

0 −K
∞

)–(
√
ρ0 −ρ) chart.

(b) In a (K
∞

0 −K
∞

)–(ρ0 −ρ) chart.

Figure A.1 Example of identification of the ac f and bc f parameters.

Figure A.2 Example of identification of the axm parameter in a K
∞

I –ρ chart.
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(a) am = −0.0268 · (T/K)2 + 0.00566 · (T/K)−0.0186
ac f = −6.91 ·10−7 · (T/K)2 + 4.39 ·10−6 · (T/K) + 0.0193

(b)
bm = −0.00186 · (T/K)2 −0.0193 · (T/K)−1.743 ·10−5

bc f = 0.0634 · (T/K)2 + 0.0211 · (T/K) + 0.386

(c) axm = −0.0138 · (T/K)2 + 0.123 · (T/K)−2.157 ·10−4 (d)
pa = 1.816 ·10−4 · (T/K)2 −2.793 ·10−4 · (T/K)−0.123

(e) ka = 22.836 · (T/K)2 + 2.253 · (T/K) + 46.315 (f) kb = 8.192 · (T/K)2 −1.435 · (T/K)−0.0184

Figure A.3 Examples of the second order polynomial interpolation of the variations of the CTCP parame-
ters with respect to the T/K ratio. The polynomial equations are presented in legend.
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[RÉT 10] Réthoré J., Roux S., Hild F.
Hybrid analytical and extended finite element method (HAX-FEM): A new enrichment procedure for
cracked solids. International Journal for Numerical Methods in Engineering, vol. 81, no 3, 2010,
p. 269–285.

[RIC 68] Rice J.
A path independent integral and the approximate analysis of strain concentration by notches and cracks.
Journal of Applied Mechanics, vol. 35, no 2, 1968, p. 379–386.

[RUI 06] Ruiz-Sabariego J., Pommier S.
Modeling environment-assisted fatigue crack propagation. Fracture of Nano and Engineering Materials
and Structures Proceedings of the 16th European Conference of Fracture, July 2006.

[RYC 05a] Ryckelynck D.
A priori hyperreduction method: an adaptive approach. Journal of Computational Physics, vol. 202, no

1, 2005, p. 346–366.

[RYC 05b] Ryckelynck D., Hermanns L., Chinesta F., Alarcon E.
An efficient ‘a priori’ model reduction for boundary element models. Engineering Analysis with Bound-
ary Elements, vol. 29, no 8, 2005, p. 796–801.

[RYC 06] Ryckelynck D., Chinesta F., Cueto E., Ammar A.
On the a priori model reduction: Overview and recent developments. Archives of Computational Methods
in Engineering, vol. 13, no 1, 2006, p. 91–128.

[RYC 09] Ryckelynck D.
Hyper-reduction of mechanical models involving internal variables. International Journal for Numerical
Methods in Engineering, vol. 77, no 1, 2009, p. 75–89.



Bibliography 141

[SAM 04] Samareh J.
Aerodynamic shape optimization based on free-form deformation. 10 th AIAA/ISSMO Multidisciplinary
Analysis and Optimization Conference, 2004.

[SCH 97] Schölkopf B., Smola A., Müller K.
Kernel principal component analysis. Artificial Neural Networks–ICANN’97,, 1997, p. 583–588.

[SED 86] Sederberg T., Parry S.
Free-form deformation of solid geometric models. ACM Siggraph Computer Graphics, vol. 20, no 4,
1986, p. 151–160.

[SIM 92] Simo J., Laursen T.
An augmented Lagrangian treatment of contact problems involving friction. Computers & Structures,
vol. 42, no 1, 1992, p. 97–116.

[SIM 00] Simo J., Hughes T.
Computational inelasticity. Springer, 2000.

[SIR 87] Sirovich L.
Turbulence and the dynamics of coherent structures. I-Coherent structures. II-Symmetries and transfor-
mations. III-Dynamics and scaling. Quarterly of Applied Mathematics, vol. 45, 1987, p. 561–571.

[SOL 04] Solanki K., Daniewicz S., Newman J. et al.
Finite element analysis of plasticity-induced fatigue crack closure: an overview. Engineering Fracture
Mechanics, vol. 71, no 2, 2004, p. 149–171.

[STE 03] Stein K., Tezduyar T., Benney R.
Mesh moving techniques for fluid-structure interactions with large displacements. Journal of Applied
Mechanics, vol. 70, 2003, Page 58.

[STR 01] Strouboulis T., Copps K., Babuška I.
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