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Résumé

Ce travail de these a été effectué aupres du détecteur ATLAS. Trois méthodes indépendantes

sont proposées pour mesurer 'efficacité du déclenchement basé sur la détection de photons.
Elles sont d’abord évaluées a l'aide de simulations Monte-Carlo, puis appliquées sur les
données enregistrees en 2010. Les deux méthodes utilisant des lots de photons montrent
des résultats cohérents au niveau de quelques pourcents. Pour la méthode basée sur un
lot d’électrons, la taille du lot est trop faible pour tirer des conclusions. Une mesure de la
section efficace de production QCD de di-photons est effectuée sur les données 2010, corre-
spondant & une luminosité de 37.241.2 pb—!. Elle se base sur une méthode d’ajustement
bi-dimensionnel pour extraire le signal. Les sections efficaces en fonction des observables
My, pry €6 Adyy sont comparées avec les prédictions des générateurs DIPHOX et RES-
BOS. Un bon accord est trouvé pour la variable M, , tandis que des écarts sont observés
dans les distributions pr.,. et Ady, . Dans I’étude du canal H — 77 basée sur échantillon
simulé, une détérioration de 4% dans la limite d’exclusion est observée apres incorporation
de l'incertitude systématique découlant de la résolution sur la masse invariante de la paire
de photons. Dans I'analyse des données réelles, la méthode d’ajustement 2D est également
appliquée pour décomposer le bruit de fond dans la gamme de masse invariante [100, 150]
GeV. La sensibilité de la recherche du boson de Higgs dans ce canal est alors réévaluée.
Dans la gamme de masse [110-140] GeV, une production de Higgs de 3.2 a 4.2 fois le
Modele standard devrait étre exclue avec 1fb~1 de données & /s = 7 TeV.

Mots-clés : QCD, section efficace, di-photon, efficacité de déclenchement, Higgs, sen-
sibilité.

Abstract

This work is done with the ATLAS collaboration. Three independent methods are
proposed to measure the photon trigger efficiency. They are first evaluated using Monte
Carlo simulation and then applied on 2010 data. The two photon-based methods show
consistent results, with efficiency discrepancy at a few % level. For the method based on
electron sample, the statistics is too low to draw conclusion. A detailed QCD di-photon
cross-section measurement is performed on a data sample corresponding to a luminosity of
37.2 +£1.2 pb~!, in which a 2D fit method is introduced to extract the signal yields. The
differential distributions of the observables M., , pr., and A¢,, are derived and compared
with the predictions from the DIPHOX and RESBOS generators. A good agreement
is found for the M, distribution, whereas discrepancies are observed in the pr., and
A¢., distributions. In the study of the H — ~v channel based on a simulated sample,
a deterioration of 4% in the exclusion limit is observed after incorporating the systematic
uncertainty arising from the resolution of the di-photon invariant mass. In the real data
analysis, the 2D fit method is also applied to decompose the backgrounds in the di-photon
candidate invariant mass range [100, 150] GeV. The sensitivity of the Higgs boson search in
the two photon final state is then reappraised. 3.2—4.2 times the SM predicted cross-section
in the 110-140 GeV mass range is expected to be excluded with 1fb~! of data at /s = 7
TeV.

Keywords : QCD, cross section, di-photon, trigger efficiency, Higgs, sensitivity.
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Chapter 1

Introduction

1.1 The Standard Model of particle physics

One of the most successful theoretical models in particle physics is the so-called Standard
Model (abbreviated as SM), in which, all matter is built from three generations of quarks
and leptons [1].

The leptons carry integer electric charge. In each generation, a charged lepton is paired
with a neutral lepton, called neutrino. The 2"¢ and 3™ generation of charged leptons are
the muon and the tau, which are heavy versions of the electron. They are unstable and
decay spontaneously to electrons, neutrinos and other particles.

The quarks carry fractional charges of +2/3e or —1/3e. They are also grouped into
three generations. They are named: up and down, charm and strange, top and bottom.
There is a further degree of freedom for each quark, which is called color. In SM, the color
charge of each quark can have three possible values, say red, blue or green. In this case,
the total charge of quarks is then 3x3 x (2/3e+ 1/3e) = 3e, and the total charge of leptons
is 3 x (=1 + 0)e = —3e. Therefore the total charge of quarks and leptons is 0. This is the
actual condition that the SM should be free of so-called anomalies and is a renormalizable
field theory.

There are four types of fundamental interactions in nature: the strong, the electromag-
netic, the weak and the gravitational interactions. Each one has its corresponding force
carriers. The detailed information on quarks, leptons and force carriers, including the sym-
bol, the electric charge, the number of color charges and the mass, is summarized in Figure
1.1.

Strong interaction is the force that holds quarks together to form the protons, the
neutrons and other particles, and also binds neutrons and protons within nuclei. This force
is mediated by a massless particle, the gluon.

Electromagnetic interaction is the force between charged particles arising from their
electric and magnetic fields. It is mediated by photon exchange.

Weak interaction is responsible for some particle decay, nuclear 3 decay, and neutrino
absorption and emission. This force is mediated by the heavy W and Z bosons.

Gravitational interaction acts between all types of particles. It is by far the weakest
of all the fundamental interactions. It is supposedly mediated by the exchange of a spin 2
boson, the graviton.

The description of fundamental interactions by four independent and unrelated inter-
action fields is a rather unsatisfactory scheme. It was speculated that the different inter-
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1.1. THE STANDARD MODEL OF PARTICLE PHYSICS

actions are different aspects of a single, unified field. Enormous efforts were made towards
the unification of the forces, especially during the 1960s [2]. It was partially achieved by
the Standard Model, which provides a unified framework to describe the electromagnetic,
weak and strong interactions based on a combination of local gauge symmetry groups:
SU22),@U(1)y ® SU(3)c.

The electroweak theory, proposed by Glashow, Salam and Weinberg [3] [4] to describe
the electromagnetic and weak interactions between quarks and leptons, is based on the
gauge symmetry group SU(2)r, ® U(1)y. It postulates four massless mediating bosons,
arranged in a triplet and a singlet as members of multiplets of “weak isospin” I and “weak
hypercharge” Y. Three of the bosons, are the components of an I = 1 triplet of the non-
abelian group SU(2), while the forth, is an isoscalar (I = 0) belonging to the abelian U(1)
group of weak hypercharge.

The quantum chromodynamic theory (QCD) [5] [6] [7] [8], based on the gauge symmetry
group SU(3)¢, describes the strong interactions between the colored quarks. The bosons
called gluons mediate the quark-quark interactions, each carries a color and an anticolor
and belongs to an octet of SU(3)¢c group.

1.1.1 Gauge invariance in Quantum Electrodynamics

Quantum Electrodynamics (QED), the quantum field theory that describes the electromag-
netic interactions, is characterized by two crucial properties, renormalizability and gauge
invariance. The renormalization is the procedure that absorbs the divergent terms from the
self-interaction contribution. The bare mass or charge mg or ey (unmeasurable value in the
absence of the self-energy) is then multiplied by a dimensionless term, and becomes a phys-
ical value m or e that can be determined from experiment. The gauge invariance implies
that the Lagrangian is invariant under the gauge transformation. The free Lagrangian that
describes a dirac fermion is of the form:

Lo = ip(x)y"Oug(x) — me(x)o(z) (1.1)

where ¢(z) is a Dirac spinsor and 7 the Dirac matrices. The Lagrangian is invariant under
U(1) transformation,

o(z) — ¢ (z) = capliet](x) (1.2)

where e is the charge, 6 is an arbitrary real constant. If # depends on space-time coordinate,
the free Lagrangian is no longer invariant, as indicated:

Ouo(x) — explied] (0, + iedu0)p(x) (1.3)

In order to restore the gauge invariance, a new spin 1 field A,(x) is introduced, which
transforms as:

1
() = AL (@) = Aye) + - 0,0 (1.4)
A covariant derivative is defined as:
D, =0, —1ieA, (1.5)
It has the same transforming form as the field itself:
Dud(x) — (Duo)'(x) = explied] Dyud(x) (1.6)

23



CHAPTER 1. INTRODUCTION

The Lagrangian then becomes:

L =i¢(z)y"Dypg(x) — mo(x)d(x) = Lo + eAyu(x)p(x)7"d(x) (1.7)

A gauge-invariant kinetic term is also needed to make A,(x) a true propagating field:
1 14
Liin = _ZFILLVFM (18)

where F),, = 0,4, — 0,A, is the usual electromagnetic field strength. A mass term is
forbidden since it violates the gauge invariance. Therefore the photon is predicted to be
massless.

1.1.2 Electroweak theory

The electroweak theory is based on SU(2),®@U(1)y, where SU(2), is associated to the weak
isospin I and U(1)y on the weak hypercharge Y, which are related to the electric charge @
by: Q = Is + Y/2, where I3 is the third component of the weak isospin. It is constructed
based on the same principle of gauge invariance as described for the QED Lagrangian in
the previous section. There is one gauge field associated to U(1)y, By, and three associated
to SU(2)r, Wfl B,, couples to both the left- and right-handed components of the fermion
fields, ¢, and ¢g, while the W), gauge fields only couple to the left-handed components.
The gauge invariant Lagrangian of the electroweak theory can be written as:

1
4
where the first two terms describe the interactions between fermions and the gauge fields,

the last two terms are the gauge field terms. D, and D, g are the covariant derivatives,
which ensure the gauge invariance of the Lagrangian. They are defined as:

— — 1.
Lpw =iopy*Durdr +idry*Durdr — ZW;VWiMV By B (1.9)

. 0j i Y]

Duror = (au"i‘lgiwu‘i‘Zg/?LBu)ﬁbL (1.10)
Y,

D,uRQbR = (a,u“_lg/?RBu)qu (1'11)

where g and ¢’ are the SU(2)r, and U(1)y coupling constants, o; are the Pauli matrices, Y7,
and Yy are the weak hypercharge for the left- and right-handed components of the fermion
fields respectively. The field strengths are defined by:
Wi, = 0.W)—0,W,— ge’*Wiw}; (1.12)
B, = 0,B,—-0,B, (1.13)
Here, €% is the structure constant of SU(2)r. Linear combinations of the four gauge fields
B,, and Wft represent the observable weak gauge bosons 7, Z and W=:

Wi = Wi ¥ Wi (1.14)
V2
A, = Bycosby + Wi sinby (1.15)
Z, = —DB,sinfy +W3 cos Oy (1.16)
The Weinberg angle 0y is defined as:
cos by = g and sin Oy = J (1.17)

/92 + g/2 92 + g/2
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1.1.3 Introduction to QCD

Quantum Chromodynamics (QCD), the gauge field theory that describes the strong interac-
tions, is the SU(3)¢ component of the SU(2), @ U(1)y ® SU(3)c SM gauge group. Strong
interactions are characterized by three basic properties: asymptotic freedom, confinement
and dynamical chiral symmetry breaking.

The free QCD Lagrangian is described as:

Lo=>> qs(iv"0, —my)qs, (1.18)
f

where ¢¢ is a vector notation for the quark field in the color space : ¢ = (q},q]%,q?), and
the index f denotes the quark flavour. This Lagrangian is invariant under arbitrary global
SU(3)¢ transformations in color space. The transformation matrix can be written in the
form:

ACL
U= e:z;p[—i9870a], (1.19)
where \* (a = 1,2,...,8) denote the generators of the fundamental representation of the

SU(3)¢ group, and 6, are arbitrary parameters. The matrices \* are traceless and satisfy
the commutation relations:
(A%, AY] = 24 fbexe, (1.20)
with f9¢ the SU(3)¢ structure constants, which are real and totally antisymmetric.
If we require the Lagrangian to be also invariant under local SU(3)¢ transformations,
0, = 0,(x), we need to change the quark derivatives by covariant objects. By including the
8 independent gauge parameters and 8 different gauge bosons (gluons) G4 (z), the covariant

derivative is then of the form:
a

DF = (0% — i, Gl(@)] = 0% — ig.GH(x) (1.21)

Here the compact matrix notation is introduced:

a

(G (@)las = (5 )asCh(r). (122

To build a gauge-invariant kinetic term for the gluon fields, the corresponding field
strengths should be introduced:

GM(z) = L[D'D"|=0"G" - 'G" ~ ign[6".G] = Y GL (o)
GM(x) = OMGY —"GH + gs fGrGY. (1.23)

Under a gauge transformation,
GM — (G’“’)/ = UGHUT.

Taking the proper normalization for the gluon kinetic term, the Lagrangian is then of the

form:
1 . a
Loop = —7(0"Gy—0"GI)0,GY — 0,G) + D a7 (0" O — my)af
f
1.6t S g () o
9sGg afVp 5 qf
! P
2
gS abc v v C gs abc 1 e
-5 (oGl — 0V G GhGS — T P fade G GLGAGS. (1.24)
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In the first line, one can find the correct kinetic terms for the different fields and also the
terms for the corresponding propagators. In the second line, the color interaction between
quarks and gluons is given, it involves the SU(3)¢ matrices A®. Finally, owing to the non-
abelian character of the colour group, the GQVGZV term generates the cubic and quartic
gluon self-interactions shown in the last line; the strength of these interactions is given
by the same coupling gs which appears in the fermionic piece of the Lagrangian. The
Lagrangian 1.24 looks actually very simple because of its colour-symmetry properties. All
interactions here are given in terms of a single universal coupling ¢, which is called the
strong coupling constant. The existence of self-interactions among the gauge fields, which
actually introduce the loop contribution in the Feynman diagrams, can explain properties
like asymptotic freedom and confinement.

The computation of perturbative corrections to the tree-level results involves divergent
loop integrals. In order to get finite results with physical meaning, renormalization is per-
formed to reabsorb the divergences through a redefinition of the original field and couplings.
After the redefinition, the coupling, denoted as(Q?), becomes:

O‘S(Q%)

1- 25090 1n(Q2/Q3)

as(Q%) = (1.25)

where Q? is the energy scale, (3 is the first coefficient of the S-function® [8] [9]. From this
equation, one can see the coupling depends on the energy scale Q2. One can easily get

. 2
QlQlEloo as(Q7) = 0.
The coupling decreasing at short distance indicates QCD indeed has the property of asymp-
totic freedom.

On the other hand, at large distances, the strength of the coupling increases: this is
the confinement property. However, this indeed can not be described by perturbative QCD
anymore. There are certainly other tools, such as QCD sum rules and lattice calculations,
to investigate particular aspects of non-perturbative physics.

1.1.4 The Higgs mechanism

The description of electroweak and strong interactions in SM is based on gauge field theory,
in which the quantum field must preserve gauge invariance.

In the Lagrangian of Equation 1.7, there is no term corresponding to the square of field
A, (x): it implies that the associated boson, the photon, is massless. On the contrary, we
know from the experimental results that the vector bosons of the weak interaction, the

!This function is used to denote the scale dependence of a;s(Q?), as indicated:

da
wg, = @B (1.26)
Bla) =B~ +Ba(0) + . (1.27)

The renormalization of the QCD coupling includes the contribution from gluon self-interactions. The calcu-
lation of the relevant one-loop diagrams gives:

_ 2Nj — 11Nc
=

where Ny, Nc denote the number of flavors, color charges for quark respectively. Thus, 51 < 0 if Ny < 16.

B (1.28)
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1.1. THE STANDARD MODEL OF PARTICLE PHYSICS

W and Z, are massive, and with a mass about 80—90 GeV. However, if a mass item like
%MZ‘AMA” is inserted in the Lagrangian, the invariance under the gauge transformation is
violated. The Higgs mechanism was introduced to address this problem.

In the Higgs mechanism, a doublet of complex scalar fields is introduced:

¢ > 1 ( ¢1 +igo >
= = . 1.29
’ < & )T V3 \ o+ ion (1.29)
here ¢ and ¢+ denote a neutral and a charged field respectively. The scaler field ¢ is
integrated in the Lagrangian of the electroweak theory in the form as:

Ly = (D*¢)'(Dug) — V(9), (1.30)

where V(¢) is a potential term with the form:

1 1
V(9) = g1*¢” + Ao, (1.31)
and the covariant derivative is of the form:

iy - Y

The Lagrangian 1.30 is invariant under SU(2)r ® U(1)y transformation. The minimum
r

value of V' (¢) occurs at ¢ = ¢, when % =0o0

$(u* + %) =0 (1.33)

If 42 > 0, the situation for a massive particle, then ¢ = ¢q when ¢ = 0; this is the
normal situation for the lowest energy vacuum state with V = 0. However, if p? < 0, then

é=¢o when ¢:i\/_52 (1.34)

Here the lowest energy state has ¢ finite, with V = —%, so that V' is everywhere a non-zero
constant. Figure 1.2 shows V as a function of ¢, both for ;2 > 0 and u? < 0. In either case
a symmetric curve result, but for g2 < 0 there are two minima, ¢g = +4/ 77“2 and — 77“2
The absolute value of the field at the minima of the potential is the so called vacuum

expected value of the field, |pg| = 1/ %”2 = v/V/2. The reference ground state for the local
gauge transformation is chosen as:

¢0=\}§<2>7 (01 =2 =04 =0, ¢p3 =) (1.35)

It breaks the SU(2); symmetry while the Lagrangian remains invariant under SU(2); ®
U(1)y transformations. This behavior is called spontaneous symmetry breaking.
The excitation of the scalar field can be written as:

aﬁ—;i(fo) (1.36)

27



CHAPTER 1. INTRODUCTION

1
[.L)O: u’<o0

Figure 1.2: The potential V' as a function of a one-dimensional scaler field ¢ for the two
cases p? > 0 and p? < 0.

with H denoting the scalar Higgs field which represents the physical Higgs boson. Inserting
the Equations 1.15— 1.16 and 1.36 into the Lagrangian 1.30, the following result is obtained:

2

L ou g s 1 — g?v? "
Lo = GO HOH + T (WEWH 4 W W) 4 2,7~V (¢),  (1.37)

8cos2 Oy M
One can get the mass terms for Z and W= bosons given by:

myy = COS mez = g?U (1.38)

and the photon remains massless, m4 = 0.
The Higgs mass is given by the relation

my =/ —2p2 = V202,

A reminds a free parameter of the potential, thus the Higgs mass is a free parameter of the
theory.

Fermion masses are generated by introducing additional terms in the Lagrangian de-
scribing the Yukawa coupling of the fermions to the scalar field ¢. The Yukawa coupling
terms are of the form:

ﬁYukawa =Gy (%qsz + %(ﬁTT/}L) (139)

where g, denotes the Yukawa coupling constant of the fermion. The local gauge transfor-
mation H introduces two terms per fermion in the Lagrangian, which is of the form:

%v@/m +PrtL) + %(WR + ) H (1.40)
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1.1. THE STANDARD MODEL OF PARTICLE PHYSICS

The mass of the fermions are then given by the Yukawa couplings: mj, = %. This is for
the lower member of the left-handed doublets, which works for the leptons when assuming
the neutrinos are massless. For the upper member of quark doublets, the Higgs field would

need to have a non-null upper component.

1.1.5 Theoretical constraints on the Higgs mass

The Higgs mass is a free parameter of the SM. There are theoretical constraints which
can be derived from assumptions on the energy range in which the SM is valid before
perturbation theory breaks down and new physics should emerge. These include constraints
from unitarity in scattering amplitudes, perturbativity of the Higgs self-coupling, stability
of the electroweak vacuum and fine-tuning.

e Perturbative unitarity

The elastic scattering diagrams of WW are shown in Figure 1.3. If one includes only
the first two types of contribution (a) and (b) in the perturbative approximation, the
cross-section will increase with the scattering energy, therefore the unitarity for energy
above 1.2 TeV will be violated. The Higgs mechanism introduces the third diagram
(c). For a certain Higgs mass, it balances the contributions that increase with the
scattering energy. Taking into account the fact that WW can be coupled with the
other channels (27, HH, ZH, W H and W*Z), the unitarity constraint yields an
upper limit on the Higgs mass [12]: my < 710 GeV.

W' W wW w"

> > >

(a) (b) ()
Figure 1.3: Some Feynman diagrams for W W~ scattering.

e Triviality and stability bounds

As discussed in Section 1.1.3, the couplings which appear in the SM Lagrangian,
depend on the considered energy. This is also the case for the quartic Higgs coupling
which will be monotonically increasing with the energy scale |Q|. The variation of the
quartic Higgs coupling with the energy scale Q) is described by the Renormalization
Group Equation (RGE) [13] [14] [15],

d
dQ?

MQ?) = 4iﬂ2)\2(Q2) + higher orders (1.41)

The solution of this equation, choosing the natural reference energy point to be the
electroweak symmetry breaking scale, Qg = v, reads at one-loop

2

MQ2) = AW |1 - %A(;ﬂ) log 4 (1.42)
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In order to get finite physical results where self-coupling A remains finite, an energy
cut-off A¢ is set at Higgs boson mass itself, Ac = My. From simulations of gauge
theories on the lattice, where the non-perturbative effects are properly taken into
account, one can obtain a rigorous bound My < 640 GeV.

If including the additional contributions from fermions and gauge bosons besides the
Higgs boson, the coupling of A could not be too small, otherwise it will lead to a
scalar potential V(Q?) < V(v), where the vacuum is not stable anymore since it has
no minimum. A requirement on the coupling of A puts a strong constraint on the
Higgs boson mass, which depends on the value of the cutoff Ac. For the stability
bound, one simply requires that the coupling A remains positive at the cutoff scale,
AMA¢) > 0. Including the theoretical uncertainties by a variation of the cut-off A¢
using the matching conditions for the top quark and Higgs boson masses, and the
experimental errors mainly on as = 0.118 £0.002 and m; = 175+ 6 GeV, one obtains
the constraints from the stability (lower band) and triviality (upper band) shown in
Figure 1.4. It shows the allowed range of My as a function of the scale of New Physics
Ac (between the bands).

800

m, = 175 GeV
o (M;) = 0.118

200

Illllllll

Cloa b b bl
103 108 109 101R% 1015 1018
A [GeV]

o

Figure 1.4: The triviality (upper) bound and the vacuum stability bound (lower) bound on
the Higgs mass as a function of the New Physics or cut-off scale A¢. The colored/shaded
bands illustrate the impact of various uncertainties. See Reference [16].

e The fine-tuning constraint

The last theoretical constraint comes from the fine-tuning problem originating from
the radiative corrections to the Higgs boson mass. The Feynman diagrams for one-loop
radiative corrections to the SM Higgs boson mass are shown in Figure 1.5. Cutting off
the loop integral momenta at a scale A, and keeping only the dominant contribution
in this scale, one obtains
2 02 307 2 2 2 2
Mg = (Mpy) +W[MH+2MW—|—MZ—4mt] (1.43)
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where MY, is the bare mass contained in the unrenormalized Lagrangian and where
we retained only the contribution of the top heavy quark for the fermion loops. If the
cutoff A is very large, for instance of the order of the Grand Unification scale ~ 106
GeV, one needs a very fine arrangement of 16 digits between the bare Higgs mass
and the radiative corrections to have a physical Higgs boson mass in the range of the
electroweak symmetry breaking scale, My ~ 100 GeV to 1 TeV, as is required for the
consistency of the SM. This is the naturalness of fine-tuning problem. One can obtain
a very useful information by considering the fine-tuning problem in the SM at scales
of a few tens of TeV. In the vicinity of these scales, a Higgs boson with a mass My ~
200 GeV can still allow for an acceptable amount of fine-tuning.

_ TN W,Z,H
/ \ P
W,Z,H! [ /. N
___I:I__ __I:I___ \\ ’, _____ * ’. _____
. I = Iy \ /I

Figure 1.5: Feynman diagrams for the one-loop radiative corrections to the SM Higgs boson
mass. The loop involves Higgs boson, massive gauge boson and fermion.

1.2 Review of Higgs searches

1.2.1 Direct searches

The four experiments (ALEPH, DELPHI, L3 and OPAL) at Large Electron-Positron collider
(LEP) have collected a total of 2461 pb~! of e*e™ collision data at centre-of-mass energies
between 189 and 209 GeV. At LEP, the SM Higgs boson was expected to be produced
mainly in association with the Z boson through the Higgs-strahlung process ete™ — HZ,
and decay mainly into bb quark pairs. Thus the main final states that contributed to the
direct searches are: the four-jet final state (H — bb)(Z — bb), the missing energy final
state (H — bb)(Z — vD), the leptonic final state (H — bb)(Z — eTe™ or pTp~) and the
7 lepton final states (H — bb)(Z — 7t77) and (H — 7777)(Z — ¢q). The combination
of the results from the four experiments has set a lower bound of 114.4 GeV (Figure 1.6)
on the mass of the SM Higgs boson at 95% confidence level [18]. At the mass of 115 GeV,
the ALEPH experiment [17] has reported a 2.80 excess of SM Higgs boson production.
However, it was not confirmed by the other LEP experiments.

At Tevatron, the two experiments (CDF and D@) also perform the direct search for SM
Higgs boson with pp collision data at centre-of-mass energy of 1.96 TeV. During summer
2010, the Tevatron experiments have presented a combined exclusion limit based on up to
5.9 fb=! for CDF and up to 6.7 fb~! for D@. The result is shown in Figure 1.7. A SM
Higgs in the mass range 158< mpg <175 GeV is excluded. An updated result was shown by
the Tevatron experiments at the winter 2011 conferences [28]. The analysis, in the 130 to
200 GeV mass range, leads to a new exclusion region: 158< mpy <173 GeV.
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Figure 1.6: The exclusion limit for SM Higgs at LEP. The ratio of CLs = C'Lgy;,/CLy, for
the signal and background hypothesis is shown. These quantities are detailed in Chapter 6.
Solid line: observation; dashed line: median background expectation. The green and yellow
shaded bands around the median expected line correspond to the 68% and 95% probability
bands. The intersection of the horizontal line for CLs; = 0.05 with the observed curve is
used to define the 95% confidence level lower bound on the mass of the Standard Model
Higgs boson [18].
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Figure 1.7: The exclusion limits for SM Higgs at Tevatron. Observed and expected (median,
for the background-only hypothesis) upper limits are shown on the ratios to SM cross-section
at 95% of confidence level, as a function of the Higgs boson mass. The bands indicate the
68% and 95% probability regions where the limits can fluctuate, in the absence of signal [27].

1.2.2 Indirect constraints

In SM, the EW sector is basically described by three parameters: the W and Z masses
and the electromagnetic constant coupling a..,,. Since the Higgs boson contributes to the
radiative corrections, precision measurements of electroweak observables can be used to put
indirect limits on its mass.

In the high-Q? domain, many SM parameters can be measured, i.e. the W boson mass
myw, width I'yr and the top mass m¢. The combined result from Tevatron [19] [20] and
LEP gives my = 80.399 £ 0.023 GeV, I'yyy = 2.085 £+ 0.042 GeV [26]. For the mass of the
top quark, the result from Tevatron is m; = 173.3 £ 1.1 GeV [21].

From the low-Q? interactions, the results of atomic parity violation in caesium [22],
the electroweak mixing angle measurement in Moller scattering [23], and neutrino-nucleon
neutral-to-charged current cross-section ratios performed by the NuTeV collaboration [24],
are used in the constraint of the SM.

The SM predictions are calculated with ZFITTER based on a x? minimization technique,

as a function of five SM parameters: Aai)d(m%), as(m%), mz, my and log,o(mp/GeV') [25].

my denotes the mass of the Z boson and Aozgi)d(mZZ) is the five-quark hadronic contribution
to the running QED coupling constant. Those five parameters are varied simultaneously in
the fits. Indirect constraints on some parameters, i.e. myy, can thus be obtained. They are

found to be in good agreement with the direct measurements.

The most stringent constraints on my; are obtained when all high-Q? measurements are
used in the fit. In Figure 1.8, from Ref. [26], the observed value of Ax? = x% — 2, for a fit
including all high-Q? results is plotted as a function of mz. The 95% one-sided confidence
level (C.L.) upper limit on my (taking the theory-uncertainty band into account) is 158
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GeV. The 95% C.L. lower limit of 114.4 GeV obtained from direct searches at LEP-II and
the region between 158 GeV and 175 GeV excluded by the Tevatron experiments are not
used in the determination of this limit.

6 July 2010 m . =158 GeV
4 1
5 Aaga)d = |
. : —0.02758+0.00035
%} - 0.027490.00012 i
4 - % % e incl. low Q2 data .
N}{ 1
s 3
2 |
1 5 .
0 Excluded W/ Preliminary
30 100 300

m,, [GeV]

Figure 1.8: Ax? = x? — X?nin vs. mpy curve. The line is the results from the fit using all
high-Q? data; the band represents an estimate of the theoretical error. The yellow band
show the exclusion limit from the direct searches at LEP and Tevatron. The dotted curve
corresponds to a fit including also the low-Q? data [25].

Using most of the up-to-date experimental results as the inputs, the Gfitter group has
performed a global electroweak fit of the SM. The complete fit which includes the results
from direct searches for the Higgs boson at LEP and Tevatron (up to the summer 2010),
gives the constrained result: my = 120.6':%.72'9 GeV. Figure 1.9 shows the Ax? as a function

of my distribution obtained with the complete fit [29].

1.3 Review of di-photon cross-section measurements

One aspect of this thesis is the measurement of the di-photon production cross-section.
The di-photon production is very interesting on its own right. The direct measurement
of the transverse momentum of the vy system (pT,W), especially in the low pr. . region, is
sensitive to the initial state soft gluon radiation, whereas the high pr. . region is sensitive to
the parton fragmentation into photons. The fragmentation contribution can also be tested
through the distribution of the azimuthal angle between the two photons, A¢,,. QCD
di-photon production is also the main background of many interesting physics processes,
and first of all, of the SM Higgs decay in the ~+ final state. Other processes include new
physics signatures involving ~~y final state, such as extra dimensions and cascade decay of
heavy new particles.

Measurements involving the di-photon final state have been previously carried out at
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Figure 1.9: Ax? as a function of my obtained by Gfitter group. The solid (dashed) line
corresponds to the results when including (ignoring) the theoretical errors.

fixed-target [30] [31] and collider experiments [32] [33] [34] [35]. Figure 1.10 shows the
differential cross-sections measured by the CDF collaboration with 5.4 fb~! of data at
a centre-of-mass energy of 1.96 TeV. The data are compared with three pertinent model
calculations, at leading order (PYTHIA [36]), fixed next-to-leading order (DIPHOX [83]),
and pr resummed matched to next-to-leading order (RESBOS [80]) in the strong coupling
at the hard scattering. However, none of the models adequately describes all aspects of
the data. One can also find the results obtained by D@ collaboration in Figure 1.11.
The conclusion from those plots is the same. The study of the di-photon production at
LHC offers a complementary check of the models since the relative fraction of the various
subprocesses is different than at the Tevatron. Moreover, the very high statistics expected
at LHC will allow to do precision tests.

1.4 Motivation and structure for this thesis

As discussed in the previous sections, both theoretical constraints and experimental searches
favor a SM Higgs boson with a low mass. The Higgs decay channel with two photons in
the final state is one of the most promising channels for Higgs search at LHC in the low
mass region. The LHC machine has been operating with a centre-of-mass energy at 7 TeV
in 2010, and the detectors recorded high quality data. The main topic of this thesis is the
di-photon cross-section measurement based on the ATLAS data recorded in 2010. A study
of the background to the Higgs decay channel in two photons is also presented, as well as
the prospects for excluding a low mass Higgs.
The next chapters of this thesis are organized as follows:

e Chapter 2: a general description of the LHC machine and the ATLAS detector is
given. The designed parameters and performance for each subdetector of ATLAS are
presented. The data taking status in 2010 running is also included.

e Chapter 3: this chapter presents the algorithms used in the ATLAS experiment
for the photon reconstruction, calibration and identification, which are fundamental
ingredients for the physics analyses in the following chapters.
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Figure 1.10: The measured differential cross-section as functions of M, (top left), p,%
(top right), A¢,~ (bottom), from the CDF experiment compared with three theoretical
models [34].
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Figure 1.11: The measured differential cross-section as functions of M., (top left), p%
(top right), A¢, (bottom), in D@ experiment compared with three theoretical models.
In the bottom plots, the ratio of differential cross-sections between data and RESBOS are
displayed as black points with uncertainties. The solid (dashed) line shows the ratio of the
predictions from DIPHOX (PYTHIA) to those from RESBOS [35].
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e Chapter 4: the methods developed to measure the photon trigger efficiency are
discussed in details. The results from the Monte Carlo study and from the 2010 data
are shown.

e Chapter 5: this chapter presents the measurement of the di-photon cross-section. A
two-dimensional fit method to extract the di-photon yield is described. The measured
differential cross-sections are shown and compared to theoretical predictions.

e Chapter 6: H — ~ analysis. A background study and the exclusion prospect of a
SM Higgs in the H — =7 channel are discussed.

e Chapter 7: Conclusion.
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Chapter 2

Accelerator and detector

2.1 Introduction to LHC

The Large Hadron Collider (LHC) [37] is a proton-proton collider located at CERN, about
20 kilometers from Geneva centre. It re-uses the 27 kilometers circumference underground
tunnel (Figure 2.1) [44] that was built for the previous big accelerator, the Large Electron-
Positron collider (LEP). As for accelerators like the LHC, the most important parameters
are the beam energy and the number of interesting collisions, since the production rate of
a particular process varies with these two quantities (Figure 2.2). The main constraints for
the energy of the LHC that can be reached are from the magnets, cavities, the size of the
tunnel and other essential elements of the machine. With all the constraint, the energy per
proton beam for the LHC could be up to 7 TeV. The number of interesting collisions is
quantified by the luminosity, defined as:

L — sznbfrev%"F (21)
den By

Here, N, is the number of particles per bunch, n; is the number of bunches per beam,
frev is the revolution frequency, ~, is the relativistic gamma factor, €, is the normalized
transverse beam emittance, O, is the beta function at the collision point, and F' is the
geometric luminosity reduction factor due to the crossing angle at the interaction point.
The LHC is designed to collide proton beams at a centre-of-mass energy of 14 TeV and an
instantaneous luminosity of 103*cm=2s~!, which will extend the frontiers of particle physics.
The nominal number of protons per bunch is 1.15 x 10!'. Beam crossing are 25 ns apart,
thus bunches of protons will collide 40 million times per second. The LHC has also the
capacity to collide heavy ions, in particular lead nuclei, at 2.8 TeV per nucleon, at a design
luminosity of 1027em=2s7 1.

The LHC uses the most advanced superconducting magnet and accelerator technologies
ever employed. As for a particle-particle collider, there should be two rings with counter-
rotating beams, unlike particle-antiparticle colliders that can have both beams sharing the
same phase space in a single ring. Due to the hard limit on space, it led to the “two-in-
one” superconducting magnet design. This design accommodates the windings for the two
beam channels in a common cold mass and cryostat, with magnetic flux circulating in the
opposite sense through the two channels. In order to have proton beams at 7 TeV energy,
LHC relies on superconducting magnets that are expected to operate at a field above 8
T. At the experiments of Tevatron at FNAL, HERA at DESY and RHIC at BNL, the
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Figure 2.1: Global view of CERN accelerator complex.
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Figure 2.2: The cross section of the physics processes as a function of the centre of mass
energy at hadron collider.
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superconducting magnets are classical niobium-titanium magnets, cooled by supercritical
helium at temperature of 4.2 K, which can reach a magnetic field of 5 T. The LHC magnet
system also use niobium-titanium magnets, but cooled by superfluid helium at temperature
below 2 K, which allows the magnetic field to be above 8 T.

There are six experiments installed at the LHC: ALICE [38], ATLAS [39], CMS [40],
LHCDb [41], LHCf [42] and TOTEM [43]. The first four detectors are the main detectors
installed in four huge underground caverns built around the four collision points of the LHC
beams.

e ATLAS and CMS are two general purpose detectors designed to cover the widest pos-
sible range of physics at the LHC, from the search for Higgs boson to supersymmetry
(SUSY) and extra dimensions.

e ALICE is a detector specialized in analyzing lead-ion collisions. It will study the
properties of quark-gluon plasma.

e LHCD is designed mainly for the study of B-physics. A specialized study of the slight
asymmetry between matter and antimatter present in interactions of B-physics, may
lead to the discovery of new physics.

e LHCf is a small experiment that is constructed to measure neutral particles produced
very close to the direction of the beams at the LHC.

e TOTEM is also a small experiment dedicated to the measurement of the total proton-
proton cross section with a luminosity-independent method. It is installed near the
interaction point used by CMS.

In December 2009, the first proton-proton collisions at the centre-of-mass energy of 900
GeV were delivered by the LHC. There were 5 x 10'° protons per bunch, two bunches per
beam and the luminosity was around 10?6 em™=2s7! to 102" em~2s~!. About 1.5 million
events in total were collected by all the experiments. At the end of March 2010, first
collisions at the centre-of-mass energy of 7 TeV were recorded at the LHC. The number
of protons per bunch then progressively increased from 5 x 10'° up to 1.2 x 10!, which is
surprisingly above the design parameter for beam-beam effects. Beam crossings were 150
ns apart. The proton-proton collisions continued until the end of October 2010, and were
followed by a period of heavy ion Pb-Pb collisions for about four weeks afterwards. In
summary, the LHC has run with stable beams for 1074 hours. The highest instantaneous
luminosity reached in 2010 is 2 x 1032em 257!, as shown in Figure 2.3(a). The delivered
integrated luminosity is about 48 pb~! (Figure 2.3(b)) for proton-proton collisions, and

9.7ub~! for Pb-Pb collisions.

2.2 The ATLAS Detector

The ATLAS (A Toroidal LHC ApparatuS), one of the two general-purpose detectors at
the LHC, is designed to accommodate the wide spectrum of possible physics signatures.
2.2.1 Coordinate system and nomenclature

The coordinate system and nomenclature used to describe the ATLAS detector are briefly
summarized here since they are used repeatedly throughout this thesis. The nominal in-
teraction point is defined as the origin of the coordinate system, while the beam direction

42



2.2. THE ATLAS DETECTOR

5 1 1 ‘ 7Y 2 ‘
N 10 I PRELIMINARY (£10% scale) : £ 10|  PRELIMINARY (£10% scale)
= > : : :
z ] ] ] 8 3
g w0} | r.3 | £ 1
£ ‘ ‘ o ‘ E
E | | @& oo 3
10 e om¥® g
g | | §b£ﬁ£$E8 E
: : 1 -
A4 88 85 £
. J EO0 aTLAs @ 10 ATLAS
H H H H Q H
-2 A
101 % G -El- AUCEY 35 10 -E}- ALICE*
1 ‘ CMS / TOTEM ° CMS / TOTEM
-3 : : E \ :
10 | &5 ; - LHCb 10 g ; “v:¢-+ LHCb
100 150 200 250 300 100 150 200 250 300
day of year 2010 day of year 2010

* ALICE : low pile-up limited since 01.07.2010 * ALICE : low pile-up limited since 01.07.2010

(a) (b)

Figure 2.3: Peak (a) and integrated (b) luminosity for each LHC experiment in 2010 colli-
sions.

defines the z-axis and the z-y plane is transverse to the beam direction. The positive z-axis
is defined as pointing from the interaction point to the centre of the LHC ring and the posi-
tive y-axis is defined as pointing upwards. The side-A of the detector is defined as that with
positive z and side-C is that with negative z. The azimuthal angle ¢ is measured around
the beam axis, and the polar angle 0 is the angle from the beam axis. The pseudorapidity
is defined as:

1
n= —§lntan(9/2)
In the case of massive objects such as jets, the rapidity

1. E+p,
y = 5 In(
2 E_pz

)

is used instead, as the pseudorapidity can not approximate rapidity when the object mass is
not negligible with respect to its momentum. The transverse momentum pr, the transverse
energy Ep, and the missing transverse energy Er, ... are defined in the x — y plane. The

distance AR in the pseudorapidity-azimuthal angle space is defined as:
AR =/ An? + A¢?

2.2.2 Physics requirement and performance goals

The main goals of the ATLAS detector are to perform precision tests of QCD and elec-
troweak interactions and search for Higgs boson and new physics. In particular, the search
for the SM Higgs boson has been used as a benchmark to the performance of important
sub-systems of ATLAS. The production and decay mechanisms of the Higgs boson depends
on its mass. More information can be found in Section 6.1.1 and 6.1.2. At low masses
(mg < 2my), the natural width is only a few MeV, thus the observed width is mostly
determined by the instrumental resolution. The predominant decay mode into hadrons is
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difficult to detect due to high QCD backgrounds: the two-photon final state is thus an
important discovery channel. The reconstruction and identification of photons is critical
issue in this channel. For masses above 130 GeV, the decay channels, H — ZZ* (with each
Z decaying to a pair of oppositely charged leptons) and H — WW (with each W decaying
into charged lepton and neutrino), are the experimentally cleanest channel to detect and
study the properties of the Higgs boson. Therefore, identification of electrons and muons
is very important. It requires good performance of the tracking system, calorimeter and
muon spectrometer. For masses around and over 600 GeV, the dominate decay mode is
the diboson final state. WW and ZZ decays into jets or involving neutrinos are needed to
extract a signal. The tagging of forward jets from the vector boson fusion production is
also important for searching for the Higgs boson.

The context of high luminosity, high beam energy and high background production at
the LHC imposes extraordinary difficulties on the detector. The benchmark physics goals
can be interpreted as a set of general requirements for ATLAS:

e The detectors require fast, radiation-hard electronics and sensor elements. In addition,
high granularity is needed to handle the particle fluxes and to reduce the influence of
overlapping events.

e Large acceptance in pseudorapidity with almost full azimuthal angle coverage is re-
quired.

e Good charged-particle momentum resolution and reconstruction efficiency in the inner
tracker are essential. For offline tagging of 7-leptons and b-jets, vertex detectors close
to the interaction region are required to observe secondary vertices.

e Very good electromagnetic (EM) calorimetry for electron and photon identification
and measurements, complemented by full-coverage hadronic calorimetry for accurate
jet and missing transverse energy measurements, are important requirements, as these
measurements form the basis of many of the physics studies.

e Good muon identification and momentum resolution over a wide range of momenta
and the ability to determine unambiguously the charge of high pr muons are funda-
mental requirements.

e Highly efficient triggering on low transverse momentum objects with sufficient back-
ground rejection, is a prerequisite to achieve an acceptable trigger rate for most physics
processes of interest.

The main performance goals for ATLAS detector are listed in Table 2.1.

2.2.3 Overview of the ATLAS detector

The ATLAS detector is mainly composed of six sub-systems: the magnet system, the inner
detector, the calorimeter, the muon spectrometer, the trigger system and the data acqui-
sition system. The overall ATLAS detector layout is shown in Figure 2.4. It is 25 m in
height and 44 m in length. The overall weight of the detector is approximately 7000 tons.
It is nominally forward-backward symmetric with respect to the interaction point.

The magnet configuration comprises a thin superconducting solenoid surrounding the
inner-detector cavity, and three large superconducting toroids (one barrel and two end-caps)
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Detector Component Required Resolution 7 coverage
measurement Trigger
Tracking opr/pr = 0.05%pr & 1% +2.5
EM calorimetry og/E =10%/VE & 0.7% +3.2 +2.5
Hadronic calorimetry (jets)
barrel and end-cap op/E =50%/VE @ 3% +3.2 +3.2
forward op/E=100%/VE ®10% 31<|n <49 3.1<|n <49
Muon spectrometer opr/pr = 10% at ppr = 1 TeV +2.7 +24

Table 2.1: General performance goals of the ATLAS detector. Note that, for high-p7 muons,
the muon-spectrometer performance is independent of the inner-detector system. The units
for F and pr are in GeV.

arranged with an eight-fold azimuthal symmetry around the calorimeters. This fundamental
choice has driven the design of the rest of the detector.

The inner detector is immersed in the 2 T solenoidal field to measure the transverse
momentum of the charged particles.

The high granularity liquid-argon (LAr) electromagnetic sampling calorimeters is in-
stalled on top of the solenoidal magnet system, and is used to measure the energy of elec-
trons and photons. Outside the electromagnetic calorimeter, is the hadronic calorimeter,
used to measure the energy of jets and hadrons.

The calorimeters are surrounded by the muon spectrometer. The air-core toroid system,
with a long barrel and two inserted end-cap magnets, generates strong bending power in a
large volume within a light and open structure. Excellent muon momentum resolution is
achieved with three layers of high precision tracking chambers.

2.2.4 Magnet system

ATLAS features a unique hybrid system of four large superconducting magnets. This mag-
netic system is 22 m in diameter and 26 m in length, with a stored energy of 1.6 GJ.

The superconducting magnet system provides the magnetic field over a volume of ap-
proximately 12000 m? (defined as the region in which the field exceeds 50 mT). The spatial
arrangement of the coil windings is shown in Figure 2.5.

The four large superconducting magnets are:

e Central solenoid [45]: It is placed outside the inner detector and before the electro-
magnetic calorimeter. The solenoid is aligned on the beam axis and provides a 2 T
axial magnetic field for the inner detector. In order to achieve the desired calorimeter
performance, the material thickness in front of the calorimeter needs to be minimized.
The solenoid is designed to be as thin as possible. The layout was optimized so that
the solenoid assembly contributes a total of ~ 0.66 radiation lengths at normal inci-
dence. The solenoid and the electromagnetic calorimeter share one common vacuum
vessel, therefore eliminating two vacuum walls.

e Barrel toroid [46]: It consists of eight coils assembled radially and symmetrically
around the beam axis. The coils are encased in individual racetrack-shaped, stainless-
steel vacuum vessels. The coils assembly are supported by eight inner and eight outer

45



CHAPTER 2. ACCELERATOR AND DETECTOR

Semiconductor fracker

Figure 2.5: Geometry of magnet windings and tile calorimeter steel. The barrel toroid
and two end-cap toroids are visible. The tile calorimeter is indicated in the figure by
the multicolor structure. There are four layers with different magnetic properties together
with an outside return yoke. The solenoid (the innermost red part) is located inside the
calorimeter.
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rings of struts. Services are brought to the coils through a cryogenic ring linking
the eight cryostats to a separate service cryostat, which provides connections to the
power supply, the helium refrigerator, the vacuum systems and the control system.
The whole barrel toroid system is 25.3 m in length, with inner and outer diameters
of 9.4 m and 20.1 m respectively.

e End-cap toroid [47]: There are two end-cap toroids inserted in the barrel toroid
at each end and line up with the solenoid. Each end-cap toroid consists of eight
racetrack, double-pancake coils in an aluminium alloy housing. The end-cap toroid
coil system is rotated by 22.5° with respect to the barrel toroid coil system in order
to provide radial overlap and to optimise the bending power at the interface between
the two coil systems. The peak magnetic fields on the superconductors in end-cap
toroid is 4.1 T.

2.2.5 Inner detector

The ATLAS Inner Detector [48] [49], abbreviated as ID, is placed right beyond the beam
pipe. It is a tracking detector designed to provide excellent momentum resolution and both
primary and secondary vertex measurements for charged tracks above a given pr threshold.
The lowest pr is 0.5 GeV, but it had been lowered to 0.1 GeV in some early data analysis on
minimum bias events. The pseudorapidity range is || < 2.5. It also provides information
for charged particle identification, especially electrons and muons.

The ID is contained within a cylindrical envelope of length +3512 mm and of radius
1150 mm, within the solenoidal magnetic field. A general view of the ID layout is given
in Figure 2.6. It consists of three independent but complementary sub-detectors. Each
sub-detector consists of a barrel part and two end-cap parts, one at each side of the barrel.
Figures 2.7 and 2.8 show the sensors and structural elements traversed by 10 GeV tracks
in the barrel and end-cap regions respectively.

End-cap semiconductor tracker

Figure 2.6: Over view of ATLAS inner detector.
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Figure 2.7: Drawing of the sensors and structural elements traversed by a charged track of
10 GeV pr in the barrel inner detector (n = 0.3).

The dimensions of each sub-detector are listed in Table 2.2 and shown in Figure 2.9.
At inner radii, high-resolution pattern recognition capabilities are available using discrete
space-points from silicon pixel layers (Pixels) [50] and stereo pairs of silicon microstrip (SCT)
layers. At larger radii, the transition radiation tracker (TRT) comprises many layers of
gaseous straw tube elements interleaved with transition radiation material. With an average
of 36 hits per track, it provides continuous tracking to enhance the pattern recognition and
improve the momentum resolution over || < 2.0 and electron identification complementary
to that of the calorimeter over a wide range of energies.

e Pixels: The pixel detector in ATLAS consists of three barrel layers (at average radii
of ~4 cm, 10 cm, and 13 ¢cm) and two end-caps (each with three disk layers between
radii of 11 and 20 cm). The layers are segmented in R—¢ and z. All the layers contains
a total of 140 million detector elements, each element with a size of Ap_gy x A, =
50 x 400 pm?. It corresponds to a resolution of 10 um in R — ¢ plane and 115
pm in the z direction. The system is designed to be highly modular, containing
approximately 1500 barrel modules and 700 disk modules. Each module is 62.4 mm
long and 21.4 mm wide, serving 24 x 160 detector elements read out by 16 chips.
The main quantitative goals were to reach a single hit resolution of 10 and 100 um
in transverse and longitudinal dimensions respectively, a transverse impact parameter
resolution better than 15 pm, and a longitudinal primary vertex resolution better
than 1 mm.
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Figure 2.8: Drawing of the sensors and structural elements traversed by two charged tracks

of 10 GeV pr in the end-cap inner detector (n = 1.4 and 2.2).

Item Radial extension(mm) | Length(mm)

Overall ID envelope 0 < R < 1150 0 < |z| < 3512

Beam-pipe 29 < R< 36

Pixel Overall envelope | 45.5 < R < 242 0 < |z| < 3092

3 cylindrical layers  Sensitive barrel | 50.5 < R < 122.5 0 < |z| < 400.5

2 x 3 disks Sensitive end-cap | 88.8 < R < 149.6 495 < |z] < 650

SCT Overall envelope | 255 < R < 549(barrel) 0 < |z| < 805
251 < R < 610(endcap) 810 < |z] < 2797

4 cylindrical layers  Sensitive barrel | 299 < R < 514 0 < |z] <749

2 x 9 disks Sensitive end-cap | 275 < R < 560 839 < |z| < 2735

TRT Overall envelope | 554 < R < 1082(barrel) 0 < |z] <780
617 < R < 1106(endcap) | 827 < |z| < 2744

73 straw planes Sensitive barrel | 563 < R < 1066 0<|z] <712

160 straw planes Sensitive end-cap | 644 < R < 1004 848 < |z| < 2710

Table 2.2: Main parameters of the 1D
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Figure 2.9: Plan view of a quarter-section of the ATLAS inner detector showing each of the
major detector elements with its active dimensions and envelopes. The labels PP1, PPB1
and PPF1 indicate the patch-panels for the ID services.

e SCT: The SCT system is designed to provide eight precision measurements per track
in the intermediate radial range, contributing to the measurement of momentum,
impact parameter and vertex position, as well as providing good pattern recognition
by the use of high granularity. The system is composed of four barrel layers [51] with
radii of 30.0, 37.3, 44.7 and 52.0 cm, and two end-caps [52], each with nine wheels.
The detector is also segmented into many elements in R — ¢ and z. Each element has
a size of 6.36 x 6.40 cm? with 768 readout strips of 80 um pitch. The end-cap wheels
use tapered strips. The strips are arranged radially, with ~ 12 cm in length (at the
outer radii) or 6 — 7 cm in length (at the innermost radii). This size is optimized to
cover the acceptance range |n| < 2.5. The SCT detector covers a total area of 63 m?
and contains 6.2 million readout channels. The nominal spatial resolution is 16 um in
R — ¢ plane and 580 um in the z direction. Tracks can be distinguished if separated
by more than 200 pm.

e TRT: This system is based on the use of straw detectors, which can operate at the
very high rates at the LHC by virtue of their small diameter and the isolation of
the sense wires within individual gas volumes. The TRT contains up to 73 layers
of straws interleaved with fibres (barrel) [53] and 160 straw planes interleaved with
foils (end-cap) [54], which provide transition radiation for electron identification. All
charged tracks with pr > 0.5 GeV and |n| < 2.0 traverse at least 36 straws, except
in the barrel-end-cap transition region (0.8 < |n| <1.0), where this number decreases
to a minimum of 22 crossed straws. Typically, seven to ten high-threshold hits from
transition radiation are expected for electrons with energies above 2 GeV. The large
number of straws per track guarantees a combined measurement accuracy of better
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than 50 pum at the LHC design luminosity, averaged over all straws and including
a systematic error of ~ 30 pum from alignment. The TRT is able to discriminate
electrons from other charged particles using transition radiation (TR). It consists of
soft x-ray photons emitted by charged particles transversing the boundary between
materials with different dielectric constants. The number of TR photons produced
depends on the 7, where v = E/mc?, of the particle and the number of boundaries
crossed by the particle.

2.2.6 Calorimeter

The ATLAS calorimeters [55] [56] comprise an electromagnetic calorimeter part and a
hadronic calorimeter part. Each part consists of a number of sampling detectors with full
¢-symmetry and coverage around the beam axis. The electromagnetic calorimeter is placed
beyond the inner detector, and the hadronic calorimeter is outside the electromagnetic
calorimeter. The overall system is shown in Figure 2.10, and its main parameters are given
in Table 2.3. The calorimeters closest to the beam-line are housed in three cryostats, one
barrel and two end-caps. The barrel cryostat contains the electromagnetic barrel calorime-
ter, whereas the two end-cap cryostats each contain an electromagnetic end-cap calorimeter
(EMEC), a hadronic end-cap calorimeter (HEC), located behind the EMEC, and a forward
calorimeter (FCal) to cover the region closest to the beam. All these calorimeters use liquid
argon as the active detector medium; liquid argon has been chosen for its intrinsic linear be-
havior, its stability of response over time and its intrinsic radiation-hardness. The hadronic
barrel calorimeter, normally called tile calorimeter, is placed outside the electromagnetic
barrel calorimeter. It uses scintillator as the active medium.

Tile barrel Tile extended barrel

p—

r

T
LAr hadronic - _’ / i 3 I
end-cap (HEC) s W/ / p

‘ él’ "!‘

LAr electromagnetic &
end-cap (EMEC)

LAr electromagnetic

barrel
LAr forward (FCal)

Figure 2.10: Over view of ATLAS calorimeter.

¢ Electromagnetic calorimeter
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Barrel

[ End-cap

EM calorimeter

Number of layers and |7| coverage

presampler 1 n| < 1.52 1 1.5 <|n <1.8
Calorimeter 3 n| < 1.35 2 1.375 < |n| < 1.5
2 1.35 < |n| < 1.475 | 3 1.5 < |n <25
2 2.5 < |n| < 3.2
Granularity An x Agversus|n|
presampler 0.025 x 0.1 7| < 1.52 0.025 x 0.1 1.5 < |n < 1.8
Calorimeter 1st layer 0.025/8 x 0.1 n| < 1.40 0.050 x 0.1 1.375 < |n| < 1.425
0.025 x 0.025  1.40 < || < 1.475 | 0.025 x 0.1 1425 < |n| < 1.5
0.025/8 x 0.1 15 < || <18
0.025/6 x 0.1 1.8 < |n| < 2.0
0.025/4 x 0.1 2.0 < |n] < 2.4
0.025 x 0.1 24 < |n| < 2.5
0.1x0.1 2.5 < |n| < 3.2
Calorimeter 2nd layer 0.025 x 0.025 |n| < 1.40 0.05 x 0.025 1.375 < |n| < 1.425
0.075 x 0.025 1.40 < |n| < 1.475 | 0.025 x 0.025 1.425 < |n| < 2.5
0.1 x 0.1 2.5 < |n| < 3.2
Calorimeter 3rd layer 0.05 x 0.025 [n] < 1.35 0.05 x 0.025 1.5 <n| <25
Number of readout channels
Presampler 7808 1536(both sides)
Calorimeter 101760 62208(both sides)
LAr hadronic end-cap
[n]coverage 1.5 < |n| < 3.2
Number of layers 4
Granularity An x A¢ 0.1 x0.1 1.5<n <25
0.2 x 0.2 2.5 < |n| < 3.2
Readout channels 5632(both sides)
LAr forward calorimeter
[n]coverage 3.1<|n| <4.9
Number of layers 3
Granularity Az x Ay(cm) FCall : 3.0 X 2.6 3.15 < |n] < 4.30
FCall :~ 4z finer  3.10 < |n| < 3.15
4.30 < |n| < 4.83
FCal2:33x42 324 <|n| <450
FCal2 :~ 4z finer  3.20 < |n| < 3.24
4.50 < |n| < 4.81
FCal3:33x42  3.32<|n| < 4.60
FCal3 :~ 4z finer 3.29 < |n| < 3.32
4.60 < |n| < 4.75
Readout channels 3524 (both sides)
Scintillator tile calorimeter
Barrel Extended barrel
[n|coverage In| < 1.0 0.8 < |n| < 1.7
Number of layers 3 3
Granularity An x A¢ 0.1 x0.1 0.1 x0.1
last layer 0.2 x0.1 0.2x0.1
Readout channels 5760 4092(both sides)

Table 2.3: Main parameters of the calorimeter system.
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As already mentioned in Section 2.2.2, the search for the SM Higgs boson has been
used as a benchmark to the performance of important sub-systems of ATLAS. In
particular, the electromagnetic calorimeter has been optimized for the decay channels
of H— vy and H — ZZ*. The most crucial discriminant for H — =~ channel is the
two photon invariant mass. It is computed as:

Moy = \/QETJET,Q(COSh(?]l —12) — cos(p1 — P2)) (2.2)

The following requirements on the calorimeter play an important role in this channel,
especially for the two photon invariant mass reconstruction:

— Acceptance coverage: The branching ratio of H — ~~ is quite small, at the
level of O(1073). Therefore the largest possible acceptance is needed to get the
best sensitivity.

— Energy resolution: An excellent energy resolution and linearity is needed for
the invariant mass reconstruction. A stochastic term of 10%/ V'E and a constant
term of 0.7% is expected to contribute to the energy resolution. A linearity
response better than 0.5% (1%) up to 300 GeV (3 TeV) is required.

— Position resolution: It is related to the direction (1 and ¢) reconstruction
of the photons. Accurate reconstruction of the direction is needed for the two
photons in the invariant mass reconstruction as indicated in Equation 2.2.

— Photon identification: The QCD background (especially the di-jet background)
is much larger than the signal production for H — v+, thus excellent v/jet sepa-
ration is needed to reject the background. A refined granularity of the calorimeter
is really important in the 7/jet separation.

The precision electromagnetic calorimeters are lead-liquid argon detectors with accor-
dion shape absorbers and electrodes. The accordion geometry provides naturally a
full coverage in ¢ without any cracks, and a fast extraction of the signal at the rear
or at the front of the electrodes. In the barrel [57], the accordion waves are axial and
run in ¢, and the folding angles of the waves vary with radius to keep the liquid-argon
gap constant. In the end-caps, the waves are parallel to the radial direction and run
axially. Since the liquid-argon gap increases with radius in the end-caps [58], the wave
amplitude and the folding angle of the absorbers and electrodes vary with radius.

The calorimeters have several active layers in depth, three in the precision-measurement
region (0 < |n| < 2.5) and two in the higher-n region (2.5< |n| < 3.2) and in the over-
lap region between the barrel and the end-cap. In the precision measurement region,
an accurate position measurement is obtained by finely segmenting the first layer in
1. The n-direction of photons is determined by the position of the photon cluster in
the first and the second layers.

The barrel electromagnetic calorimeter is made of two half-barrels, one covers the
region with z > 0 (0 < n < 1.475) and the other covers the region with z < 0
(—1.475 < n < 0). Each half-barrel is 3.2 m in length, 1.4 m for inner radii and
2.0 m for outer radii, and 57 tons in weight. As mentioned before, there are three
layers in the longitudinal direction, each layer with different granularity. For electrons
and photons, most of their energy deposits in the middle layer. The granularity is
An x A¢p = 0.025 x 0.025 for each cell in the middle layer. The first layer (also
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called strip layer) is finely segmented along 7, as shown in Figure 2.11, so that there
are eight strips in front of a middle cell. The back layer collects only the tail of the
electromagnetic shower, thus it is less segmented in 7. In the region (0 < |n| < 1.8),
there is a presampler placed before the first layer. It is used to measure the energy
lost in front of the electromagnetic calorimeter.
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Figure 2.11: The granularity in n and ¢ of the cells of each of the three layers for electro-
magnetic calorimeter in the barrel. The granularity for trigger towers is also shown.

The end-cap electromagnetic calorimeter consists of two wheels, one on each side of the
electromagnetic barrel. Each wheel is 63 cm in thickness, 27 tons in weight and with
330 mm for inner radii 2098 mm for outer radii. It covers the region 1.375 < |n| < 3.2.
There is relatively more material in the transition region between barrel and the end-
cap calorimeters. The presampler is used in the region of 1.5 < |n| < 1.8 to improve
the energy measurement. The end-cap electromagnetic calorimeter in the region of
1.5 < |n| < 2.5 is divided into three longitudinal layers as the barrel electromagnetic
calorimeter. The granularity for the middle layer cells is the same as the one in the
barrel: An x A¢ = 0.025 x 0.025. The first layer is finely segmented in 7, while the
back layer has a twice coarser granularity in 7.

e Tile calorimeter
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The tile calorimeter [59] is located behind the electromagnetic calorimeter. It uses steel
as the absorber and scintillator as the active medium. It consists of a central barrel
and two extended barrels. The central barrel is 5.8 m in length and 7.4\ (interaction
lengths) in radial depth, covering the region || < 1.0. Each extended barrel is 2.6
m in length, 2.28 m for inner radii and 4.25 m for outer radii, covering the region
of 0.8 < |n| < 1.7. The choice of this technology provides maximum radial depth
for the least cost for ATLAS. The tile calorimeter is divided into three longitudinal
layers. The granularity is An x A¢ = 0.1 x 0.1 for the cells in the first two layers and
An x A¢ = 0.1 x 0.2 for the cells in the third layer.

e Hadronic endcap calorimeter

The hadronic calorimetry is extended to larger pseudorapidities by the hadronic end-
cap calorimeter (HEC) [60], a copper/liquid-argon detector, which covers the region
of 1.5 < |n| < 3.2. The HEC consists of two wheels in each end-cap cryostat: a
front wheel (HEC1) and a rear wheel (HEC2), each wheel containing two longitudinal
sections. The wheels are cylindrical with an outer radii of 2030 mm. Each of the four
HEC wheels is constructed of 32 identical wedge-shaped modules.

e Forward calorimeter

The forward calorimeters (FCal) are located in the same cryostats as the end-cap
calorimeters and cover the region of 3.1 < |n| < 4.9. The close vicinity and coupling
between these systems result in a quite hermetic design, which minimizes energy losses
in cracks between the calorimeter systems and also limits the backgrounds which
reach the muon system. As the FCal modules are located at high 7, at a distance
of approximately 4.7 m from the interaction point, they are exposed to high particle
fluxes. Each FCal is split into three 45 cm deep modules: one electromagnetic module
(FCall) and two hadronic modules (FCal2 and FCal3), as illustrated in Figure 2.12.

R (cm)

| FCall: FCal2 FCal3

0 N I E e ——— B I B ) I R —— | I—
350 400 450 500 550 600 650 7 (cm)

Figure 2.12: Schematic diagram showing the three FCal modules located in the end-cap
cryostat. The material in front of the FCal and the shielding plug behind it are also shown.
The black regions are structural parts of the cryostat. The diagram has a larger vertical
scale for clarity.

e Material before and in the calorimeters

Cumulative amount of material, in units of interaction length, as a function of || is
shown in Figure 2.13 in front of the electromagnetic calorimeters, in the electromag-
netic calorimeters themselves, in each hadronic layer, and the total amount at the end
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of the active calorimetry. Also shown for completeness is the total amount of material
in front of the first active layer of the muon spectrometer (up to |n| < 3.0).
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Figure 2.13: Over view of material distribution in front of and in the electromagnetic and
hadronic calorimeters as a function of |7|.

2.2.7 Muon spectrometer

The muon spectrometer [61, 62] forms the outermost part of the ATLAS detector. It is
designed to provide an accurate measurement of the muons momentum in a large dynamic
range. It is also designed to trigger on muons in the region |n| <2.4. The layout of the muon
spectrometer is shown in Figure 2.14. A transverse momentum resolution of approximately
10% for 1 TeV tracks is expected, which translates into a sagitta along the z (beam) axis of
about 500 um, to be measured with a resolution of < 50 ym. Muon momenta down to a few
GeV (~ 3 GeV, due to energy loss in the calorimeters) may be measured by the spectrometer
alone. Even at the high end of the accessible range (~ 3 TeV), the standalone measurements
still provide adequate momentum resolution and excellent charge identification.

Precision-tracking chambers in the barrel region are located between and on the eight
coils of the superconducting barrel toroid magnet, while the end-cap chambers are in front
and behind the two end-cap toroid magnets. The ¢ symmetry of the toroids is reflected
in the symmetric structure of the muon chamber system, consisting of eight octants. Each
octant is subdivided in the azimuthal direction in two sectors with slightly different lateral
extensions, a large and a small sector, leading to a region of overlap in ¢. This overlap of
the chamber boundaries minimises gaps in detector coverage and also allows for the relative
alignment of adjacent sectors using tracks recorded by both a large and a small chamber.

The chambers in the barrel are arranged in three concentric cylindrical shells around
the beam axis at radii of approximately 5 m, 7.5 m, and 10 m. In the two end-cap regions,
muon chambers form large wheels, perpendicular to the z-axis and located at distances of
|z| = 7.4 m, 10.8 m, 14 m, and 21.5 m from the interaction point.

The precision momentum measurement is performed by the Monitored Drift Tube cham-
bers (MDTs). They cover the pseudorapidity range |n| < 2.7 (except in the innermost
end-cap layer where their coverage is limited to |n| <2.0). These chambers consist of three
to eight layers of drift tubes, operated at an absolute pressure of 3 bar, which achieve an
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Figure 2.14: Over view of the muon system.

average resolution of 80 pum per tube, or about 35 um per chamber.

In the forward region (2 < |n| < 2.7), Cathode-Strip Chambers (CSC) are used in
the innermost tracking layer due to their higher rate capability and time resolution. The
CSCs are multiwire proportional chambers with cathode planes segmented into strips in
orthogonal directions. This allows both coordinates to be measured from the induced-
charge distribution. The resolution of a chamber is 40 um in the bending plane and about
5 mm in the transverse plane. The difference in resolution between the bending and non-
bending planes is due to the different readout pitch, and to the fact that the azimuthal
readout runs parallel to the anode wires.

An essential design criterion of the muon system was the capability to trigger on muon
tracks. The precision-tracking chambers have therefore been complemented by a system of
fast trigger chambers capable of delivering track information within a few tens of nanosec-
onds after the passage of the particle. In the barrel region (|n| < 1.05), Resistive Plate
Chambers (RPC) were selected for this purpose, while in the end-cap (1.05 < |n| < 2.4)
Thin Gap Chambers (TGC) were chosen.

2.2.8 Trigger and data acquisition system

In the LHC environment, a very powerful and efficient trigger system is indispensable for the
experiments. The trigger system [63] in the ATLAS experiment includes three levels: Level
1, Level 2 and the event filter level. One can see the overview of the ATLAS trigger system
in Figure 2.15. The L2 and event filter together form the High-Level Trigger (HLT') [65].
Each trigger level refines the decisions made at the previous level and, where necessary,
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applies additional selection criteria.

Interaction rate
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Figure 2.15: Over view of the trigger system.

The L1 trigger [64] searches for high transverse-momentum muons, electrons, photons,
jets, and 7-leptons decaying into hadrons, as well as large missing and total transverse
energy. High transverse-momentum muons are identified using trigger chambers in RPC
and TGC. Calorimeter selections are based on reduced-granularity information from all the
calorimeters. Results from the L1 muon and calorimeter triggers are processed by the central
trigger processor, which implements a trigger “menu” made up of combinations of trigger
selections. In each event, the L1 trigger defines one or more Regions-of-Interest (Rols), in
which interesting features have been identified and the criteria passed is associated. This
information is subsequently used by the high-level trigger. After L1, the collision rate of 40
MHz will be reduced to 75 kHz (or up to 100 kHz).

The L2 selection is seeded by the Rol provided by the L1 trigger. The Rols are the
regions where the L1 trigger has identified possible trigger objects within the event. L2 se-
lections use, at full granularity and precision, all the available detector data within the Rols
(approximately 2% of the total event data). The L2 menus are designed to reduce the trig-
ger rate to approximately 3.5 kHz, with an average event processing time of approximately
40 ms.

The final stage of the event selection is carried out by the event filter, which uses offline
analysis procedures on fully-built events to further select events. This level reduces the event
rate to roughly 200 Hz. Its selections are implemented with an average event processing
time of about four seconds.

The data acquisition system (DAQ) first receives and buffers the event data from the
detector-specific readout electronics at the L1 trigger rate. Then it transmits to the L2
trigger any data (typically the data of Rol’s) requested by the trigger. The events passing
the L2 selection will be moved to the event filter, and perform the event-building. The
events passing the event filter level selection, are finally moved to permanent event storage.
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In addition to controlling movement of data down the trigger selection chain, the data
acquisition system also provides for the configuration, control and monitoring of the ATLAS
detector during data-taking.

2.3 ATLAS data taking status and performance

In December 2009, the ATLAS detector recorded data from a first series of LHC runs for
proton-proton collisions at /s = 0.9 TeV and 2.36 TeV, with integrated luminosities of about
9 pub~! and 0.7 ub~! respectively. The ATLAS operating procedure in 2009 maintained the
calorimeters and TRT in standard operating conditions, but the silicon trackers and muon
chambers were at a reduced or “standby” voltage until after stable beams were declared by
the LHC.

In 2010, the LHC delivered an integrated luminosity of about 48 pb~! for proton-proton
collisions at /s = 7 TeV, 94% of which were recorded by ATLAS with the full detector at
nominal high voltage, as illustrated in Figure 2.16. As already mentioned in Section 2.1,
the highest instantaneous luminosity reached in 2010 is 2 x 10%2em™=2s~!. More than 97%
of the each subdetector was operational throughout 2010, and some of the non-operational
channels were repaired during the winter shutdown. For each of the subsystems, more than
90% of the recorded data are considered of good quality for physics analysis.
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Figure 2.16: Integrated luminosity versus day delivered to (green) and recorded by ATLAS
(yellow) in pp collisions at /s = 7 TeV.

The LHC integrated luminosity is measured in real time using different algorithms based
on the counting rates of dedicated Cherenkov detectors (LUCID). In addition, other tech-
niques with the ATLAS detector (timing distribution in the trigger scintillators, timing in
the forward calorimeters and particle vertices reconstructed online with the tracking detec-
tors) are also used to measure the luminosity. The different methods agree within about
5%. The absolute luminosity is determined, using beam separation scans for calibration,
with an uncertainty of 11% dominated by the systematic uncertainty on the LHC beam
current measurement.
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2.3.1 Performance of the Inner Detector

e Pixels: The fraction of operating modules amounts to 97.4% and is found to be
stable along the data taking period. Non-operating modules are due to various service
disconnections (high and low voltage) or non-configurable modules. The hit efficiency
for a track in the Pixel detector is about 99%. Figure 2.17 shows the primary vertex
position in the transverse (x, y) plane for an LHC fill. The measured dispersions in
both directions (108 and 96 pm respectively) agree with the 100 um predicted from the
beam instrumentation. As will be discussed in Chapter 6, reconstructed individual
primary vertices help to improve the resolution on physical quantities, which use
the angles between particles, like invariant masses. An alignment is performed and
the spatial resolution is investigated by looking at unbiased residuals, which are the
differences between the measured position of the cluster and the predicted position
from the trajectory in the tracker. In the barrel region, unbiased residual widths
of 19 and 105 pum have been obtained for transverse and longitudinal dimensions
respectively, which are in agreement with the desired resolution.
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Figure 2.17: Primary vertices position in the transverse plane for an LHC fill.

e SCT: There are 30 modules (out of 4088) excluded of the configuration of the SCT in
the 2010 data taking. 99.3% of the SCT detector is fully functional. The SCT has on
average an intrinsic hit efficiency of 99.8%+0.1%. The alignment for 2010 is performed
using the data-sets collected in 2009 collision at /s = 0.9 TeV, The alignment is
already very close to the ideal one as demonstrated in Figure 2.18, where the x track-
residual distributions from track extrapolation are shown for 7 TeV collision data
compared to MC simulation with nominal alignment. The plots show evidence that the
SCT is well aligned and its geometry approximates closely the perfect, MC-simulated
geometry. This is really important for performing accurate tracking and invariant
mass reconstructions.

e TRT: The hit efficiency for TRT is about 94% if the track is within 1 mm from the
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Figure 2.18: Track z-residual distribution for SCT with perfect MC-simulated geometry
(red circle) and for the current alignment with 7 TeV collision data (blue dot). (a) barrel
(b) end-cap. [66].

straw centre. Figure 2.19 shows the probability of a TRT high-threshold (HT) hit as a
function of v = F/mc?. The results from the barrel are in agreement with those from
MC simulation, whereas in the endcap the simulated sample shows slightly higher
HT probability for hadrons and lower HT probability for electron candidates, which
indicates that improvements are needed for the simulation of the TR in the endcap.
The spatial residual in TRT is approaching the design resolution of 130 pm.
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Figure 2.19: The probability of a TRT high-threshold (HT') hit as a function of the Lorentz
factor, v = E/m, for TRT. (a) barrel (b) end-cap. [67]

2.3.2 Performance of the calorimeter

During the data-taking between April and October 2010, some optical links in the calorime-
ter readout system were non-functional. The inoperable optical links increased over time.
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As of November 2010, 2% of the readout channels were inoperable. During the shutdown
from the end of 2010 and the beginning of 2011, those channels were repaired. In the last
few weeks of 2010 data-taking, which corresponds to 55% of the total integrated luminosity
recorded by ATLAS, about 30 out of 1524 optical links were affected. The (1, ¢) maps of
the dead readout optical links for the presampler, strip and middle layers in EM calorimeter
in this period are shown in Figure 2.20. Those maps are called Object Quality maps used
to constraint the quality of the photon and electron reconstruction. If cells of the photon or
electron object are inside the inoperable region, the object is rejected. The distribution of
the energy deposition in the calorimeter cells is well described by simulated minimum bias
events for both electromagnetic and hadronic calorimeters in all 1 regions. The resolution
of the energy measurement is controlled using randomly triggered events. An example of
the energy distribution in the Tile calorimeter cells is shown in Figure 2.21. The energy
associated to a track was determined using topology clusters with barycenter at AR < 0.2
from the track. Shower contamination from photons and neutral hadrons was subtracted
using late showering charged hadrons as control sample. Data and MC agree within 5%.
The calibration of the LAr calorimeters shows good stability. The calibration constants are
monitored over long time-periods. The stability of the pedestal is below 0.03 ACD counts,
which is approximately 2 MeV, and the stability of the gain below 0.1% over all calorime-
ters. With 2010 collision data, an alignment of a few hundred picoseconds per front-end
board (128 readout channels) was achieved, the goal being < 100 ps per readout channel
for all LAr calorimeters.

2.3.3 Performance of the muon spectrometer

The pr resolution in the muon spectrometer was measured using cosmic ray data taken in
2009 by splitting tracks crossing the centre of the detector into two “collision-like” tracks
and comparing their measured pr’s. An example of the resolution is shown in Figure 2.22
obtained from one reconstruction algorithm in the sectors of the MDT located on the coils
of the toroid. The data points are fitted to an empirical parameterization including energy
loss fluctuation, multiple scattering and spectrometer resolution. The results obtained reach
the designed goals.

2.3.4 'Trigger and event selection

During the ATLAS startup phase, the focus of the trigger selection strategy was to com-
mission the trigger and to ensure that well known Standard Model processes are observed.
With peak luminosity less than few times of 1027 ¢m™2s~!, the minimum bias L1 trigger
operated using hits in scintillator counters (MBTS), and HLT operated in pass-through
mode. At peak luminosity around 102 ¢m=2s~!, HLT chains have been activated to cope
with increasing rate while running with low L1 thresholds. The trigger rates were kept
about constant while the luminosity quickly increased by prescaling low threshold trigger
items. An example of the L1 calorimetric trigger efficiency is shown in Figure 2.23. Good
agreement between the collision data and MC-simulated sample is observed.

2.3.5 Material mapping in the ID

A very precise mapping of the material in the ID was obtained from the rate and vertex
position of secondary hadronic interactions [70] or photon conversions [71] and from the
energy flow [72] in the calorimeter. The three methods give results compatible with each
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Figure 2.20: Maps of the dead readout optical links of the Liquid Argon Calorimeter. Top:
presampler. Middle: strip layer. Bottom: middle layer. The red regions are not functional.
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Figure 2.21: Energy deposition in the Tile calorimeter cells for collision data at differ-
ent centre-of-mass energies, randomly triggered events and MC simulated minimum bias
events. [68].
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Figure 2.22: Transverse momentum resolution versus transverse momentum obtained from
cosmic ray data (red dot), fitted with an empirical function (black line). [68].
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Figure 2.23: The efficiency for a L1 calorimetric trigger item as a function of the transverse
energy of the reconstructed photons. The transverse energy threshold of this trigger item
is 5 GeV. Result for data is obtained with collision data at /s = 7 TeV. [69].

other and show some discrepancy from the MC description of the detector. The maps
obtained from data are used to improve the simulation.

The distribution of photon conversion vertices can be used to map the distribution of
material in the ID. After applying some geometric selection criteria and the requirement on
the fit quality of the conversion vertex, the position of selected photon conversion vertices
are displayed in Figure 2.24. In this Figure, the beam pipe (R = 34.3 mm), the three barrel
Pixel layers (R = 50.5, 88.5, 122.5 mm) and the first two SCT barrel layers (R = 299,
371 mm), together with the Pixel Support Tube (R = 229 mm) and various other support
structures are clearly seen. In the zy projection, the cooling pipes on the Pixel detector
modules and the overlap regions in the first SCT layer are visible. As shown in Figure 2.24
(b) clear shift in the simulated radial positions is observed for the Pixel Support Tube and
global Pixel Support structure (around R = 200 mm), while the overall amount of material
seems to be in good agreement.
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Chapter 3

Photon reconstruction, calibration
and identification

3.1 Photon reconstruction

In the ATLAS experiment, rectangular clusters are first reconstructed from electromagnetic
calorimeter (ECAL). The calorimeter is divided into a grid of 200x256 CaloTowers in the
1 — ¢ space within the range of |n| < 2.5. All layers of the ECAL are considered. Each
CaloTower has a size of An x A¢ = 0.025%x0.025. A rectangular precluster is first formed
if a local maximum in a window of 5x5 CaloTowers above a fixed threshold of 2.5 GeV is
found. Cells are then grouped into a rectangular window of Ngl“‘*t” X Ngl“‘*t” centered on a
layer-dependent seed position, following the sequence of middle layer, strip layer, presampler
and the back layer. In the middle layer, the precluster barycenter position is used as the
seed position. The size of Nﬁl““e” X Ngl“s’fer depends on the particle type. More detailed
information about the calorimeter clustering algorithm can be found in [86]. Clusters with
a small energy leakage! (less than 2%) into the hadronic calorimeter (HCAL) are considered
as electrons and photons.

Due to the presence of material upstream of the ECAL, photons can undergo a conver-
sion. To classify a cluster as an electron, a converted photon or an unconverted photon, a
two-step algorithm is designed. The first step is the track matching. If there is no track
matching the cluster, it is characterized as unconverted photon. If there is at least one
track matching the cluster, then all the reconstructed conversion vertex candidates? found
by the Inner Detector (ID) reconstruction algorithm are checked.

The best matched track to the electromagnetic cluster is normally characterized as the
one with an impact point? closest to the cluster itself. This track is checked against the
track(s) originating from the best conversion vertex candidate matched to the same cluster.

1t is defined as the ratio of the transverse energy measured in the hadronic calorimeter over the transverse
energy measured in ECAL. The transverse energy is calculated by: Er = E/cosh(n), where E is the
measured energy, n is computed from the position of the barycenter of the cluster.

2The conversion vertex candidates are reconstructed by a constrained vertex fit of two electron-like
tracks [75]. There are also conversion vertex candidates that with only one single electron-like track asso-
ciated, which are called single-track conversion vertex candidates. The associated single electron-like track
must not be originating from the primary vertex, and the conversion vertex candidate is assigned at the first
hit of the track.

3The impact point is the hit point in the calorimeter extrapolated from the trajectory of a track in the
Inner Detector.
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If the track coincides with a track coming from the conversion vertex, then this cluster is
treated as a converted photon. If the coinciding track has a hit in the innermost Pixel layer
(B-layer), and the other track of a double-track conversion vertex candidate lacks a B-layer
hit, this cluster will not be considered as a converted photon. If the track does not coincide
with any of the tracks assigned to the conversion vertex candidate, then it is considered as
an electron, unless the track transverse momentum pp is smaller than that of the candidate
converted photon pp.

If the cluster has a best matched track that is with only Transition Radiation Tracker
hits (TRT-only track) and with pr > 2 GeV and E/p < 10 (here, E is the cluster energy, p
is the track momentum), it is then considered as a converted photon, regardless of whether
a conversion vertex candidate has been matched to its electromagnetic cluster or not. Oth-
erwise if TRT-only tracks have pr < 2 GeV, then the cluster is automatically considered to
be unconverted photon candidates.

Finally, the four momentum of the converted photon candidates is computed using in
addition the available tracking information. Although the energy itself comes from the
electromagnetic cluster, the n and ¢ directions are taken from the corresponding track
parameters at the reconstructed conversion vertex. In the case of TRT-only tracks the 5
direction is picked up from the cluster n-pointing, which is determined by the barycenters
of the middle layer and the strip layer.

3.2 Photon calibration

The number of ECAL cells used for the photon energy measurement depends on the photon
classification.? In the barrel, a rectangular window of 3x5 second layer cell size around
the cluster barycenter is used for unconverted photon and 3x7 used for converted photon.
In the endcap, a rectangular window of 5x5 is used for all the photons. Two algorithms
are designed to determine the particle energy from the energies measured in the presampler
and the three calorimeter layers: the “calibration hits” (CH) and the “longitudinal weights”
(LW) method [76]. The calibration coefficients are extracted from Monte Carlo simulations.
They are updated each time when a more refined simulation of the calorimeter is available.
In the past, the two algorithms have been validated on test beam data. Both methods are
available in the ATLAS reconstruction program and the CH method is the default one.
The CH method is more sophisticated. It takes full consideration of the 7, energy and
radiation length dependence for the various contributions which enter in the computation
of the photon energy. The LW method derives the coefficients with a global x? optimization
over a wide energy range and is not strictly related to the different contributions. In this
section, only the CH method is detailed.

This method determines the energy of photons by summing up four different contribu-
tions: the energy deposited in front of the calorimeter (including the energy between the
cold calorimeter wall and the strip layer), the energy deposited inside the cluster, outside
the cluster (lateral leakage) and the energy deposited beyond the calorimeter (longitudinal
leakage). The four terms are parameterized as a function of the measured energies in the
presampler (where present) and in the three longitudinal layers. The coefficients are also
computed as a function of the pseudorapidity value which is the center of a middle cell and

4 Although photon calibration is described in this section, the same procedure is applied to the calibration
of the clusters classified as electrons, leading to the extraction of specific calibration coefficients.
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stored in a database. The energy can be expressed with the following formula:

E, = (Eﬁ‘)ic,n)er(Eé?,ic,n) ESEAT 1 (B, m) - (BLEAT)?
Acc
+ ESEATY (14 frear(X,m)) - (F(n, ¢ 3.1
foutXn 221:3 (X,m) - (F(n,9)) (3.1)

Where:

e [, is the photon energy.

o a(Ef% n), b(Ef n) and ¢(E{¢ n) are parameters determined as a function of the

energy deposited in the accordion (FE;3¢) and |n|. The coefficients a and b are com-
monly named offset and slope. For pseudorapidity values corresponding to the barrel

calorimeter (|n| < 1.475) the parameterization is limited to the first two terms (c=0).

is the energy measured in the presampler cluster corrected for the fraction
deposited in the passive materials.

clLAr
Eps

e X is the longitudinal barycenter of the shower (Shower Depth) defined as:

clLAr vy .
Zi:(),?) E' X
clLAr
Zz =0,3 E

Here, are the energies deposited in the cluster in the active medium of the
presampler and the three compartments of the calorimeter (strip, middle, back), and
X; is the depth, expressed in radiation length, of the longitudinal center of each
compartment computed from the centre of ATLAS. X; are functions of ||

X:

(3.2)

clLAr
Ei

° SQCC(X ,m) is a correction factor of the accordion sampling fraction in the cluster. It
is parameterized as a function of X and |n].

e fout(X,n) is the correction for the energy deposited in the calorimeter outside the
cluster (lateral leakage). It is parameterized as a function of X and |n)|.

e fieak(X,n) is the longitudinal leakage correction. It is parameterized as a function of
In| and X.

e F(n,¢) is the energy correction depending on the impact point inside a cell (energy
modulation).

In the region |n| > 1.8, not instrumented with the presampler, the energy deposited in
front of the calorimeter is parameterized as a function of the shower longitudinal barycenter
as shown in Equation 3.2 computed with the information given by the three calorimeter
layers only.

The performance studies of single calorimeter modules using the test beam data and fully
simulated Monte Carlo events indicate that a photon energy resolution can be described by
the following formula:

5=Ce = (3.3)

where F is the photon energy and o is the photon energy resolution. s is a sampling
term resulting from the sampling fluctuations. C is an overall constant term which consists
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of local constant term, short-range constant term and long-range constant term. Local
constant term is mainly due to the imperfect corrections for the lateral and longitudinal
leakage and for the ¢p-modulation. The short-range constant term includes the contributions
from mechanics, such as absorber and liquid gap tolerances, and from calibration, such as
amplitude accuracy, readout stability and difference between calibration and physics signals.
The long-range constant term include the effects from time dependence of charge measured
in liquid, temperature gradients, high voltage variations and materials. The designed goal
for the overall constant term in ATLAS is at the level of 0.7% or better over the full range
of ECAL devoted to precision physics.

3.3 Photon identification

The largest background contamination for the true photons that comes from the hard
scattering or parton fragmentation are jets, especially the jets that fragment into a leading
70 or 7 mesons. The photons from 7% or 7 decays are typically less isolated due to the
hadronic activity around, and give larger shower in the ECAL due to the presence of two
photons.

In order to separate true photons from fake photons resulting from jets, several discrim-
inating shower shape variables are defined using mostly the information of electromagnetic

calorimeter.
e Hadronic leakage:

— Rhad, s Rhaq: ratio of Ep in the first layer of the hadronic calorimeter to the Ep
of the EM cluster. In the pseudorapidity range 0.8 < || < 1.37 which is not
covered by the first hadronic layer, the total hadronic E7 to the EM Erp ratio is

used. b
B
Rhad, = ;T (3.4)
Ehad
Rhaa = —L 3.5
had ET ( )
e Middle layer of ECAL:
— R,: ratio in 7 of cell energies in 3x7 versus 7x7 cells,
Eg%
R, = — (3.6)
EP%
— Ry: ratio in ¢ of cell energies in 3x3 versus 3x7 cells,
E5%s
Ry = —2 (3.7)
Eg%

— wy: lateral width of the shower,

w2

_ ZZEEUQ _ (ZZEE”)Q (3.8)
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e Strip layer of ECAL:

ws3: shower width for three strip cells around the strip cell with the highest
energy deposited,
Ei( x
ey = \/ LB ) (3.9)

wstot: total lateral shower width,

Wstot = \/Z E Zmax) (3 ]_O)

Fgiqe: ratio of energy outside a core of 3 central strip cells but within 7 strip
cells, over the energy in the core of 3 central strip cells,

B(£3) — B(£1)

Fidqe =
side E(:l:l)

(3.11)

AFE: difference between the energy of the strip cell with the second highest energy
deposited and the energy of the strip cell with the smallest energy deposited
between the two leading strip cells,

AE = (3.12)

FEratio: ratio of the energy difference associated with the highest and second
highest energy deposited over the sum of these energies.

ES% _ Sld

1q 21]

Eratio = E‘Sl e E max (3.13)
15t max + 2nd max

Rpaz1: energy in the strip cell with the second highest energy deposited, rescaled
by a monotonic function of the total transverse energy FEr. This variable was
not used anymore starting from the year of 2009 in ATLAS. Because the variable
of Eqti0 18 correlated with R4 1, and shows larger rejection power.

E3l,
< max 3.14
1000 + 0.009 Ep (3.14)

Rmax 1=

The cut on the hadronic leakage can greatly reduce the rate of fake photons coming from jets,
which give relatively large energy deposition in the HCAL. The cuts on the variables based
on the middle layer of the ECAL can help to reject the fake photons with wider showers.
The variables defined from the strip layer of ECAL, make use of the refined segmentation
of this layer and help to further reduce the fake photons originating from single 7° or n
mesons which decay in 7.

A comparison on the rejection power between converted and unconverted photon is

performed for all the discriminating variables except the variable R,,q;1. This study is
based on the Monte Carlo simulation samples listed in Table 3.1. A filter is applied at
particle level to the generated sample to minimize the simulation and reconstruction time.
The filters used in the production of those samples are:
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Dataset Process o Filter Filter Eff.  Events Luminosity
[pb] 7] [pb~"]
106384 H — vy 3.527E-2  SymPhotonFilter 78 99873  3.6303E+6
105802  JF17 (mostly jj) 1.461E+9 JetFilter 7.06 9849209 0.095

Table 3.1: MC samples used for the study on the shower shape variables.

e SymPhotonFilter: at least 2 photons with pp > 20 GeV, |n| < 2.7

o JetFilter: at least 1 jet with pr > 17 GeV, |n| < 2.7

In Figure 3.1, 3.2 and 3.3, the left column is the discriminating variable distribution
for true and fake unconverted photons, the middle column is for converted photons and
the right column is the background selection efficiency at the optimized cut as a function
of the target signal efficiency. Here, true photons are the photons from the Higgs decay,
and fake photons are the other photon candidates. Six of the nine discriminating variables
show higher rejection power for the converted photons, two of them show higher rejection
power for the unconverted photons, while the other one is similar for both unconverted and
converted photons. The main difference between converted and unconverted signal photons
lies in the shower width along the ¢ direction. Consequently, the shower shape variables
that are not sensitive to the shower along the ¢ direction, show similar distribution for
converted and unconverted signal photons. It is indeed the case for the variables Rpqq,, Ry
and wgtot. On the contrary, for the background fake photons, the dominant contribution
comes from the parton fragmenting into a leading 7° or 7. Most of 7° or 7 decay into two
photons immediately. If the decay is with small angle and at least one photon is converted,
this fake photon is mostly reconstructed as a converted photon and the shower is wide due
to the several electrons or photons involved, thus making the discrimination from signal
photon easier. On the other hand, if the tracks associated to the reconstructed converted
background photon are not electron tracks (which means not from the photon conversion),
it is a sign for a jet with more track-related activity around. Both cases will make the
distribution of Rpeq,, [, and wster for the converted candidates to be more background-
like. Thus, converted photons are easily discriminated with those variables. The first case
also makes the variable of F,.t;,, and AFE more discriminating for converted photons than
unconverted photons. Finally for the variables of Ry and ws 3, which are sensitive to the
photon conversion, the unconverted photons show better discrimination.

Figure 3.4 shows an example of the behavior of the mean of each calorimetric discrimi-
nating variables as a function of the pseudorapidity ||, for both true and fake photons with
Er > 20 GeV before any selection, using also the Monte Carlo simulation samples listed in
Table 3.1.

The clear dependence on pseudorapidity |n| reflects the distribution of the material
upstream before the calorimeter. Let us take the variable Fy;4. as an example. Since there
is more material in the region 0.8 < || < 1.6, the photon shower starts earlier than in
other regions. The shower is then slightly wider, thus Fj;4. is larger. One can also see
that the profiles for converted photon and unconverted photon are different due to the fact
that converted photons with electron pairs are bent in the solenoid magnetic field and give
wider showers especially in the ¢ direction. Consequently, the cut on each variable must be
optimized in seven |n| bins, and separately for converted and unconverted photons.

72



3.3. PHOTON IDENTIFICATION

5 ] AR > SR e e e ]
% 10'15 [[signal unconvertedy % 10'15* [Osignal converted y _5 1f e convertedy b
£ £ background unconverted y £ £ background convertedy :aLE’ L A unconverted y Bl
S s [ o or B
< < L - 0.8 -
c L ]
2 102 3 T ]
10°E E =1 r 4
E 2 o6 -
s} L ]
L © L 4
[ 8 F 1
[ 0.4 b
10% 10° i ]
]
10% ) 10% i W A R B B B
-0.01 0 0.010.020.030.040.050.06 -0.01 0 0.010.020.030.040.050.06 0 0.2 04 06 08 1
Riag Rpag Signal efficiency
(a)
b T T T 0 ° T T T T ) r e gl
% L []signal unconvertedy % L []slgnal converted y B .5 1f e convertedy ]
£ 10 background unconverted y £ 10 background convertedy . g = A unconverted y B
e ¢ e E < 08 R
[ ] c r b
= - 4
L 1 3 r ]
o =) L 4
107 g ]
£ o ]
L 0.4r- b
10° i ]
02 ]
10 b —
05 06 07 08 09 1 0.2 04 06 08 1
R, R, Signal efficiency
I aaann A M ANananaas ° T R R B A m > SR e e e ]
% [signal unconvertedy % L [Osignal converted y _5 1 e convertedy b
£ 10-17, background unconverted y £ 10»1j background converted y | ;:—’ L A unconverted y Bl
ST 5 F 3 S ]
2 2 £ ] - 0.8 -
[ ] c L ]
= [ ]
L g o [ ]
102F £ o8- =
E <] L ]
r @ [ ]
r 04r ]
10°¢ i ]
£ 0.2 b
10 104 Ll L v N R RR BRI B
04 05 06 07 08 09 1 04 05 06 07 08 09 1 0 0.2 04 06 08 1

» Ry Signal efficiency

()

Figure 3.1: Probability distribution function of (a) Rpeq (b) Ry (c) Ry for true and fake
photons in the region |n| < 0.6 and with 25 GeV < pr < 40 GeV before any selection
separately plotted for converted (left column) and unconverted (middle column) photons.
Background selection efficiency comparison for converted and unconverted photons at the
optimized cut as a function of the target signal efficiency is shown in the right column.
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Figure 3.2: Probability distribution function of (a) wy (b) Fyige (¢) ws3 for true and fake
photons in the region |n| < 0.6 and with 25 GeV < pr < 40 GeV before any selection
separately plotted for converted (left column) and unconverted (middle column) photons.
Background selection efficiency comparison for converted and unconverted photons at the
optimized cut as a function of the target signal efficiency is shown in the right column.
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Figure 3.3: Probability distribution function of (a) wsor (b) AE (¢) Erqtio for true and
fake photons in the region || < 0.6 and with 25 GeV < pr < 40 GeV before any selection
separately plotted for converted (left column) and unconverted (middle column) photons.
Background selection efficiency comparison for converted and unconverted photons at the
optimized cut as a function of the target signal efficiency is shown in the right column.
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Figure 3.4: Distribution of the means of each calorimetric discriminating shower shape
variables as a function of the pseudorapidity |n| for true and fake photons with Ep > 20
GeV before any selection. Both true and fake photons are separated in converted and
unconverted candidates. See reference [77].
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Set 1 2 3 4

Label PhotonTight PhotonTight PhotonTight RobustTight

Time Before mid 2009 mid 2009 ~ Feb. 2010 Feb. 2010 ~ mid 2010 from mid 2010 onwards

Tuning dependence Er and n Er and n n n

Separate conv/unconv No Yes Yes Yes
Variables used

Rhady Rhad v v v v

Ry v v v v

Ry v v v v

wo v v v v

Fside v v v v

ws 3 v v v v

Ws tot v v v v

AE v v v v

Eratio v v

Ryax 1 \/ \/

Table 3.2: Evolution for the tight photon identification in ATLAS.

In ATLAS, the photons are selected by cutting on nine shower shape variables. The tight
selection used in this work has changed with time. One can define three different periods
(Table 3.2). In the oldest period (Set 1), the cut values were optimized in transverse energy
Er and |n| bins using Monte Carlo simulation samples. An additional refinement was then
done by taking into account the difference between converted and unconverted photons (Set
2). At the beginning of 2010, cuts were simplified to be tuned only on 7 bins and the R4 1
variable was replaced by E,qt, which was found to be more powerful(Set 3). For the data
analysis, the selection was simplified and only the |n| dependence was used. In addition,
cut values were changed from the original Monte Carlo optimization in order to take into
account the discrepancy observed between real data and the simulation samples. For the
simulation samples used in the photon trigger efficiency study presented in the next chapter,
the first set of cuts was applied. For the Higgs search with the di-photon final state based
on Monte Carlo samples, as described in Chaper 6, the second set of cuts was used, whereas
for the real data analysis, documented in the following three Chapters, Set 4 was used.

In the ATLAS reconstruction program, each of the shower shape variables is associated
to a bit number, as shown in Table 3.3. After calling the function isSEM() for a given photon
candidate, a bitmask is returned, indicating the passed or failed status of the variables. If
the photon candidate fails the cut on a given variable, the corresponding bit is set to 1,
otherwise 0. Thus, if one requires the photon candidate to pass the selection of all nine
variables in the RobustTight as well as within the 7 acceptance, the requirement will be
of the form (isEM bitmask & Oxlefc01) == 0.

As an example, the cuts for the RobustTight selection (Set 3) are listed in Table 3.4.
As already mentioned before, this set of cuts takes into account the differences in the
shower shapes observed between the real data and simulated samples. In addition, a Loose
selection is defined. It is based on the cuts only on the hadronic and middler layer variables:
Rpqq, Ry and wo. The cuts, as shown in Table 3.5, are looser than the RobustTight
ones. This selection is used as a preselection in several analyses, i.e. the di-photon analysis
detailed in Chapter 5. Besides, it is also used as a benchmark for the trigger selection, which
is defined to be slightly looser than the Loose one. In practice, the trigger selection on
the calorimetric information for the 2010 data is identical for photon and electron triggers.
Because the electron selection makes additional use of tracking, the cuts on the calorimetric
shower shaper variables can be looser than for the photon. Therefore, the trigger criteria
are fixed according to the electron loose selection.

77



CHAPTER 3. PHOTON RECONSTRUCTION, CALIBRATION AND
IDENTIFICATION

=
&
@ uorje[osIoRl],
Cé? uo1ye[0OS[I99ISN[D)
3 uorye[osy
I8
®©
N
=
[
=3
[
a
N
=~
8 uorynjoseyA3mIrquiy
3 N JISAOH YD IR\ ORLT,
&
= ) d
— = Tsxewg@sdusieisnip
@
w
.C,O 3 orerop\sduirgiagsny)
) o worlysdrjgisgsni)
=
2
o) » 103 sdrpgrogsny
=
g a3 Helpgsdiiygiaisny)
0
% > gxewygelpsdiiygiasni)
=
E. = orjeaggsdiiygieisniy
<+
—-
[}
= = HIPTMPIPPINIRISTID
]
[ar)
o] I €EONRIHSIPPINIOISN[D
w0
=
= S L€O1RIFOIPPINIOISND
= AS10US[PPINILISN]D
s o8exror[oTUOIPREIO)SN]D
©
©
~
o 9SOOT UIPIMAIPPIN9IST[D
| 9S00 gEOIIRIHS[PPINIOISN[D
| 9SOOT™LEOIIRIFS[PPINILISN[D
w| 9S00 ASIUHS[PPINILISN[D
wjpsoor-adeyearOIuoIpRH199SN[D)
— 9soorp-e8ury eI I191sN[D)
=} o8uryelHI0Isn[D

78



3.3. PHOTON IDENTIFICATION

i 0-0.6 0.6-0.8 0.8-1.15 1.15-1.37 1.37-1.52 1.52-1.81 1.81-2.01 2.01-2.37 2.37-2.47
Unconverted photon candidates
Rhad,, Rhad 0.0089 0.007 0.006 0.008 - 0.019 0.019 0.0137 -
R, 0.950784 0.9398 0.9418 0.9458 — 0.932066 0.928 0.924 -
Ry 0.954 0.95 0.59 0.82 - 0.93 0.947 0.935 -
w2 0.0107194 0.011459 0.010759 0.011359 - 0.0114125 0.0110 0.0125 -
Fiide 0.284 0.36 0.36 0.514 — 0.67 0.211 0.181 -
Ws3 0.66 0.69 0.697 0.81 - 0.73 0.631 0.58 -
Ws tot 2.95 4.4 3.26 3.4 - 3.8 2.4 1.64 -
AFE 92 92 99 111 — 92 110 148 —
Eratio 0.63 0.84 0.823 0.887 - 0.88 0.71 0.78 -
Converted photon candidates

Rhad,, Rhad 0.00748 0.007 0.00489 0.008 - 0.0149 0.016 0.011 —
R, 0.940784 0.9268 0.9298 0.9308 — 0.918066 0.924 0.913 -
Ry 0.4 0.426 0.493 0.437 - 0.535 0.479 0.692 -
W2 0.0116194 0.011359 0.012859 0.012659 - 0.0138125 0.012 0.0129 -
Fiide 0.32 0.428 0.483 0.51 — 0.508 0.252 0.215 —
Ws3 0.697 0.709 0.749 0.78 - 0.773 0.652 0.614 -
Ws tot 2.8 2.95 2.89 3.14 - 3.7 2.0 1.48 -
AFE 200 200 122 86 - 123 80 132 —
Eratio 0.908 0.911 0.808 0.803 - 0.67 0.915 0.962 -

Table 3.4: Values of the photon tight selection cuts for the different discriminating variables

in the different |n| regions, for unconverted and converted candidates. Ry.q is used for

0.8 < |n| < 1.37, Rpaq, elsewhere.
] 0-0.6 0.6-0.8 0.8-1.15 1.15-1.37 1.37-1.52 1.52-1.81 1.81-2.01 2.01-2.37 2.37-2.47
Rhad,, Rhaa 0.010  0.010 0.010 0.008 0.010 0.025 0.019 0.014 0.019
R, 0.927  0.912 0.921 0.916 0.750 0.906 0.920 0.908 0.915
wWa 0.012 0.012 0.013 0.013 0.025 0.015 0.013 0.013 0.012

Table 3.5: Values of the photon loose selection cuts for the different discriminating variables
in the different |n| regions.
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Chapter 4

Photon Trigger Efficiency

4.1 Introduction

Precise knowledge of the photon trigger efficiency is required in photon-related physics
analyses. For instance, it is an important ingredient in the prompt-photon cross-section
measurement performed with the first ATLAS data [90] and, in the di-photon analysis and
the Higgs search presented in this thesis. New Physics searches involving photons in the
final state may also need this measurement.

Unlike electrons and muons, for which high-statistics pure control samples can be ob-
tained from lepton-antilepton decays of narrow resonances such as the Z, T or J/1, there
is no easy way to select a high-statistics, pure photon control sample with the first ATLAS
data. In fact, the “standard” sources of photon control samples are typically di-photon
decays of resonances such as 7 or 7, or radiative decays of Z bosons (Z — eey): the
former decays do not help in determining photon efficiencies in the pr region of interest
for physics analyses cited before (pr 2 10 — 20 GeV), while the latter ones have a very
small cross-section and are thus limited by statistics and not suitable for photon efficiency
determination with the early (few pb~!) ATLAS dataset.

The ATLAS photon triggers are described in Section 4.2. The selection criteria for
the trigger items relevant for this study is presented in Section 4.3. Section 4.4 presents
how the efficiency, relative to the selection presented in Chapter 3, can be evaluated by
three data-driven methods, namely the tag&probe, the bootstrap, and the electron-to-photon
extrapolation methods. A Monte Carlo study of the g20_loose single photon trigger efficiency
determination is presented. The goal of this study is to investigate in details the feasibility
of using these data-driven methods to extract and cross-check the trigger efficiency for
photons, and eventually demonstrate the ability of reducing the systematic uncertainty on
this quantity. In this perspective the limits and complementarity of the first two methods
are studied and compared to the third one. Possible biases on the determination of the
relative trigger efficiency are estimated with respect to the true photon trigger efficiency.
It should be noted that data-driven methods can be used for the estimation of the photon
trigger efficiency only relative to a given photon selection, which is needed in order to
increase the purity of the data sample from which to start. In the following this will also
be called marginal or relative trigger efficiency.

All of the three methods discussed in this chapter are limited - in a way which depends
on the method chosen - by the size (which affects the statistical uncertainty) and the
photon purity (which affects the systematic uncertainty) of the selected control sample. In
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particular the two methods relying directly on photon candidates, the tag&probe and the
bootstrap methods, are dominated by jets mimicking photons. If the hypothesis that a
jet passing tight photon selection criteria has the same trigger efficiency as a true prompt
photon was correct, these two methods would give direct access to the photon trigger
efficiency. Since this assumption is not properly satisfied, the residual biases are treated as
systematics. Finally, having data-driven methods to estimate the photon trigger efficiency
is an important tool also for diagnostic and monitoring of the electron-photon triggers
performances.

Finally, Section 4.6 presents the results after applying these methods on real data. The
good agreement among the three methods ensures the reliability of the results.

4.2 Photon triggers in ATLAS

In ATLAS, electrons and photons are reconstructed by the trigger system in the range
|n| <2.5. The selection variables for photons at each of the trigger levels are summarized in
the following [78].

e level-1 (L1) selection

The whole spatial space (|n| < 2.5 and |¢| < 7) is segmented into trigger towers. Each
trigger tower has a size of Anx A¢ = 0.1 x0.1. All the cells’ energy within the trigger
tower are summed over all the layers of the electromagnetic and hadronic calorimeter.
If the energy of four central trigger towers in a sliding window of 4 x 4 trigger towers
is the local maximum with respect to its nearest overlapping neighbours, this 4 x 4
window is considered as a candidate. In the 2 x 2 tower core of this window, there
are four combinations of two neighboring towers. If the energy in at least one of the
combinations passes the electromagnetic cluster threshold (the threshold depends on
the trigger item. e.g. for L1_EMS5, it is 5 GeV), it is then considered to contain an
electron or photon candidate. Figure 4.1 shows the L1 trigger tower scheme.

Isolation requirements can also be defined based on this scheme. The requirements to
be imposed on the isolation energy are as follows:

— The total transverse energy in the 12 towers of the electromagnetic calorime-
ter surrounding the 2 x 2 tower core is less than the electromagnetic isolation
threshold.

— The total transverse energy in the 4 towers of the hadronic calorimeter behind
the 2 x 2 tower core of the electromagnetic calorimeter is less than the hadronic
core threshold.

— The total transverse energy in the 12 towers surrounding the 2 x 2 tower core of
the hadronic calorimeter is less than the hadronic isolation threshold.

The thresholds for the isolation requirement also depends on the trigger item. For
a trigger item like L1_EM14I, the thresholds are 4, 3, 2 GeV, respectively. During
the data-taking in 2009—2010, isolation requirements were not imposed. It may be
implemented in later 2011 in order to control the bandwidth as the instantaneous
luminosity increases.

e level-2 (L2) selection
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Figure 4.1: L1 trigger tower scheme. The trigger towers used to determine the energy of
the electromagnetic cluster as well as isolation are shown.

The L2 calorimeter reconstruction is seeded by the L1 Region of Interest (Rol), which
is the sliding 4 x 4 window defined above. Only the sample of the detector data with
Rol passing the L1 requirement is passed to the L2. The L2 cluster building algorithm
scans the cells in the second layer of the electromagnetic calorimeter and searches for
the cell with the highest energy. A cluster with size of Anp x A¢ = 0.075 x 0.175 is
built around this most energetic cell. The shower shape variables are calculated using
the information from the first and second layers of the electromagnetic calorimeter,
as well as the first layer of the hadronic calorimeter. Together with the transverse
energies in both calorimeters, they are used by the L2 selection. Requirements are
imposed on the following quantities:

The transverse energy of the electromagnetic cluster (required to be greater than
a given threshold).

The transverse energy in the first layer of the hadronic calorimeter (required to
be below a given threshold).

The ratio of energy in the first layer of the electromagnetic calorimeter over the
total energy: fi.

The ratio of the energy in the 3 x 7 cell window of the second layer of electro-
magnetic calorimeter over the 7 x 7 cell window. It is required to be larger than
a given value.

The ratio of the difference of the most energetic cell energy and the second most
energetic cell’s energy over the sum of these two energies. It is required to be
larger than a given value for an electron or photon candidate.
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L1 L2 EF
L1 item selection L2 item selection EF item selection
g20_loose L1_EM18 Er > 18 GeV L2_g20_loose Ep > 19 GeV, EF_g20_loose Er > 20 GeV,
Eq haa < 3GeV, cuts on Ep paa/ET,
Ry > 0.89, Ry, Ry,
f1 > 0.005, w2, f1,
Eratio > 0.6 wstot, Fsides
AE, ws3
glOHLTPass L1_EM 7 Ep > 7 GeV L2_glOHLTPass no requirement EF_glOHLTPass no requirement

Table 4.1: Trigger items used in the photon trigger efficiency measurement based on Monte
Carlo simulations in this chapter. The relevant selection criteria are also included. Cuts on
the shower shape variables at EF for g20_loose are n dependent.

e event-filter level (EF) selection

At EF trigger level, offline reconstruction and tools are used as much as possible.
However, due to the limited time for trigger selection, EF reconstruction only accesses
the detector data which has passed L2 selection. The EF cluster building is seeded on
the Rol given by L2. In the photon trigger selection, only the calorimeter information
is used. Beside the requirement on the transverse energy FEr, most of the shower
shape variables as in the offline reconstruction are calculated: Rjqq, Ry, w2, Ry, w3,
Wstots Feide, AE and F,q,. The selection criteria on those variables depends on each
specific trigger item.

The main physics analyses involving photons in the final state (direct photon produc-
tions, H — 77, ...) are based on trigger paths requiring one or two trigger photons with a
transverse energy greater than ~20 GeV. Specific energy thresholds, trigger prescales and
the sets of cuts on trigger quantities at L1, L2 and Event Filter depends on luminosity
and trigger rate conditions and can change accordingly. For an instantaneous luminosity
of 103! em=2s71, the reference physics trigger (i.e. not prescaled) for photon analysis in
data taking is designed to be the so called g20_loose single photon trigger stream at EF.
The Monte Carlo studies reported in this chapter aim to the measurement of the g20_loose
relative trigger efficiency for photons to be used in physics analysis at nominal luminosity.
The methods described in this chapter work equally well for higher threshold triggers. Al-
though the EF marginal efficiency was also investigated, only L1 and L2 results are shown,
because of a wrong implementation of the EF selection criteria in the ATLAS software re-
lease 14 available at the time of this study, which was inconsistent with the tight selection
criteria. There is no such problem in the real data analysis, thus results for all the three
levels are presented. Another important point is that both the trigger cuts and the photon
tight selection have changed since the ATLAS software releases 14 (used in the Monte Carlo
analysis) and 16 (used in the data analysis), as described in Chapter 3.

4.3 'Triggers items and the corresponding selection criteria

The selection criteria for g20_loose in the Monte Carlo simulation samples is listed in
Table 4.1. Another trigger item relevant for these studies is the support trigger called
glOHLTPass which provides an un-biased sample in the transverse energy domain around
the g20_loose trigger turn-on. The details of the trigger selection in the Monte Carlo sim-
ulation for this item is also included in Table 4.1. Those cuts were the default ones in the
ATLAS software release 14, used to produce the Monte Carlo simulation samples relevant
to this chapter.
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L1 L2 EF
L1 item selection L2 item selection EF item selection
g20_loose L1_EM14 Ep > 14 GeV L2_g20_loose Er > 19 GeV, EF_g20_loose Ep > 20 GeV,
Ep had/ BT, cuts on Ep nad/Er,
s Ul
f1 w3
gl5_loose L1_EM10 Ep > 10 GeV L2_gl5_loose Er > 14 GeV, EF_gl5_loose Ep > 15 GeV,
Ep had/ET, cuts on Ep nad/Er,
75 s
f1 w3
gl0_loose L1_EM5 Ep > 5 GeV L2_gl0_loose Ep > 9 GeV, EF_gl0_loose Ep > 10 GeV,
Er had/ BT, cuts on Ep had/Er,
UL Ry,
f1 wa
e3_NoCut L1_EM2 Ep > 2 GeV L2_e3_NoCut prescaled EF_e3_NoCut prescaled
e10_-NoCut L1_EM5 Er > 5 GeV L2_e10_-NoCut prescaled EF_e10_-NoCut prescaled
el5_medium L1_EM10 Er > 10 GeV L2_el5_medium Er > 14 GeV, EF_el5_medium Er > 15 GeV,
ET had/ET An(clus, track),
Ry, impact parameter ag,
track pp > 2 GeV number of SCT hits,
An(clus, track) < 0.2 number of Pixel hits,
ET had/ET; Eratio
Ws tot, n,
w2
el0-medium L1_EM5 Er > 5 GeV L2_el0-medium Er > 9 GeV, EF_el5_medium Ep > 10 GeV,
ET haa/ET, An(clus, track),
Ry, impact parameter ag,
track pp > 2 GeV number of SCT hits,
An(clus, track) < 0.2 number of Pixel hits,
ET had/ET, Eratios
wstot, Rn,
wa

Table 4.2: Trigger items used in the photon trigger efficiency measurement with the real
data. The relevant selection criteria are also included. Cuts on the shower shape variables
at L2 and EF are i dependent.

In the real data taking, the trigger menu evolves together with the luminosity increase.
The trigger selections for the various trigger items are adjusted in order to record the
interesting data with as high as possible efficiency and within the data acquisition bandwidth
limit. Table 4.2 summarizes the trigger items used for the trigger efficiency measurement
in real data. The corresponding selection criteria are also included. The trigger item
glOHLTPass defined in the Monte Carlo samples is not in the menu for the real data, a
similar trigger item called e10_NoCut is used instead.

4.4 Photon trigger efficiency measurement: description of

the methods

In any of the three methods presented in the following, the same approach is used: a sample
of photon candidates (probe) is first selected according to the criteria defined in Chapter 3.
The relative trigger efficiencies for L1, L2 and EF are then evaluated by measuring the
fraction of probe photon candidates that are matched! to a trigger object respectively at
L1, L2 and EF. The way the probe photons are selected depends on the method and so do
the purity and sample composition. The L1, L2 and EF definitions are nested, i.e. an object
that passes a higher-level trigger passes also all lower-level trigger requirements. Applying
the photon selection criteria has a two-fold purpose:

e increase the purity P = ﬁ“j@fake
Nirue true photons and N, fake photons;

of the selected sample of probes, which contains

!The matching criterion used in this study is: AR = \/(Merigger — Netuster)? + (Ptrigger — Petuster)? <
0.15.
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e reduce the difference in marginal trigger efficiency for true (g¢ue) and fake (£fake)
photons.

The reason is that the marginal photon-trigger efficiency is measured by counting the num-
ber Nirue€true + NeakeEtake Of probes that pass the trigger and dividing it by the total number
Nirue + Niake 0f probes. Thus, our estimate of the efficiency is:

o Nirue€true + NeakeEfake
Nirue + Neake

= Etruel’ + gfake(l - P) = Etrue — (gtrue - Efake)(l - P) (41)

Therefore, the measurement bias is proportional to the difference between the true and
fake photon efficiencies and to (1 — P). It decreases with the tightness of the selection
criteria both because the purity is higher and because the fake photons “look more like”
true photons thus reducing the difference (e4rue — € fake)-

In the following, three data driven methods are described.

4.4.1 The tag & probe method

The tag&probe method ideally consists in selecting a clean sample (or a sample with known
purity) of di-photon events using one photon as a tag and then measure the efficiency of
interest using the second photon as a probe.

The method presented here is actually a “pseudo” tag&probe method, since the purity
of the sample is not measured (unlike for instance the case for electrons from Z — ee where
the purity of the sample is inferred from the electron pair invariant mass distribution side-
bands). The idea here is to use a single-photon-trigger sample with at least two selected
photons in each event, one of which is matched to a trigger object (tag), and use the other
good photons as probes (see Figure 4.2).

Ytag
Ytrigger

Yprobe

Yprobe.

Ytrigger

Figure 4.2: Illustration of the tag-and-probe principle.

In practice, the following steps are performed:
1. select events that pass the single photon trigger under study;

2. require one selected photon to be matched to one trigger object. This photon is
considered to be the tag photon;
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3. all the other selected photons are regarded as probe photons;

4. compute the efficiency as the ratio between the number of probe photons matched to
a trigger object and the total number of probe photons.

If at least one probe photon is matched to a trigger object, the tag photon will also be
included in the probe photon control sample (i.e. swap the role of the tag and probe
photons).

4.4.2 The bootstrap method

In the bootstrap method, events are required to contain at least one selected photon matched
to a trigger object satisfying looser criteria, usually a lower transverse energy threshold, than
those of the trigger line under study in order to enhance the purity of the photon control
sample. In the following, this lower energy threshold is called the base trigger. The method
proceeds as follows:

1. select the events with at least one photon candidate;

2. require the leading pr photon candidate to be matched to a trigger object that passes
the requirement of the base trigger.

3. count the number of photons passing 1. and 2. that are matched to a trigger object
that pass the requirements of the trigger under study;

4. measure the efficiency of the trigger under study as the ratio between the photon
candidates passing 1. 2. and 3. and those passing only 1. and 2.

4.4.3 The electron-to-photon extrapolation method

For electrons, the tag&probe method applied to the Z — eTe™ process can be used to
select a relatively pure electron sample. Since photon and electron interactions in the
electromagnetic calorimeter are similar, and that they both deposit almost completely their
energy in the calorimeter, the photon trigger efficiency can be measured by assuming that
it is similar to the electron trigger efficiency, once the tight photon selection criteria are
applied to the electron candidates. Therefore, the standard tag&probe method based on a
constraint on the Z mass is used to select the electron sample, to which we apply the tight
photon cuts. The photon-like electrons selected in this way are then used to measure for
the trigger efficiency under study. The procedure is the following:

1. select electron-positron pairs with invariant mass M, satisfying | M. —91.2 GeV| <10
GeV;

2. require one e (either the electron or the positron) to pass the tight electron identi-
fication criteria and the other e to pass the loose electron identification criteria; the
former is the tag, the second is the probe;

3. require the probe to pass the photon selection;
4. require the tag electron to be matched to a trigger photon;

5. determine the (marginal) efficiency of the trigger by counting the fraction of probe
candidates that are matched to a trigger object which passes the requirements of the
trigger under study.
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4.5 Monte Carlo study

4.5.1 Reconstructed photon selection criteria

In the photon-related analysis, a certain photon identification criterion is needed. As men-
tioned before, the photon trigger efficiency discussed in this chapter is a marginal trigger
efficiency, which is relative to the photons passing the selection. Besides the identification
criterion, isolation requirement is also imposed. The selection criteria includes:

e Tight photon identification using the first set of cuts defined in Section 3.3.
e Crack region rejection: (|n| < 1.37) || (1.52 < |n| < 2.37);

e Track isolation: sum of the transverse momenta (pr) of all tracks with pr > 1 GeV
passing a certain quality selection in the 0.1 < AR < 0.3 range to be lower than 4
GeV. The lower AR range limit is set to preserve converted photon tracks.

e Overlap removal: if two photon candidates are found within a cone AR < 0.1, that
with lower pr is removed.

Similar but slightly different photon selection is applied on the real data, which is the
RobustTight cuts defined in Section 3.3.

4.5.2 Monte Carlo samples

All the Monte Carlo samples used in this analysis were generated with PYTHIA 6.4 by
the ATLAS MC production and simulation group. For this photon trigger efficiency study,
di-jets (jj), photon-jet (v7), di-photon (y7) samples as well as an inclusive Z — ete™ sam-
ple are used. They were simulated and processed by the ATLAS software, ATHENA [79],
release 14. The dataset ID, process, cross section, event-filter (with efficiency), number
of reconstructed events and equivalent luminosity of these samples are summarized in Ta-
ble 4.3.

The JF17 sample is a mixture of jj, vj and v*, W, Z" events; all non di-jet events in
JF17 are removed at analysis level in order to avoid overlaps with the exclusive vj sample.
In the following therefore, unless explicitly stated otherwise, di-jet events refer to the JF17
sample after non-di-jet-events removal, while 75 events refer to the exclusive photon-jet MC
sample.

Dataset Process o Filter Filter Eff.  Events Luminosity

[pb] %] used [pb~1]
106379 4 2.890E+5 AsymJetFilter 3.58 2907432 281.0
108086  vj 2.885E+5  SymJetFilter 7.06 3469364 170.3
108087  ~vj 2.885E+5  PhotonFilter 43.04 980337 7.9
105802  JF17 (mostly jj) 1.461E49 JetFilter 7.06 9688178 0.09
105964 v 934.449 PhotonFilter 12.81 99939 834.9
106050 Z — ete” 1143.96 LeptonFilter  96.0 734461 668.8

Table 4.3: MC samples used in this study
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In order to have a high generation efficiency, the samples were generated with a cut
in the pr of the hard scattering at parton level, corresponding to PYTHIA parameter
CKIN(3), which is required to be:

e > 15 GeV for the jj and vj samples
e > 10 GeV for the vy sample

e for Z — eTe™, this cut is replaced by the requirement that the eTe™ invariant mass
be greater than 60 GeV'.

On top of this, to minimize simulation and reconstruction time, a filter is applied at particle
level (after the showering) to the generated sample, requiring the presence in the event of
either one or more photons with a certain transverse energy (PhotonFilter), either one or
more leptons (LeptonFilter), or jets (JetFilter). In the latter case, a jet is defined as an
energy flow of stable particles through a region (square or cone) in a (1, ¢) grid, mimicking a
jet reconstruction algorithm. A cut in the transverse energy of such a particle-level “jet” is
then applied in the filter. The filters used in the production of the aforementioned samples
are:

e AsymJetFilter: at least 1 jet with pp > 30 GeV, |n| < 2.7 and 1 jet with pp > 20
GeV, |n| < 2.7

e SymlJetFilter: at least 2 jets with pp > 17 GeV, |n| < 2.7

e PhotonFilter: at least 1 or 2 photons (1 for 7j, 2 for ) with pr > 15 GeV, |n| < 2.7
o JetFilter: at least 1 jet with pr > 17 GeV, |n| < 2.7

e LeptonFilter: at least 1 lepton with |n| < 2.8

The samples listed in Table 4.3 have been produced in ATLAS especially for direct-
photon cross-section or H — v analyses. Therefore the generator cuts and filter thresholds
are rather high with respect to the needs of this study, which focuses on the efficiency
behavior close to trigger turn-on at around 20 GeV. As a consequence, in principle, the
exclusive photon-jet MC sample that is best suited for this analysis would be the one with
dataset ID 108087, which has a single photon filter at 15 GeV', being the most unbiased one
at low Ep. The other two photon-jet MC samples have the filter requirement of two jets,
which at some extent are more biased. However, the statistics for the sample with dataset
ID 108087 is rather limited and when the tag&probe selection is applied, the remaining
probe sample is very small as it will be shown in the next section. Therefore, for the study
of the y-jet contribution to the tag&probe method, the sample with dataset ID 108086 is
chosen as the best compromise between available statistics and unbiasedness. For the other
physics contributions to the analysis (di-jets, di-photons, and Z — ee) the samples used are
the ones listed in Table 4.3. The biases on the measured trigger efficiencies and on sample
composition, due to the generator filters and cuts will be addressed as a systematics of the
method as detailed in Section 4.5.4.

4.5.3 Results of the tag&probe method

As described in Section 4.4.1, this method requires at least two photon candidates in each
selected event, one of the two photons (tag) is matched with the g20_loose trigger object
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requirement, the other photon candidate is the probe. The main issue for the extraction of
the photon relative trigger efficiency from this data-driven method resides in the selected
sample composition in a two-fold way: in terms of true photons or jets faking a photon and
in terms of different contributions coming from the relevant physics processes involved. As
already stated in Section 4.4, any data-driven method attempting to measure the photon
efficiency will be unbiased in the case this quantity is exactly the same for true and fake
photons. The tight photon selection with respect to which the trigger efficiency is evaluated
makes the true and fake photons have similar efficiencies. The observable efficiency with
data-driven method will be an average of the two, weighted by the sample composition. It is
then crucial to evaluate these discrepancies and their dependance on the sample composition
to validate the tag&probe method and the achievable uncertainty on the trigger efficiency.
In this section, the trigger efficiencies €77 and €79 are extracted from the different Monte
Carlo samples for true photons and compared to the corresponding efficiencies for fakes and
the differences evaluated. The main issues on the physics process composition are addressed.
Finally, the results and the main systematics of the tag&probe method are discussed.

e True and fake photons trigger efficiency turn-on curves

A comparison is presented between true and fake photon efficiency for probes selected
in di-jets (jj), photon-jet (yj+j7v) and di-photon (v7) events, after applying the
tag&probe selection as described in Section 4.4. Figure 4.3 shows the L1 (left) and
L2 (right) trigger efficiency as a function of transverse momentum for true and fake
photons. Here, “true” photon means a reconstructed photon candidate that is truth-
matched with a photon originating from the hard-process photon or from parton
bremsstrahlung, whereas any other candidate is considered as “fake” photon.

The only statistically significant comparison between true and fake photons can be
done for the case of vj sample (Figure 4.3 second row), where the fake pp trigger
turn-on is steeper for true photons than for fakes. Also the L2 efficiency plateau for
fake photons is slightly lower than for true ones. In the case of the di-photon sample
(Figure 4.3 first row), the fake fraction is very small as one can see from the large
statistical fluctuations. For the di-jet sample (Figure 4.3 third row), both true and fake
photon turn-on curves suffer from fluctuations due to the low statistics of the selected
probe sample. In fact, even though the di-jet sample in itself is large, of the order
of 107 events, given the typical jet rejection rate of the offline photon selection which
is O(10%), the requirement of two reconstructed photons gives typically a reduction
factor of O(10°). The remaining O(10?) events with two photon candidates are not
enough to determine with high precision the trigger turn-on curve. The consequences
of this issue are detailed below. Parameterization for di-jet sample is proposed.

e Tag & probe sample composition

Using the physics samples listed in Table 4.3, their relative process cross-sections
and the corresponding luminosities, we evaluated the tag&probe sample composition
in terms of expected number of probes as a function of pp, rescaled to an ATLAS
integrated luminosity of 20 pb~!. The results of this evaluation are shown in Table 4.4
together with the statistical uncertainties.

The cross-section of di-jets events is so large (O(10%) pb) that, even though all the
events from the official production have been used, the equivalent integrated luminos-
ity corresponds to 0.094 pb~!. As already mentioned, very few probe photons from
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Figure 4.3: g20_loose efficiency as a function of the transverse momentum for true and fake
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column (a): L1 trigger efficiency. Right-column (b): L2 trigger efficiency.
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Sample Photon pr [GeV/(]

<14 14 — 20 > 20
Py 4+1 341 +3 909 + 5
~j 179715 577+8  1420+13
79 49362 £+ 3241 4043 £927 4255 + 952

Table 4.4: Expected sample composition in terms of the number of probe photons as a
function of pr

di-jet events survive after the two-photons tag&probe selection. However, when all
the samples are scaled to the same luminosity, di-jet events dominates over photon-
jets and di-photon ones in the composition of the tag&probe sample, as can be seen in
Table 4.4. The estimate of the di-jet contribution is then affected by a large statistical
uncertainty due to the large luminosity rescaling factor (20/0.094 = 212.8). Thus it
is very important to find another way to estimate accurately the contribution from
the di-jet sample.

e parameterization of the di-jet sample

To overcome the di-jet sample statistic issue, an approach to “factorize” the two-
photon tag&probe selection is proposed. This approach starts by selecting events with
at least one jet in the truth-jets collection with E7 > 14 GeV and then consider all the
jet pairs which are likely to fake a photon pair. It is required that the leading pr jet
of the selected pair is matched to a reconstructed photon candidate. The photon fake
rate for the leading selected jet is evaluated. Then one releases the photon matching
requirement on the first jet of the pair and loops over all the possible jets matching
a reconstructed photon in the event, considering all the possible combinations. From
this second step, one can extract the photon fake rate for the subleading jet. The
di-photon fake rate is then obtained by multiplying the one for the leading jet and
that for the subleading one. The total number of expected di-photon candidates after
the tag&probe selection is then obtained by summing up all the possible independent
jet pairs combinations. This procedure has the benefit of keeping a decent sample
statistics (only one jet rejection suppression factor) while not disregarding the di-
jet process event topology features (dependence of the di-photon fake rate from jet
multiplicity in the event). The underlying hypothesis here is that the photon fake
rates of the two jets of the selected pairs are uncorrelated and can then be simply
multiplied to obtain a joint di-photon rate. This hypothesis as we will see in the
following is verified at least in the photon pr range relevant for this analysis. Possible
disagreements are treated as systematics and detailed in the corresponding systematics
section.

The pr and 7 distributions (denoted as hpyope in the following) for fake photon probe
candidates from di-jet events entering the tag&probe selection are estimated in the
following way. Events where the tag is faked by the true jet that has the highest pp
(leading jet) and the probe matches with a true subleading jet are first considered. Ry,
is defined as the ratio of the number of leading jets matching a tag photon (passing
the tight photon selection and matching a g20_loose object) over the number of total
leading jets, and hgy, is the pp distribution of the photon candidates matching with
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subleading jets. The pr distribution of those probes is then proportional to Ry X
hsr. To handle the case in which the probe matches the true leading jet and the
tag if faked by the subleading jet, Rg; and hj are defined similarly. The total pr
distribution is then of the form Ry x hgr + Rsr X hr. However, the contribution
from other jets beyond the leading and the subleading ones have to be taken into
account. Furthermore, the dependence of Ry, Rsr, hy, hsr as a function of n and
pr must be parameterized. The resulting formula for hy,.q can be expressed in the
following way:

hprobe = Ficale X Z Ry, (a7 b) hother (7/7 J)f2 (Z7 .7) ’L(a,b)

a
b

I
NN
I
—
o o

1,5
1,6

+  Fiscale X Z Z RSL(Zaj)f1<Z7.7) ’L(a,b) hL(avb) (42)
1,5 (3
e [

a 1,5
b 1,6

where

— |n| bins: a,i={0—08, 0.8 —1.37, 1.52 — 1.8, 1.8 — 2.0, 2.0 — 2.37};
— pr bins [GeV]: b,j = {14 — 20, 20 — 30, 30 — 40, 40 — 50, 50 — 80, > 80};

— Fyeqle is a luminosity scaling factor: for an equivalent luminosity of 20 pb~!, the
factor is 20/0.094 = 212.8;

— Rpr(a,b) is the ratio of the number of leading jets in bin (a, b) matched to a photon
candidate and to a g20_loose trigger object over the number of total leading jets
in bin (a, b);

— hother(i,7) is the pp distribution of the photon candidates matching with any
other jets except the leading jets in bin (a,b);

— f2(4,7) |L(ap) s the fraction of the number of other jets (except the leading jets)
in bin (7, j) over the total number of the other jets when the leading jet lies in
bin (a,b).

— Rgyr(i,7) is the ratio of the number of subleading jets in bin (4, j) matched to
a photon candidate and to a g20_loose trigger object over the number of total
subleading jets in bin (i, 7);

— f1(4,7) |p(ap) 18 the fraction of the number of subleading jets in bin (i, j) over
the number of the total subleading jets when the leading jet lies in bin (a, b);

— hr(a,b) is the pp distribution of the photon candidates matching with leading
jets in bin (a, b);

After applying this parameterization on the di-jet sample to emulate the tag&probe
selection, a much smoother probe photon distribution is obtained and the estimated
statistics with 20 pb~! is in good agreement with the standard method (requiring at
least two photon candidates in each event). The estimated number of probes with this
parameterization and a comparison to the standard method are given in Table 4.5 in
coarse pr bins.
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Table 4.5: Probe photon sample composition as a function of pr

Sample Photon pr [GeV]
<14 14 — 20 > 20
jj (standard) 49362 £+ 3241 4043 £ 927 4255 £ 952

jj (parameterised) 22560 +371 4638 118 3160 + 205

The expected number of probes obtained with the standard method and with the
parameterization method are consistent within errors above 14 GeV, while they are
inconsistent below 14 GeV. This is mainly due to the selection of jets used in the
parameterization procedure, which considers only jets with Fr > 14 GeV. This choice
was motivated by the need of keeping the number of jet pairs combinations as low as
possible for the calculation of Equation 4.2 while trying not to bias the photon pr
region under study which is well above that Ep threshold.

Another interesting quantity that can be used to compare the two estimates of the
di-jet contribution to the tag&probe method is the pr spectrum of the selected probes,
which is shown in Figure 4.4. Again, a large discrepancy can be seen in the low pp
region, while a satisfactory agreement, at this stage, is observed around and above
the trigger turn-on region.

e Improved tag&probe sample composition

Once the parameterization procedure for the di-jet sample contribution is assessed,
a new estimate of the tag&probe sample composition is performed by combining the
three physics processes according to their cross-sections. A combined data sample,
meant to be the best estimation of the real data composition, is then obtained. Fig-
ure 4.5 shows the predicted probe sample composition in terms of the different physics
processes as a function of the probe photon pr.

Figure 4.6 shows the composition of the probe photon sample in terms of the physics
processes and of true and fake photons. The different colors correspond to v, vj, jj
relative fractions respectively and the dashed (solid) areas correspond to the fractions
of true (fake) photons. It is consequently possible to have an estimate of the probe
photon purity, defined as the fraction of probes matched to a true photon over the
total number of probes. In Figure 4.7, the purity is shown as a function of the photon
pr for L1 and L2 probes. In the turn-on region, the purity is predicted to be in
the range between 20% and 50% while it increases to around 80% at higher photon
transverse momenta. From the information contained in Figure 4.6 one can notice
that especially around the trigger turn-on (i.e. around 20 GeV/c) a sizable fraction of
true photons is predicted to come from bremsstrahlung photons in the di-jet sample.
In the higher py regime the hard scattering production of prompt photons from ~-jet
and di-photon samples are taking over.

In this study, the purity is estimated from the Monte Carlo prediction. This prediction,
in the low pr region, is very sensitive to the showering model that is used. Since the
purity knowledge affects the observable efficiency, this uncertainty must be taken into
account when computing the systematic uncertainty of the tag&probe method.
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¢ Results on trigger efficiency

Figure 4.8 shows the efficiency as a function of the transverse momentum of the probe
at L1 and L2 levels. The 77, 7vj, jj samples are scaled to 20 pb~! and combined
to obtain the baseline data sample in which, for jj sample, the parameterization
described previously has been applied. Even though the purity in the turn-on region
is low, since the efficiency of true photon probes is close to the efficiency of fakes,
the measured overall efficiency (black solid circles in Figure 4.8) is close to the true
photon probe efficiency (red triangles in Figure 4.8). The detailed results for trigger
efficiency and purity in several pr bins are summarized in Tables 4.6 for L1 and L2
trigger respectively.

4.5.4 Tag&probe systematics

In the perspective of using the tag&probe method to determine the relative trigger efficiency
for photons, differences between the efficiency measured on the probe sample and the true
photon efficiency as predicted by Monte Carlo are treated as systematics. In this way, in
principle, one tends to overestimate the systematics with respect to the choice of directly
correcting for the bias using the Monte Carlo or other independent information from the
data. Given that the size of those biases is comparable to or of the same order of the
expected statistical error with 20 pb~! of integrated luminosity, we chose to quote the full
discrepancy as systematics on the trigger efficiency.

The biases on the determination of the efficiency can be divided into two classes, coming
from:

e the knowledge of the sample purity
e the intrinsic biases in the method

The systematic uncertainty coming from the purity of the probe sample is directly connected
to the uncertainty on the relative sample composition in terms of 47, 7, 77 samples which
have different purities. The overall observable efficiency as a function of the purity P is
£(P) = eprue X P+€take X (1— P); the associated uncertainty is 0. = 1[e(P+op)—c(P—op)],
with op the uncertainty on the purity itself. In the limit of exactly equal efficiencies between
true and fake photons (e¢rue = Efake) the efficiency does not depend on the purity and hence
the knowledge of the sample composition is irrelevant. As can be seen in Figure 4.8, €¢rue
and epe (red triangles and green squares respectively) are predicted to be very close but
with some significant differences. This will be reflected in a systematic uncertainty on the
efficiency coming from a mild dependence of the observable efficiency on the purity. Two
main sources of purity systematic uncertainties are considered:

1. the generator level filter biases on the vj sample

2. the parameterization of the di-jet sample.

e Purity-related systematic uncertainty from the generator level biases

The generator level biases can be estimated by comparing the three vj samples shown
in Figure 4.9. Tables 4.7 and 4.8 give the expected number of probes with an inte-
grated luminosity of 20 pb~! as estimated from the different vj samples. The sample
with ID=108087 was generated with a single photon filter at 15 GeV and hence is in
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principle the less biased in the low momentum region; as already stated, we did not
chose it as the reference vj sample only because of its limited statistics. The sample
with dataset ID=106379, compared to the one with ID=108087, underestimates the
~j contribution: this is a consequence of the two-asymmetric-jet generator-level filter
that requires two jets with pr greater than 20 and 30 GeV, thus affecting the esti-
mate at lower momenta. Since the baseline sample (dataset ID=108086) is generated
with a symmetric-jet filter requiring at least two jets with pr >17 GeV, it probably
underestimates the vj contribution, especially for the pr range 14 — 20 GeV.

As a practical example of how the efficiency systematic uncertainty related to the
generator-level filter bias is computed, let us consider the pr region 14 — 20 GeV. If
the number of probes in vj events is scaled from 577 (estimated with the dataset with
ID=108086) to 925 (estimated with the dataset with ID=108087), the fraction of j
in the combined tag&probe sample changes from 8% to 13% and the overall purity
increases by 1%. The effect on the efficiency is found to be negligible (below 0.01%).
Note that for this estimation, only the rescaling is applied: the efficiency in the vj
component itself is kept unchanged.

~vj dataset ID photon pr [GeV/c]

<14 14 — 20 > 20
106379 1003 £ 8 34143 959 £ 8
108086 1797 £ 15 577 +8 1420+ 13
108087 12044 £203 925+56 1473+ 71

Table 4.7: Estimated number of photon probes obtained in vj events with the tag&probe
method as a function of py at L1.

~j dataset ID photon pr [GeV/(]

<14 14 — 20 > 20
106379 999 + 8 124 £ 3 919 £ 8
108086 1712 £ 14 4994+8 1214+ 12
108087 10068 £ 185 788 £52 1240 £+ 65

Table 4.8: Estimated number of photon probes obtained in 7j events with the tag&probe
method as a function of pr at L2.

e Purity-related systematic uncertainty from the parameterization of the
di-jet sample

The purity of the probe sample is affected by a large systematic uncertainty dominated
by the estimation of the di-jet contribution. A comparison between the purity esti-
mates obtained with the parameterization and the standard method indicates that
the typical variations in the turn-on region are in the range between 10 and 20%.
This effect dominates the purity-related systematics. In order to estimate this uncer-
tainty, the di-jet parameterization probe pp spectrum (Figure 4.5) is rescaled to the
one predicted by applying the standard two-photon selection on the di-jet sample, for
each pr bin, allowing in this way for maximum sample composition shifts. A rather
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conservative choice to define the systematics on the purity from this effect, is made:

op = |Ppara - Pstandar‘d|/2

and the corresponding efficiency difference Ae are calculated. Values for the systematic
error on the efficiency around 0.5% or below are found in the turn-on region. The
full systematic error from the purity uncertainty is detailed in Tables 4.9 and 4.10
where the two contributions from the generator-level filter bias and the di-jet purity
are summed in quadrature.
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Figure 4.10: Efficiency residuals (in %) between the efficiency measured with the tag&probe
method and the true photon efficiency as a function of pr; L1 (left) and L2 (right).

e Method systematic uncertainty

All the remaining systematic effects intrinsically related to the tag&probe method are
estimated from the residuals between the measured efficiency with respect to the true
photon efficiency. The results are shown in Figure 4.10 (for L1 and L2), which shows
the differences between the true and measured efficiencies displayed in Figure 4.8.
The full residual for each probe photon pp bin is reported in Tables 4.9 and 4.10
in the ”Method systematics” row. This choice is over-conservative with respect to
the potentialities of tag&probe method. It is essentially motivated by the comparison
with the statistical uncertainty predicted for 20 pb~!, in the turn-on region. For higher
luminosities it will certainly be worthwhile to shrink the systematics by correcting for
known effects.

e Total systematic uncertainty

Tables 4.9 and 4.10 summarize the various contributions to the systematic uncertain-
ties discussed in the previous sections. The total systematic is well controlled within
1% for the plateau region (pr > 24 GeV). It is relatively larger in the trigger turn-
on region (14 < pr < 20 GeV). As shown above, it is introduced by the efficiency
discrepancy between the true and fake photons.

4.5.5 Results of bootstrap method
Results on efficiency and purity

As detailed in Section 4.4.2, this method requires that at least one photon candidate matches
the looser trigger criteria named gl OHLTPass. With this requirement, the selected sample is
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Uncertainty photon pr [GeV/(]
14-16 16—-18 18—-20 20—24 24-30 > 30
Statistical uncertainty [%]  0.50 0.97 0.74 0.37 0.21 0.06

Method systematics [%] 2.44 0.75 1.56 0.46 0.09 0.01
Purity systematics [%)] 0.52 0.20 0.15 0.19 0.11 0.03
Total uncertainty [%] 2.54 1.24 1.73 0.62 0.26  0.07

Table 4.9: L1 trigger efficiency uncertainty from the tag&probe method

Uncertainty photon pr [GeV/(]
14—-16 16—-18 18—-20 20—-24 24-30 > 30
Statistical uncertainty [%]  0.10 0.22 1.15 0.66 0.35 0.16

Method systematics [%] 0.11 0.02 3.53 2.54 0.56 0.24
Purity systematics [%] 0.02 0.00 0.30 1.25 0.25 0.01
Total uncertainty [%)] 0.15 0.22 3.72 291 0.70 0.29

Table 4.10: L2 trigger efficiency uncertainty from the tag&probe method

three orders of magnitude higher than the tag&probe sample. However the estimated photon
purity in the turn-on region is only between 6% and 18% as can be seen in Figure 4.11.
The largest contribution to the probe sample is from di-jet events as shown in Table 4.11.

Process photon pr [GeV /(]
<14 14 — 20 > 20
o 10+1 630 £ 7 1286 £ 25
Y3 3397 £ 195 275755 £ 1296 746727 £ 6056
Jj 4398936 £+ 69245 3444894 £ 46793 2591702 £ 91250

Table 4.11: Expected number of candidates, in pp bins, from each physics process, selected
with the bootstrap method.

Note that the prescale factor of glOHLTPass trigger is not taken into account for the
rate estimates. The typical expected prescale factor is in the range 10 — 100. The ~j
sample used in this study is the dataset with ID=108087, with a single photon filter at 15
GeV, which has relatively high efficiency to the less stringent requirements of the bootstrap
selection thus allowing to exploit this unbiased sample in this case. Table 4.12 show the
efficiencies and purities obtained with the bootstrap method in several pr bins, for L1 and
L2 respectively. The true ~ in the first row of both tables is the reconstructed photon
candidate matching a hard process photon or a photon from parton bremsstrahlung in the
¥y, vj, jj combined sample. The topology for the sample selected with the bootstrap
method is a single-photon-oriented sample, whereas the sample selected by tag&probe is
a di-photon one. It is expected that true photon samples with different topologies have
different marginal trigger efficiencies due to the different selection requirements sampling
different detector regions. This is what one can observe when comparing the true « efficiency
in Table 4.6 with the true «y efficiency in Table 4.12. As shown in Table 4.12, even though
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the purity of the sample selected with the bootstrap method is low especially for the turn-
on region, the efficiency for true « is close to that for fake ones so that the final efficiency
measured with the bootstrap method is close to the true one. The results of the bootstrap
method determination of the relative trigger efficiency are plotted in Figure 4.12.
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Figure 4.11: Bootstrap sample composition (left) and photon purity (right) as a function
of pr-

4.5.6 Bootstrap systematics

The systematic uncertainties for the bootstrap method are evaluated following the over-
conservative procedure used in the tag&probe case. The full difference between the mea-
sured efficiency and the efficiency predicted for true photons is taken as systematic error
on the efficiency itself. The values of this estimate are reported in Tables 4.13 and 4.14
together with the predicted statistical uncertainty, both scaled to an integrated luminosity
of 20 pb~!. These residuals are also plotted in Figure 4.13.

In the case of the bootstrap results, the purity systematics, in the way it was investigated
in the tag&probe method, are neglected for two reasons: the fact that the unbiased 7-jet
was used in this case and the striking dominance of the di-jet contribution in the sample
composition which did not need a parameterization procedure. This two arguments lead to
consider purity systematics negligible with respect to what is estimated in tag&probe and
the uncertainty on the fake/true photon composition within the dominant di-jet sample is
then over-covered by the “method systematics”. It is mandatory to rescale this uncertainty
according to the glOHLTPass trigger actual prescale factor in the data when it is fixed. It
is worthwhile noticing that the bootstrap systematics is limited and lower than or of the
same order of the tag&probe one and that even after a harsh prescale, this single photon
method is competitive in terms of statistics with the di-photon tag&probe.

4.5.7 Comparison between the tag&probe and bootstrap samples

The photon samples selected in the tag&probe and bootstrap methods are different. As
shown in the top plot of Figure 4.14, the pp spectrum in the bootstrap method is harder than
the one of the probes selected with tag&probe. As an example, in the bootstrap method,
there is no peak around 5 GeV like in the tag&probe method because the gl0PassHLT
trigger criteria have been applied to all photon candidates while the probes in tag&probe
are not required to be matched with a trigger object. The right plot of Figure 4.14 shows
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Quantity photon pr [GeV/(]
14— 16 16 — 18 18 — 20 20 —24 24 — 30 30 — 50 50 — 70 > 70

L1

e(true ) [%] 6.42+1.29 40.46+1.13 85.42+0.62 97.58+0.03 99.53 £0.01 99.70 £ 0.01 99.91 £+ 0.01 99.83 + 0.03
e(bootstrap) [%] 6.27+0.36 37.71+0.57 85.67+0.42 97.114+0.01 99.53+0.01 99.97+0.002 100.00 £0.00 99.99 £ 0.004
purity [%)] 6.12+0.33 11.5634+0.27 18.39+£0.32 22.18+0.03 27.55+0.05 33.15 £ 0.06 39.50 £ 0.15 49.16 £ 0.25
L2

e(true ) [%] 0.75 £ 0.50 0.83 £0.13 30.14+£0.71 94.12+£0.04 99.20 +0.02 99.58 £ 0.01 99.80 + 0.02 99.78 + 0.03
e(bootstrap) [%]  0.14 £ 0.05 1.06 £0.12 28.69+0.53 92.09+0.02 98.63+£0.01 99.37 £0.01 99.53 £ 0.02 99.97 +0.01
purity [%] 6.12+0.33 11.534+0.27 18.39£0.32 22.18+0.03 27.55+0.05 33.15 £ 0.06 39.50 £ 0.15 49.16 £ 0.25

Table 4.12: L1, L2 trigger efficiency for signal photons in the combined =7, vj, 77 sample and for the control sample selected with the

bootstrap method, and purity of the selected control samples, as a function of pp.
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Figure 4.12: ¢20_loose trigger efficiency as a function photon pr for the combined ~v, vj,
jj data sample with the bootstrap method. Red triangles: true photon efficiency; green
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Bottom: L2.
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Uncertainty photon pr [GeV/(]

14—-16 16—-18 18—-20 20—-24 24-30 > 30
Statistical uncertainty [%]  0.36 0.57 0.42 0.01 0.01  0.002
Method uncertainty [%)] 0.15 2.75 0.24 0.47 0.003  0.24
Total [%] 0.38 2.81 0.48 0.47 0.01 0.24

Table 4.13: L1 trigger efficiency uncertainty from the bootstrap method

Uncertainty photon pr [GeV/(]

14—-16 16—-18 18—-20 20—24 24-30 > 30
Statistical uncertainty (%]  0.05 0.12 0.53 0.02 0.01 0.01
Method uncertainty [%)] 0.62 0.22 1.45 2.04 0.57 0.21
Total [%] 0.62 0.25 1.54 2.04 0.57 0.21

Table 4.14: L2 trigger efficiency uncertainty from the bootstrap method
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Figure 4.13: Efficiency residuals (in %) between the measurable efficiency with the bootstrap
method and the true photon efficiency as a function of py; L1 (left) and L2 (right).
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a more centrally distributed pseudo-rapidity for the di-photon tag&probe selection due to
a bias toward higher event total transverse energy with respect to single photon selection
performed in the bootstrap case. Another example is that the tag&probe sample is more
enriched in v events due to the di-photon selection and as a consequence shows a higher
photon purity. With more data, one could envisage to re-weight the distributions of photons
selected in the tag&probe procedure with the bootstrap one, in order to unfold for possible
efficiency differences due to for instance the different pseudo-rapidity spectra.
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Figure 4.14: Normalized pr (left) and n (right) distribution in the samples selected by the
tag&probe (hollow histogram) and bootstrap (dashed histogram) methods.

4.5.8 The electron to photon extrapolation method

This method takes advantage of lepton-antilepton decays of the narrow Z resonance. Us-
ing the selection criteria listed in Section 4.4.3, a pure electron/positron control sample is
obtained with a background fraction below 1%. The main issue for this method is the re-
calibration of the electron/positron showers: electrons, converted photons and unconverted
photons cluster energies are measured using different calibration constants as discussed
in Section 3.2. Since the photon trigger efficiency is measured as a function of pr, the
transverse momentum pr of the probe need to be corrected. Figure 4.15 shows the trigger
efficiency as a function of the electron/positron pr (before recalibration). A comparison to
the superimposed signal photon efficiency curve (from a combined 7, vj and jj sample)
shows a large discrepancy between the two curves.

Electron or positron clusters can be re-reconstructed using either converted or uncon-
verted photon calibration constants, depending on the chosen hypothesis. Figure 4.16 shows
the measured efficiency as a function of pr after recalibration with converted (left) and un-
converted (right) photon calibration constants. The agreement with the signal v curve is
strongly improved.

4.5.9 Electron extrapolation systematics

The systematic uncertainty for the electron extrapolation method is again estimated by
taking the full difference between measured efficiency and the efficiency predicted for true
photons. The values of this estimate are reported in Tables 4.15 and 4.16 together with
the predicted statistical uncertainty, both are scaled to an integrated luminosity of 20 pb—?.
These residuals are also plotted in Figure 4.17. There are two important issues that were
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not considered in this evaluation and that can potentially reduce the observed discrepancies:
the shower shapes corrections and the kinematic of the Z sample to be considered while
porting the efficiency extracted from the Z electrons to the di-photon sample.

Uncertainty

Photon pr [GeV/(]

14—-16 16—18 18—20 20—24 24—-30 > 30
Statistical [%] 184 327 169 026 006 0.0
Method systematics [%] 3.88 8.67 1.30 0.44 0.14 0.14
Total uncertainty [%] 4.30 9.26 2.13 0.51 0.15 0.14

Table 4.15: Uncertainties (in absolute %) on the
extrapolation method with 20 pb~!

L1 trigger efficiency from the electron-

Uncertainty

Photon pp [GeV /(]

14—-16 16—-18 18—-20 20—24 24-30 > 30
Statistical [%] 0.50 0.82 2.39 0.35 0.06 0.00
Method systematics [%]  0.58 0.57 5.82 2.58 0.31 0.14
Total [%] 0.76  1.00 630 260 032 0.4

Table 4.16: Uncertainties (in absolute %) on the
extrapolation method with 20 pb~!
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4.5.10 Comparison of the three data-driven methods

From the results shown in the previous sections, it can be noticed that the three methods
show an overall good agreement with the true photon efficiency, at least with the data statis-
tics expected with an integrated luminosity of 20 pb~—!. Nevertheless some discrepancies are
observed, in particular in the case of the electron-extrapolation method. A review of the
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results, together with the plans for the application of these methods to the early ATLAS
data, are given in the following.

e Trigger efficiency determination biases

In Figure 4.18, the L1 and L2 efficiency turn-on curves as measured with the three
data-driven methods, together with the true photon efficiency, are compared. In
Tables 4.17 and 4.18, the trigger efficiency differences between the three methods are
given. They are compared with the total uncertainty of the tag&probe which is taken
here as a reference.

Measured quantity Photon pr [GeV/c]

14—-16 16—18 18—20 20—24 24-30 > 30
Ctagleprobe — €bootstrap 1%0] 135  3.06 044 036 019 004
Ctagieprobe — Eeatrapolation [%) 238 28 150 128 033  0.06

Total uncertainty in tag&probe [%]  2.54 1.24 1.73 0.62 0.26 0.07

Table 4.17: Absolute L1 trigger efficiency differences (in %) between the three methods.

Measured quantity Photon pr [GeV /(]

14—-16 16—18 18—20 20—24 24-30 > 30
Ctagieprobe — €bootstrap 1] 002 027 029 070 101 049
Ctagieprobe — Eeatrapolation |%) 0.06 062 757 531 190  0.85

Total uncertainty in tag&probe [%)] 0.15 0.22 3.72 2.91 0.70 0.29

Table 4.18: Absolute L2 trigger efficiency differences (in %) between the three methods.

For the signal photon curve, photon candidates are required to be matched to true
photons originating from the hard process or parton bremsstrahlung in the di-jet,
photon-jet and di-photon combined sample. In general, across the whole pr range
and especially in the high pp region, the difference between the three methods is well
below the separation power given by the data statistics. In the turn-on region around
the trigger threshold, some discrepancies are observed. In particular, in the steep rise
region, the tag&probe and the bootstrap methods are in good mutual agreement and
are close to the true photon efficiency. As reported in Sections 4.5.4 and 4.5.6, the
systematic uncertainties of the two methods are evaluated to be of the same order
of the statistical uncertainty and their biases are statistically not significant. For
the electron-extrapolation method, the measured efficiency appears somewhat more
biased with respect to the expected true photon efficiency on one side and with respect
to the other two methods on the other side. This is reflected in Tables 4.17 and 4.18,
where the differences of the efficiencies obtained with the tag&probe and the bootstrap
methods are within the tag&probe total uncertainty while the difference between the
efficiencies obtained with the tag&probe and the electron-extrapolation methods is
higher in the turn-on region and also above 20 GeV.
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e Data samples statistics and trigger efficiency uncertainty

In Table 4.19, the expected number of photon candidates for 20 pb~! for each method
is reported. It appears that, in the turn-on region, the electron extrapolation method
starts to be a valuable method for estimating the relative trigger efficiency for photons
with much higher integrated luminosities than the reference one of 20 pb~! used in
this study. The predicted statistics for this luminosity is in fact very poor compared
to those expected for the tag&probe and the bootstrap methods in this region, while
it is comparable to the tag&probe method at higher transverse momenta.

Method Photon pr [GeV/c]

<14 14 —20 > 20
tag&probe 24372 + 387 5556 + 129 5489 + 223
bootstrap (44.0 £0.3)10° (37.24+0.5)10° (33.4 4 1.0)10°
extrapolation 32£7 136 £ 21 6302 4+ 93

Table 4.19: Estimated number of photon candidates expected for each method as a function
of pr with an integrated luminosity of 20 pb~!.

Method Photon pr [GeV/(]

14—-16 16—-18 18—-20 20—24 24-30 > 30
tag&probe 2.54 1.24 1.73 0.62 0.26 0.07
bootstrap 0.38 2.81 0.48 0.47 0.01 0.24

extrapolation 4.30 9.26 2.13 0.51 0.15 0.14

Table 4.20: Total uncertainty on the L1 photon-trigger efficiency (in absolute %) for the
three methods with an integrated luminosity of 20 pb~1.

Method Photon pr [GeV/(]

14—-16 16—-18 18—-20 20—24 24-30 > 30
tag&probe 0.15 0.22 3.72 2.91 0.70 0.29
bootstrap 0.62 0.25 1.54 2.04 0.57 0.21

extrapolation 0.76 1.00 6.30 2.60 0.32 0.14

Table 4.21: Total uncertainty on the L2 photon-trigger efficiency (in absolute %) for the
three methods with an integrated luminosity of 20 pb~1.

In Tables 4.20 and 4.21, the total uncertainties summing up the statistical and system-
atic uncertainties for each of the three data-driven methods are given in the different
pr bins, for L1 and L2 photon-trigger efficiencies respectively. The total uncertainties,
at least in the high pr region above 20 GeV, are dominated by the method system-
atics and suffer from large bin to bin fluctuations. Considering the precision on the
uncertainties quoted in Tables 4.20 and 4.21, one can say that the tag&probe and
bootstrap methods give good results in the turn-on region, while in the plateau region
(above 20 GeV), the three methods give similar results.
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Figure 4.18: Comparison of the trigger marginal efficiency for signal photons (blue circles)
and for photon candidates selected with the tag& probe (green squares), the bootstrap
(black triangles) and the electron extrapolation (red triangles) methods. Top: L1. Bottom:

L2.
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4.5.11 Conclusion

A feasibility study of three data-driven methods for the extraction of the relative photon-
trigger efficiency was performed at simulation level. The accuracy that can be achieved
by each of the three methods has been predicted for an integrated luminosity of 20 pb~!.
A comparison between the three methods and with respect to the true photon efficiency,
as expected from Monte Carlo, has been presented. The two direct-photon-based methods
(tag&probe and bootstrap) agree with each other within the estimated uncertainties while
the extrapolation to photons of the electron sample selected in the Z — eTe™ study shows
larger biases in particular in the trigger turn-on region around the trigger pr threshold at
20 GeV. In the high pp region (pr > 25 GeV) all of the three methods agree with each
other, essentially because in this pr region the photon trigger efficiency is expected to be
almost 100% for both true and fake photons. The total uncertainties of these data-driven
methods for the pr region above turn-on, which is relevant for the main photon-based AT-
LAS analyses, have been estimated in this work to be well below 1% absolute, already with
an integrated luminosity of 20 pb~!. In the lower pr region around the trigger turn-on, an
uncertainty of a few % is expected in the data-driven determination of the photon-trigger
efficiency thus allowing a fair check of the trigger performances.

4.6 Efficiency measurement on real data

As stressed before, the trigger efficiency measured here is a marginal trigger efliciency.
Photon selection needs to be applied first. In real data, the tight photon selection criteria
includes:

e Photons are required to pass the RobustTight selection defined in Section 3.3.
e Crack region rejection: (|n| < 1.37) || (1.52 < |n| < 2.37);

e Calorimetric isolation, as defined in Section 5.3.1: Erf}fo < 3 GeV.

4.6.1 g20_loose efficiency measurement

Even though around 45 pb~! of data were recorded by ATLAS during the 2010 data taking
period, only a small subset of it can be used for all the three methods described above.
For the tag&probe method, g20_loose is used for the event preselection, since at least the
tag photon is required to pass g20_loose trigger. However, due to the fast evolution of
the instantaneous luminosity during the data-taking, g20_loose was highly prescaled. For
the bootstrap method, el0_NoCut is used as the lower threshold unbiased calorimetric
trigger, which is actually a L1 calorimetric trigger L1_EM5 also highly prescaled. This
trigger is used as the event preselection for the bootstrap method. In addition, g20_loose is
required to be unprescaled. Otherwise the events that labelled as “failed” actually due to the
prescaling may enter the probe sample, which introduces the efficiency loss. Consequently,
the corresponding luminosity for the selected events is even smaller than for the tag&probe
method. As for the electron-to-photon extrapolation method, e10_medium (or el5 medium
when el0_medium starts to be prescaled) is used for the electron sample selection. Besides,
£20_loose is also required to be unprescaled. All the relevant selection in each trigger item
is summarized in Table 4.2. Table 4.22 summarizes the corresponding luminosity after the
event preselection on the trigger for each method.
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For more information, Table 4.23 shows the list of photon related triggers which are not
prescaled over all the periods of 2010 data taking.

method trigger requirement Luminosity [nb 1] Nprobe
tag&probe 20_loose 7023.93 3792 (L1) 3697 (L2) 3666 (EF)
bootstrap e10_NoCut and 141.188 23766
g20_loose unprescaled
extrapolation el0_medium (or el5_medium) and 3520.7 1162 (unconv) 1986 (conv)

g20_loose unprescaled

Table 4.22: Corresponding luminosity and the statistics for the probe sample after the event
preselection on the trigger for the three methods.

trigger items L1 item L2 item EF item
2gl5_loose L1_2EM10 L2_2gl5_loose EF_2gl5_loose
g20-loose_xe20_-noMu L1_EM14_XE10 L2_g20_loose_xe20_noMu EF _g20-loose_xe20_-noMu
g20_loose_xe30_-noMu L1_EM14_XE15 L2_g20_loose_xe30_noMu EF _g20_loose_xe30_-noMu

g40_loose L1_EM14 L2_g40_loose EF _g40_loose
g50_loose L1_EM14 L2_g50_loose EF_g50_loose
g40_tight L1_EM14 L2_g40_tight EF_g40_tight

Table 4.23: Unprescaled photon triggers in 2010 data-taking.

The pr spectrum of the photon candidates selected to measure the photon trigger ef-
ficiency is shown in Figure 4.19. The corresponding luminosity for the bootstrap method
after the preselection on the trigger is small, the selection of the probe is based on the re-
quirement of only one tight and isolated photon is required for each event. Therefore, more
photon candidates can be selected with this method. On the contrary, for the tag&probe
method, the corresponding luminosity after the preselection is higher. However, since at
least two tight and isolated photon candidates are required for each event, the final statistics
is low. The electron extrapolation method has the lowest statistics. It is limited by the
relatively small production cross-section for the Z — ee events compared with the QCD
processes.

Figure 4.20 shows the measured g20_loose photon trigger efficiency for the tight and
isolated photons as a function of the transverse momentum, using 2010 data. The results
from all three methods are overlaid, only statistical uncertainty is shown. The turn-on
curves, show that the g20_loose trigger works efficiently for tight and isolated photons. The
photon candidate, with transverse momentum above 22 GeV are already in the plateau
region. However, for the electron-to-photon extrapolation method, very low statistics is
obtained in the photon pr region below 20 GeV, thus giving no insight to the turn-on
region. As expected from the Monte Carlo studies, tag&probe and bootstrap methods give
consistent results within the statistical uncertainty, which validate the robustness for each
of the methods.

4.6.2 g10_loose efficiency for inclusive photon cross-section measurement

Based on the early data recorded in 2010, a first inclusive photon cross-section measurement
was performed [90]. In this measurement, the photon candidates with transverse energy
above 15 GeV are considered, with g10_loose as the trigger selection. The gl10_loose trigger
efficiency is measured with the bootstrap method. This is the first time that this method
has been applied in a photon-related physics measurement using the real data recorded by
ATLAS experiment.
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Figure 4.19: pr spectrum for the photon candidates selected in each method. Top left:
tag&probe, Top right: bootstrap, Bottom left: extrapolation for unconverted photon, Bot-
tom right: extrapolation for converted photon.
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Figure 4.20: g20_loose trigger efficiency measured on 2010 data for tight and isolated pho-
tons as a function of the transverse momentum for the three levels of g20_loose. Top: L1;
Middle: L2; Bottom: Event Filter level.
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4.6. EFFICIENCY MEASUREMENT ON REAL DATA

In practice, it is performed with two steps. For the first step, a lower threshold L1
calorimeter trigger (L1.EM2) is checked with a sample of minimum-bias triggers.? The
measured efficiency of this trigger is 100% for all photon candidates passing the tight iden-
tification and isolation requirement with transverse energy Ep > 15 GeV. In the second
step, the gl10_loose efficiency is checked with events passing the e3_NoCut (which is actually
L1_-EM2 as shown in Table 4.2). The trigger efficiency for the photon candidates passing
the tight identification and isolation requirement with transverse energy Er > 15 GeV can
then be determined by the second step, which is measured to be /"9 = (99.540.2)%. The
g10_loose efficiencies for each trigger level in the different 1 ranges are shown in Table 4.24,
which is almost constant over all n regions. The efficiency for g10_loose is also checked using
Monte Carlo samples. It is found to be 99.75+0.07% which is consistent with the result
measured in real data. The absolute difference of the trigger efficiency for a pure signal
sample and for a pure background sample is found to be smaller than 0.5%. A comparison
on the trigger efficiency curve between the real data and the simulated background sample
can be found in Figure 4.21. Consistent results is observed in the comparison.

|n| ranges
0—-0.6 06—-137 152—-1.81 1.81—2.37 all
L1 100.0+£0.0 99.92+0.08 99.62+0.27 99.84+0.16 99.87+0.06
L2 100.0£0.0 99.83+0.12 99.624+0.27 99.684+0.22 99.81+0.08
EF  99.88+£0.12 99.32+0.24 99.42+0.33 99.52+0.27 99.53£0.15

Table 4.24: The measured gl10_loose efficiency at each trigger level for reconstructed photon
candidates passing the tight identification and isolation requirement and with transverse
energy Ep > 15 GeV.

2The information is provided by the Minimum Bias Trigger Scintillators (MBTS). They are installed in
the region of 2.09 < |n| < 3.84 and z = 3.6 m between Inner Detector and EM endcap calorimeter. The
events fulfilling the criteria for good collision candidates are considered to pass the triggers.
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Chapter 5

Isolated di-photon cross-section
measurement

In this chapter, a measurement of the isolated di-photon cross-section in proton-proton
collisions at 7 TeV is presented. Results are compared with the Standard Model prediction.

5.1 Di-photon production and background processes

5.1.1 signal processes

In the Stand Model, there are mainly three categories of processes that contribute to the
di-photon production [80, 81]: two direct photons, single bremsstrahlung/fragmentation
and double bremsstr- ahlung/fragmentation.

The two-direct-photon process occurs mainly through quark-antiquark annihilation.
The first diagram in Figure 5.1 shows the leading order contribution from the Born process
(q@ — ~v7) and one example of next-to-leading order (NLO) contribution is shown in the
second diagram. The third diagram is the so-called box process where gluon-gluon scat-
tering leads to two direct photons via a quark loop. The Born process is of the order of
O(a?,,) while the box process is suppressed by an extra O(a?) factor. However, it is en-

hanced by the high gluon density of the proton-proton collisions at LHC. Therefore, these
two contributions are comparable.

(a) (b) ()

Figure 5.1: Examples of diagrams for the di-photon production in which both photons are
direct. See reference [81].
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CHAPTER 5. ISOLATED DI-PHOTON CROSS-SECTION MEASUREMENT

The single bremsstrahlung/fragmentation process, gq (or §)— yyq (or g), corresponds
to the production of one direct photon and one photon from the bremsstrahlung or fragmen-
tation of a hard parton produced in the short distance subprocess. Due to the collinearity
with the parton, the bremsstrahlung/fragmentation photon is expected to be not well iso-
lated from the experimental point of view. Figure 5.2(a) shows an example of the single
bremsstrahlung process. It is of order of O(asa?,,) and therefore can be considered as NLO
correction to the Born process but is also favored by the high gluon density of the LHC. The
process of single fragmentation is shown in Figure 5.2(b). An example of NLO correction
to this process is shown in Figure 5.2(c). Divergences arise in the limit where the photon
is collinear to the parton. Quark or gluon fragmentation functions, D, , mg(z,MJ%), are
therefore introduced to overcome this technical difficulty. They describe the showering of
a parton during which a collinear photon is emitted, absorbing the divergences and some
higher order corrections. z is the fraction of the parton momentum transferred to the pho-
ton. My sets the scale of the corrections absorbed in the fragmentation function, while the
remaining corrections must be calculated. It is not a physical parameter. The separation
between the bremsstrahlung emission and the fragmentation is arbitrary and only the sum
of the two processes has a physical meaning. For convenience, the bremsstrahlung emission
and the fragmentation are collectively called fragmentation in the following.

P

/

(a)

Figure 5.2: Examples of diagrams for the di-photon production where one photon is pro-
duced via fragmentation.

The process of double fragmentation, with both photons resulting from the fragmenta-
tion, can also make a significant contribution. Figure 5.3(a) shows an example of the leading
order contribution for double fragmentation. Figure 5.3(b), (c) and (d) are examples of NLO
corrections.

For the cross-section measurement in this chapter, the photons are required to be iso-
lated, so as to suppress the background (described later in Section 5.1.2), but also to reduce
the fragmentation part which is less precisely known.

The real data are compared with the following computations:

e DIPHOX [83]: it is fixed-order parton level generator. All the processes discussed
above, including the two direct photons, single fragmentation and double fragmenta-
tion, are computed at NLO. There is only one exception for the box process, which
is at LO. Thanks to the NLO calculation of the single and double fragmentation,
DIPHOX is expected to give a rather accurate description of the azimuthal distance
between the two photons (A¢,,) at low values, and of the transverse momentum of
the photon pair (pr.,) in the large pr.,,region.
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Dﬁ/q

(a) (b) (c) (d)

Figure 5.3: Examples of diagrams for the di-photon production where both photons are
produced at fragmentation.

e RESBOS [80]: it is also a parton level generator, at NLO for the total cross-section.
It includes the two direct photons process, such as the Born and box processes. It
also includes the single fragmentation processes, which is only computed at LO. Be-
sides, the next-to-leading logarithms (NLL) resummation formalism which absorbs
the initial-state singularities due to the emission of soft or collinear gluons, is applied.
This resummation formalism helps to give an accurate description of the lower part
of the pr., spectrum.

5.1.2 Background process

The backgrounds for both the di-photon analysis and the Higgs search (H — ~7) mainly
come from the production of a photon and a jet or the production of multi-jets, namely
photon-jet and di-jet events in which jet(s) are mis-identified as photon(s). After photon
identification and isolation, these backgrounds can be greatly reduced. The remaining jets
mis-identified as photons are mainly jets that fragment into a leading 7° or 7 meson.

Isolated electrons may be wrongly identified as photons since they are similar from
the calorimetric point of view. Thus, the physics processes to ee final states (Drell-Yan,
Z — ee, WW — evev) and to ey final states (YW — ~ev, vZ — ~ee) can contribute to
the di-photon and H — vy background.

5.2 Data and Monte Carlo samples

In this analysis, the data collected from the /s = 7 TeV proton-proton collisions in 2010,
periods E to I, are used. It corresponds to an integrated luminosity of 37.2+1.3 pb~—!. The
data periods A to D are not used because the di-photon triggers in these periods were not
enabled. The corresponding luminosity for each period from E to I requiring 2g15_loose
trigger can be found in Table 5.1.

The Monte Carlo (MC) samples used in this analysis are summarized in Table 5.2,
which includes the dataset ID, process type, cross-section, event-filter, the corresponding
filter efficiency, the number of reconstructed events and the equivalent luminosity £ for
each sample. All these samples were generated with PYTHIA 6.4 by the ATLAS MC
production group. The label convention for 7 is different from the one in Chapter 4. Here,
~j events are photon-jet events with the reconstructed leading pr photon candidate being a
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period Run range Integrated luminosity [nb=!]
E 160387 - 161948 985
F 162347 - 162882 1749
G 165591 - 166383 6686
H 166466 - 166964 7063
I 167575 - 167844 20765

Table 5.1: The collected integrated luminosity for each period of data taking.

true photon, and the subleading pr photon candidate being a jet, and vice-versa for jv. In
Chapter 4, vj meant for all the photon-jet events. The detailed information for the filters
applied in these samples is listed below:

e SymPhotonFilter: at least 2 photons with pr > 14 GeV (pr > 10 GeV for the vy
sample with Dataset ID 105961), |n| < 2.7

e PhotonFilter: at least 1 photon with pr > 17 GeV, |n| < 2.7
e SymlJetFilter: at least 2 jets with pr > 10 GeV, |n| < 2.7

The bunch-train pileup in Table 5.2 is setup as: double trains with 225 ns separation, which
is equivalent to the duration of 9 bunches crossing. Within each train, 8 filled bunches are
included with 150 ns bunch separation. The average number of minimum-bias interactions
is 2.2. For systematics studies, several samples are also generated with additional material
in the Inner Detector and the calorimeter and the events are then reconstructed with the
nominal geometry. The extra material is as follows:

e 5% of the whole Inner Detector

20% of the pixel services

20% of the SCT services

15% of radiation length material at end of SCT/TRT endcaps

15% of radiation length material at the Inner Detector endplate

20% of radiation length for the region of 1.5 < |n| <4.5 in the calorimeter

5.3 Photon and event selection

For reconstructed photon candidates, the RobustTight (T) criterion as defined in Sec-
tion 3.3, is applied to reject large contamination from jets.

5.3.1 Photon isolation

A calorimetric isolation is applied besides the cuts on the discriminating shower shape
variables in order to further reject the jet background. The calorimetric isolation Eé?o
is defined as the sum of the transverse energy of the cells in ECAL and HCAL inside a
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Dataset 1D Process Nevts o Filter Filter Eff Lumin
i) b~
Bunch-train pileup, nominal geometry
105961 Yy 499938 1.503  SymPhotonFilter 0.22483 1.479E+6
119065 YY+(vi+37) 49995 445.87  SymPhotonFilter ~ 0.000511  2.194E+5
108100 Y3+ 4696242  1438.4 SymJetFilter 0.050991  6.403E+4
115802 Yy+(vg+iv)+77 996859 1147100 PhotonFilter 0.00018122 4.795E+3
106043 W — ev 6989096  8.9374 - 1 7.820E+5
106046 Z — ee 4995076  0.85521 - 1 5.841E+6
Bunch-train pileup, distorted geometry (extra material)
119065 YY+(vi+57) 49994 445.87  SymPhotonFilter ~ 0.000511  2.194E+5
106043 W — ev 998879  8.9374 - 1 1.118E+5
106046 Z — ee 998876  0.85521 - 1 1.168E+6
No pileup

119065 YY+(vi+77) 49995 445.87  SymPhotonFilter  0.000511  2.194E+5
108100 Y3+ 498919 1438.4 SymJetFilter 0.050991  6.802E+3
106043 W — ev 699916  8.9374 - 1 7.831E+4
106046 Z — ee 499938  0.85521 - 1 5.846E+-5

Table 5.2: The size of the Monte Carlo samples used in this study and their corresponding
integrated luminosities. The cross-section and filter efficiency for each sample are obtained
from the information given by the AMI database [84]. The yy+(vj+jv) sample is a com-
bined sample with di-photon and photon-jet events. j events are photon-jet events with
the reconstructed leading pr photon candidate being a true photon, and subleading pr
photon candidate being a jet, and vice-versa for j~.
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cone of AR = /(An)?2 + (A¢)? < 0.4 around the photon. Cells from the photon shower
itself are excluded from the calculation. The leakage from the photon outside the cluster
is parameterized as a function of the photon transverse energy based on simulated single
photon samples. This leakage is then subtracted from the isolation transverse energy. In
this way, the isolation transverse energy becomes independent of the photon transverse
energy. Besides, the contribution from the underlying event is also subtracted [92]. Low
energy jets are separately used in each of the two pseudorapidity regions (|n| < 1.5 and
1.5 < |n| < 3.0), to compute an ambient transverse energy density. This transverse energy
density is multiplied by the area of the isolation cone, and then subtracted from the isolation
transverse energy. Since the ambient transverse energy density is not equally distributed,
there might be not much energy inside the cone. Thus, this subtraction may lead to a
negative isolation transverse energy. With this correction, the distribution of the isolation
transverse energy is centered at zero for photons from the hard-scattering.

The isolation criterion for photon candidate selection is E4#° < 3 GeV. This criterion is
chosen for an optimal ratio of signal to background, which keeps a reasonable signal photon
efficiency and good background rejection. The overall efficiency for signal photons within
the acceptance passing the T selection is estimated to be around 90%.

5.3.2 Other photon identification criteria

The isolation transverse energy E%?" exhibits non-negligible correlations with some shower
shape variables, especially those measured in the middle layer. This fact would be an issue,
because in data-driven methods used to subtract the background as described in the later
sections, the isolation transverse energy of the jets is estimated by requiring the photon
candidates to fail the RobustTight selection. The variables measured in the strip layer,
are defined in a relatively small region at the core of the cluster that is not included in the
isolation calculation. Thus they show small correlation with the isolation, especially the
variables ws3 and Fj;q.. Another two variables (AE and FE,q4,) are found to be relatively
uncorrelated with isolation. The variable wgtot is defined over a wider range, and is found
to be more strongly correlated with isolation. For this reason, a modified loose selection
Loose’ (L) is defined, in which all the tight cuts on hadronic and Middle layer variables
are applied, whereas for the strip layer variables only the cut on wstot is implemented, which
means omitting four variables (ws3, Fiide, AE, Eratio)'. The objects passing the Loose’
selection but failing RobustTight selection are called “non-RobustTight” ('i‘), and form
a background control sample. Monte Carlo studies show that for the jet background the
E%s° distributions in the T and T samples are fairly similar. All the identification criteria
used in this thesis are summarized in Table 5.3.

The definition of the Loose’ selection contains a sort of arbitrariness in the choice of
which strips cuts are being omitted. For systematic studies, the definition can be modified,
by omitting only two variables (ws3, Fiige) or all the five (ws3, Fsides AE, Eratio, Wstot)>-
Omitting only two variables can reduce the correlation with isolation but leads to very
limited statistics. Omitting five variables will increase the correlation, but gains about 80%
more statistics for the T background control sample compared with the nominal Loose’
definition. Therefore the systematic is evaluated only from the five-variable configuration.

!Technically, a bit mask 0x45fc01 is applied to the ISEM bits.
2The bit masks are respectively 0x67fc01 and 0x41fc01.
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criterion Loose (L) Loose’ (L') RobustTight (T) non-RobustTight (T)

Rhpad O
R, O
wa O
Ry

Ws tot
Ws3
AE

Fiige

E’/‘atio

L
LU
S S S S S S

Table 5.3: The corresponding variables and the cut level involved in each of the identification
criteria used in this thesis. The label “()” means that the variable needs to pass the loose
requirement, while the label “\/” means it must pass the tight requirement. For the non-
RobustTight criterion, at least one of the variables labelled with “®” must fail the tight
requirement.

5.3.3 Event selection

As mentioned in Section 5.2, data from periods E to I are used to perform this study. The
event preselection is organized as follows:

o Skimming: events must contain at least two photon candidates passing Loose selec-
tion, and with a reconstructed transverse energy Er > 16 GeV, measured by the EM
calorimeter. This requirement is overridden by the subsequent ones, and is listed only
for completeness — its purpose is actually to reduce significantly the amount of data
without biasing the analysis.

e Good Run List: events must satisfy the standard ATLAS Good Run List? for electron
and photon studies. It requires good conditions for the beams and several detectors
(trackers, calorimeters, muon spectrometer and magnet system).

e Trigger: events must be selected by the 2g15_loose trigger.

e Primary vertex: each event must contain at least one reconstructed primary vertex?
having at least three charged tracks associated.

e Two photons in acceptance: each event must have at least two photons with transverse
energy Er > 16 GeV, a pseudo-rapidity nge measured by the middle layer of ECAL
in the fiducial region |ns2| < 2.37, with the exclusion of the gap 1.37 < |ns2| < 1.52
between the barrel and the endcap. Moreover, Object Quality maps are used to

3datal0_7TeV.pro04.merged _LBSUMM _eg_standard_7TeV.xml

4The primary vertex is defined as the primary interaction point, which is reconstructed through a fitting
method [87] on tracks. Reconstructed tracks passing the preselection and originating from the interaction
region are first selected. The z coordinates of the selected tracks are computed at the perigee with respect
to the beam spot center. A global maximum of z coordinate distribution is then picked up and considered
as a vertex seed. The adaptive vertex fitting algorithm [88], in which the seed position and the tracks are
the input, is used to compute the vertex position. Tracks with x? > 49 are considered to be incompatible
with the vertex, and used to seed a new vertex. This procedure is repeated until no new vertex can be found
or no unassociated tracks are left.
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identify and reject any selected photon cluster affected by some detector problems
such as dead and non nominal HV regions, dead Front End Boards (including dead
optical links OTX) and isolated dead or high noise channels. A criterion based on the
jet cleaning is also applied. This criterion is applied to reject bad quality jets in the
electromagnetic calorimeter [85]. These jets are affected by some noise bursts affecting
ECAL. They are characterized by cells with bad calorimeter reconstruction “quality”®
and with large reconstructed energy of which a large fraction is only in ECAL. In
practice, if the reconstructed jet associated to the photon has an electromagnetic
energy fraction fras > 0.95 and a fraction of LAr bad cells fgyq1ity > 0.8, this photon
will be rejected.

e Two loose photons: the photons described in the previous step must pass the Loose
selection.

e Choice of the photon pair: the best photon pair is then selected by choosing the two
photon candidates with highest Er among those fulfilling the acceptances and Loose
requirements described above. Since the isolation transverse energy E%O is measured
inside a cone R < 0.4, it is important that a candidate of the pair does not enter the
cone of the other one. Therefore a separation criterion:

AR’W — \/(nglus _ ngluS)Q 4 (qb(flus _ ¢<2:lus)2 > 0.4 (5‘1)

is imposed between the two clusters. If this requirement is not fulfilled, the full event
is discarded. A requirement AR,, > 0.8 may appear to be preferable, because it
would guarantee no overlap between the two isolation cones. However, as shown
in Figure 5.4, the isolation transverse energy distributions appear to be similar for
AR,, > 0.8 and 0.4 < AR, < 0.8, both for RobustTight and non-RobustTight
samples, while it is completely different for AR,, < 0.4. Therefore the choice has
been done in order to maximize the acceptance.
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Figure 5.4: Isolation transverse energy distributions for RobustTight (left) and non-
RobustTight (right) candidates, for different AR,, separations: AR,, > 0.8 (black),
0.4 < AR,y <0.8 (red) and AR, < 0.4 (green).

5The quality is determined by the difference between the measured pulse and the reference pulse that is
used for the cell energy reconstruction. If a large difference is observed, the cell is considered to be a bad
quality cell.
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After the event preselection, if both photon candidates satisfy the RobustTight iden-
tification cuts (Section 3.3) and fulfill the calorimetric isolation requirement E¥° < 3 GeV
(Section 5.3.1), the event is classified as a di-photon signal candidate. Otherwise, if both
photon candidates satisfy the Loose’ selection (Section 5.3.2), the event is used to popu-
late the distributions in the background control regions. The choice of the best photon pair
based on Ep-ranking is done before the RobustTight selection, in order to have similar
kinematic spectra for the signal candidates and the control regions. A summary of event
numbers after each step of selection can be found in Table 5.4. There are 5365 photon pairs
fulfilling the RobustTight selection, of which 2022 are also isolated, as indicated in the
last two columns “T'T” and “TITI” of Table 5.4.

Selection skim GRL  trigger vertex 2y LL AR TT TITI

Event number | 266098 227387 113749 113725 66459 65442 63673 5365 2022

Table 5.4: Number of events after different requirements.

5.4 Extraction of the di-photon signal

An isolation template fit was used in ATLAS to measure the inclusive isolated photon
cross-section [90]. In this method, signal and background isolation templates are separately
derived using data-driven methods. A total template summing signal and background tem-
plates together is used to perform a binned maximum likelihood fit to the isolation trans-
verse energy distribution of the tightly identified photon candidates (passing RobustTight
selection).

In the di-photon analysis presented here, this technique is extrapolated to be a two-
dimensional fit.

5.4.1 Extraction of the yields

The signal (v7) and background yields are extracted from an extended maximum likelihood
fit to the two-dimensional distribution of the isolation transverse energies Ei{iol and EiTSO2 of
the leading and the subleading photon candidates. The fit is performed to the T'T saniple,
1.e. both photons are required to pass the RobustTight criteria. The total 2D isolation
transverse energy distribution is modeled with the sum of four components: one signal (y7)
and three background (5%, j47, jj) categories, weighted by their corresponding yields:

TT pTT _ 1/TT 7 TT TT 1o TT TT o TT TT o TT
Wiot Frot = Way Iy + Woy By + Wi By + Wi By (5.2)
where FiLT represents the 2D probability density function of the two isolation transverse

energies for all the events with both photon candidates passing the RobustTight criteria,
and FiTT represents the 2D PDF for the i-th event category. The fit is performed in a
large isolation transverse energy range (—5 < E¥° < 25 GeV) for both photons, but the

5Photon-jet events for which the leading pr photon candidate is a true photon and subleading pr candi-
date is a jet.

"Photon-jet events for which the leading pr photon candidate is a jet and subleading pr candidate is a
true photon.
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WTITI

fit results are expressed in terms of the yields inside the signal region, where both

photon candidates are isolated (=5 < EX° < 3 GeV).

If the correlations between the leading pr and subleading pr photon candidates are
negligible for a certain event category, the corresponding 2D PDF can be factorized as the
product of two one-dimensional PDF's. The linear correlations expected from the simulation
for the four event categories are summarized in Table 5.5. The two-dimensional isolation
transverse energy distributions for di-photon candidates selected on Monte Carlo samples
are shown in Figure 5.5 for the four categories. The correlations between the isolation
transverse energies of the two candidates are found to be negligible for vy, vj and jv
events, and the corresponding PDF's are factorized as the product of two one-dimensional
PDFs.

On the other hand, for the jj background, there are too few events to draw a conclu-
sion from the simulation sample. However, the correlation can be studied on real data.
The background isolation transverse energy distribution is derived from candidates (the
“probes”) in the T region with different requirements on the other photon candidate in
the event (the “tag”), including: no requirement, T, T, isolated (Ek° <3 GeV) and non-
isolated (EX° >3 GeV). The distributions are shown in Figure 5.6. If the tag (either photon
or jet) is isolated, the probe background tends to be more isolated, and vice-versa. One can
conclude that the correlation between the isolation transverse energies of the two photon
candidates is large in the jj event category. The 2D jj PDF is therefore modeled with a
two-dimensional distribution that takes into account the observed correlations.

An additional complication arises from the fact that leading and subleading true photons

have slightly different isolation PDF's, as described in Section 5.4.2, and the same holds for
fake photon candidates. The final fit becomes:

Wiot Frot = WL L Fy + WEVED FL + WITFL EL, + WETELT  (5.3)

where Fg 1 (Eiﬁol) and F$ 2(Elf‘%) are the one-dimensional leading and subleading photon
isolation PDFs, Fj?l (EITSOI) and FJTQ(EITS%) are the one-dimensional leading and subleading
jet isolation PDF's, and F]-TjT(EiTSO17 Ek9) is the two-dimensional jj isolation PDF.

With this fit function, one can directly extract the number of signal (W%T) and back-

ground events (W;FJT, WJ?YT, WjTjT) in the T'T sample as well as — exploiting the knowledge of

the partial integrals of the various PDF's in the isolation signal region — the events number
WETI, W%-ITI, VVJTYITI, WJ-T]-ITI below the isolation cut (TITI sample).

final states entries in MC after selection linear correlation

vy 40413 (5.5 +0.5)%
i 2240 (5.8 +2.1)%
i 524 (1.7 +4.4)%
jj 6 (46 + 33)%

Table 5.5: Linear correlation coefficient between the isolation transverse energies of the two
photon candidates from the simulation, in different truth-level final states.
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Figure 5.6: The background isolation transverse energy distribution for the probe under the
different conditions on the tag. Black: no requirement, red: T, green: T, blue: isolated,
yellow: non-isolated.

5.4.2 Signal isolation transverse energy one-dimensional PDF

Electrons are used to estimate the signal photon isolation transverse energy distribution in
real data. Differences between electrons and signal photons mainly come from two sources:
the electron isolation transverse energy is expected to be slightly larger because of the ma-
terial upstream of the calorimeter, and the photon isolation transverse energy spectrum
exhibits a larger tail because of the contribution of the bremsstrahlung and the fragmen-
tation photons. In the following, these differences are estimated from Monte Carlo and a
correction is applied to the isolation transverse energy distribution of electrons in real data.
A relatively pure electron sample can be selected from W — ev and Z — ee decays.
The energy taken away by the neutrino is not detectable. Thus a variable called missing
transverse energy is calculated for selecting the events with neutrino involved. The missing
transverse energy Ejr?iss is reconstructed with only the calorimeter. It is computed by:

NEE”
E;niss = - Z E; sin 6; cos ¢; (5.4)
=1
) Ncell
Ey™ = — ) " Fjsin6; sin ¢; (5.5)
i=1
s — \/(Egliss)z + (Emiss)2 (5.6)

Here, E; is the cell energy, 6; is the cell polar angle and ¢; is the cell azimuthal angle. Cells
belonging to the reconstructed clusters in the ECAL and HCAL above the noise are all
summed up.
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A summary of the requirements to select the electron samples from W — ev and Z — ee
events is as follows:

e For W — ev events:
— an electron with a cluster E7 > 20 GeV passing RobusterTight® identification
level;
— missing transverse energy EMS > 25 GeV;
— transverse mass of the e — E{Fniss system, mr > 40 GeV;,
— azimuthal angle between missing transverse energy and nearest jet (with energy
> 10 GeV): Ag > 2.5;
e For Z — ce events:
— an electron and a positron candidate, both with cluster Ep > 20 GeV, passing
RobusterTight identification level;
— invariant mass of the electron-positron pair within the range: 66.118 < me. <

116.118 GeV;

Figure 5.7 shows the isolation distribution comparison between data and MC with the
electron samples selected. The isolation energy from data tends to be slightly larger than
the simulated sample. One possible explanation for this discrepancy is the underestima-
tion of the contribution from the underlying events in real data. Or on the contrary, the
contribution from the pile-up effect might be lower estimated in the simulated sample.

0.18
0.16[~ -

normalized
1

0.14F
0.12F

0.1-
0.08F

— Data 2010 E
— MC 3

0.06[
0.04F
0.02F

15 20 25
E,, [GeV]

Figure 5.7: Isolation transverse energy distributions of electrons from W — ev and Z — ee
decays. Red line: from data, blue line: from simulated sample.

8This criterion is optimized for electron selection in ATLAS. Many variables are cut on, including the
shower shape variables (Rhad, Ry, w2, Wstot and Eratio) track quality variables (number of hits in the pixel
and silicon trackers, the transverse impact parameter), a cluster-track matching variable (An), the ratio of
cluster energy to track momentum, the number of hits in the TRT, and the ratio of high-threshold to the
total number of hits in the TRT. In addition, Electrons are vetoed from the conversion.
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The electron isolation transverse energy distribution in data is fitted with a Crystal Ball
function [89]:

F(t) { exp (—t2/2) , fort > —« (5.7)

(n/la])" - exp (—|al?/2) - (n/]a] — |a| =)™, otherwise

where t = (EX° — u)/o, and p, o, o and n are the free parameters of the fit. The fitted
distribution is shown in Figure 5.8.
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Figure 5.8: Isolation transverse energy distribution of electron candidates in data, selected
from W — ev and Z — ee decays. The distribution is fitted with a Crystal Ball function.

To extract the electron-to-photon correction, simulated samples listed in Table 5.2 are
used: the vy + (74 + jv) as well as a luminosity-weighted sample combining W — ev and
Z — ee events. Samples with bunch-train pile-up are used. The fitted isolation transverse
energy distributions are shown in Figure 5.9 for electrons and in Figure 5.10 for leading
and subleading photons separately. The fitted parameters are summarized in Table 5.6,
together with the resulting parameter corrections to be applied to the electron distribution
shape. The different corrections between leading and subleading photons indicates that
there is a longer tail for subleading photons isolation transverse energy distribution. This
can be explained partly by the contribution from the bremsstrahlung and one fragmentation
processes. In those processes, a parton recoils the other direct photon in the final state of
the hard process. The photon from the fragmentation tends to have smaller transverse
energy than the direct photon, and has larger isolation energy since it is close to or inside
the parton initiated jet. The estimated photon isolation transverse energy shape parameters
after electron-to-photon correction are summarized in Table 5.7.

5.4.3 Background isolation transverse energy one-dimensional PDF

As already mentioned in Section 5.3.2, the objects passing Loose’ selection but failing
RobustTight (T) selection are called “non-RobustTight” (T), and form a background
control sample. The background isolation transverse energy obtained in this background
control sample is used to model the isolation transverse energy distribution in the signal
(T) region. The distribution for the leading photon candidate is obtained requiring the
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parameters I o o n
electrons 0.274 £0.001 1.477+0.001 —1.064 +£0.002 8.237 £ 0.072
Leading photons —0.03+£0.02 1.45+0.01 —1.234+0.03 9.90 £ 1.68
Subleading photons  0.09 + 0.02 1.46 £ 0.01 —1.14 £ 0.03 3.17+£0.17
correction Ap Ao Aa An
Leading photon —0.30 —0.03 -0.17 +1.66
Subleading photon —0.18 —0.02 —0.08 -5.07

Table 5.6: Result of the Crystal Ball fits to the electron and photon isolation transverse
energy distributions in Monte Carlo samples. The last two lines are the correction extracted
from the Monte Carlo fits to be applied to the electron distribution shape from data.

x10° ]

> = 3
© = 3
3 450g g
:', 400:_ electron parameters: =
; 3505_ He=(0.274 £ 0.001) [GeV] —f
= = 0¢s=(1.477 £ 0.001) [GeV] E
¢ 300 0cp=(-1.064 * 0.002) 3
w 2505_ Nep=(8.237 £ 0.072) _E
200E =
150F =
100F- 3
50E =
C'H‘\HH\‘ oioleioioieioleioioiois

- 0 5 10 15 20 25

Er’ [GeV]

Figure 5.9: Isolation transverse energy distribution of simulated electrons from W — ev
and Z — ee decays. The distribution is fitted with a Crystal Ball function.
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Figure 5.10: Isolation transverse energy distribution of simulated photon from yy+(vj+j7)
sample. The distribution is fitted with a Crystal Ball function. Left: leading, Right: sub-
leading
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parameters I o o n
Leading photon 0.64 1.48 —1.45 8.92
Subleading photon 0.76 1.49 —-1.36 2.19

Table 5.7: Crystal Ball parameters of the photon isolation transverse energy shape estimated
from electrons in data after electron-to-photon Monte Carlo corrections.

leading photon candidate to be T and the subleading photon to be T. Similar but reverse
conditions are required to get the isolation transverse energy distribution for the subleading
photon candidate. The distributions are then fitted with the sum of a Novosibirsk function
and a Gaussian with the same peak. The Novosibirsk function has the functional form:

_0.5(nay)?/A%+A2
e

P(x) (5.8)
sinh(AvIn4)
AVIn4
Here z is the peak position, o is the width of the peak, and A is a parameter describing the
tail of the distribution. The leading and subleading background isolation transverse energy

PDF's are shown in Figure 5.11.

@ = 1+Ax—1x0)/0 % (5.9)
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Figure 5.11: One-dimensional jet isolation transverse energy PDFs. Left: leading-pr can-
didate PDF. Right: subleading-pr candidate PDF.

5.4.4 Two-dimensional jj isolation transverse energy PDF

The two-dimensional isolation transverse energy PDF for jj events is derived from a data
control sample obtained after applying all the di-photon analysis selection criteria with
the exception that both photon candidates are required to be T. The two-dimensional
histogram is smoothed using an adaptive kernel estimation technique, and the corresponding
“2D keys” PDF is used in the final fit. The adaptive kernel estimation technique actually
makes use of a bunch of Gaussian distributions to describe data distribution. The mean
value and the width for each Gaussian distribution are determined by the local distribution
density of data. More information about this technique can be found in [91]. The two-
dimensional isolation transverse energy distribution in selected jj events in the T sample
and the corresponding smoothed PDF are shown in Figure 5.12.
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5.4.5 Tests on Monte Carlo

In order to check that the fit is not biased, a test is performed on a simulated sample of
vy and 7vj + jv events as listed in Table 5.2. The same selection as in Section 5.3.3 is
applied. Due to the statistics limitation of the simulated samples, the jj component is not
included (there are almost no jj candidates in MC after the TT cuts). The first test is
to fit the selected sample using as signal and background PDFs the isolation transverse
energy distributions from true photons and true jets after T cuts. Then, to make the fit
more realistic and closer to what will be done on data, it is repeated using the true signal
isolation transverse energy PDF for photons while using for jets, the background isolation
transverse energy PDF obtained from true jets in the T control region. The results from
these two steps are summarized in Table 5.8 together with the true yields for comparison.
The results from the fit for the signal yield in both cases are in agreement, within the
statistical uncertainties, with the true yields.

True yields Fit results using true v Fit results using the true v  relative

and T true j PDFs and T true 7 PDFs difference
W, 2505 2537 £ 72 2587 £ 72 2%
W, ; 827 803 + 26 736 £ 24 8%
Wiy 253 231 £23 272 £ 27 18%

Table 5.8: Results of 2D fit on a luminosity-weighted sample of vy and +j+jv Pythia
simulated samples, using either true photon and jet PDFs (for photon and jets passing
the RobustTight identification criteria), or the true photon PDF and the true jet PDF
determined from photon candidates failing the RobustTight identification criteria. The
true yields are given in the left column. The rightmost column is the absolute value of the
difference between the two fit results (3rd and 4th columns) divided by the fit result in the
third column.

5.4.6 Results on real data

The results from the 2D fit to the T'T sample, expressed in terms of the yields inside the
TITT region, are summarized in Table 5.9. A significant di-photon signal in the TITI
region is observed as far as the statistical errors are concerned. The dominant background
contribution comes from the vj events where the leading photon candidate is a photon and
the subleading candidate comes from a jet. The isolation transverse energy distributions of
the two photon candidates in the TT region are shown in Figure 5.13, together with the
projections of the fit.

event category yields in TT yields in TITI

W, 1770 + 69 1353 £ 53
W, 1240 + 67 348 + 19
Wi, 622 + 52 168 + 14
W 1643 + 64 174+ 7

Table 5.9: Results of the 2D fit. Event yields are given in the TT and the TITI regions.
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Figure 5.13: Projections of the 2D template fit on the two photon candidates’ isolation
transverse energies. Top: leading photon candidates, Bottom: subleading photon candi-
dates. An analytic parameterization of the v and j (except for jj) isolation PDFs has been
used. For the jj background a smooth interpolation (with the kernel technique) of the 2D
binned template has been used.
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5.4.7 Systematic uncertainties

The main systematic uncertainties originate from the imperfect knowledge of the signal and
background templates. They arise from both the limited statistics of the control samples
used to extract the photon and jet PDFs (which translate into a statistical uncertainty
on the PDF parameters), and from the assumptions that the isolation distributions of the
control samples provide a good representation of the isolation distributions in the data
sample being fitted.

The systematic uncertainties arising from the limited knowledge of the photon and jet
PDF's parameters are estimated in the following way:

e using the central values and the covariance matrices of the PDFs parameters as re-
turned from the fits to the isolation distributions of the control samples (with a Crystal
Ball lineshape for the signal and with a Novosibirsk lineshape for the single-jet back-
ground), 1000 alternative sets of parameters are randomly generated;

e each time a new set of parameters is generated, the fit to the data is repeated, using
this set of parameters as the nominal one;

e the RMS of the distribution of the fitted yield in each category ¢ is taken as the
systematic uncertainty on the yield W;.

The procedure is applied separately to the photon and to the jet PDFs.

For the jj PDF a similar study is carried out in the following way. The jj PDF is derived
by requiring both photon candidates to fail the RobustTight identification criteria and to
pass the non-RobustTight ones, and a continuous 2D PDF is obtained by smoothing the
data histogram using a 2D kernel estimation technique. Again, the limited size of the data
control sample may translate into a poor model of the true distribution. We use therefore
the nominal jj distribution to produce 200 alternative samples with similar size, which are
then used to construct the 2D isolation histogram and then a smoothed PDF. The latter is
then used in the fit, replacing the nominal one. The RMS of the distribution of the fitted
yield in each category ¢ is taken as the systematic uncertainty on the yield W;.

As described in Section 5.4.2 the signal template is obtained from the prompt electron
(from W/Z) isolation transverse energy distribution after correcting it for the difference
observed in simulation between electrons from W/Z and photons in v events. The photon
isolation transverse energy distribution in the simulation, and therefore also the values of
the corrections, depend on the relative fraction of direct and fragmentation photons in
the selected sample, the latter having typically a larger tail at high isolation values. A
first source of error on this relative fraction comes from the MC samples composition.
The MC used to compute the PDF parameters only includes vy and vj+jv samples thus
underestimating the fraction of fragmentation photons by not taking into account the jj
contribution. A possible way to account for this systematics is to determine the PDF
parameters for a MC sample including jj events. However, the equivalent luminosity of the
sample including jj events is samll, thus the fitted parameters given in Table 5.10 exhibit
large statistical errors.

A second limitation of this estimation of the uncertainty from the relative amount of
fragmentation photons is that it relies on the prediction of PYTHIA. Therefore, a more
conservative approach is adopted.

For this second method, one considers that the uncertainty on the fragmentation to
direct photon ratio should affect mostly the subleading photon since the leading one is
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parameters 7] o « n
leading photon PDF
vy + (vj+jv) sample —-0.03£0.02 1454+0.01 -1.234+0.03 9.93+£1.52

vy + (vj+jv) + jj sample  0.18 £0.13 1.62+0.10 —1.52+0.23 1.70+0.62
subleading photon PDF

vy + (yj+j7) sample 0.10+£0.02 1.454+0.01 -1.14+0.03 3.13£0.16

vy + (vj+jv) + jj sample —0.18 £0.16 1.31+0.12 —0.71+0.14 3.89+1.61

Table 5.10: Comparison between the parameters from the Crystal Ball fits to the vy +
(vj+j7v) sample and vy + (vyj+jv) + jj sample, the latter containing relatively more
photons from bremsstrahlung and fragmentation.

likely to be a direct photon. Two extreme cases are thus considered where the values 100%
(all subleading photons originate from the direct process) and 0% (all subleading photons
originate from fragmentation) are assumed. The isolation transverse energy distributions
of direct photons and of fragmentation photons are fitted with Crystal Ball function, whose
parameters are summarized in Table 5.11, and two corresponding sets of electron-to-photon
correction factors are determined. The fit is repeated on the data using, as subleading
photon PDF, the electron isolation energy PDF measured in data after applying either the
correction factors obtained from the direct photon MC or from the fragmentation photon
MC (bottom part of Table 5.11). The leading photon PDF is kept unchanged.

parameters " o Qo n

direct photons 0.054+0.02 1.434+0.02 —-1.11+£0.03 19.2+9.7

bremsstrahlung photons 0.21 £0.04 1.574+0.03 —0.92+0.04 2.44+0.21
subleading photon PDF

all subleading are direct 0.72 1.46 —-1.33 18.3

all subleading are brem 0.93 1.60 —-1.14 1.46

Table 5.11: Parameters from the Crystal Ball fits to the simulated direct and fragmentation
photon isolation transverse energy distributions for subleading photons. Resulting sublead-
ing photon PDF's in the two extreme hypotheses: all subleading photons are direct and all
subleading photons are fragmentation photons.

A similar procedure is used to estimate the uncertainty on the estimated yields due to
the limited knowledge of detector geometry and material in the simulation. The electron-
to-photon correction is evaluated from electron and vy 4 (vj + j) samples simulated with
additional material in the Inner Detector and calorimeter as mentioned in Section 5.2. The
signal PDF's for leading and subleading photons are derived by applying this correction to
the electron sample from data (Table 5.12) and the fit of the event yields is repeated.

As described in Section 5.4.4 the background template is obtained from the T data
control sample. This may be contaminated by the presence (“leakage”) of some residual
photon signal failing the identification criteria. A modification on the fit is performed to
exclude the signal leakage from the background template. The leakage ratio is derived
from simulated samples. The difference between the yields obtained with the nominal
configuration (signal leakage neglected) and with the signal leakage corrected fit is taken as
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parameters 7! o « n

electrons 0.322 +0.003 1.483 +0.003 —1.037£0.005 9.12+0.20

leading photons 0.01 +£0.02 1.44+0.01 —1.214+£0.03 892+ 1.38

subleading photons  0.12 £ 0.02 1.46 +£0.02 —1.14+£0.03 3.22+£0.19
signal photon PDF's with additional material

leading photons 0.63 1.47 —1.45 7.06

subleading photons 0.74 1.49 —1.38 1.36

Table 5.12: Parameters from the Crystal Ball fits to the electron, leading, and subleading
photon isolation distribution in Monte Carlo samples simulated with additionnal material
in the Inner Detector. Resulting leading and subleading photon PDF's.

a systematics. Also, non-negligible correlations between the isolation and the identification
variables may have the consequence that the isolation transverse energy distribution of T
fake photons is different from that of fake photons passing the T identification criteria. As
described in Section 5.4.5, the fit on Monte Carlo using a background isolation transverse
energy determined from T true jets is able to correctly estimate the signal and background
yields within 1o of the true value. A systematic uncertainty is conservatively assigned by
taking the ratio between the yields fitted with T true jet isolation and the yields fitted with
the T true jets. The impact of choosing a larger set of variables to define the T region
is also evaluated. A background isolation transverse energy PDF is thus extracted from a
new T sample with five strip variables reversed. The 2D fit to the data is then performed
with this new background PDF, and the difference with the nominal result is taken as a
systematic uncertainty.

The electron-to-photon correction is estimated using a di-photon Monte Carlo sample
and requiring that both the leading and the subleading candidates match a true photon. As
a consequence the fit method relies on the assumption that the isolation transverse energy
PDF of the leading (resp. subleading) photons in 77 events is similar to the isolation
transverse energy PDF of the leading (resp. subleading) photons in 7j (resp. jv) events.
To determine the systematics linked to this effect, the isolation transverse energy PDF of
leading photons in 7j events and subleading photons in jv is computed, meaning the other
photon candidate is required to be a fake. The fit is performed using those PDFs for the
~vj and jv components. The results are very similar to the nominal case. The PDF's used
for this check being known to a much worse precision for statistical reasons, it is preferable
to keep the fit PDF modeling as described in Section 5.4.4 and consider this check as a
systematics.

A summary of all the systematics discussed above can be found in Table 5.13. The dom-
inant systematic uncertainty comes from the definition of the background control sample.
It is evaluated by omitting all the five strip variables compared with the nominal results
where all the five strip variables except wgtot are omitted. Thus, this systematic uncertainty
reflects the correlations between the isolation transverse energy and the shower shape vari-
able wstot. The subleading systematic uncertainty is from the relative fraction of the direct
and fragmentation photons. The reason is that the tail of the signal distribution depends
strongly on this fraction. A direct measurement of the signal photon isolation transverse
energy distribution on the data would overcome this limitation. A method proposed in AT-
LAS is to subtract from the T sample distribution the background distribution extracted
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from the T control region. The normalization is derived from the Ei° > 7 GeV where both
samples are largely dominated by fake photon candidates. The other sources of systematic
uncertainties give small contributions, such as the signal and background isolation trans-
verse energy PDF parameters, the signal leakage into the T background control samples
and the effect of the material on the signal.

TITI TITI TITI TITI
Ww ij Wj’y WJ’J’

signal PDF parameters +9 +9 +2 +1
jet PDF parameters +16 +13 +7 +0
jj PDF +14 +7 +6 +4
direct/brem photon fraction £115  +140  +10 +16
effect of material on signal +21 —40 -1 —4
signal leakage +16 —12 -5 0

jet PDF from T cands +27 +28 +30 0

bkg control sample +179 —84 —-12 —59
~vj and jv PDF +5 +12 +13 +7
Total o Gn TR 1§

Table 5.13: Systematic uncertainties on the measured yields.

5.4.8 Differential spectra

The differential spectra dN,,/dX, X = M,, pr, and A¢.,., are obtained by performing
the 2D fit in separate bins of the quantity X and by dividing the (RobustTight, isolated)
di-photon yield in that bin by the bin width AX. The background PDFs (both the single
jet PDF for the 7j and jvy components and the di-jet PDF) are determined from data,
after reversing the RobustTight photon identification criteria, in the particular X bin
under study (i.e. the quantity X is required to be in the bin under study for the di-photon
candidates that fail the iSEM cuts and are used to parameterize the background isolation
distribution).

A summary of the bin by bin yield, statistical and systematic errors for the M., pT -~
and A¢,,, differential spectra is given in Tables 5.14- 5.16. The systematics considered are
the same as in the inclusive analysis.

Figures 5.14-5.16 show the M., pr . and A¢,, distributions. The Nj;, Ny;4;, and
N, contributions are stacked and respectively dark blue, light blue and white. The sta-
tistical error bars are black. The total error computed as a quadratic combination of all
systematics and statistical errors are red. Both the yields and the errors (Tables 5.14-5.16)
are normalized to the bin width.

5.5 Other methods

Beside the 2D fit technique, two methods were developed in parallel to extract the di-photon
yields.
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Wi Wi Wiy Wi
0 < M, (GeV) < 30 96 £ 1477 10+£47) 13+477 24+£37
30< M., (GeV) <40 176 £21%5% 35+£8730 26471 254477
40< M, (GeV) <50 305+27190 76 +11%3 31+£8%h 5557,
(GeV) < 60  230+24%5H 76+1077 31+675 40+417,
60< M,,(GeV) <70 133+£18717 58+8F% 17+£575 31+3,
(
(

70< M. (GeV) < 80 75414722 38+6710  15+47; 18+ 313
80< M,,(GeV) <100 154 £19737 65+ 7108 214477 24437

(GeV) < 150 82+ 1471 394519  20+477 214377
150< M, (GeV) < 200 26473 4+2%32 542t 5+17]

Table 5.14: Measured yields for the M, differential spectrum with their statistical and
their asymmetrical systematic errors respectively

WTITI WT.ITI WTITI WTITI
inie| v 27 27
0 <pr(GeV) <10 573+347517  77+137% 39497, 89+577,

10< pro(GeV) <20 311428111 133 +1273% 36+ 710, 59+47],
20< prAy(GeV) <30 168+2017 607755 314571 204373
30< pr(GeV) <40 101 +1718 484+ 7M1 27+£5T5  15+2%]
40< pr4+(GeV) < 50 66 + 1375 30+£4T5  16+473  9+277
50< pr . (GeV) < 60 52+ 10752 154378 8+£272 6+17]
60< pr . (GeV) < 80 32+£97 17+3% 6+2t7  3+1t
80< pr+(GeV) < 100 12+ 513 34213 5422 1+17]
100< pro4(GeV) < 150 1+675 6+212 44172 0£01]
150< prA(GeV) <200 14179 1411 1+£0")  0+07)

Table 5.15: Measured yields for the pt ., differential spectrum with their statistical and
asymmetrical systematic errors respectively

- T  yyy/rIIT T oy IIrT gy TIITT
Wy Wi Win Wi
0. < A¢y, < 1 9715710 194573 10+4%) 37+477,
1.< Aoy < 2. 115 £207% 574872 57+7152 11437
2.< A¢pyy < 2.5 160 £21757 54 +£8%30  35+£7f 294475,
2.5< Adyy < 2.8 228 424110 6649728 33+ 7). 46+41],
2.8< A¢., < 3.0 318 £2775: 98 +1173%  26+67%, 7T4+57%

3.0< Apy, < 3.1416 365 +2675 108+ 10758 224510, 724577

Table 5.16: Measured yields for the A¢.,, differential spectrum with their statistical and
asymmetrical systematic errors respectively
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Figure 5.14: M., differential spectrum for the N;; (dark blue), N, ;4 (light blue), and N,
(white) contributions. Both statistical (black line) and total error (red line) are represented.
Yields and errors are normalized to the bin width.
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Figure 5.15: pr 4 differential spectrum for the N;; (dark blue), N, (light blue), and N,
(white) contributions. Both statistical (black line) and total error (red line) are represented.
Yields and errors are normalized to the bin width.
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Figure 5.16: A¢,., differential spectrum for the NVj; (dark blue), N, 4~ (light blue), and N,
(white) contributions. Both statistical (black line) and total error (red line) are represented.
Yields and errors are normalized to the bin width.

5.5.1 2x2D sideband

The 2-D sideband method has been introduced in ATLAS to measure the inclusive isolated
photon cross-section [90]. It is based on the data-driven background measurement in a signal
region (e.g. where photon candidates are well identified and isolated) by extrapolating the
background from control regions located in the sidebands of identification and isolation
variables forming a 2D-plane.

To extract the di-photon signal yields, this technique needs to be applied twice. The
first step is applied on the leading pr photon candidates. The 2D-plane for leading pr
photon candidates is illustrated on the top of Figure 5.17. There are three background
control regions (M4, MZ and N?) and one signal photon enriched region (N4). Assuming
no correlation between the identification variables and the isolation transverse energy, and
assuming no signal leakage into the background control regions, the number of background
events in the signal enriched region can be derived as:

MA
A B bk
kag - kagM—Bg. (510)
bkg
The number of signal events in region N4 reads:
A _ pnA M,
Nig = N = Nioaz" (5.11)

_ A BMA
= N—NW

However, the signal leakage and the correlation between the identification variables and
the isolation are not negligible, and need to be taken into account. Three parameters are
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introduced for the signal leakage into the three background control regions: ¢, ¢o and cs.
c1 indicates the leakage in the T and non-isolated region. 14-¢; is actually the inverse of the
signal photon isolation efficiency. It can be extracted either with the signal photon isolation
PDF derived from the electron sample or with the signal photon isolation distribution by
subtracting the background from data as discussed later in Section 5.5.2. c¢o is actually
connected with the tight identification efficiency, which is derived with Monte Carlo photon
sample but the shower shape variables are corrected to match the distribution observed
on data. c3 is the product of the two parameters assuming negligible correlation between
isolation and the tight selection. Another parameter 6 is defined as:

B A
o Mbkg kag

- A B
Mbkg kag

0

(5.12)

It quantifies the correlation between the identification variables and isolation transverse
energy. After including the four parameters mentioned above, the formula to extract the
signal events in the signal enriched region becomes:

MA — gNA4
A _ aATA B A sig

It is a quadratic equation with one variable, which has one physical solution.

The same procedure is then applied to the subleading py photon candidates requiring
that the leading photon is tightly identified and isolated. Afterwards, the signal yield Ns’fg‘;
for subleading pr photon in N4 region is derived. The 2D-plane for subleading p7 photon
candidates is illustrated on the bottom of Figure 5.17.

The two signal yields Ns‘?g and Ns’i’g are used to extract the number of di-photon events for
which both photon candidates are tightly identified and isolated. One additional constrain
is needed, which is the fraction « of tightly identified and isolated di-photon candidates in

the photon-jet sample where the leading pr photon candidate is a true jet:
ITI ITI ITI
WA = (W + W), (5.14)

Indeed, since the photon-jet contamination in the signal region is expected to be small, one
does not expect a very large systematic uncertainty coming from this parameter on the final
result.

Using this constraint, the solution for the yields reads:

€ (af’NA + (o — l)N’A)

W TITL S1g S1g

R (= 1) + af’ ’
7 TITI (= Df (dNS?% B Né{é)

g (a—1)e + af’ ’
o (CeNG+ N

v (a =1 +af

I (€ f'NA + (0= 1) (N4 = NA) = af N4

Wi = =L (5.15)

€ ((a—1)e +af)

Where € is the efficiency of a subleading pr true photon to pass the cuts when the
leading pr candidates has passed the cuts. It can be written as a combination of the signal
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Figure 5.17: Schematic representation of the two-dimensional sideband method. The top
plane is formed with the isolation (z-axis) and Robust Tight identification (y-axis) criteria
for the leading photon, for all pairs of candidates passing the Loose’ identification criterion.
The three background regions are M4, MB, NBand the signal region is N4. Events from
the N4region are then passed to the bottom plane that works similarly than the first plane.
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leakage coefficients which are obtained by data-driven method. f’ is the fake rate of a
subleading pr jet to pass the cuts when the leading pr candidate has passed the cut. It can
be interpreted as:

N'A _ N'A
r_ sig
f — 7]‘7 N,Au (5-16)

sig

The correlation coefficients 6 (Equation 5.12) and the o parameter (Equation 5.14) are
not measured on data. In the results given below, 6 is set to 1, assuming no correlation,
whereas « is taken from Monte Carlo. Both are varied to estimate the associated systematic
uncertainty.

Additional systematics come from the definition of the Loose’ selection and from the
signal leakage into the background control region.

5.5.2 4x4 matrix

This method has been developed in the past by CDF [34] and D& [35] collaborations. The
core component in this method is the 4x4 efficiency matrix. In ATLAS, the criterion used
to define the efficiency matrix is the calorimetric isolation as mentioned in Section 5.3.1.

The analysis is performed on the TT region. The calorimetric isolation requirement
E%?O < 3 GeV is then used to classify the events into four categories, depending on whether
the leading pr or subleading pr photon candidate passes (labelled as P) or fails (labelled
as F) the requirement. Npp, Npp, Npp, Npp? are the number of events in each category.

The number of events for each component W%T, W,;BT, WJTYT, WTTcan then be inferred,
by solving the linear system of four equations:

Npp W%T

N, wIT

NPF =E| (5.17)
FP 717

Nyp T

Here E is the 4 x4 matrix, whose coefficients are combination of the photon efficiency and the
jet fake rate after the calorimetric isolation requirement with respect to the RobustTight
selection. Both the photon efficiency and jet fake rate can be derived by data-driven method.
The jet fake rate is measured directly from the isolation transverse energy distribution of the
T background control sample, assuming, as in the 2D fit method, that it is similar to the jet
distribution in the T region. The T sample is composed of signal photon and background
jet. The background jet isolation transverse energy distribution in the T region can be
subtracted using the T distribution. The normalization factor is taken form the EISO > 7
GeV region, where both distributions are largely dominated by the background. After the
subtraction of the background jet component, one is left with the distribution of pure signal

photons, from which the signal photon efficiency can be extracted.

The matrix E is further refined to take into account the correlation between the two
photon candidates:

% [6165 + 6{362] % I:Elff +6113f2}
_ l[q (176§)+6f(1*62)} l[61 (1*f213)+6; (1*f2)]
Fortastanmry) = ] (- + (1-ef) ] } [(—e) 5+ (1 - ) f2) o1

sla—en(i-E)+ (- a-en] L[a-en(t-s)+(1-€F)a-r)]

9The 1st index is meant to denote the leading pr photon candidates, whereas the 2nd index is for the
subleading pr photon candidates.
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3 (1l + fPes] 3 [#14F + £L 12
_ 1[n(-)+sFa-e) (=) +Fa- 1) )
Bap(a=1,4;6=3,4) = sla-rmd+ (1) e tla-sf+(-F) 5] (5.19)

sla-m -+ (-sF)a-e)] $[a-m(-£)+0-F)a-r)

The efficiencies ¢; and the fake rates f; are computed separately for the leading (i = 1)
and sub-leading (i = 2) candidate. The P and F upperscripts indicate whether the other
candiate passes or fails the isolation cut. In practice, the efficiencies and fake rates are
computed as a function of the pseudorapidity. A vector (Npp, Npr, Npp, Npp) is associated
to each event with Nxyx = 0 or 1, depending on which of the four categories the event
belongs to. (W%T, W;FjT, WjTVT, WjTjT) is then a vector of weights giving the probabilities
of a given event to belong to each of the four components. The total yields are obtained by
summing the weights of all events, or events in a given My, , pr.,0or A¢,, bin.

The main systematics come from the statistical uncertainties on the efficiencies and fake
rates, as well as the definition of the non-isolated and T region.

For this method, the main systematic uncertainties includes:
e Uncertainties in the coefficients that enter the matrix.

e Definition of Loose’ and definition of non-isolated region.

5.5.3 Comparison of the three methods

The way to subtract the background isolation transverse energy distribution in the T sample
for all the three methods is principally the same. It is based on the assumption that the
background jet isolation transverse energy distribution in T can be illustrated with the
one in T. For the signal photon isolation distribution extraction, the 4x4 matrix method
directly makes use of the signal photon candidates distribution after the subtraction of
the background distribution, whereas the 2D fit method extrapolates from the electron
distribution. The three methods give compatible results. The overall signal and background
yields in the TITT region are summarized in Table 5.5.3.

event category 2D fit 2x2D sideband 4x4 matrix

W 13534£53 1325475 1239 + 60
Wl 348 £ 19 420 + 36 419 + 23
Wit 168 + 14 136 £ 12 170 + 21
WL 174 £ 7 142 £+ 10 193 +9

Table 5.17: Signal and background yields together with the statistical uncertainties in the
TITI sample obtained from the 2D fit, 2x2D sideband and 4x4 matrix method.

As discussed in the previous sections, the definition of T is a common systematic uncer-
tainty. It is also the dominant uncertainty for all three methods. Table 5.5.3 summarizes the
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2D fit 2x2D sideband 4 x4 matrix
WIITE 1353 + 53(stat) 350 (syst) 1325 & 75(stat) ] o(syst) 1239 & 60(stat) 155 (syst)

Table 5.18: Signal yields in the TITI sample, the statistical and systematic uncertainties
obtained from the 2D fit, 2x2D sideband and 4 x4 matrix method.

di-photon yields from each of the three methods including their statistical and systematic
uncertainties.

The comparison on the differential yields is displayed in Figure 5.18, for the three ob-
servables My, pr.., A¢yy. Good agreement is observed.

The three methods have in common the usage of shower shape variables and calori-
metric isolation energy, as variables to discriminate the photon signal from the jet back-
ground, and the data-driven evaluation of the jet background properties, relying on the
“non-RobustTight” control sample defined in 5.3.2 and 5.4.3. For this reason, they cannot
be considered as completely independent, and therefore their outcomes cannot be combined.

5.6 Differential cross-section

The goal of this study is to measure the di-photon production differential cross-sections.
The observables considered here are M., pr,, and A¢,,. The formula to compute the
differential cross-section can be illustrated as:

do  1dn(X'™°)

diX - Z dX true
Here X means for any observable as M, pr., or A¢,,. The differential yield dn of true
di-photon events is needed, as a function of the true quantity X*. The true di-photon
events are defined as the events with two photons in the final state that can be either direct
or fragmentation photon. Both photons must satisfy the following requirements:

(5.20)

e pr > 16 GeV and |n| < 2.37, with the exclusion of the region 1.37 < |n| < 1.52.

o AR = /(An)2+ (Ag)2 > 0.4.

iso(part)

e a partonic isolation E, < 4 GeV in a cone R < 0.4 around each photon.(1?)

The yields extracted in Section 5.4.8 are reconstructed yields, they need to be interpreted
to the yields of the true quantity. In order to connect the yields of the true quantity with
the reconstructed yields, the following formula is defined:

TITL iri NTITI,trigger NTITI N
N Ebrigger — i i Prob(X[e|X1me) =2 p, (5.21)
? NTITI NII 7 o
i i a Na
—— —— )
. Ml 67‘66
e?rzgge'r 6;‘I‘T @
1

where:

In RESBOS and DIPHOX, an upper limit is imposed on a transverse momentum carried by the remnants of the fragmenting
parton when it is inside the isolation cone (e.g Erpae < 15 GeV). In other generators such as PYTHIA, there is no such variable.
Thus, the transverse momenta of all true particles in the cone are summed up, excluding the contribution from neutrinos and muons,
and removing the underlying event based on the energy density measured from soft truth jets.
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Figure 5.18: Differential yields in the TITI sample, as a function of the three observables
My, DTy, Adyy, obtained with the three methods. The vertical error bars display the total
errors, accounting for both the statistical uncertainties and the systematic effects. The bars
are artificially shifted horizontally, to better display the three outcomes.
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e n, is the number of di-photon events produced in a-th bin of the variable X"u¢,
that satisfy the requirements defined above, including all kinematic, separation and
isolation requirements.

e ¢/ is the reconstruction efficiency in a-th bin: it accounts for all p$", [nsa|, AR cuts,
OQ map, and calorimetric isolation.

e M;, is the migration matrix, i.e. probability that a true value X™"® be measured as
X‘I'eC
7ee.
e I'T is the tight photon selection (RobustTight) efficiency of the photon-pair, in i-th
bin, evaluated for photons passing the calorimetric isolation cut.
efrigger is the trigger efficiency, for photon-pairs passing the calorimetric isolation and
the tight photon selection cuts.

NTITI,trigger .

o NV, is the pure reconstructed di-photon yields in ¢-th bin.

Equation 5.21 can be reversed to obtain:

NTITI,trigger

1
Na = erec Z (Uai zfrz‘gger TT > (5‘22)
o €. €;

A 7 [

where Uy; is the “unfolding” matrix — naively U = M™!. The differential signal yields
VVWTVITI extracted with the methods as discussed in previous sections still contains the elec-
tron background that fakes photons. To proceed on, the background from electrons needs to
be extracted from WWTVITIto get the pure di-photon yields NiTITI’mgger. Besides, the other

TT and Etrigger

elements such as €7, Uy, €; i also need to be derived. All of those elements

have been evaluated within the ATLAS di-photon working group.

5.6.1 Extract the background from electrons

As mentioned in Section 5.1.2, the physics processes to ee final states (Drell-Yan, Z — ee,
WW — everv) and to ey final states (YW — ~ev, vZ — ~vee) can contribute to the di-
photon events, due to the fact that isolated electrons are misidentified as isolated photons.
Those events need to be subtracted from the W%ITI yields in order to obtain the pure di-
photon events. In the two-body final state with electrons or photons, the following matrix
equation can be built up:

Noyy 1 fery (femy)? NI
Noe | = 2fime (U4 feonfrme)  2femy | x| NCZ7 (5.23)
Nee (fr—e)? fr—e 1 N

Here, N, are the number of final states experimentally classified as zy that pass the TITI
selection. Therefore N, = W,}:YITI , as defined in Section 5.4.1. Ng7"" are the number of
final state that correctly classified as the true state passing the TITI selection. f._., and
fy—e are defined as the ratio between objects passing the tight identification and isolation
selection that are wrongly classified and those correctly classified. They can be expressed
as follows:

=

. o= = .24
fe Y Ne—>e (5 )
Ny_e
e = 2
fime = N (5.25)
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Here N._., is the number of true electrons reconstructed as photons and passing the photon
RobustTight and isolation selection. N._,. is the number of true electrons that correctly
reconstructed as electrons and passing the electron RobusterTight and isolation selection.
Similar definition applies for N, _.. and N,_.,. Equation 5.23 can be inverted as:

e : 1 fory (o) N,

N =T | 2 Ut feafime) 2oy | x| Mo

Necgrr e—=yJy—e (f'yﬂe)Q _f'yﬂe 1 Nee( )
5.26

With the inputs of f._., and f,_. , one can extract the number of correctly identified v~y
events after subtraction of the ey and ee background:

Nyy — [fe—wNve - (fe—w)zNee]
(1= fey frme)?
The parameter f._., is derived using reconstructed ee, e and 7y final states falling in

a 5 GeV window around the Z mass. Since the true vy and ~ye final states in that window
are negligible, one can derive f._., from Equation 5.23 as:

corr __
N’Y’Y -

(5.27)

NZ mass
— e

Jen = INZmass (5.28)
where sze mass and NZ ™355 are the numbers of reconstructed e and ee final states in the Z
mass window. Table 5.19 shows the values of f._., measured with the data driven technique
and MC truth on the simulation samples, as well as the value measured from real data. The
good agreement between the data driven value and the true value validates the method.
However, the values differ among the two different simulation samples and the real data.

sample data driven f._., MC truth f._.,
JF17 MC 0.180 4 0.041 0.183

Z —ee MC  0.132 £ 0.0004 0.129
data 0.11206 4 0.0046

Table 5.19: f._., value estimated with the data driven method compared to the one coming
from the MC truth.

The parameter f, .. can in principle also be obtained with data-driven method using
the radiation decay of Z into eey. However, due to the low statistics, it is impossible to
derive this parameter in this way. Thus, it is obtained from the Monte Carlo simulations.

For each observable of M., pr,, and Ag¢,, , three histograms with the reconstructed
final states of ee, ye and + passing the TITI selection are first obtained. For each bin,
with the entries of Ny, IV, and N, together with f._., and f,_. , the number of correctly
identified true di-photon yield is then derived by the Equation 5.27.

Figure 5.19 shows the distribution of the electron background as a function of the three
observables My, pr., and Ag¢,,. The impurities are defined as follows. For the total
electron background:

NCOT‘T
I,=1- -1~

NW"/

(5.29)
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And for the e and ee background:

corr
f"/—>e N'ye

ILe=—4—"— 5.30

e N’y’y ( )
2 N corr

I, = ioy=eee 31

o= T (5.31)

The total impurity from e and ee events is on average smaller than 5%. The only
exception with a high impurity is in the invariant mass bin of 80~100 GeV, which is expected
from the Z mass peak.

5.6.2 Trigger efficiency

The efficiency eﬁ”gger is measured with real data. In this analysis, the 2g15_loose trigger is
applied.

The object-level trigger efficiency is defined as the fraction of tightly identified and
isolated photon candidates associated with a trigger object (i.e. passing trigger require-
ments). It is estimated by the bootstrap method, in which the measurement is done on a
sample selected with a lower threshold, unbiased trigger (here, L1 EMS5). The efficiencies
are calculated for photon candidates'! with transverse energy above 16 GeV.

A comparison between data and simulation for the object-level trigger efficiencies (L1_EM5
and gl5_loose) as a function of the transverse energy is shown in Figure 5.20.

For this analysis, the 2g15_loose event-level trigger efficiency needs to be determined. An
event-level efficiency is defined as the fraction of di-photon signal candidate events'? that
pass the trigger. Due to the high prescale factor applied to L1_EMS5, the event-level efficiency
for 2g15_loose has to be estimated in an alternative way to the bootstrap method. The event-
level L1_EMS5 efficiency ¢g is first measured on a sample of minimum-bias triggers and found
to be 100f8:88%, for events with at least one photon candidate with transverse energy above
16 GeV. The object-level g15_loose efficiency €; for photon candidates with transverse energy
above 16 GeV is then measured on an unbiased sample triggered by L1_EM5 and found to be
99.14f8:%%. Di-photon events with the subleading photon matched to a gl5_loose trigger
object are then selected!®. The fraction e of events from this sample passing 2g15_loose is
found to be 99.35J_r8:3(7)-%. The final event-level trigger efficiency for 2g15_loose is eventually

determined as €g X €1 X €2, and amounts to:

elrig9er — 9850000 + 1% (5.32)

The systematic uncertainty of 1% is propagated from the electron trigger efficiency that
is measured with tag&probe method with W or Z events in the egamma trigger group.
Checks with Monte Carlo photon samples give consistent result.

" The efficiencies quoted in this section are relative to the photon RobustTight identification and calori-
metric isolation selection.

12The di-photon signal candidate events are the events passing the TITT selection.

13The subleading photon is preferred to the leading one for its pr spectrum similarity to the gl5_loose
objects found in the L1_EMb5-triggered sample.
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Figure 5.20: Trigger efficiency with respect to tightly identified and isolated photon candi-
dates as a function of the transverse energy measured in data (circles) and simulated signal
and background events (triangles) for L1 EM5 and gl5_loose. The luminosities quoted on
the figures correspond to the recorded luminosities in the samples used to compute the
efficiencies.

5.6.3 Identification efficiency

For a given bin X“, the number of events passing TT and TITI selections are respectively
expressed as:

NTT _ Z WTT
ke Xree

NFITT Z <€{T( ) IIT( )WTT( )) (5.33)
ke Xree

) 17k L . . : :
where €] L€ are the efficiencies of the isolation cut, applied to the leading and sub-

leading photons, that pass the RobustTight selection. These efficiencies can be obtained
using the signal photon isolation transverse energy PDFs discussed in Section 5.4.2.
The yield of di-photon events that pass the isolation selection can be written as:

I|T<’€> I\TWW T(k)
IT i
Nt = Z T1(k) T1(k) (5-34)
kEXirec 61 62

The event identification efficiency can then be derived by taking the ratio of Equa-
tions 5.33 and 5.34.

1T (k) IT( )
TT NTITI ZkeX{“ <€1 | W vy B )>
€, = L =

L NiII 1|T(k> ;\T(k)ww (k)
EkeX{eC T\I(k) T|1(k)
€ €o

T

At this stage, the unknown ingredient to compute €; * is the photon identification effi-
ciency eIl for photons passing the isolation selection. It is calculated using Monte Carlo

samples, after correction of the shower shape variables used in the RobustTight selection
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for the difference observed between data and simulation samples. The correction factors are
obtained comparing the shower shape distributions in data and simulation after applying
the RobustTight selection criteria. They are separately obtained for unconverted and
converted candidates, for the different  and Er bins. The main systematic uncertainties
for the photon identification efficiency include:

e The variation of the efficiency in the different n and E7 bins. This uncertainty varies
from 1% at high Er to 5% at low E7.

e The choice of the photon candidate sample to derive the correction factors. The
nominal factors are obtained by comparing the data and the simulation with the
candidates passing the RobustTight selection.

e The knowledge of the material for the detector in the simulation.
e The relative fraction of direct and fragmentation photons.
e The classification between converted and unconverted photons.

The total systematic uncertainties for the photon identification efficiency is evaluated to
be below 2% for small |n| and no more than 3% for large |n|. The overall systematic
uncertainty for the event identification efficiency e;fFT is found to be dominated by the single
photon identification efficiency. Figure 5.21 displays the event identification efficiency as a
function of the observables M., pr.., and A¢,,. The overall efficiency is on average at the
level of 60%.

5.6.4 Unfolding matrix

The unfolding matrix U,; is used to convert the experimentally reconstructed distribution
NZ-II to true distribution NI, given the fact that event in X“¢ bin may migrate to Xjee
bin due to experimental effects (e.g the energy scale and resolution). It is estimated from
the vy + (vj + jv) sample as listed in Table 5.2. In addition, the events that pass the
reconstruction-level kinematic cuts but fail the truth-level kinematic cuts are not considered
as signal events. Those events, called “below-threshold” events, need to be removed from
the signal yields. The fraction IiBT of those events is also evaluated from Monte Carlo for
each bin of the observable X[°“. With the fraction IZ»BT, the “below-threshold” events are
removed from the signal yields, the unfolding matrix is then applied to obtain the true yield
in the following way:

NI =" ULNPE (1 - 1PT) (5.35)

K3

In practice, the iterative Bayesian unfolding algorithm [93] is used to perform the unfolding
process. This algorithm is implemented in the RooUnfold package.

5.6.5 Reconstruction efficiency

The last ingredient needed to compute the cross-section in Equation 5.22 is the reconstruc-
tion efficiency €/’ as defined in Equation 5.21. It is actually the fraction of true signal
events satisfying the requirements listed at the beginning of Section 5.6, i.e that pass the
event preselection as mentioned in Section 5.3.3 together with the calorimetric isolation.
This efficiency is derived using Monte Carlo samples, such as the vy + (vj + jy) sample

in Table 5.2. Before evaluating the efficiency, two issues need to be addressed. The first one
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Figure 5.21: Event identification efficiency as a function of the observables M, , pr.. and
A¢~~. The yellow bands show the systematic error, whereas the statistical error is displayed
by the verticla black lines, and is almost negligible.
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is that the di-photon pair is chosen after applying the Loose photon selection, which intro-
duces a Loose identification efficiency. The potential bias from this selection being applied
before or after the calorimetric isolation and choice of the photon pair needs to be checked.
The yields following the selection sequence of Loose selection, isolation requirement and
the choice of photon pair, are compared with the yields following the selection sequence of
isolation requirement, choice of photon pair and Loose selection. Results are found to be
in good agreement in all the bins of the observables, with relative deviations below 1%. The
second issue is the difference of the calorimetric isolation distributions between data and
simulations, which implies that a correction to the isolation profile in Monte Carlo sample
is necessary. A simple linear transformation is introduced:

isodata

Eise® — o 4 5. EiMC (5.36)

The o and B parameters for the leading and the subleading photons are shown in Ta-
ble 5.20 using the vy + (74 + j7v) sample. After applying this transformation, the Monte
Carlo calorimetric isolation distribution shows good agreement with the data. Besides,

the difference between data and Monte Carlo may also result from the physical event itself,

. . . . . . iso(part)MC
such as the kinematics and the fragmentation. Thus, the particle-level isolation £,

should be also corrected. A linear transformation is also introduced to model the relation-
ship of particle-level isolation E;fo(pm) and experimentally calorimetric isolation E%?O. It is
illustrated as: .

B0 =m - B0 4 g (5.37)

The m and ¢ parameters from vy + (vj + j7v) sample are summarized in Table 5.21. They
are assumed to work for data as well. Consequently, the corrected particle-level isolation
becomes:

i rt)dat —1 i )yMC
psepary™® @7 14 * (fn )a 3 - Eseoteart) (5.38)
a [MeV]
leading v 445 1.24
sub-leading ~ 428 1.24

Table 5.20: Correction factors to the calorimetric isolation in Monte Carlo, according to

the equation E%?Odata —a+0- E%goMC_

m  q [MeV]
vy + (vj + jy) sample | 0.53 415

Table 5.21: Correction factors for describing the relationship between the particle-level
isolation and the experimentally calorimetric isolation.

For a nominal reconstruction efficiency, only the transformation of Equation 5.36 is
applied on the experimentally calorimetric isolation using vy + (vj + j) sample, which
is generated with a nominal description of the detector. The particle-level isolation is not
changed. The efficiency is on average around 55%. The main efficiency loss results from the
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acceptance selection (-18%) and the calorimetric isolation requirement (-20%). The main
systematic uncertainties relevant for this efficiency includes: the energy resolution, the
energy scale, the particle-level isolation modeling, the knowledge of the detector geometry
and the generator effect.

5.6.6 Final result

The differential cross-sections measured with the yields extracted with the 2D fit method,
after electron background subtraction, efficiency corrections and unfolding as described
above, are shown in Figure 5.22-77. They are compared with the predictions of RESBOS
and DIPHOX for di-photon events satisfying the kinematic and isolation requirements
given in Section 5.6. The theoretical uncertainties take into account the uncertainties on
the scales (renormalization, factorization and fragmentation) which are fixed for each event
to M, for the nominal result, and on the parton density function.

Observable M., shows a good agreement between data and both DIPHOX and RES-
BOS, except in the very low M, bin. Given the present level of uncertainty, a reasonable
agreement is also found for the pr.., differential cross-section. However, the experimental
measurement is above the theoretical predictions in the intermediate [30-80] GeV region.
The trend is slightly stronger for RESBOS. The present uncertainty level does not allow to
compare the data agreement with RESBOS and DIPHOX in the low pr., region where
the RESBOS prediction is expected to be more reliable. Finally, a discrepancy is observed
in the full range for the A¢,, differential cross-section where the predicted shapes signifi-
cantly differ from the experimental result. This was also observed at Tevatron both by D&
and CDF.

In order to get a better understanding of the observed discrepancies, more precise mea-
surements are needed. In 2011, one expects around 20 times more data than in 2010, thus
allowing to greatly reduce the statistical uncertainties. Most of the systematic uncertainties
have a statistical origin: for example, one can expect that the uncertainty from the defini-
tion of the non-RobustTight sample will be reduced with more data. Furthermore, with
increased statistics, double differential cross-sections can be measured and will certainly
help to understand the phenomenology of di-photon production.

14 At the time of this thesis, the full estimation of the uncertainties is done for DIPHOX and the result is
used for both the DIPHOX and RESBOS predictions.
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Figure 5.22: Di-photon production differential cross-section as a function of M., compared
with DIPHOX and RESBOS predictions.
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Figure 5.23: Di-photon production differential cross-section as a function of pr.,.,, compared
with DIPHOX and RESBOS predictions.
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Figure 5.24: Di-photon production differential cross-section as a function of A¢, ., compared
with DIPHOX and RESBOS predictions.
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Chapter 6
H — ~~ analysis

The search for the SM Higgs boson with the di-photon final state has been a benchmark
study for the design of the ATLAS detector, and as such, was studied for a very long
time. An estimation of the discovery potential at the center-of-mass energy of 14 TeV
was reported in 1999 [94]. A statistical significance of 3.9 (6.5) o was expected with an
integrated luminosity of 30 (100) fb~! for a Higgs mass of 120 GeV . Those performances
were established with an inclusive analysis and based on signal and background processes
calculated at LO.

In 2007, the discovery potential was re-assessed, also at the center-of-mass energy of
14 TeV [95]. The signal and background processes were calculated at NLO. A refined
study was performed splitting the sample into different event categories according to the
number of jets associated, the pseudorapidity of the photon candidates and their converted
or unconverted nature. A multivariate maximum likelihood method was applied using the
invariant mass and the transverse momentum of the two photons, as well as photon decay
angle in the rest frame of the Higgs candidate, as discriminants. The statistical significance
for a Higgs boson signal with a mass of 120 GeV was evaluated to be 3.2~4.1 ¢ with a
luminosity of 10 fb=! .

With the decision to run the LHC at a reduced center-of-mass energy, the sensitivity
had to be evaluated again. This chapter presents the inclusive H — < analysis on Monte
Carlo simulation at center-of-mass energy of 7 TeV as well as the study of the 2010 data,
corresponding to an integrated luminosity of 37 pb~!.

6.1 Signal and background processes

6.1.1 Higgs production

In the SM, the Higgs boson couples preferentially to heavy particles, including the vector
bosons W and Z, the top quark and the bottom quark in a lesser extent. Thus, there are
mainly four production modes for the SM Higgs boson in hadron collisions. One can find
in Figure 6.1 the corresponding Feynman diagrams for these four modes.

e The dominant process is the gluon-gluon fusion, g¢g — H, where the Higgs boson
couples indirectly to gluons via a triangular loop of quarks, mainly the top.

e The subleading production process is the vector boson fusion, g¢ — V*V* — qq+ H.
In this process, the quarks interact via a W/Z boson, and there is no color exchange
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g OO000—— Q

Figure 6.1: The main SM Higgs boson production modes in hadron collisions.

between the initial-state quarks. The two final quarks fragment into two forward jets,
and no QCD activity is expected between the two forward jets except the Higgs decay
products. This particular topology can be used to suppress the background in an
exclusive analysis.

e The associated production with W/Z mode, qg — V + H, is called Higgs-strahlung.!
Once the Higgs is discovered, this mode is interesting to study the Higgs coupling to
the vector bosons.

e The associated production with heavy quarks (gg,qq — QQ + H), mostly ttH, is an
important process to measure the Yukawa coupling between the Higgs and the top
quark.

Figure 6.2 shows the cross-section of Higgs production at the LHC for the different
modes as a function of the Higgs mass, at a centre-of-mass energy of 7 TeV. Due to the
large gluon luminosity at the LHC, the gluon-gluon fusion mode dominates over the whole
range of the Higgs mass. The bump at My ~ 350 GeV near the tf threshold comes from
the enhancement of the imaginary part of the amplitude due to the top loop. As labeled
in the plot, the cross-section includes the QCD and EW corrections, and all the modes are
computed at NNLO except the t£H which is computed only at NLO.

6.1.2 Higgs decay

Figure 6.3 shows the branching ratios for the main Higgs decay modes as a function of the
Higgs mass.

In the low mass region (normally meant for the range [100, 140] GeV), the dominant
decay channel is H — bb, with a branching ratio around 70% at the Higgs mass of 120

!By analogy to bremsstrahlung.
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Figure 6.2: Cross-section of the Higgs production modes at LHC (7 TeV) as a function of
its mass from Reference [96].

GeV. However, the sensitivity of Higgs search with this channel is small. The main reason
is that the QCD background is large. In addition, it is difficult to perform an accurate
reconstruction of the b-jets, and therefore, to reconstruct the invariant mass peak with
the resolution needed to discriminate the signal against the QCD background. Several
algorithms are developed in ATLAS to tag the b-jets, making use of their specific topology
such as long distance vertex and high multiplicity.

The H — gg, cc channels are also predicted to have a high branching ratio at low
mass. However, it is impossible to discriminate the gluon or charm jets against the QCD
backgrounds. Therefore, these modes are hopeless.

The H — 77 channel has a moderate branching ratio, about 8% at the Higgs mass of
120 GeV, and does not suffer from huge QCD background. However, there is also a large
background contamination from Z — 77 process, which is also difficult to reject.

Compared with the channels mentioned above, the branching ratio of the H — ~vy
channel is small, at the level of 2x1073, firstly due to the indirect Higgs coupling to the
photon, mainly through W boson and charged fermions. The partial decay width for H —
~7 has the following form [98]:

DO — ) = S9N S N Q2 AT ) 1 AT () (6.1
T 98 /ans — e frT AW '

where Aﬁz(Tf) is the form factor associated to the fermion loops and A (ry) is the one

associated to the W boson loops. 7, = M% /4M? with i = f,W are defined by the corre-
sponding masses of heavy particles in the loop. The H f f coupling is proportional to the
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mass of the fermion my, thus the contribution of light fermions is negligible. Therefore,
the Higgs boson decay into two photons is mainly through top quark and W boson loops
(Figure 6.4), which interfere destructively, leading to a small branching ratio. However,
the two-photon final state still offers several advantages for Higgs discovery: it is a simple
signature, the invariant mass of the two photons can be reconstructed with high accuracy,
and additional observables like the Higgs candidates transverse momentum or cos6* (See
Section 6.2) can be fully reconstructed and used to discriminate the signal from the back-
ground. This channel also shows a lot of interest after the Higgs boson discovery. Since
it gives access to all production modes, the relative production rates can be tested and
compared with the SM prediction. This channel can also offer an accurate measurement of
the Higgs mass, and the study of cos 6* will allow for the determination of the spin of the
Higgs boson.

=
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=
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Figure 6.3: Branching ratios for the Higgs decay modes as a function of the Higgs mass
from Reference [96].

6.1.3 Background processes

e Irreducible background
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Figure 6.4: Feynman diagrams for H — ~~v or Z~.

The QCD di-photon production discussed in Section 5.1.1 is regarded here as an
irreducible background, since it has the same signature as H — . The two-photon
invariant mass is the main discriminating variable between the two processes. Photon
isolation can mostly help to reduce the contribution with one or two photons from
fragmentation.

e Reducible background

The jet background for the QCD di-photon production is also a background for H —
~7y. As discussed in Section 5.1.2, it is due to photon-jet and di-jet events and comes
from the fact that the jet(s) are mis-identified as photon(s). The cross-section for the
photon-jet and di-jet events is significantly large compared with the H — -y signal
process and also much larger than the irreducible background. However, with photon
identification and isolation, these backgrounds can be greatly reduced. Finally, as for
the di-photon study of Chapter 5, the processes to ee final states (Drell-Yan, Z — ee,
WW — evev) and to ey final states (YW — ~ev, vZ — ~ee) can contribute to the
background because electrons are mis-identified as photons.

6.2 Discriminating variables

In this thesis, only the inclusive analysis for H — ~7 is presented. The discriminating
variables are based on the di-photon system, and take advantage of the Higgs resonance
and its related kinematic behavior. The variables that can be considered are the following:

e M, the photon pair invariant mass. Photon pairs that come from the Higgs decay
should give a mass peak above the continuum exponential QCD background. The
distribution is almost independent on the prediction models. Thus this variable is
supposed to be the most robust discriminant.

® pry+: the transverse momentum of the photon pair. The distribution for this variable
is largely affected by the parton density function and also the model to simulate the
parton radiation.

e cosf*: the cosine of the angle between one photon of the pair and a predefined axis
in the photon pair rest frame. Two definitions are commonly used in ATLAS. The
first one is the boost axis (BA) of the di-photon system. The second one is defined
in the so-called Collins-Soper (CS) frame, which is based on the initial-state hadron

momenta (P, and P») as the axis which bisects the momenta (P; and -P), as shown
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in Figure 6.5. This variable has only little discriminating power, but the signal dis-
tribution relies only on the hypothesis that Higgs is a spin-0 particle.

X

Figure 6.5: Two definitions for the angle between the two photons. zcg bisects the pro-
tons direction, while zpg bisects the direction of the two-photon system. Pyi,2 and Ppip2
correspond respectively to the plan of the two photons in their rest frame and of the two
protons, which are the CS and boosted axis (BA) frame. 6}, corresponds to BA the polar
angle in the BA frame. ¢ g corresponds to the azimuthal angle in the CS frame.

6.3 Principles of an early H — v~ analysis

In order to perform a robust H — ~+ inclusive analysis, only the di-photon invariant mass
is used as the discriminating variable. In 2009—2010, such a robust inclusive analysis was
performed using MC simulated events at center-of-mass energy of 10 TeV before the decision
to run at 7 TeV. Results were then extrapolated to 7 TeV in order to assess the ATLAS
sensitivity with 1 fb—!, which was the expected integrated luminosity at the end of 2011.
Almost the same analysis was repeated on 2010 data. In this section, the principles of the
analysis are presented.

6.3.1 Photon selection

The Higgs search on 2010 data use the same acceptance and identification criteria as in the
QCD di-photon analysis described in Section 5.3.3, i.e. |n| and RobustTight selection.
Before the data taking, the standard photon identification was the so-called PhotonTight
selection as described in Table 3.2. For the analysis based on 10 TeV Monte Carlo samples,
the second set of cuts in Table 3.2 was used.

In addition to the photon identification, an isolation requirement is applied to the photon
candidates in order to further reduce the photon-jet and di-jet background. In the 10 TeV
MC analysis, a track-based isolation is used. As defined in Section 4.4, the transverse
momenta of tracks with pr > 1 GeV inside a 0.1 < AR < 0.3 ring around the photon
direction are summed up. The criteria ) ;.. pr < 4 GeV is then applied, which keeps the
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true photon efficiency at 99.2% and rejects fake photons by a factor of 1.6. In the real data
analysis, a calorimetric isolation as defined in Section 5.3.1 is used instead. The criteria
of E%?’" < 3 GeV is applied. The main advantage to use this calorimetric isolation in the
real data analysis is the smaller discrepancy observed between data and MC, which leads
to reduced systematics.

6.3.2 Event selection
At the event level, three requirements are imposed:

e There must be at least two photons that pass the photon identification and isolation
requirement within the acceptance.

e Kinematic cut: the leading pr photon is required to be p}l > 40 GeV and the sub-
leading pr photon is required to be p%z > 25 GeV.

e Trigger selection: the trigger item 2g20_loose is used in the 10 TeV MC analysis. This
trigger item chains for each level: L1_2EM18, L2 2g20_loose and EF_2g20_loose. It
selects events with at least two photons having transverse energy above 20 GeV at
the EF level. In the real data analysis, two trigger items are applied depending on
the data periods. For data periods A to E3, which corresponds to a luminosity of 0.8
pb~ !, the lowest unprescaled L1 calorimeter trigger L1_EM14 is used. For the latest
data periods (from E4 onwards) corresponding to 35.8pb~!, 2g15_loose is used.

The n and transverse momentum (p7) distribution for the reconstructed leading pr
and subleading pr photon that come from Higgs decay are shown in Figure 6.6 and
6.7. The invariant mass and transverse momentum of the photon pair (which are
the reconstructed mass and transverse momentum of Higgs) and A¢ between the two
photons are also computed, and shown in Figure 6.8. The distributions are obtained
with a simulation sample generated with PYTHIA, in which Higgs mass is at 120
GeV. A SymPhotonFilter (requiring at least two photons with pr > 20 GeV and in
|n| < 2.7) is applied when generating the sample.
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1000~ ] L ]
8001 ] i ]
6001 ] 600} -
400/ . 400} T
C | | | | | | | | Ll | | | | | | | |
25 2 15 -1 05 0 05 1 15 2 25 25 2 15 -1 05 0 05 1 15 2

Figure 6.6: The n distribution for the leading (a) and subleading ppr photon (b) that come
from Higgs decay. The PYTHIA simulated sample for Higgs mass at 120 GeV is used.
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Figure 6.7: The transverse momentum (pr) distribution for the leading (a) and subleading
pr photon (b) that come from Higgs decay. The PYTHIA simulated sample for Higgs mass
at 120 GeV is used.

In addition, for the real data analysis, there are three more requirements:

e Events must satisfy the egamma Good Run List, which is defined in Section 5.3.3,
requiring the detector operated with a good data quality.

e A primary vertex consistent with the average beam spot position and with at least
three associated tracks is required.

e As mentioned in Section 5.3.3, Object Quality maps are used to make both photons
be outside the calorimeter regions affected by readout (dead OTX) and high voltage
problems. The criterion of jet cleaning is also applied to reject spurious signal from
ECAL coherent noise burst.

6.3.3 Primary vertex reconstruction

Pairs of photons passing the whole selection described above, one with transverse momentum
pr > 40 GeV and the other with pr > 25 GeV, are considered as Higgs boson candidates.
If more than two photons in the event pass the selection, only the pair formed by the two
with highest pr is considered. The invariant mass M., of the two photon candidates is
reconstructed using their kinematic informations, i.e. the polar angles 61, 6> expressed as
pseudorapidities 71, 72, the azimuthal angles ¢1, ¢2 and the transverse energies E%, E%:

M., = \/2BLE2[cosh (i — 1) — cos (¢1 — 62)] (6.2)

The directions n; and 72 of the photons depend on the longitudinal position z of their origin.
In order to get the best possible performances, different methods are used to compute
z [100], depending on the nature of the photon. For unconverted photons and for converted
photons whose tracks are not reconstructed with silicon hits in the inner detector, the best
method, so-called calorimeter pointing method, is to draw a straight line (in the z— R plane)
passing through the barycenters of the first and the second samplings of the electromagnetic
calorimeter. The line gives the direction of the photon, and the intersection of the line with
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Figure 6.8: The distribution of the invariant mass (top), transverse momentum (middle) of
the photon pair and A¢ (bottom) between the two photons where both photons come from
the Higgs decay. No requirement on the photon pr and 7 is applied yet. The distribution
is obtained using PYTHIA simulated sample for Higgs mass at 120 GeV.
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the beam axis yields the vertex of the photon. For the converted photons for which tracks
have at least one silicon hit in the inner detector, the best method is to use the straight line
passing through the first sampling of the electromagnetic calorimeter and the conversion
vertex. The z determined with any of these procedures is called z.q0+7p in the following.
The computation of z.+7p and its error provides the likelihood L4047 (2):

22 ,(Z—anliww)z 1
T 952 20
ﬁcaloJrID(Z) =e IR Xe Fealo+ID X 2 (6'3)
e QU%R

where org is the interaction region size. In this product the first term is the probability of
having a hard process vertex z considering its mean value z = 0 and its uncertainty orp; the
second factor is the probability of zcuo4rp With its uncertainty o, . ,,; the third factor
is the inverse of the probability of having a Minimum Bias vertex z considering its mean
value z = 0 and its uncertainty org.

Figure 6.9 (a) shows the z vertex distribution from the reconstruction. Figure 6.9 (b)
shows the discrepancy between reconstructed and true position. The later distribution
exhibits a gaussian core with a width around 0.15 mm.
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Figure 6.9: The distribution of the reconstructed primary vertex position (a). The discrep-
ancy between reconstructed and true position (b). The PYTHIA simulated sample for
Higgs mass at 120 GeV is used.

6.3.4 Extraction of the exclusion limit

The profile likelihood method is used to set the exclusion limit. Only the di-photon invariant
mass is used as the discriminant, thus the likelihood model is of the form:

L = uNsPs(M,,) + NpPp(M,,,£) (6.4)

where p is the signal strength parameter defining the hypothesis, =0 corresponding to
absence of a signal, u=1 the signal rate expected from SM; Ng is the total number of
signal events expected from SM; Np is the overall number of background events, and &
is the exponential slope of background shape: they are the only two nuisance parameters;
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Pg, Pp are PDFs respectively for the signal and the background di-photon invariant mass
distribution. The distribution for signal is modeled by the sum of a Crystal Ball function
which describes the core of the distribution and a Gaussian function which describes the
outlying events. Figure 6.10 shows an example with the fit for the signal shape. For
background it is modeled by an exponential function of slope &.
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Figure 6.10: The di-photon invariant mass distribution after the selection using PYTHIA
simulated sample for Higgs mass at 120 GeV. The distribution for events with at least one
converted photon is overlaid (yellow histogram). The distribution is fitted with a sum of
Crystal Ball function and a Gaussian function.

To test a hypothesized value of u, the profile likelihood is constructed as:

Ap) = (6.5)

Here 6 is the value of 6 maximizing L for a fixed p. It is the conditional maximum-likelihood
estimator (MLE) of 6. 0 and fi are the values that maximize L when both 6 and u are left
floating, thus 6 and [t are the MLEs in this case. From this definition, one can see that
0 <X <1, with A(g) = 1 implying good agreement between the data and the hypothesized
value of u. To evaluate the significance of the hypothesis, the test statistics is defined as:

— _2111)\(“)7 < p
g ={ T A (6.6)

Two distributions of g, are generated, one in the case of background only and one for
background plus signal hypothesis. These distributions are obtained by generating a large
number of pseudo-experiments, or toy Monte Carlo simulation. In order to test a certain
w hypothesis, u,, each pseudo-experiment is generated with u,Ng number of signal events,
and Np of background events. The combined sample is first fitted with both p and 8 to be
floated to obtain the denominator of Equation 6.5. Then it is fitted with a fixed value of
to get the numerator of Equation 6.5. g, value for p, hypothesis is then derived. The same
procedure is repeated with ;1 = 0 to get the g, value for background only hypothesis. With
many pseudo-experiments, the two distributions of g, for background and background plus
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signal hypothesis can be derived. The latter distribution follows a 1/2§ function at 0 plus
a 1/2x? function. The confidence level at which a certain hypothesis is excluded (C'Lg,y)
is given by C'Ls4y = 1 — py,, where the p-value p,, is calculated by

b= / f(QH’M)dQH

Qu,obs

In a sensitivity study, g, obs is the median value from the background only ¢, distribution,
and f(qu|p) is the background plus signal distribution function. The 1o or £2¢ uncer-
tainty on the excluded value is derived by varying the integral range of the background plus
signal distribution. This procedure is repeated for different signal hypotheses in order to
find the one corresponding to an exclusion at 95% confidence level (C.L.).

For the extraction of the exclusion limit from a real data sample, g, s is the value of
the test statistics that is actually measured on this sample.

There is another definition for the exclusion limit, which is calculated from:

1-— CLerb

1-CLy,=1-
CLs 1—-CLy

(6.7)
here the p-value calculated on the background only distribution 1-C'L;, is used as normaliza-
tion factor for the p-value 1-C'L¢ 1 calculated from the background plus signal distribution.
This definition will not exclude the background only hypothesis at 20, and gives more
conservative results. It is frequently used in Tevatron experiments.

6.4 Assessment of the exclusion limit from Monte Carlo sim-
ulation

In the 10 TeV MC analysis, the signal and background yields after all the selection defined
above are evaluated for a luminosity of 200 pb~!. The yields are then extrapolated to 1
fb=t at /s = 7 TeV. A summary of the analysis is given here, with a focus on a study
which incorporates systematic uncertainties into the exclusion limit.

6.4.1 Event-level trigger efficiency measurement

The photon trigger efficiency discussed in Chapter 4 is a marginal trigger efficiency, which
is with respect to photon identification and isolation selection. The event-level trigger
efficiency discussed in this section is also a marginal trigger efficiency: it is evaluated for
events passing selection criteria (1) and (2) defined in Section 6.3.2. In order to estimate
the efficiency both for signal and background, H — vy, QCD ~v and photon-jet samples
are used. Because of the low statistics obtained after the selection, the efficiency can not
be evaluated for the di-jet background. The efficiencies are simply estimated as the ratio
of Higgs candidate events (true or not) passing the trigger requirements: none of the data-
driven methods developed in Chapter 4 is used. The results are shown in Table 6.1. This
trigger item is efficient in selecting the Higgs candidate events, both for events coming from
the signal H — 7 sample or from the QCD background sample (v and photon-jet). It is
expected, since the selection criteria (1) and (2) are tighter than the trigger level selection
on the shower shape, and since the photon candidates passing the kinematic requirements
(pr > 25 or 40 GeV) are already in the plateau region of the trigger.
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Sample Efficiency (%)

L1 2EM18 L22g20.loose EF_2g20_loose
H—~vy 9998+0.01 99.97+0.01 99.86 £ 0.01
¥y 99.96 £0.03 99.96 £ 0.03 99.83 £ 0.06
vj+4y  99.84+£0.07 99.68 + 0.09 99.19£0.15

Table 6.1: Efficiency of the 2g20_loose trigger item with respect to the Higgs selection,
measured on H — ~v, vy, vj + jv MC events.

6.4.2 Signal and background estimation

The analysis is focused on the invariant mass window of 100 < M,, < 150 GeV, in which
the tails of the signal distribution are well included.

e signal: the samples of signal events, with different production modes, are fully sim-
ulated with the PYTHIA generator. The samples are normalized to an equivalent
integrated luminosity of 200 pb—!, according to the PYTHIA cross-sections. The
number of events in the combined sample is then scaled by the ratio of the cross-
section predicted in Reference [96], at NLO, over the cross-section predicted by the
PYTHIA generator.

e background: for the irreducible background, both PYTHIA and ALPGEN samples
are used. ALPGEN [99] is used for the generation of the Born and bremsstrahlung
contributions, with the emission of up to 3 jets. The di-photon invariant mass dis-
tribution is obtained by an event-by-event reweighting of the ALPGEN fully simu-
lated samples based on the transverse momentum of the di-photon pair, using RES-
BOS spectrum, as shown in Figure 6.11. RESBOS cross-section is firstly rescaled
to account for the fragmentation treatment performed in DIPHOX. The Box process
cross-section and distributions are obtained with a PYTHIA fully simulated sample,
rescaled by the RESBOS NLO prediction. Finally, all of them are normalized to
the expected integrated luminosity. For the reducible background, it is impossible to
obtain the di-photon invariant mass distribution with decent statistics applying the
selection on the fully simulated samples. Thus a parameterization method is used to
predict the distribution. The jet rejection factor is defined as:

R = Njets

= 6.8
Nfake'y ( )

where N, is the total number of jets produced in the acceptance region, and Nyqke~
is the number of jets that pass the photon identification and isolation criteria. This
jet rejection factor is parameterized as a function of the transverse momentum of
the quark-initiated jets and gluon-initiated jets respectively. Besides, the transverse
momentum of the jets faking photons is also parameterized in the pr bins of the initial
jets. This parameterization is then applied on the generation level samples. A good
agreement is observed in the di-photon invariant mass shapes from the photon-jet
background between the one obtained with this parameterization procedure and the
one from fully simulated sample, as shown in Figure 6.12. This validates the procedure
which is then used to predict the M., spectrum for jj events. In addition, the
distribution from the photon-jet background is scaled by a k-factor, which is derived
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from the ratio of the prediction from JETPHOX (NLO) and PYTHIA (LO). There
is no higher order correction on the di-jet contribution, since it only contributes to
the total background of about 3%.
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Figure 6.11: The transverse momentum (pr ) of the photon pair for ALPGEN and RES-
BOS (a). The distribution for RESBOS has been corrected to account for the fragmenta-
tion treatment in DIPHOX. Disctribution of the weight used to reweight ALPGEN as a
function of pr, (b).

6.4.3 Extrapolation to 7 TeV

The extrapolation of the results from 10 TeV to 7 TeV is performed as follows:

e The number of signal events is first evaluated using the 7 TeV PYTHIA Monte Carlo
samples. Yields are then scaled by the ratio of the predicted NLO cross section [96] at
\/s =7 TeV over the one predicted by PYTHIA at LO. The shape of di-photon invari-
ant mass distribution is assumed to be the same. Table 6.2 shows the reconstruction
efficiencies and expected numbers of signal events with 1 fb~!. For processes with no

available simulated samples, the expected numbers are estimated by using numbers
of the VBF process?.

e The numbers of background events for each components is scaled by the ratio of the
PYTHIA predicted LO cross-section at 7 TeV over the one at 10 TeV.

This procedure is based on the assumption that the jet rejections are the same at the
centre-of-mass energy of 7 TeV and 10 TeV. After this extrapolation, about 13 signal events

2The expected number of events, Na(mass), is calculated by

T A mass « OV BF,120 NVBF,mass

X N4, 120. (6.9)
O A,120 OV BF,mass INVBF,120
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Figure 6.12: Di-photon invariant mass distribution obtained with the fully simulated sample
by directly applying the selection (black dot), with the fast simulated sample by applying
only the parameterization of the jet rejection factor (blue square) or together with the
parameterization of the jet fake photon pr (red triangles).

production myg = 110 GeV myy = 115 GeV my = 120 GeV my = 130 GeV myyg = 140 GeV

process Eff [%] Newts Eff [%)] Newts Eff [%] Nevts Eff [%] Newts Eff [%)] Nevts
ggH 41 10.37 42 10.56 44 10.81 47 9.96 49 7.66
VBF 53 1.11 54 1.20 55 1.22 57 1.19 58 0.99
W(— jj)H - 0.44 - 0.43 50 0.40 - 0.33 - 0.23
W(— lw)H - 0.23 - 0.22 54 0.21 - 0.17 - 0.12
Z(— jj)H - 0.24 - 0.22 54 0.21 - 0.17 - 0.12
Z(— viu)H - 0.07 - 0.07 55 0.07 - 0.06 - 0.04
Z(— I)H - 0.04 - 0.04 54 0.03 - 0.03 - 0.02
ttH - 0.10 - 0.09 46 0.09 - 0.08 - 0.06
Total 12.60 12.85 13.05 12.00 9.25

Table 6.2: Reconstruction efficiencies with 7 TeV simulated samples and expected number
of signal events for an integrated luminosity 1 fb.

for a Higgs mass of 120 GeV and 8490 background events are expected in the invariant mass
window of 100 < M, < 150 GeV at 7 TeV for a luminosity of 1 fb71.

Table 6.3 summarizes the number of events for the signal (all channels combined for m
= 120 GeV) and the main backgrounds for a luminosity of 1 fb=! at /s = 7 TeV.

Figure 6.13 shows the confidence level obtained by the C L, method described above,
as a function of the hypothesis u. The junction point between the red horizontal line and
the black line is the central value for the exclusion limit at 95%, while the junction points
with the yellow and green lines are respectively deviation of 1o and 20. Exercise is done
for each of the five mass points (110, 115, 120, 130, 140 GeV). Figure 6.14 displays the
exclusion limits at 95% using C'L;, method for the five Higgs mass points with a luminosity
of 1 fb= 1.

6.4.4 Incorporating systematics uncertainties

Systematic uncertainties arise from both signal and background. In the likelihood function,
there are two parameters related to the background, Ny and &, which are evaluated by
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Sample Newts
signal 13
v~ background 5540

photon-jet background 2500
di-jet background 360
Drell-Yan 90

Table 6.3: Expected number of events obtained for the signal of my = 120 GeV and the
main backgrounds in the invariant mass range 100 < M, < 150 GeV after all the selections
with a luminosity of 1 fb=! at 7 TeV.
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Figure 6.13: Estimated Confidence Levels as a function of the hypothesis on the number
of SM signal cross-section for my = 120 GeV using the C'Lgy, method at 7 TeV with a
luminosity of 1 fb=1.
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Figure 6.14: Expected exclusion limit of the cross section at 95% CL using the CLgyy
method at 7 TeV with a luminosity of 1 fb~1.

the fit. Consequently, the systematic uncertainties which are related to these nuisance
parameters are automatically taken into account. However, it is not the case for the signal.
Systematics to be considered are the following;:

e The width of the Crystal Ball function. It is related to the energy resolution of the
detector. As described in [101], if the long range constant term for the energy of the
photon varies by 0.5% (1%), the width o, is increased by 0.8% (13%) in comparison
to the resolution with the default long range constant calibration value of 0.7%.

e The uncertainty on the integrated luminosity. Since the overall normalization Np of
the background is directly measured on the data, this uncertainty affects only the
signal. For early data analysis, it is at the level of 11%.

e The photon reconstruction efficiency. It is considered only for signal as well since the
background normalization Np is measured directly on data. It is varied by 1% in this
analysis.

e The cross-section. Higgs boson production cross-sections have been studied exten-
sively by the LHC Higgs cross-section working group and the results are compiled
in [96]. The theoretical uncertainties is estimated to be of 15% in the mpy range
relevant for this analysis.

These systematic uncertainties can be incorporated into the exclusion limit with the
Cousins and Highland method [102]. The idea is to smear the parameters mentioned above
with a Gaussian distribution at the Toy Monte Carlo generator level. The systematic
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uncertainty introduced by the o, of the Crystal-Ball function is evaluated. The default
value for o, of the Crystal Ball function is 1.31 GeV, which is best resolution obtained
on the Monte Carlo signal sample study. It is considered to be the central value for the
Gaussian smearing. And the ¢ for the smearing is set to be 0.3 GeV in order to cover the
deviation when varying the constant term. Besides, two other central values of 1.41GeV
and 1.51 GeV are also studied. For each pseudo experiment, a random value for o, of
the Crystal Ball function is produced by a Gaussian generator, with ¢ = 0.3 GeV around
the central value. This random value of o, is then used to generate the signal sample.
The value for o, in the fit is always set to be the central value for the background plus
signal hypothesis. In this way, one can derive the g, distribution after the smearing for the
background plus signal hypothesis, as shown in Figure 6.15.

One can easily see that the test statistics g, distribution does not agree with 1/ 2y 2
distribution after the smearing. Therefore, one need to use the new ¢, distribution to
calculate the p-value. In Table 6.4, the exclusion limit results before and after the smearing
are shown. The exclusion limit increase by about 4% when incorporating the systematic
uncertainty of the mass resolution.

0y [GeV] after smearing no smearing

1.31 4.60 4.41
1.41 4.75 4.60
1.51 4.91 4.75

Table 6.4: Expected exclusion limit of the SM at 95% CL using the C'Ls,;, method at 7
TeV with a luminosity of 1 fb~! with and without the smearing the o, of the Crystal Ball
function.

6.5 Sensitivity on 2010 data

As mentioned before, a robust analysis with only di-photon invariant mass as the discrim-
inant has been performed using 2010 data. In this analysis [103], the event-level trigger
efficiency is evaluated using data-driven method and a first measurement of the background
on data is presented. The expected exclusion sensitivity with 1 fb~! is also estimated for a
Higgs mass range of 110—140 GeV.

6.5.1 Trigger efficiency measurement

As mentioned in Section 6.3.2, two trigger items are used in this analysis: L1_EM14 and
2g15_ loose. This section presents the measurement of their efficiency with respect to the
Higgs selection.

The measurement of the event-level trigger efficiency for L1_EM14 is done on a sample
of events passing the lower threshold trigger L1_EM?2. Although this trigger is prescaled, the
sample statistics is sufficient. It is found to be fully efficient for tightly identified isolated
photons with pp > 40 GeV (or ppr > 25 GeV). L1 EM14 is then checked on the Higgs
candidates events passing L1_EM?2.

The measurement of the efficiency of 2g15_loose follows the same method as discussed
in Section 5.6.2, the main difference being the analysis selection. The object-level gl5_loose
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Figure 6.15: The g, distribution (red line)after a Gaussian smearing of o of the Crystal-Ball
function, at three central value. Top: 1.31 GeV, Middle: 1.41 GeV, Bottom: 1.51 GeV.
The hypothesis is set to be u = 10. The 1/2x? distribution is also overlapped in the plot
for a comparison.
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efficiency €; for photon candidates with transverse energy above 40 GeV is measured by
the bootstrap method, and it is found to be 100.01“{:8%). Higgs candidate events with the
leading photon passing the g15_loose trigger are selected. The fraction €5 of events from this
sample passing 2g15_loose is found to be 100.0f2:2%. The final event-level trigger efficiency
for 2g15 _loose is determined as €1 X €s.

The event-level trigger efficiencies for L1_EM14 and 2g15_loose are summarized in Ta-
ble 6.5; only statistical uncertainties are quoted in the Table, to which a +1% systematic
uncertainty is to be added.

trigger item  L1_EM14 2g15_loose
efficiency [%] 100.0J£2:[5) 100.0ng8

Table 6.5: event level trigger efficiency with respect to the Higgs selection

6.5.2 Analysis on real data: background decomposition using the di-
photon analysis technique

The 2D fit method introduced in Section 5.4 can be extrapolated to the Higgs analysis. The
same procedure is applied, the only difference being the kinematic cuts:

e Derive the signal photon isolation PDF's from the electron isolation transverse energy
distribution in data, separately for leading pr and subleading pr photon candidates.

e Derive the fake photon isolation PDF's by reversing a subset of the identification cuts,
separately for leading pr and subleading pr photon candidates.

e Derive the jj 2D isolation PDF by reversing the identification cuts simultaneously for
both photon candidates.

e Sum up the four 2D isolation PDFs: ~v~, vj, jv and jj, and fit to the 2D isolation
distribution for the two photons candidates, when both pass the RobustTight photon
identification.

Before the fit on the data, a validation of the fit method is performed by evaluating the
results using the “cocktail” sample of vy and ~j + jv simulated events which correspond
to an equivalent luminosity of around 110 pb~!. No single jj simulated event is obtained
after all the selection cuts. Results after the fit are summarized in Table 6.6. A reasonable
agreement is obtained between the fitted number and the true number of events with no
significant bias. An equivalent test using a larger sample of inclusive vy candidates has
already been shown in Section 5.4.5. An additional systematic uncertainty is assigned to
the result of the 2D fit in order to account for the potential bias in the number of fitted
events.

83 events are obtained in the invariant mass region [100, 150] GeV after the selection
described in Section 6.3.2. Table 6.7 summarizes the decomposition results obtained with
the 2D fit method. The 83 Higgs candidate events are dominated by the QCD ~~ back-
ground. Figure 6.16 shows the isolation profile for the leading and the subleading photon
candidates. As a check, the number of events in each component is evaluated for different
values of the isolation cut, the same cut being applied to the two photon candidates. The
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Nyy Nyj N;j Njj
True number in Sig. Region 270 30 9 0
Fitted number in Sig. Region 265.1 £18.6 404+£3.5 11.5+27 0.1+04

Table 6.6: Results of the 2D fit method, applied to a cocktail of simulated ~v, vj + jv
events.

results are shown in Figure 6.17. There is a small increase of the di-photon event yields
while the photon-jet and di-jet event yields increase rapidly as the isolation cut is looser.
It is the expected pattern that the gain for the photon efficiency is small while the fake
rejection decreases rapidly with a looser isolation requirement.

The systematic uncertainties are evaluated in a similar way to what is described in
Section 5.4.7. The main three sources of systematics: the definition of non-RobustTight
background control region, the relative fraction of direct and fragmentation photons and
the correlation between the isolation and the identification variables, are evaluated in this
analysis. Results are shown in Table 6.8.

event category yields
N,, 67.4+9.6+8.2
N,; 10.0+22+1.5
N; 34+1.6£25
Njj 1.74+0.6 +£0.1

Table 6.7: Results from the 2D fit method in the H — ~ sample.

Source AN,, AN,; AN;

Fake photon PDF +8.1 +£0.1 424
photon PDF +0.1  +0.2 £0.1
Bias on MC +1.2 +14 £0.9

Table 6.8: Dominant systematic uncertainties on the number of events, evaluated using the
2D fit method.

Similarly, the 2x2D sideband method can also be adapted to this analysis framework.
The results are given in Table 6.9. They are consistent with 2D fit results.

event category  2x2D sideband

N, 68.6 +11.0 + 3.4
N, 8.6+4.7+2.3
N; 2.0+ 0.9+ 3.4
Nj; 1.240.6+0.5

J

Table 6.9: Results from the 2x2D sideband in the H — ~~ sample.
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Figure 6.16: Distributions of the isolation variable for the leading (top) and subleading
(bottom) photon candidates, for the H — 7+ sample. The overlaid curves are the result of
the 2D template fit for each of the components.

6.5.3 Comparison with the Monte Carlo prediction

If the numbers of di-photon, photon-jet and di-jet events reported in Section 6.4.3 are
normalized to the integrated luminosity of the full 2010 data sample, 203, 92 and 13 events
are expected respectively. The yields actually measured on the data are significantly lower.
However, there are many differences between the Monte Carlo and the 2010 data analyses,
which were studied in details within ATLAS. It is found that the main effect comes from
the change of the isolation criterion from the track-based isolation ( E{2 < 4 GeV ) to the
calorimetric isolation requirement (E¥° < 3 GeV). The latter is found to be more effective in
rejecting the background, reducing significantly the photon-jet and di-jet contributions. The
prediction of the irreducible background must be corrected by many effects, none of them
playing a dominant role. They include the change of isolation criterion already mentioned,
for a given isolation requirement the difference of efficiency between Monte Carlo and data,
the reduction of the acceptance in the data from the OQ maps. Some theoretical factors
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also impact the total predicted number of vy events. One major effect comes from using the
actual parton density function for 7 TeV centre-of-mass energy collisions, whereas in the 7
TeV Monte Carlo study presented in Section 6.4.3, the « contribution was just rescaled
from the 10 TeV Monte Carlo.

After these corrections are applied, the predictions for the main background from Monte
Carlo simulation are summarized in Table 6.10. The number of v+ events agrees with the
estimated ones shown in Sections 6.5.2 within the theoretical systematic uncertainties of
+27% [105]. Figure 6.18 shows the di-photon invariant mass spectrum for the 2010 data
sample, and the comparison of the prediction. The blue curves represent the background
composition estimated by the 2D fit method. They are overlaid in a cumulative way: jj
(dotted), vj + jv (dashed) and 7 (solid). The exponential coefficient for each component
is derived from the MC 10 TeV analysis. The sum of vy NLO prediction and the estimated
yields for vj+jv+7j from 2D fit method is also shown (the light blue line). The background
from Drell-Yan process is estimated with a standalone technique, and is found to contribute
around 3 events.

event category yields

N, 8623
N,j+Nj,  27+14
Nj; 1+1

Table 6.10: The expected number of events after the experimental and theoretical correc-
tions for Monte Carlo simulations.

6.5.4 Projected sensitivity

With 37 pb™!, the expected limit of the exclusion sensitivity is around 20 to 30 times the
cross-section predicted for the SM Higgs boson. This expected limit is already comparable
with recent results from Tevatron in the H — ~ channel [106] [107].

This observed inclusive distribution of di-photon events is used to estimate the sensi-
tivity for the H — ~y channel with 1 fb~'. In the 2011 data-taking period, the detector
acceptance is expected to increase after the repair of faulty optical links in the Liquid Argon
calorimeter (LAr) readout system. The average interactions per bunch crossing is expected
to increase to around 5, which will reduce the signal efficiency and increase the width of the
invariant mass. The event rates in the 2010 data sample are then rescaled to an integrated
luminosity of 1 fb~!, taking into account all the relevant effects mentioned before. The
projected sensitivity is then evaluated based on the rescaled sample. Results are shown in
Table 6.11. A Higgs boson produced with 3.2~4.2 times the SM predicted cross-section
in the 110—140 GeV mass range can be excluded with 1 fb~! of data at /s = 7 TeV.
Figure 6.19 shows the central value of the exclusion limit as a function of the Higgs mass,
together with +10 and +20 deviation. The sensitivity is found to degrade by +0.5 due to
the deterioration of photon energy resolution as shown in the dashed line.

6.6 Conclusion and prospects

A dedicated study of the event-level trigger efficiency was performed both on MC simulations
and on 2010 data. Results show that the trigger items used in the study are very efficient
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Figure 6.18: The di-photon invariant mass the 2010 data sample after the Higgs selection.
The estimated background composition from 2D fit method is overlaid. The blue curves
represent the cumulative jj (dotted), vj+jv (dashed) and 7y (solid) components. The
red curve corresponds to the Drell-Yan contribution. The yellow band is the prediction for
the sum of the reducible and the irreducible background components, where the reducible
background is normalized to the result of the 2D fit method, and the irreducible component
is normalized to the di-photon NLO prediction.

Higgs boson mass [GeV] 110 115 120 130 140
Upper bound [x SM] 3.7 3.5 32 33 42

Table 6.11: The upper bound of the exclusion at 95% CL, in units of the Standard Model
Higgs boson cross-section, as a function of the Higgs boson mass found by projecting the
current data to 1 fb—1.

in selecting the signal events. This trigger efficiency evaluation helped the physics group
to understand the trigger performance, and to give feedback on physics need to the trigger
group for the future data taking. In the 2010 data taking, the 2gl15_loose was used as the
primary di-photon trigger. At an instantaneous luminosity of around 1032 ¢m~!s~!, the
corresponding bandwidth was about 1 Hz. Since this trigger item works efficiently for the
di-photon and H — ~~ analyses, it is expected to be used as a primary trigger as much as
possible, hopefully until the instantaneous luminosity reaches 6 x 1032 em~1's~!. Afterwards,
2g20_loose will become the primary di-photon trigger in order to balance the physics need
and the bandwidth limit.

A study on incorporating the systematic uncertainties into the exclusion limit using the
Cousins and Highland prescription was presented. A deterioration of 4% of the exclusion
limit is observed when taking into account the systematic uncertainty arising from the
resolution of di-photon invariant mass. Similar studies can be performed for the systematic
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Figure 6.19: The estimated number of excluded Standard Model signal cross section at
95% CL as a function of the Higgs boson mass by projecting the current data to 1 fo~!.
The green (respectively yellow) bands correspond to the expected exclusion in the case of
a +1o (respectively +20) fluctuation of the background only test statistic. The dashed
curve corresponds to the exclusion after degrading the energy resolution of the photons
from signal. The deterioration of the energy resolution is based on the comparison of the
Z— ete” sample between 37 pb~! data and simulation may be pessimistic for 1 fo~! data.

uncertainties from the luminosity, photon efficiency and signal cross-section.

In the 2010 data sample, 83 events passing all selection cuts in the invariant mass re-
gion 100 < M, < 150 GeV were observed. The 2D fit method was applied to extract the
background composition in terms of yv, vj, jv and jj events. The results are consistent
with another data-driven method within 5%. The overall background and each of its con-
tributions measured in data are compatible with the predictions. These results are used
to reappraise the sensitivity of the ATLAS search for the Higgs boson in the two photon
channel. With a simple inclusive search for a narrow resonant production of two photons
and 1fb~! of data at \/s = 7 TeV, ATLAS expects to exclude a Higgs boson produced with
3.2~4.2 times the SM predicted cross-section in the 110-140 GeV mass range.
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Chapter 7

Conclusion

Three independent although correlated topics have been presented in this thesis. The three
analyses were performed using the data recorded by the ATLAS experiment in 2010. They
are all related to the di-photon system.

e A dedicated study of the photon trigger efficiency measurement was presented. Three
independent data-driven methods were proposed and tested on Monte Carlo samples,
namely the tag&probe, bootstrap and electron-to-photon-extrapolation methods. A de-
tailed comparison of the three methods with respects to the true photon efficiency
was performed. The two methods based on photon measurements (tag&probe and
bootstrap) agree with each other within the estimated uncertainties, while the ex-
trapolation to photons of the electron sample selected from Z — ee decays shows
larger biases, in particular in the trigger turn-on region around the pr threshold at
20 GeV. In the high pr region (pr> 25 GeV), the three methods agree, essentially
because this is the plateau region where the efficiency is close to 100% for both true
and fake photons. The total uncertainty from any of these data-driven measurements
performed on 20 pb~! of data was estimated to be well below 1%, in the pr region
above the threshold, which is relevant for the main photon-based analyses. In the
lower pr region, around the trigger turn-on, an uncertainty of a few % is expected
from the Monte Carlo study. These three methods were applied on the real data.
As expected, the two photon-based methods show consistent results, with efficiency
discrepancy at a few % level, well within the statistical uncertainty. For the extrapo-
lation method, the available statistics in the ppr turn-on region was too low to perform
a meaningful comparison.

e The measurement of the QCD isolated di-photon cross-section measurement was per-
formed. The interest of this measurement is two-fold: it is a probe of QCD, and it
is the main background for the SM Higgs search in the two-photon final state. One
of the crucial points in this measurement is the extraction of the di-photon signal
yields. A two-dimensional isolation fit method was developed. The total 2D isolation
distribution from a preselected sample was modeled with the sum of four components:
one signal (77) and three background (v7, jv, jj) categories, weighted by their corre-
sponding yields. The jet probability density functions entering the fit were extracted
from data. The photon PDFs were derived from the electron distribution in data
corrected by Monte Carlo. An integrated di-photon signal yield of 1353 + 53'3%; was
measured. This technique was applied in intervals of the di-photon observables: the
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mass (M,,) and the transverse momentum (pr.,) of the di-photon system, and the
azimuthal angle (A¢,,) between the two photons. The measurement of the event-
level trigger efficiency for di-photon candidate events was performed. It makes use of
the methods that are developed to measure the object-level efficiency. The technique
adopted for the measurement of the di-photon trigger efficiency is unbiased with re-
spect to the correlation between the two photon candidates. After taking into account
the photon identification efficiency, the unfolding factor and the reconstruction effi-
ciency, the differential cross-sections as a function of M, pr., and A¢,, are derived
and compared to the NLO prediction from generators (DIPHOX and RESBOS).
A good agreement is found for the M., differential cross-section, especially in the
comparison with RESBOS. It is not the case for the differential cross-sections as a
function of pr., and A¢,, which are sensitive to the parton-to-photon fragmentation
and collinear emission of soft gluons in the initial state: DIPHOX and RESBOS
both fail to describe the experimental data, although this must be confirmed by more
precise measurements.

e The last part of the thesis is the H — 7~ analysis. The measurement of the trigger
efficiency done for the di-photon analysis was repeated for the triggers used in this
analysis. A study on incorporating the systematic uncertainties into the exclusion
limit using Cousins and Highland perscription is presented. A deterioration of 4% in
the exclusion limit is observed when taking into account the systematic uncertainty
from the resolution of di-photon invariant mass. Similar studies can be performed for
the systematic uncertainties arising from the luminosity, the photon efficiency and the
signal cross-section. The 2D isolation fit method developed for the di-photon analysis
was applied to analyze the various background components in the di-photon invariant
mass region 100 < M,, < 150 GeV. The irreducible two-photon background was
measured to be 80% of the total. These results contributed to the understanding of
the 2010 data sample, which was used to estimate the sensitivity of the Higgs search
in the two-photon channel. With a simple inclusive search on 1fb~! of data at /s
=7 TeV, ATLAS expects to exclude a Higgs boson produced with 3.2~4.2 times the
SM predicted cross-section in the 110-140 GeV mass range.

The trigger is evolving due to the rapid increase of the LHC luminosity. At present, the
main di-photon trigger is similar to the one that was studied in this thesis, except the trans-
verse energy threshold is higher (20 GeV). In the future, one might need to consider trigger
with tighter identification cuts, or asymmetric transverse energy trigger (g20_g30_loose for
example), or including isolation requirements. In the latter case, isolation-based analyses as
those presented here must be redefined. With the accumulation of new data, the di-photon
cross-section measurement becomes even more interesting. Already in 2011, it will be pos-
sible to greatly reduce the uncertainties and provide rather accurate tests of the models,
and even double-differential cross-sections. The most exciting study is of course the search
for the Higgs. Given the very good performances of the LHC, one can expect to reach the
sensitivity for a SM Higgs with the two-photon channel alone, in the low mass range. This
requires to go beyond the inclusive approach presented here, by including more discriminant
variables or candidate categories. By combining more decay channels, prospective studies
show that ATLAS will be able to exclude the Higgs boson in the 115-500 GeV mass range
with 4 fb~! of data [108]. Such an integrated luminosity is indeed reachable by the end of
the present LHC run. As far as an evidence for Higgs is concerned, the region below 150
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GeV is the most difficult one. The H — v study will be therefore a crucial analysis, if the
Higgs is there.
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