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#### Abstract

This thesis reports on the construction of a new experimental apparatus aiming to study, at ultracold temperatures, a quantum degenerate gas mixture of two different atomic species of fermionic nature: ${ }^{6} \mathrm{Li}$ and ${ }^{40} \mathrm{~K}$. A detailed description of the design and implementation as well as a characterization of the apparatus is presented. We have realized a very large atom number dual-species magneto-optical trap and a magnetic transport of the two species over a large distance. We have used this atomic mixture to create, for the first time, excited heteronuclear ${ }^{6} \mathrm{Li}^{40} \mathrm{~K}^{*}$ molecules by photoassociation. Despite the small theoretically predicted photoassociation probabilities, we observed large molecule formation rates of $3.5 \times 10^{7} \mathrm{~s}^{-1}$. We have recorded and assigned photoassociation spectra for the most weakly bound states of seven excited molecular potentials and inferred the shape of the molecular potentials at long range. Our results pave the way for the production of ultracold bosonic ground-state ${ }^{6} \mathrm{Li}^{40} \mathrm{~K}$ molecules which exhibit a large intrinsic permanent electric dipole moment. Finally we have studied theoretically the motion of quantum particles in rapidly oscillating potentials and we present and investigate a novel method for their manipulation. This method consists in inducing an instantaneous change of phase of the driving potential (a phase hop), which is shown to allow for a controlled manipulation of the particle's mean motion. This method has found a first application for Bose-Einstein condensates trapped in a time-averaged orbiting potential.


## Résumé

Mon projet de thèse a eu pour objectif la construction d'un dispositif expérimental visant à étudier, à très basse température, un mélange de gaz dégénéré composé de deux espèces fermioniques: ${ }^{6} \mathrm{Li}$ et ${ }^{40} \mathrm{~K}$. Une description détaillée du montage de sa mise en place ainsi qu'une caractérisation du dispositif sont présentées. Nous avons réalisé un piège magnéto-optique à deux espèces avec un très grand nombre d'atomes, et un transport magnétique sur une grande distance. Les premières expériences avec le mélange atomique ont permis la première création de molécules hétéronucléaires excitées ${ }^{6} \mathrm{Li}^{40} \mathrm{~K}^{*}$ par photoassociation. En dépit des valeurs théoriques faibles pour les taux de photoassociation pour ces molécules, nous avons observé des taux de formation de molécules élevés, allant jusqu'à des valeurs de $3.5 \times 10^{7} \mathrm{~s}^{-1}$. Nous avons enregistré et assigné des spectres de photoassociation pour les états les plus faiblement liés de sept potentiels moléculaires et nous en avons déduit la forme des potentiels à longues distances. Nos résultats ouvrent la voie vers la formation de molécules bosoniques ${ }^{6} \mathrm{Li}^{40} \mathrm{~K}$ ultra-froides dans leur état fondamental, caractérisé par un grand moment dipolaire électrique permanent. Sur le plan théorique, nous nous sommes intéressés au mouvement de particules quantiques dans un potentiel oscillant rapidement. Nous avons étudié une nouvelle méthode pour leur manipulation, qui consiste à induire un changement instantané de phase du potentiel (un saut de phase), qui permet de manipuler le mouvement moyen de la particule de manière contrôlée. La méthode proposée a trouvé une première application pour les condensats de Bose-Einstein piégés à l'aide d'un piège magnétique du type "TOP".
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## Chapter 1

## Introduction

Since the realization of the first Bose-Einstein condensate in 1995, the study of ultracold dilute quantum gases has evolved into one of the most active research fields in contemporary physics. The motivation to study these gases is given by their extremely low temperatures (typically 100 nK ), which allow the observation of quantum mechanical phenomena at low densities, where a remarkable degree of experimental control exists. Held in free space by electromagnetic forces under ultrahigh vacuum, the gases can be studied in an extremely clean environment. It is possible to prepare and analyze them in specific potentials and atomic states and to control the interatomic interactions. Dilute quantum gases therefore represent ideal model systems with which quantum phenomena and many-body problems can be studied.

All particles can be divided into two distinct categories depending on their intrinsic angular momentum, the spin. If the spin is an integer multiple of $h / 2 \pi$ a particle is called a boson, if it is a half-integer multiple it is called a fermion. The resulting distinct properties become manifest when identical particles get so close to each other that they can no longer be distinguished because their wave packets overlap. Fermions then obey Fermi-Dirac statistics and underlie Pauli's exclusion principle, which forbids two or more of them to occupy the same quantum state of the confining potential. In contrary, bosons obey Bose-Einstein statistics at ultralow temperatures and tend to occupy the quantum state with the lowest energy and to form a Bose-Einstein condensate (BEC), in which all atoms can be described by a single macroscopic wave function. The coherence of the atoms in this state leads to the frictionless motion of the atoms called superfluidity.

The phenomenon of Bose-Einstein condensation has been predicted to occur in an ideal gas in 1925 by Einstein [1] based on preceding work of Bose [2]. The condensation is a phase transition which is a purely statistical phenomenon and does not require any interactions. Bose-Einstein condensation was first discovered in the form of superfluid liquid ${ }^{4} \mathrm{He}$ in 1938 [3, 4, 5]. BEC in a dilute gas has been realized for the first time in 1995 with weakly-interacting neutral bosonic alkali atoms $[6,7,8]$. The principal difficulty of achieving BEC in a gas was the realization of the required ultralow temperatures. These are associated with the low density, which is a prerequisite for avoiding cluster formation or solidification before BEC can occur. A comprehensive introduction to BEC and a review of the exciting experiments which have been carried out with them can be found in Refs. [9, 10, 11, 12]. The most spectacular results
comprise the observation of macroscopic matter wave interference [13], the creation of vortices [14, 15], which unambiguously proofs the superfluid character of BECs, dark [16, 17] and bright solitons [18, 19] and the observation of the superfluid to Mott insulator transition [20].

Fermions behave fundamentally different from bosons at ultralow temperatures. Since they cannot occupy the same quantum state, non-interacting fermions at absolute zero simply fill up the lowest quantum states of the confining potential one by one up to the so-called Fermi energy-forming the so-called Fermi sea. The transition from the classical to the quantum degenerate Fermi gas is not accompanied by a phase transition but occurs gradually. In the presence of attractive interactions, however, fermions can undergo a phase transition to a superfluid state. For this to happen, the fermions need to form pairs which then behave like bosons. Fermionic superfluidity occurs in metals at ultralow temperatures which become superconducting, where the electrons, which are fermions, form a superfluid.

In the following we give a short review of the research which has been conducted in the past years with ultracold fermions. Then we present the scientific long-term goals of our experiment and their motivations. Finally we give an overview of the content of this thesis.

### 1.1 Quantum degenerate Fermi gases

A gas of fermions is called quantum degenerate when its temperature is much smaller than the so-called Fermi temperature $T_{\mathrm{F}}=E_{\mathrm{F}} / k_{\mathrm{B}}$, where $E_{\mathrm{F}}$ is the Fermi energy and $k_{\mathrm{B}}$ the Boltzmann constant. The first degenerate Fermi gas has been realized in 1999 with ${ }^{40} \mathrm{~K}$ at JILA [21]. Since then, degenerate Fermi gases have been created also for ${ }^{6} \mathrm{Li}$ [22, 23], metastable ${ }^{3} \mathrm{He}$ * [24], the rare earth element ${ }^{173} \mathrm{Yb}$ [25] and the alkaline earth element ${ }^{87} \mathrm{Sr}[26,27]$. In early experiments the atoms could be cooled to about one quarter of the Fermi temperature. To date cooling to well below one tenth of $T_{\mathrm{F}}$ has been achieved [28, 29].

Cooling of Fermi gases is more difficult than for Bose gases. In order to achieve cooling of a gas to the lowest temperatures, a cooling technique called "evaporative cooling" needs to be applied. This method relies on rethermalization by elastic collisions. Typically atoms in an ultracold gas only collide via $s$-wave collisions, for which the colliding partners have no relative angular momentum. Due to Pauli's exclusion principle, these collisions are, however, forbidden for indistinguishable Fermi atoms. In order to make evaporative cooling work for fermions, the gas thus has to be either prepared in two different internal states, such that collisions between atoms in different states can take place, or it has to be brought in contact with an actively cooled gas, typically a Bose gas which is evaporatively cooled. In either case the experimental cooling procedure is more complicated than for bosons. Another reason why fermions are more difficult to cool is that the collision rate decreases when they become degenerate. This is because scattering into a low-lying momentum state requires this state to be empty, which becomes less and less probable with decreasing temperature [21, 30]. Furthermore particle losses due to inelastic collisions, which generally limit the evaporative cooling process, are more detrimental for degenerate Fermi gases, since they can create hole excitations deep in the Fermi sea [31, 32].

The first realization of a degenerate Fermi gas in 1999 [21] was achieved by evaporatively cooling a gas of magnetically trapped ${ }^{40} \mathrm{~K}$ atoms in two different internal states. This single-species evaporative cooling method has also been applied to ${ }^{6} \mathrm{Li}[33,34]$ and ${ }^{173} \mathrm{Yb}$ [25], for which the laser-cooled cloud was loaded into an optical trap in which the mixture of the lowest hyperfine states was prepared. Sympathetic cooling of fermions with bosons has been demonstrated for the following atomic combinations: ${ }^{6} \mathrm{Li}-{ }^{7} \mathrm{Li}[23,22],{ }^{6} \mathrm{Li}-{ }^{23} \mathrm{Na}[28],{ }^{6} \mathrm{Li}^{-87} \mathrm{Rb}$ [35], ${ }^{40} \mathrm{~K}-{ }^{87} \mathrm{Rb}$ [36, 37, 38, 39, 40], ${ }^{3} \mathrm{He}^{*}-{ }^{4} \mathrm{He}$ * [24], ${ }^{6} \mathrm{Li-}{ }^{40} \mathrm{~K}-{ }^{87} \mathrm{Rb}$ [41] and ${ }^{6} \mathrm{Li}-{ }^{40} \mathrm{~K}-{ }^{41} \mathrm{~K}$ [42]. For the Fermi-Fermi mixture ${ }^{6} \mathrm{Li}^{-}{ }^{40} \mathrm{~K}$ a combination of both cooling methods has been demonstrated. The Innsbruck group [43] evaporatively cools ${ }^{6} \mathrm{Li}$ in an optical trap in two spin states, sympathetically cooling ${ }^{40} \mathrm{~K}$ along. The Amsterdam group [44] evaporatively cools ${ }^{40} \mathrm{~K}$ in a magnetic trap in two spin states, sympathetically cooling ${ }^{6} \mathrm{Li}$ along.

Early experiments on degenerate Fermi gases concentrated on the study of onecomponent systems, which are non-interacting and thus represent realizations of nearly ideal Fermi gases. Thermodynamic properties of these gases were studied. Their deviations from a classical gas, i.e. Pauli blocking of collisions at ultralow temperatures and the existence of the Fermi pressure were investigated [21, 45, 22]. Then, interest grew in studying Fermi gases with interactions. Since most of the properties of real-life materials are determined by the behavior of interacting electrons, which are fermions, such systems provide a strong connection between ultracold quantum gases and condensedmatter systems. An interacting Fermi gas needs to be composed of two components. At ultralow temperatures interactions can be characterized by the $s$-wave scattering length $a$, which is related to the $s$-wave collision cross-section via $\sigma=4 \pi a^{2}$. It was recognized that a type of scattering resonance, known as a Feshbach resonance [46, 47], could be exploited to change $a$ and thus the strength of the interatomic interactions. Feshbach resonances occur if two colliding atoms couple resonantly to a bound molecular state. The scattering length can be tuned since the relative energy of the colliding atoms and of the bound state can be changed by applying, e.g., a magnetic field [48]. This technique was first established in 1998 [49] for bosons and it opened the door for the study of strongly interacting gases.

The first step of the study of interacting Fermi gases was thus the search and characterization of Feshbach resonances. Several of such resonances were found in ${ }^{6} \mathrm{Li}[50,51,52]$ and ${ }^{40} \mathrm{~K}[53,54,55]$ which allowed the creation of strongly interacting Fermi gases. These findings provided the necessary tools to study the pairing which can lead to superfluidity in degenerate interacting Fermi gases.

The formation of pairs can happen in two different ways, depending on the interaction. When the interaction is strongly attractive, the fermions can form diatomic molecules, in which case they are tightly bound in position space. This superfluid state is referred to as the superfluid BEC. When the interaction is weakly attractive they can form so-called Cooper pairs [56]. In contrast to the diatomic molecules, Cooper pairs are very weakly bound, spread over a large volume and are defined via the strong correlations between the two components in momentum space. The binding to Cooper pairs is the type of binding which is observed in superconducting materials, where the electrons form such pairs to allow for frictionless charge flow, as explained by the Bardeen-Cooper-Schrieffer theory [57]. This superfluid state is referred to as the BCS superfluid.

After Feshbach resonances in fermionic gases had been investigated, they were exploited to create weakly bound molecules [58], which subsequently were shown to exhibit exceptionally large lifetimes in the vicinity of a Feshbach resonance even for large interactions [59, 34, 60, 61]. This is in contrast to bosonic systems, where large three-body losses occur for strong interactions. The long lifetime of the associated weakly bound molecules was shown to result from the Pauli exclusion principle, which prohibits three or more fermions to come sufficiently close to each other to induce vibrational relaxation in the molecule [62]. It allowed the realization of a BEC superfluid in 2003 [63, 64, 34] and subsequently also the realization of a BCS-type superfluid [65, 66]. The stability of strongly interacting fermion pairs then made the study of the crossover between both superfluid states possible [67, 68]. It was found that the crossover connects the two superfluid states smoothly across the strongly interacting regime.

The superfluid character of a fermionic condensate was unambiguously identified for the first time by the creation of vortices [69]. More recent experiments with strongly interacting ultracold Fermi gases comprise the study of fermionic mixtures with population imbalance and the observation of a phase separation between the paired and unpaired fermions [70, 71], the measurement of the speed of sound in a Fermi gas [72], the measurement of critical velocities [73], the realization of a Mott insulator of fermions [74, 75] and the direct measurement of the equation of state of a strongly interacting Fermi gas [29, 76, 77].

### 1.2 Mixtures of Fermi gases

In the field of ultracold Fermi gases the study of mixtures of two different fermionic species with different mass is gaining interest. Both theoretical and experimental aspects motivate this study. Such mixtures allow the study of fermionic pairing in the case of unmatched Fermi surfaces, which are due to the mass imbalance of the two species. Symmetric BCS pairing cannot occur and new quantum phases with different pairing mechanisms are predicted, such as the Fulde-Ferrell-Larkin-Ovchinnikov (FFLO) state [78, 79] or the breached pair state [80, 81]. Other phenomena such as a crystalline phase transition [82] and the formation of long-lived trimers [83] are predicted. Mixtures of two different fermionic species further allow the creation of polar molecules, which have a long-range dipole-dipole interaction [84, 85]. Two different atomic species yield additional tunable parameters, such as the mass imbalance and species-specific potentials. The mass-imbalance can be varied in an optical lattice, where the effective mass of each species depends on the optical lattice parameters. Species-specific potentials allow a more convenient way to study impurity physics such as Anderson localization [86] and the study of systems with mixed dimensions [87].

The mixture ${ }^{6} \mathrm{Li}-{ }^{40} \mathrm{~K}$ is a prime candidate for these studies. ${ }^{6} \mathrm{Li}$ and ${ }^{40} \mathrm{~K}$ are the only stable fermionic alkali isotopes and thus belong to the experimentally best-mastered class of atoms. Moreover, both species have bosonic isotopes which can also be used to create boson-fermion gases. Furthermore, the difference in the electronic structure of the two species is large leading to a large electric dipole moment for heteronuclear diatomic ${ }^{6} \mathrm{Li}^{40} \mathrm{~K}$ molecules (3.6 D) [88].

So far, all research groups working with mixtures of different fermionic species have chosen the mixture ${ }^{6} \mathrm{Li}^{40} \mathrm{~K}[89,43,44,42]$, sometimes with an additional third bosonic
component. Quantum degeneracy in the mixture has been reported by three groups [41, 43, 42]. Interspecies Feshbach resonances have been observed and characterized [90, $91,92]$ and weakly bound molecules have been created by a magnetic field sweep across a Feshbach resonance [93].

In order to use a Fermi gas to model other physical systems, universal behavior is required, i.e., a regime in which the behavior of the system is entirely determined by the fermionic nature of the particles and the scattering length, and does not depend on the details of the scattering potential. Universal behavior for atoms can typically only be achieved when the system exhibits strong Feshbach resonances (i.e., resonances which have a large width). It has so far only been achieved in the single species ensembles ${ }^{6} \mathrm{Li}[94]$ and ${ }^{40} \mathrm{~K}$. It was recently reported [92] that it may be possible to reach the universal regime for the ${ }^{6} \mathrm{Li}^{40} \mathrm{~K}$-mixture due to the existence of a 1.5 Gauss-wide Feshbach resonance. Recent experiments have already demonstrated strong interactions between ${ }^{6} \mathrm{Li}^{4}{ }^{40} \mathrm{~K}$ [95].

### 1.3 Heteronuclear Fermi-Fermi molecules

One major motivation for studying the mixture ${ }^{6} \mathrm{Li}^{40} \mathrm{~K}$ is the formation of ultracold polar molecules. Polar molecules have a long-range, anisotropic dipole-dipole interaction and thus may provide access to qualitatively new quantum regimes which are inaccessible for neutral atoms [96, 97, 98]. They have been proposed to be used for the study of ultracold chemistry [99]. Furthermore, they are considered as excellent candidates for the realization of qubits for quantum computation $[100,101]$ or for fundamental tests like the measurement of the electron dipole moment [102, 103], the proton-to-electron mass ratio [104, 105] or the fine structure constant [106]. The values of these constants may drift monotonically over time, or vary periodically with the sun-earth distance in case of the existence of gravitational coupling [98]. In particular, polar molecules can be efficiently trapped and their interactions can be controlled by AC and DC electric fields. The alkali dimer LiK with its large dipole moment is a good candidate for these studies. The isotopomer ${ }^{6} \mathrm{Li}^{40} \mathrm{~K}$, being composed of two fermions, forms a boson. Thus, evaporative cooling might be applicable to achieve Bose-Einstein condensation of polar molecules. Such a BEC would represent a quantum fluid of strongly and anisotropically interacting particles and thereby greatly enhance the scope for study and applications of collective quantum phenomena [107, 98].

While atoms are routinely laser cooled to ultracold temperatures, the complex internal structure of molecules makes this direct method difficult [108, 109]. The only molecule for which laser cooling could lead to microKelvin temperatures is SrF [110]. The methods which are used today in order to produce ultracold molecules can be divided in direct and indirect methods. In direct methods preexisting (typically hot) molecules are actively cooled, e.g., by buffer gas cooling [111], Stark-slowing [112] or beam skimming with a guide [113]. These techniques currently allow reaching minimum temperatures of $\sim 1 \mathrm{mK}$, far too high to achieve molecular quantum degeneracy.

Indirect techniques yield access to much lower temperatures. They are based on the association of precooled atoms resulting in molecules which are translationally cold as well. The association can be either done using Feshbach resonances (magnetoassociation) or photoassociation techniques [114]. However, both methods typically create
vibrationally excited molecules, which are unstable to collisions or do not have a significant dipole moment. In order to prepare deeply bound ground-state molecules, optical multi-color transfer schemes need to be employed. The transfer scheme with which the highest efficiencies could be obtained so far is the stimulated Raman adiabatic passage (STIRAP), based on a pair of continuous wave lasers (for an introduction see Ref. [115]). It was first introduced in the context of molecular spectroscopy in 1988 [116, 117] and applied to transfer magnetoassociated weakly bound molecules to very deeply bound molecules in the case of homonuclear $\mathrm{Cs}_{2}$ [118] and even to the rovibrational ground state in the case of homonuclear $\mathrm{Rb}_{2}$ [119] and heteronuclear RbK [85]. The transfer efficiencies in these experiments exceeded $80 \%$. It is desirable to develop similar transfer schemes for ${ }^{6} \mathrm{Li}^{-}{ }^{40} \mathrm{~K}$. Those require the precise knowledge of excited molecular potentials. One of the scientific contributions of this thesis is a study of the excited molecular potentials of ${ }^{6} \mathrm{Li}^{-40} \mathrm{~K}$ via photoassociation spectroscopy, which will allow us to find pathways for the efficient optical transfer of atoms to ground-state molecules. The fermionic nature of both constituents of the molecule ${ }^{6} \mathrm{Li}-{ }^{40} \mathrm{~K}$ would be advantageous for the conversion process, since it leads to small losses in the association stage of the transfer scheme, which can be either done magnetically by Feshbach resonances [93] or optically by photoassociation, which, for molecules composed of bosons, typically induces significant loss.

Molecules in their absolute (rovibrational and spin) ground state are stable against inelastic collisions. However, reactive collisions can still occur. Such collisions have been studied recently for all pairs of alkali-metal dimers [120]. It has been shown that the molecule LiK is unstable against the exothermic atom exchange reaction $\mathrm{LiK}+\mathrm{LiK} \rightarrow \mathrm{Li}_{2}+\mathrm{K}_{2}$, which holds for any pair of dimers containing a Li atom. Reactive collisions of this kind have been observed also for the dimer RbK [85]. However, it has been shown to be possible to reduce these collisions by confining the molecules in a quasi-two-dimensional, pancake-like geometry, with the dipoles oriented along the tight confinement direction [121]. Two dimers can then approach each other only in a "side-by-side" collision, where the chemical reaction rate is reduced by the repulsive dipole-dipole interaction. Such trap geometries might thus also be required for the dimer ${ }^{6} \mathrm{Li}^{40} \mathrm{~K}$ when the study of dipolar gases is aimed for. On the other hand, the existence of reactive collisions allows the study of ultracold chemistry [99].

### 1.4 Outline of this thesis

The most time-consuming part of my thesis work consisted of the construction of a new experimental apparatus which prepares the mixture ${ }^{6} \mathrm{Li}^{40} \mathrm{~K}$ for studies with the above-mentioned goals. When designing the apparatus special attention was paid to the creation of large atom numbers. The preparation of atomic clouds at ultracold temperatures typically requires several steps. First, the atoms have to be prepared in gaseous form inside an ultra-high vacuum environment. Then the atoms of the gas need to be captured, trapped and cooled. In our setup this step is efficiently realized by a magneto-optical trap (MOT), which is a dissipative trap employing an interplay between magnetic field and light forces. Since the capacity of cooling in this trap is limited, a conservative trap needs to be employed in which further cooling by evaporation can be performed. In our setup we transfer the atoms into a magnetic
trap for this purpose. Since inelastic collisions with the background atoms limit the efficiency of the evaporative cooling procedure, the atom cloud is additionally transfered to another part of the vacuum chamber with lower pressure. In our experiment, this transfer is realized using magnetic forces.

One of the achievements of my thesis work is the creation of a dual-species magnetooptical trap with large atom numbers as well as a magnetic transport of the cold atoms over a large distance. The large number of atoms at these stages of the gas preparation procedure is of interest not only because it allows the anticipation of the losses induced by the subsequent evaporative cooling procedure, but also because it allows making the evaporation procedure more efficient. Besides, the Fermi temperatures of the gas are larger for larger atom numbers and thus quantum phenomena can be observed at higher temperatures. Finally, a large atom number leads to better signal-to-noise ratios and a greater robustness in day-to-day operation.

In a dual-species MOT, the atom number is in general reduced compared to singlespecies MOTs due to additional interspecies collisions and to experimental constraints, such as the imperative to use the same magnetic field for both species or common optics. In other groups working with the ${ }^{6} \mathrm{Li}^{40} \mathrm{~K}$ mixture the following system performances have been achieved: in the Munich group [89] the dual-species MOT is loaded from a Zeeman slower for ${ }^{6} \mathrm{Li}$ and a vapor for ${ }^{40} \mathrm{~K}$, resulting in $\sim 4 \times 10^{7}\left({ }^{6} \mathrm{Li}\right)$ and $\sim 2 \times 10^{7}$ $\left({ }^{40} \mathrm{~K}\right)$ trapped atoms. In the Innsbruck group [43] the dual-species MOT is loaded from a multi-species Zeeman slower and atom numbers of $\sim 10^{9}\left({ }^{6} \mathrm{Li}\right)$ and $\sim 10^{7}\left({ }^{40} \mathrm{~K}\right)$ are achieved. In the Amsterdam group [44] two separate two-dimensional (2D) MOTs allow loading $\sim 3 \times 10^{9}\left({ }^{6} \mathrm{Li}\right)$ and $\sim 2 \times 10^{9}\left({ }^{40} \mathrm{~K}\right)$. In the MIT group [42] the dual-species MOT is loaded from two separate Zeeman slowers and atom numbers of $\sim 10^{9}\left({ }^{6} \mathrm{Li}\right)$ and $\sim 5 \times 10^{7}\left({ }^{40} \mathrm{~K}\right)$ are achieved. In our setup, the dual-species MOT is loaded from a Zeeman slower for ${ }^{6} \mathrm{Li}$ and a 2D-MOT for ${ }^{40} \mathrm{~K}$. It simultaneously contains $5.2 \times 10^{9}$ ${ }^{6} \mathrm{Li}$ atoms and $8.0 \times 10^{9}{ }^{40} \mathrm{~K}$ atoms, which represents a substantial improvement in the performance.

For our application in particular a large atom number in the ${ }^{40} \mathrm{~K}$-MOT is of interest, since we intend to sympathetically cool ${ }^{6} \mathrm{Li}$ with ${ }^{40} \mathrm{~K}$, where ${ }^{40} \mathrm{~K}$ will be prepared and cooled in two different spin states in a magnetic trap. This approach has been implemented by Tiecke and coworkers [92] and proved to be an efficient cooling method, as it can be realized in a magnetic trap, which provides a large trapping volume and steep confinement. In this cooling process mostly ${ }^{40} \mathrm{~K}$ atoms will be lost.

The constructed experimental apparatus is described in chapter 2. We in particular detail the description of the implemented atom sources (the Zeeman-slower for ${ }^{6} \mathrm{Li}$ and the two-dimensional magneto-optical trap for ${ }^{40} \mathrm{~K}$ ), as they yield high fluxes of cold atoms. Furthermore we present the details on the optimum operation of the dual-species MOT. Besides, we present the implementation of the magnetic transport system, with which the atom clouds are transferred to an ultra-high vacuum environment for evaporative cooling to quantum degeneracy. The evaporative cooling will be performed in an optically plugged magnetic trap whose implementation is in progress.

The characterization of the constructed apparatus is presented in chapter 3. The performances of the atomic beam sources, the magneto-optical trap and the magnetic transport are determined and their dependence on a series of parameters are presented. Furthermore, we present a study of light-induced interspecies collisions in the dual-
species MOT and describe the applied strategy to minimize these collisions. Parts of the work presented in chapters 2 and 3 have been published in Ref. [122] (see Appendix D).

The central scientific result of my thesis is the first creation of excited heteronuclear ${ }^{6} \mathrm{Li}^{40} \mathrm{~K}^{*}$ molecules by single-photon photoassociation. The experiment is presented in chapter 4. The photoassociative creation of ${ }^{6} \mathrm{Li}^{40} \mathrm{~K}^{*}$ molecules has been considered difficult due to the light (reduced) mass of the molecule and its small Franck-Condon factors. We observed large molecule formation rates of more than $3.5 \times 10^{7} \mathrm{~s}^{-1}$, which are shown to be comparable to those for homonuclear ${ }^{40} \mathrm{~K}_{2}^{*}$ molecule formation. We performed photoassociation trap loss spectroscopy of the most weakly bound rovibrational states and identified the observed resonances. The long-range dispersion coefficients of the different excited molecular potentials and the rotational constants are derived from the spectra. The combination of our spectroscopic results for the weakly bound molecules with the complementary results from conventional molecular spectroscopy for the deeply bound molecules will allow the determination of very precise overall molecular potential curves and give information about the efficient production of ground-state molecules. Parts of the work presented in chapter 4 are currently being prepared for a publication in Eur. Phys. Lett. (see Appendix D).

Another scientific result of my thesis work is the theoretical study of the motion of quantum particles inside rapidly oscillating potentials, which is described in chapter 5. We present and investigate a novel method to manipulate the mean motion of quantum particles in such potentials, which consists in instantaneously changing the potential's phase. Analytical calculations show that this method allows for a significant manipulation of the particle's mean motion in a controlled way. The work presented in this chapter has been published in Refs. [123, 124] (see Appendix D). The described method has already been implemented experimentally by another research group using a Bose-Einstein condensate trapped in a time-averaged orbiting potential [125].

## Chapter 2

## Construction of the experimental apparatus

The objective of the current chapter is to give a basic description of the Fermix machine, whose design and construction represented the most time-consuming part of my thesis work. When starting my thesis, the Fermix laboratory was completely empty and it took three and a half years to build up the machine from scratch.

When developing a new machine for ultracold atom experiments a careful analysis of the possible experimental strategies is very important and decisive for its future performance. Many techniques to produce ultracold atoms have been developed over the past years, mostly for single species. For a machine that is designated to produce mixtures of two different species, combining certain techniques for the two different species can lead to a significant simplification of the system. However, simplifications very often have to be paid with a reduction of the achievable atom number. The main goal of our Fermix machine is to produce degenerate mixtures of ultracold fermions with large atom numbers and with a reasonable repetition rate. We therefore implemented for each atomic species the technique which yields the largest amount of atoms and only then combined certain techniques for simplification if those do not significantly restrict the atom numbers.

### 2.1 Design considerations

In order to create a quantum degenerate ultracold gas, the atoms must be cooled and compressed in a trap until the deBroglie wavelength is of the order of the spacing between atoms. In order to achieve this the atoms are typically precooled by laser cooling and the final cooling is realized by forced evaporative cooling. Most of today's ultracold atom experiments employ a magneto-optical trap (MOT) as a precooling stage. We intended to do so as well and the first decision we had to make was how to load the MOT. In general, a MOT can be either loaded from a beam (continuous or pulsed) of slow atoms, or from a background vapor. The loading from a background vapor is very convenient, however, it is typically accompanied by short trap lifetimes, since the vapor pressure needs to be high in order to obtain sufficient loading rates. One approach to overcome this limitation is pulsed loading using an alkali getter dispenser [126] or ultraviolet light induced absorption [127, 128]. However, the typical
obtainable lifetimes and loading rates can still not compete with those which can be achieved using a beam of slow atoms. In this scheme the MOT can be loaded in an ultra-high vacuum environment and large beam fluxes can be obtained. Therefore we decided to implement this MOT loading scheme. We decided further to implement a separate source for each species. We implemented a Zeeman slower for ${ }^{6} \mathrm{Li}$ and a 2D-MOT for ${ }^{40} \mathrm{~K}$.

The repetition rates of the experiment and the trap lifetimes can be further increased by transporting the cloud into another chamber with even lower pressure. Since the experimental procedure is continued in another chamber, the MOT can already be reloaded before the previous procedure is over. The transport of a cold atomic cloud can be done either using optical dipole forces [129] or magnetic forces [130]. The trapping potentials induced by optical forces have small volumes compared to the magnetic case. For an efficient optical transport the atom cloud would therefore first need to be significantly compressed by an evaporative precooling stage prior to the transport. Due to the restricted vacuum quality in the chamber of the MOT this leads to significant atom loss. A transport of the atoms based on magnetic forces makes it possible to nearly immediately move the atoms into the better vacuum environment of the final cell, allowing one to perform the time-consuming evaporative cooling procedure there. Based on these considerations we decided to implement a magnetic transport. Further we decided to perform the evaporative cooling procedure in an optically plugged magnetic quadrupole trap, since that allows for an efficient cooling procedure due to the large trapping volume and the steep confinement of the trap. Furthermore, the trap gives a large optical access to the atoms in the final cell.

Currently, four more groups are working with the fermionic mixture ${ }^{6} \mathrm{Li}-{ }^{40} \mathrm{~K}$. The Munich group [89] (now Singapore) has a triple-species machine producing a mixture of ${ }^{6} \mathrm{Li},{ }^{40} \mathrm{~K}$ and ${ }^{87} \mathrm{Rb}$. The multi-species MOT is loaded from a Zeeman slower for ${ }^{6} \mathrm{Li}$ and a vapor for ${ }^{40} \mathrm{~K}$ and ${ }^{87} \mathrm{Rb}$. The mixture is transported magnetically to a UHV chamber and the cloud is transferred into an Ioffe-Pritchard trap, in which it is evaporatively cooled to quantum degeneracy. The cooling is based on sympathetic cooling of the species ${ }^{6} \mathrm{Li}$ and ${ }^{40} \mathrm{~K}$ with the evaporatively cooled species ${ }^{87} \mathrm{Rb}$. The Innsbruck group [43] loads the ${ }^{6} \mathrm{Li}^{40} \mathrm{~K}$ dual-species MOT from a multi-species Zeeman slower, which also allows adding a third fermionic species, ${ }^{87} \mathrm{Sr}$, to the system. The ${ }^{6} \mathrm{Li}-$ ${ }^{40} \mathrm{~K}$ cloud is directly transferred into an optical dipole trap and evaporatively cooled in the MOT chamber to quantum degeneracy. The cooling is realized by evaporatively cooling ${ }^{6} \mathrm{Li}$ in two different spin states and sympathetically cooling ${ }^{40} \mathrm{~K}$ along. The group in Amsterdam [44] loads the ${ }^{6} \mathrm{Li-}^{40} \mathrm{~K}$ dual-species MOT from two separate 2DMOTs. The cloud is transferred into an optically plugged magnetic quadrupole trap, in which it is evaporatively cooled inside the MOT chamber. The cooling is realized by evaporatively cooling ${ }^{40} \mathrm{~K}$ in three different spin states and sympathetically cooling ${ }^{6} \mathrm{Li}$ along. It is then transferred into an optical dipole trap and transported into a UHV environment by an optical transport. The group at MIT [42] has a two-species-twoisotope machine producing a mixture of ${ }^{6} \mathrm{Li},{ }^{40} \mathrm{~K}$ and ${ }^{41} \mathrm{~K}$. The dual-species MOT is loaded from two independent Zeeman slowers. It is transferred into an optically plugged magnetic quadrupole trap, where it is evaporatively cooled to quantum degeneracy inside the MOT chamber (whose vacuum quality is enhanced by a coating with a thermally activated Titanium-Zirconium-Vanadium alloy which acts as an efficient non-
evaporable getter). The cooling is based on sympathetic cooling of the ${ }^{6} \mathrm{Li}$ and ${ }^{40} \mathrm{~K}$ with the evaporatively cooled ${ }^{41} \mathrm{~K}$.

### 2.2 Vacuum manifold

### 2.2.1 Setup

A three-dimensional view of our vacuum system is shown in Fig. 2.1. It consists of


Figure 2.1: Schematics of the vacuum assembly. The dual-species MOT is loaded from a 2D-MOT for ${ }^{40} \mathrm{~K}$ and a Zeeman slower for ${ }^{6} \mathrm{Li}$. A magnetic transport allows the transfer of the cloud to a UHV science cell with large optical access.
two atom trap chambers and three flux regions. The first chamber is a central octagonal chamber where the ${ }^{6} \mathrm{Li}^{40} \mathrm{~K}$ dual-species MOT is prepared. The second chamber is a glass science cell, in which we will evaporatively cool the mixture to quantum degeneracy.

The three flux regions are all connected to the octagonal chamber and are divided in two parts. First, the atom sources, namely a 2D-MOT for ${ }^{40} \mathrm{~K}$ and a Zeeman slower for ${ }^{6} \mathrm{Li}$. Second, a magnetic transport connecting the octagonal chamber to the final science cell. This magnetic transport consists of a spatially fixed assembly of magnetic coils which creates a moving trapping potential of constant shape by applying timevarying currents [130].

The octagonal chamber can be isolated from the source regions and the science cell by all-metal ultra-high vacuum (UHV) valves, which allow for separate baking and
trouble-shooting. The 2D-MOT and the Zeeman slower region are pumped by one and three $20 \mathrm{l} / \mathrm{s}$ ion pumps, respectively. The octagonal chamber is pumped by a $40 \mathrm{l} / \mathrm{s}$ ion pump and the science chamber by a $40 \mathrm{l} / \mathrm{s}$ ion pump and an occasionally launched titanium sublimation pump. Differential pumping tubes connect the source regions to the octagonal chamber in order to create a high vacuum environment in the octagonal cell. In a similar way, the science chamber is connected to the octagonal chamber via a combination of standard CF16- and homemade vacuum tubes of 1 cm diameter to further increase the vacuum quality. These tubes were designed to allow most of the magnetically transported atoms to pass through and to limit the conductance enough to have an adequate pressure in the science cell.

The science cell was designed by our group and manufactured by Hellma GmbH (for engineering drawings see Appendix C.1). A photograph of the cell is shown in Fig. 2.2. It is made out of Vycor, a synthetic fused silicon dioxide. Its glass-to-metal junction, which allows the attachment of the glass cell to the rest of the vacuum chamber, is non-magnetic. The walls of the glass cell have a uniform thickness of 4 mm with a manufacturing precision of $\pm 0.01 \mathrm{~mm}$. The inner cell dimensions are $23 \mathrm{~mm} \times 23 \mathrm{~mm} \times 10 \mathrm{~mm}$. According to the manufacturer's specifications, at a pressure difference of $\sim 1$ bar the larger surfaced cell walls deform by $\sim 770 \mathrm{~nm}$ toward the inside and the smaller surfaced walls by $\sim 170 \mathrm{~nm}$ toward the outside of the cell (this information will be important for the implementation of a high-resolution imaging system). The small size of the cell provides large mechanical and optical access. It permits to place magnetic coils at a close distance from the atoms, with which a steep magnetic confinement can be achieved, desirable for efficient evaporative cooling. Furthermore, it permits the installation of an objective with a large numerical aperture for high-resolution imaging.


Figure 2.2: Photograph of the ulra-high vacuum science cell in which the ultracold atomic mixture is prepared and investigated. It has to be designed to have a small size in order to provide large mechanical and optical access.

### 2.2.2 Assembly, pump down and bake out

Obtaining UHV pressures requires a careful assembly of the vacuum components, and a baking of the chamber at high temperatures under vacuum. We describe in the following the crucial steps of the assembly and the subsequent baking process. Prior to assembly it has to be made sure that all vacuum components are clean. Dirty components are cleaned in an ultrasonic cleaner. During the assembly powder-free latex gloves are worn and changed frequently to avoid contamination. The system is mounted loosely to the optical table to avoid stress on the system's gaskets during assembly and the subsequent baking. A turbo molecular pump and a residual gas analyzer (RGA) are connected to the system for the pumping procedure. When the system is sealed the turbo molecular pump is run for $\sim 2$ hours. If the residual gas pressure, which is in general determined by the partial pressure of hydrogen, falls below $\sim 5 \times 10^{-7} \mathrm{mbar}$, it can be concluded that the system has no major leaks. Otherwise a leak test with helium needs to be performed to find the leak and close it. Then the baking procedure begins.

First, the glass cells are wrapped with clean fiberglass cloth for protection. Next, thermocouples are placed on the vacuum system at critical places such as cells, valves, glass-to-metal seals and pumps in order to control their temperature during the bake out. Then the system (including the ion pumps with the magnets in place) is wrapped with several resistive heater tapes, which are powered by variable AC transformers (Variacs). In addition the system is wrapped loosely with many layers of aluminum foil in order to obtain a homogeneous temperature around the chamber. The system is then slowly brought up to the final temperature over at least 12 hours with a maximum temperature change of $1^{\circ} \mathrm{C} / \mathrm{min}$. We heated our system to temperatures between $220-250^{\circ} \mathrm{C}$. The ion pumps are off during the warm up to minimize their pollution. It has to be made sure that temperature gradients, which apply stress to the system, are kept low across the glass cells, glass windows and glass-to-metal junctions, which are the most fragile components. Throughout the warming up process, thermocouple readings and Variac settings are recorded for surveillance and to facilitate future bakes.

Once the system is at the desired temperature, it is baked with just the turbo pump for 2 days. At this point also the titanium sublimation pump is run several times to degas the filaments. Our titanium sublimation pump has three filaments to which a maximum current of 50 A can be applied. They are each subsequently run 2 times for one minute at 30 A , once for one minute at 40 A and once for two minutes at 40 A and finally once for 2 h at 30 A . After each titanium sublimation shot the pressure increased to $\sim 10^{-4} \mathrm{mbar}$, which required to wait for the pressure to fall again before launching the next shot. Then the titanium sublimation pump is kept off, the ion pumps are turned on and the system is pumped like this for several more days. We start to cool the system down only when the hydrogen pressure falls below $\sim 10^{-7} \mathrm{mbar}$. The partial pressures of the other gases $\left(\mathrm{H}_{2} \mathrm{O}, \mathrm{N}_{2}, \mathrm{O}_{2}, \mathrm{CO}_{2}\right.$, etc.) are typically two orders of magnitude less ( $\sim 10^{-9} \mathrm{mbar}$ ). The system is cooled down slowly over $\sim 8 \mathrm{~h}$ to avoid excessive temperature gradients. After the bakeout the pressure in our system, as indicated by the RGA, was of the order of $1 \times 10^{-10} \mathrm{mbar}$. The ion pump currents can usually be used to determine the pressure. For the low final pressure, however, this does not work, since each ion pump controller has an (unknown) offset, which slightly
changes over time. At room temperature the turbo pump and the RGA are valved off and shut down, which improves the ultimate pressure and minimizes vibrations. The final pressure in the different parts of the system is most precisely measured in terms of the inverse lifetime of trapped atoms.

### 2.3 Laser systems

Our experimental apparatus requires separate laser systems and optics for the two different atomic transition wavelengths $671 \mathrm{~nm}(\mathrm{Li})$ and $767 \mathrm{~nm}(\mathrm{~K})$. The laser systems provide several beams with different frequencies and intensities for slowing, trapping and probing each atomic species. A sketch of the energy levels of the atomic species and the frequencies of interest are shown in Fig. 2.3. The laser systems of the two atomic species are set up on separate optical tables and the generated laser beams are transferred to the main experimental table using optical fibers.


Figure 2.3: Level diagrams for the ${ }^{6} \mathrm{Li}$ and ${ }^{40} \mathrm{~K}_{2}$-lines with their respective hyperfine structures, showing the frequencies required for the dual-species MOT operation. The diode lasers are locked to the indicated saturated absorption crossover signals $2 S_{1 / 2}(F=$ $1 / 2, F=3 / 2) \rightarrow 2 P_{3 / 2}$ of ${ }^{6} \mathrm{Li}$ and $4 S_{1 / 2}(F=1, F=2) \rightarrow 4 P_{3 / 2}$ of ${ }^{39} \mathrm{~K}$.

### 2.3.1 Optics

A simplified scheme of the laser systems is shown in Fig. 2.4. Each one consists of a single low output-power frequency-stabilized "master" diode laser (DL) and three tapered
amplifiers (TAs) used for light amplification. Due to the small hyperfine splittings of both ${ }^{6} \mathrm{Li}$ and ${ }^{40} \mathrm{~K}$, the required frequencies of the various laser beams are conveniently shifted and independently controlled by acousto-optical modulators (AOMs).


Figure 2.4: Laser systems for ${ }^{6} \mathrm{Li}$ and ${ }^{40} \mathrm{~K}$. The frequencies and amplitudes of the various beams are controlled by AOMs in single pass ( sp ) or double pass ( dp ) configuration. The EOMs are used to phase modulate a part of the beam for the diode laser's frequency stabilization. Single mode polarization maintaining fibers (FI) are used for beam shaping and spatial filtering. The indicated AOM frequencies allow the generation of the beam frequencies required for the dual-species MOT (see Fig. 2.3).

In both laser systems the frequency stabilized master laser beam is immediately amplified by a first TA and subsequently injected into a single-mode polarization maintaining optical fiber (FI) for beam shaping and spatial filtering (see Fig. 2.4). The output beam of the optical fiber is split by a series of polarizing beam splitters into several beams whose frequencies and intensities are independently shifted and controlled with AOMs in single or double pass configuration. The various beams are then recombined with a pair of polarizing beam splitters to linearly polarized bichromatic beams consisting of one cooling and one repumping frequency. Those are then either directly injected into a fiber or into another TA for further amplification. The fibers finally transfer the beams to the main experimental table. A photograph of the optical table for lithium is shown in Fig. 2.5.


Figure 2.5: Photograph of the optical table for lithium, showing the optical components required to implement the scheme of Fig. 2.4. In the photograph the laser beams have been made visible by cigarette smoke.

The injection of a bichromatic beam into a TA, whose gain-medium is non-linear, is accompanied with the creation of sidebands [131]. The sideband creation is due to parametric amplification of the gain medium by the beating between the two injected frequencies. In general, sidebands represent a loss of the power available in the injected frequencies and can excite unwanted transitions. The power of the sidebands depends on the difference in power and frequency of the injected beams - it is larger for smaller differences of both quantities. In our case, where the two injected beam components have significantly different powers and frequencies (differing by $\sim 228 \mathrm{MHz}$ for ${ }^{6} \mathrm{Li}$ and by $\sim 1286 \mathrm{MHz}$ for ${ }^{40} \mathrm{~K}$ ), the power losses to the sidebands are small: for a power ratio of $1 / 5$ of the injected components, the resulting total power of the sidebands is $\sim 5 \%$ for ${ }^{6} \mathrm{Li}$ and $\sim 0.2 \%$ for ${ }^{40} \mathrm{~K}$. The frequency of the sidebands depend on the difference in frequency of the injected beams. Unwanted transitions are excited when the sidebands are near-resonant with an atomic transition. For the bichromatic beam pairs used for the MOTs and the 2D-MOT, no unwanted transitions are excited. For the bichromatic beam used for the Zeeman slower, however, a sideband would be nearresonant with the atoms trapped in the ${ }^{6} \mathrm{Li}-\mathrm{MOT}$, as the Zeeman beams are detuned by approximately an integer multiple of 228 MHz . For this beam the injection of both frequency components into the same TA was thus avoided (see Fig. 2.4).

Acoustically isolated homemade mechanical shutters are placed in front of each fiber on the optical tables allowing us to switch off the laser beams when required. The shutters consist of a low-cost solenoid-driven mechanical switch (Tyco Electronics, ref. T90N1D12-12) and a razor blade attached to it via a small rigid lever arm. These shutters typically have a closing time of $\sim 100 \mu \mathrm{~s}$ when placed in the focus of a laser beam and a time delay of the order of 3 ms with a timing jitter of $\pm 1 \mathrm{~ms}$.

### 2.3.2 Diode lasers

The diode lasers are homemade tunable external cavity diode lasers in Littrow configuration. The laser diode for Li (Mitsubishi, ref. ML101J27) is of low cost due to its mass production for the DVD industry. Its central free running output wavelength at room temperature is 660 nm which can be shifted into the range of 671 nm by heating the diode to $\sim 80^{\circ} \mathrm{C}$. In external cavity configuration its output power is 40 mW at a driving current of 150 mA . Under these conditions the laser diode reaches a typical lifetime of 6 months. It can be mode hop-free tuned over a range of 5 GHz .

The laser diode for K is an anti-reflection coated Ridge-Waveguide Laser (Eagleyard, ref. EYP-RWE-0790-0400-0750-SOT03-0000), whose central free running output wavelength at room temperature corresponds to the desired wavelength. In external cavity configuration its output power is 35 mW at 90 mA and it can be tuned between 750 nm and 790 nm . The mode hop-free tuning range extends over 10 GHz . The diode has a typical lifetime of one year.

The frequency of each diode laser is stabilized via saturated absorption spectroscopy for which a small part of the DL's output is used (see Fig. 2.4). A 20 MHz electrooptical modulator (EOM) is employed to modulate the phase of the spectroscopy laser beam yielding the derivative of the absorption signal through a lock-in detection. The resulting error signal is transferred to both the diode's current (via a high frequency bias-tee), and, via a PID-controller, to a piezo that adjusts the external cavity's length with a 4 kHz bandwidth. An AOM is used to offset the frequency of the diode laser with respect to the absorption line used for locking. It allows for fine adjustments of the frequency while the laser is locked.

The Li diode laser frequency is shifted by -331 MHz from the ${ }^{6} \mathrm{Li} 2 S_{1 / 2}(F=$ $1 / 2, F=3 / 2) \rightarrow 2 P_{3 / 2}$ crossover signal and the K diode laser frequency is shifted by +240 MHz from the conveniently located $4 S_{1 / 2}(F=1, F=2) \rightarrow 4 P_{3 / 2}$ crossover signal of ${ }^{39} \mathrm{~K}$. Note that the small excited-state hyperfine structures of both ${ }^{6} \mathrm{Li}$ and ${ }^{39} \mathrm{~K}$ are unresolved in the spectroscopy. The AOMs are driven by homemade voltagecontrolled oscillators, whose outputs are amplified using rf-amplifiers (Minicircuits, ref. ZHL-1-2W).

### 2.3.3 Saturated absorption spectroscopy

The saturated absorption spectroscopy for lithium is realized in a 50 cm -long heat pipe, in which a natural Li sample (with the isotopic abundances ${ }^{7} \mathrm{Li}: 92 \%,{ }^{6} \mathrm{Li}: 8 \%$ ) is heated to $\sim 350^{\circ} \mathrm{C}$ to create a sufficiently high vapor pressure for absorption. The heat pipe consists of a standard CF40 tube which is closed at each end with a window. The Li-sample is placed at its center. The tube is heated with a pair of thermocoax cables which are wound around the tube in parallel with opposite current directions in order to prevent magnetic fields to build up. Condensation of lithium atoms on the cell windows needs to be inhibited as Li chemically reacts with glass. This is achieved by adding an argon buffer gas at $\sim 0.1$ mbar pressure, as Ar-Li collisions prevent Li to reach the cell windows in ballistic flight. The optimum argon pressure was chosen such that it provides enough collisions, but does not substantially collisionbroaden the absorption spectrum. Water cooling of the metallic parts close to the windows leads to condensation of the diffusing lithium atoms before those can reach
the windows. To avoid that lithium slowly migrates to the colder surfaces, the inside of the tube is covered with a thin stainless steel mesh (Alfa Aesar, ref. 013477), which induces capillary forces acting on the condensed atoms. Since the surface tension of liquid lithium decreases with increasing temperature [132], the capillary forces cause the atoms to move back to the hotter surfaces.

The saturated absorption spectroscopy for potassium is realized in a cylindrical glass vapor cell of 5 cm length, in which a natural K-sample (with the isotopic abundances $\left.{ }^{39} \mathrm{~K}: 93.36 \%,{ }^{40} \mathrm{~K}: 0.012 \%,{ }^{41} \mathrm{~K}: 6.73 \%\right)$ is heated to $\sim 45^{\circ} \mathrm{C}$. Here, a small non-heated appendix of the cell serves as a cold point to prevent condensation of K atoms on the surfaces crossed by the laser beam.

### 2.3.4 Tapered amplifiers

The tapered amplifiers are commercial semiconductor chips which are mounted on homemade supports (for engineering drawings, see Appendices C. 2 and C.3). We developed compact support designs with nearly no adjustable parts. The support designs allow for an easy installation process, which does not require any gluing or the help of micrometric translation stages for the alignment of the collimation optics, as that can be accomplished by free hand. Furthermore, the design minimizes the heat capacity of the support and the produced temperature gradients, allowing for a quick temperature stabilization that makes the TAs quickly operational after switchon. The temperature stabilization is accomplished using a Peltier element (Roithner Lasertechnik GmbH, ref. TEC1-12705T125) connected to a PID control circuit. The heat of the chip is dissipated via an aluminum base plate which is economically cooled by air rather than running water (the base plate reaches a maximum temperature of $\sim 28^{\circ} \mathrm{C}$ for diode currents of 2 A ).

The commercial TA chips are sold on small heat sinks which have different dimensions for the two different wavelengths. We thus had to design slightly different supports for the Li- and K-TAs, which are both schematically shown in Fig. 2.6.

For lithium the semiconductor chip (Toptica, ref. TA-670-0500-5) is delivered on a heat dissipation mount of type "I" (see Fig. C. 8 of the appendix). It is placed between two axially aligned cylindrical lens tubes (CL1 and CL2 in Fig. 2.6 (a)), each of which containing an aspheric collimation lens of focal length 4.5 mm (Thorlabs, ref. C230TME-B). The support of the tubes and the chip are precisely machined such that the chip's output beam falls on the center of the respective collimation lens (CL2 in Fig. 2.6 (a)). The tubes are supported by cylindrically holed tightenable hinges in which they can move only longitudinally, along the direction of the amplified laser beam. This restriction of the tube's motion facilitates the alignment of the collimation lenses. The support design does not allow for a transverse alignment of the collimation lenses. Since this alignment is not very critical for the performance of the TA, we found it needless to allow this degree of freedom and relied on precise machining (possible imperfections could be compensated utilizing the mechanical play of the large attachment screw holes of the commercial heat sinks of the chips). When tightened by a screw, the hinges fix the position of the tubes. Since the tightening applies a force perpendicular to the longitudinal direction, it does not move the tubes along this (critical) direction. They might only move slightly along the transverse direction, which does not affect the final
performance of the TA.
For potassium, the semiconductor chip (Eagleyard, ref. EYP-TPA-0765-01500-3006-CMT03-0000) is delivered on a heat dissipation mount of type "C" (see Fig. C. 2 of the appendix). Placing this mount between two hinges as for the case of lithium is less convenient since the heat dissipation mount has to be attached by a screw in the longitudinal direction which requires access from one side. Therefore one hinge is replaced by a rail which guides a parallelepipedically formed mount for the second (output) collimation lens (CL4 in Fig. 2.6 (b)). The motion of this mount is also fixed by tightening a screw applying forces perpendicular to the rail direction, which does not move the collimation lens along the critical longitudinal direction. For all our TAs, the positioning of the collimation lenses never had to be adjusted again once they were aligned.
(a)


Figure 2.6: Sketch of the tapered amplifier supports for (a) Li and (b) K. In the figure, TA Li and TA K refer to the respective tapered amplifier chips, CL1, CL2, CL3 and CL4 to the (only longitudinally adjustable) collimation lens supports and BCM to the isolated mount for the blade connectors used to power the chip for K. The supports for the output collimation lenses are CL2 and CL4.

The commercial heat dissipation mount of the potassium chip is inconvenient for a simple powering of the chip. The very fragile gold wire, which has to be connected to the negative source of the current supply, has to be protected by a mechanical support before being connected to a cable. Therefore we soldered it to a blade connector that is fixed by an isolated plastic mount (BCM Fig. 2.6 (b)) and which is connected to the current supply. To avoid an overheating of the chip during the soldering process we permanently cooled the gold wire by blowing cold dry air from a spray can on it.

The output beams of the TA chips are astigmatic and thus require additional collimation. The choice of the collimation optics needs to be adapted to the specifications of the subsequent optical fiber, which in our case requests a collimated circular Gaussian beam of $2.2 \mathrm{~mm} 1 / \mathrm{e}^{2}$-diameter for optimum coupling efficiency. The mode-matching was found optimum for a pair of lenses consisting of one spherical lens (with $f=15 \mathrm{~cm}$
for Li and $\mathrm{f}=4 \mathrm{~cm}$ for K ) and a cylindrical lens (with $\mathrm{f}=8 \mathrm{~cm}$ for Li and $\mathrm{f}=2.54 \mathrm{~cm}$ for K), which are placed outside the TA's housing. The cylindrical lenses are supported by rotatable mounts, in order to facilitate the mode-matching into the fibers. For all our TAs we achieve fiber-coupling efficiencies larger than $50 \%(\mathrm{Li})$ and $60 \%(\mathrm{~K})$.

When injected with 20 mW , the Li-TAs yield an output power of 500 mW at 1 A driving current and the K-TAs yield an output power of 1500 mW at 2.5 A driving current. In order to increase the lifetime of the chips, we limit the driving currents to smaller values and we switch the chips on only for periods of experimentation. When switched on, the TAs quickly reach a stable functioning (usually within 10 min ) due to the compactness of the mechanical support, which allows for a quick temperature stabilization.

## $2.4{ }^{6}$ Li Zeeman slower

### 2.4.1 Principle of Zeeman-tuned slowing

Zeeman-tuned slowing represents one of the earliest and most widely used techniques to slow down atoms from an oven [133]. Many textbooks nowadays treat this cooling technique and we refer the reader to the literature for an introduction [134]. A Zeeman slower longitudinally decelerates an atomic beam using the radiative force of a counter-propagating resonant laser beam. The Doppler effect accumulated during the deceleration is compensated by the Zeeman effect, induced by an inhomogeneous magnetic field, which maintains the atoms close to resonance and provides a continuous deceleration.

Two types of Zeeman slowers are commonly used: the positive-field and the signchanging field ("spin-flip") Zeeman slower [134]. We have implemented a spin-flip Zeeman slower since it brings about several advantages. First, a smaller maximum absolute value of the magnetic field is required. Second, the Zeeman laser beam is non-resonant with the atoms exiting the slower and thus does not push them back into the slower, neither does it perturb the atoms trapped in the ${ }^{6}$ Li-MOT. Finally, less coil windings are required close to the MOT, allowing for a better optical access. However, the spin-flip Zeeman slower requires repumping light in the region where the magnetic field changes sign and thus makes the optics system slightly more complicated.

The Zeeman slower consists of two distinct parts: the oven, which creates an atomic beam of thermal atoms, and an assembly of magnetic field coils. The construction of both parts is described in the following.

### 2.4.2 Oven

The design of the oven is based on the one described in the thesis of Florian Schreck [135]. In the oven a nearly pure ${ }^{6} \mathrm{Li}$ sample $(5 \mathrm{~g})$ is heated to $\sim 500^{\circ} \mathrm{C}$ and an atomic beam is extracted through a collimation tube. The oven consists of a vertical reservoir tube (diameter: 16 mm , length: 180 mm ) and a horizontal collimation tube (diameter: 6 mm , length: 80 mm ), which is attached to it (see rightmost component in Fig. 2.1). The upper end of the reservoir tube and the free end of the collimation tube are connected to CF40-flanges. The flange of the reservoir tube is sealed and allows connecting a
vacuum pump for baking purposes. The flange of the collimation tube connects the oven to the rest of the vacuum chamber. All parts of the oven are made of stainless steel of type 302L and connected using nickel gaskets instead of copper gaskets as they stand higher temperatures and react less with lithium. The heating of the oven is realized with two high power heating elements (Thermocoax, ref. SEI $10 / 50-25 / 2 \mathrm{xCM}$ 10 ), wound around both, the reservoir and the collimation tube.

The temperature of the oven needs to be stabilized precisely, since the atomic flux critically depends on the temperature. This is accomplished by an active stabilization circuit and an isolation with glass wool and aluminum foil. Along the collimation tube a temperature gradient is maintained in order to recycle lithium atoms sticking to the inner tube walls through capillary action, as explained above. In order to amplify the effect of capillary action, a thin stainless steel mesh with a wire diameter of 0.13 mm (Alfa Aesar, ref. 013477) is placed inside the tube. This wire decreases the effective diameter of the collimation tube to $\sim 5 \mathrm{~mm}$. For the operating temperature of $500^{\circ} \mathrm{C}$, the vapor pressure of lithium in the oven amounts to $4 \times 10^{-3} \mathrm{mbar}$.

A computer controlled mechanical shutter (Danaher Motion, ref. BRM-275-03) in front of the oven allows blocking of the atomic beam during experiments or when the ${ }^{6} \mathrm{Li}-\mathrm{MOT}$ is not in operation. Collisions between the atomic beam and the trapped atoms can thus be inhibited. Furthermore, it allows preventing the lithium atoms from covering and destroying the entrance window of the Zeeman slower beam, which is placed opposite to the oven (without having to switch off the oven). Finally, the shutter facilitates the initial alignment of the Zeeman slower beam, as that is made visible by reflection on the blocking surface.

The oven is pumped through the collimation tube with a $20 \mathrm{l} / \mathrm{s}$ ion pump and isolated from the main chamber via three differential pumping stages and the tube of the Zeeman slower. The pressure drop created by the tubes can be calculated as follows. The conductance $C$ of a tube of circular cross section in the molecular flow regime (i.e. where the mean free path of a particle is greater than the tube diameter) is given by [136]

$$
\begin{equation*}
C=2.6 \times 10^{-4} \bar{v} \frac{D^{3}}{l} \quad \mathrm{~L} / \mathrm{s} \tag{2.1}
\end{equation*}
$$

where $D$ and $l$ are, respectively, the diameter and length of the tube in units of cm and $\bar{v}$ is the average molecular velocity in units of $\mathrm{cm} / \mathrm{s}$. For air at $20^{\circ} \mathrm{C}$, the conductance is $C=12 D^{3} / l$ in units of $\mathrm{L} / \mathrm{s}$. The net pumping speed $S$ of a pump across the tube is given by $S=\left(1 / S_{\mathrm{p}}+1 / C\right)^{-1}$, where $S_{\mathrm{p}}$ is the nominal pumping speed of the pump and the pressure drop across the tube is given by $P_{1} / P_{2}=S_{\mathrm{p}} / S$, with $P_{1}, P_{2}$ denoting the pressure on the respective side of the tube. The net pumping speed of the oven's collimation tube thus has the value $\sim 0.19 \mathrm{l} / \mathrm{s}$ resulting in a pressure drop of a factor $\sim 100$. The second and third differential pumping tubes both have a length of 100 mm and a diameter of 5 mm and 10 mm , respectively. A $20 \mathrm{l} / \mathrm{s}$ ion pump is placed after each tube. In total a pressure drop of a factor of $\sim 2.5 \times 10^{6}$ between the oven and the main chamber is obtained.

The assembly of the oven is a three-step procedure. First, the metallic parts of the oven are pre-baked at $\sim 600^{\circ} \mathrm{C}$ during 48 h . Then, the oven is filled with the lithium sample under air atmosphere and baked again at $\sim 600^{\circ} \mathrm{C}$ during 12 h in order
to eliminate the impurities in the lithium sample (mostly LiH). Typically $50 \%$ of the sample is lost during this procedure. Then, the oven is connected to the rest of the vacuum chamber under an argon atmosphere, since argon does not react with lithium. Since argon damages ion pumps, the vaccum chamber is first pumped by a turbo molecular pump during 12 h before the ion pumps are finally launched and the oven is operational.

### 2.4.3 Coil assembly

The Zeeman slower coils create an inhomogeneous field along the flight direction of the atoms. The coils are mounted on a 65 cm long standard CF40 tube placed between the oven and the MOT chamber. A sketch of the coil assembly and the generated axial magnetic field profile are shown in Fig. 2.7. The coil assembly extends over $L=55 \mathrm{~cm}$ and is separated from the position of the MOT by 16 cm . The coils are connected in series and were designed such that the desired magnetic field profile is generated for a moderate driving current of 12 A . The axial magnetic field of the slower is measured to be 570 G at the entrance and -220 G at the exit.


Figure 2.7: ${ }^{6} \mathrm{Li}$ Zeeman slower coil assembly (top) and generated axial magnetic field profile (bottom). The thermal atoms coming from the ${ }^{6} \mathrm{Li}$-oven enter the coil assembly at the position 0 , and a fraction of them is slowed down and finally captured in the ${ }^{6} \mathrm{Li}-\mathrm{MOT}$, which is located at 71.4 cm . A compensation coil placed on the opposite side of the MOT (at 84.1 cm ) ensures that the magnetic field is zero at the position of the MOT. The coil assembly extends over 55 cm .

The magnetic field of the Zeeman slower is non-zero at the position of the MOT and hence compensated by a coil placed opposite to the slower coils at a distance of 12.7 cm from the MOT (see Fig. 2.7). The compensation coil consists of 4 coil layers wound around a 10 cm long CF40 standard tube. They are powered by a separate power supply for fine adjustments. When compensated, the magnetic field has an axial gradient of $0.5 \mathrm{G} / \mathrm{cm}$ at the position of the MOT.

The winding of the Zeeman slower coils is cumbersome and cannot be performed on a set-up vacuum system. Thus, the Zeeman slower needs to stand baking procedures
after being wound. The cables of the Zeeman slower coils (APX France, ref. méplat cuivre émaillé CL H $1.60 \times 2.50$ ) resist temperatures of up to $200^{\circ} \mathrm{C}$. One layer of a heating cable (Garnisch, ref. GGCb250-K5-19) is permanently placed underneath the magnetic field coils for the bake out procedures. To avoid heating of the vacuum parts during the Zeeman slower's operation, two layers of water coils were wound underneath the coil layers (above the heating cable). A photograph of the assembled Zeeman slower is shown in Fig. 2.8.


Figure 2.8: Photograph of the assembled ${ }^{6} \mathrm{Li}$ Zeeman slower before its integration into the vacuum system.

### 2.4.4 Optics

Slowing and repumping light for the Zeeman slower is derived from a bichromatic laser beam which is provided by an optical fiber originating from the laser system. It has a total power of $P_{\text {fiber }}=50 \mathrm{~mW}$ and its frequencies are both red detuned by $\Delta \omega_{\text {slow }}=\Delta \omega_{\text {rep }}=75 \Gamma$ from the $2 S_{1 / 2}(F=3 / 2) \rightarrow 2 P_{3 / 2}\left(F^{\prime}=5 / 2\right)$ slowing and the $2 S_{1 / 2}(F=1 / 2) \rightarrow 2 P_{3 / 2}\left(F^{\prime}=3 / 2\right)$ repumping transition (see Fig. 2.3). The intensity $I_{\text {slow }}$ of the slowing light is 8 times bigger than the intensity $I_{\text {rep }}$ of the repumping light. Both beam components have the same circular polarization ( $\sigma^{+}$at the position where the atoms enter the slower).

The detuning of the slowing light and the axial magnetic field at the entrance of the coil assembly define the so-called capture velocity $v_{\text {cap }}^{\text {Zee }}$ of the Zeeman slower. All atoms with a velocity smaller than $v_{\text {cap }}^{\text {Zee }}$ are expected to be decelerated to the same final velocity $v_{\mathrm{fi}}^{\mathrm{Zee}}$, provided that they initially populate the correct internal atomic state. The resonance condition for the atoms inside the slower yields $v_{\text {cap }}^{\text {Zee }} \sim 830 \mathrm{~m} / \mathrm{s}$ and $v_{\mathrm{fi}}^{\mathrm{Zee}} \sim 90 \mathrm{~m} / \mathrm{s}$. The exit velocity of the slower is thus larger than the capture velocity of the ${ }^{6} \mathrm{Li}-\mathrm{MOT}$, which is estimated to be $\sim 50 \mathrm{~m} / \mathrm{s}$. However, the atoms are still decelerated significantly in the region between the slower exit and the MOT and are thus expected to be captured by the MOT. The capture velocity of the Zeeman slower is smaller than the most probable thermal speed of the atomic beam, which is given
by [137] $v_{p}=\sqrt{2 k_{\mathrm{B}} T / m}=1464 \mathrm{~m} / \mathrm{s}$ at $T=500^{\circ} \mathrm{C}$, where $k_{\mathrm{B}}$ denotes the Boltzmann constant and $m$ the mass of the ${ }^{6} \mathrm{Li}$ atoms.

The bichromatic Zeeman slower beam is expanded and focused by a lens pair. The focusing of the beam accounts for the divergence of the atomic beam and the loss of beam power due to absorption and thus yields an efficient utilization of the available laser power. In addition, it induces a small cooling effect along the transverse direction [134]. The $1 / \mathrm{e}^{2}$-diameter at the position of the MOT is 31 mm and the focus is at a distance of 120 cm from the MOT, 10 cm behind the oven.

The optimized values of the essential parameters used for the Zeeman slower are displayed in Tab. 2.1. With these parameters a ${ }^{6}$ Li-MOT capture rate of $\sim 1.2 \times 10^{9}$ atoms $/ \mathrm{s}$ is obtained. The capture rate was deduced from the measurement of the trapped atom number after a very short loading of the MOT ( $\sim 250 \mathrm{~ms}$ ), for which atom losses can still be neglected.

|  | ${ }^{6}$ Li Zeeman slower |
| :--- | :---: |
| $P_{\text {fiber }}[\mathrm{mW}]$ | 50 |
| $\Delta \omega_{\text {slow }}[\Gamma]$ | -75 |
| $\Delta \omega_{\text {rep }}[\Gamma]$ | -75 |
| $I_{\text {rep }} / I_{\text {slow }}$ | $1 / 8$ |
| $B_{\text {max }}[\mathrm{G}]$ | 570 |

Table 2.1: Optimized values for the parameters of the ${ }^{6} \mathrm{Li}$ Zeeman slower, yielding a ${ }^{6} \mathrm{Li}$-MOT capture rate of $\sim 1.2 \times 10^{9}$ atoms/s at an oven temperature of $\sim 500^{\circ} \mathrm{C}$. The definition of the symbols is given in the text. The natural linewidth of ${ }^{6} \mathrm{Li}$ is $\Gamma /(2 \pi)=5.87 \mathrm{MHz}$.

The divergence of the atomic beam is an important parameter characterizing the Zeeman slower. Three factors contribute to it: first, the geometry of the oven's collimation and the subsequent differential pumping tubes, second the atom's deceleration inside the slower, and third the transverse heating due to the scattered photons during the slowing process. In order to estimate the divergence of the atomic beam, we calculate the maximum possible deflection of an atom which exits the oven with a longitudinal velocity $v_{\text {cap }}^{\text {Zee }}$. An atom with this velocity needs $\sim 1.1 \mathrm{~ms}$ to reach the exit of the Zeeman slower and additional $\sim 1.8 \mathrm{~ms}$ to reach the MOT. Due to the geometry of the collimation and differential pumping tubes it can have a maximum transverse velocity of $\sim 16 \mathrm{~m} / \mathrm{s}$. The change in transverse velocity due to the heating is calculated to be $\sim 2.5 \mathrm{~m} / \mathrm{s}$ [138] and is thus negligible with respect to the maximum transverse velocity determined by the tube geometry. The final transverse displacement of the atom with respect to the beam axis at the position of the ${ }^{6} \mathrm{Li}$-MOT would thus be $\sim 5 \mathrm{~cm}$. Therefore ${ }^{6} \mathrm{Li}-\mathrm{MOT}$ beams with a large diameter are required.

## $2.5{ }^{40} \mathrm{~K} 2 \mathrm{D}-\mathrm{MOT}$

2D-MOTs have been widely used over the past years to produce high flux beams of cold atoms [139, 140, 141, 142, 143, 43]. In some cases they offer advantages over the more common Zeeman slowers. Even though Zeeman slowers can produce higher fluxes
and are more robust, they have the following disadvantages. They produce unwanted magnetic fields close to the MOT which need to be compensated by additional fields, they require a substantial design and construction effort and are space consuming. Zeeman slowers need to be operated at higher temperatures than 2D-MOTs and the material consumption can be high. In the case of the rare isotope ${ }^{40} \mathrm{~K}$, this drawback is major: no pure source of ${ }^{40} \mathrm{~K}$ exists and enriched ${ }^{40} \mathrm{~K}$ samples are very expensive (4000 Euros for 100 mg of a $4 \%$ enriched sample). Therefore a ${ }^{40} \mathrm{~K}$ Zeeman slower would be very costly. A 2D-MOT can be operated at lower pressures and is thus more economic. In addition it allows separating ${ }^{40} \mathrm{~K}$ from the more abundant ${ }^{39} \mathrm{~K}$, since it produces an atomic beam which nearly only contains the slowed atoms (i.e. no significant thermal background). These considerations motivated us to implement a 2D-MOT for ${ }^{40} \mathrm{~K}$.

### 2.5.1 Principle of a $2 \mathrm{D}-\mathrm{MOT}$

In a 2D-MOT, an atomic vapor is cooled and confined transversally and out-coupled longitudinally through an aperture tube. The role of the aperture tube is two-fold. First, it isolates the 2D-MOT from the MOT chamber by differential pumping, and second, it acts as a geometric velocity filter, since only atoms with a small transverse velocity pass through. As the transverse cooling is more efficient for atoms which have a small longitudinal velocity - since those spend more time in the cooling region-most of the transversally cold atoms are also longitudinally cold. Thus, the filter indirectly filters atoms also according to their longitudinal velocity. A 2D-MOT thus produces an atomic beam which is transversally and longitudinally cold.

The flux of a 2D-MOT can be improved by adding a longitudinal molasses cooling to the 2D-MOT configuration [139]. Thus, the atoms spend more time in the transverse cooling region due to the additional longitudinal cooling. The longitudinal beam pair is referred to as the pushing and the retarding beam, where the pushing beam propagates in the direction of the atomic beam (see Fig. 2.9). We implemented such a configuration, making use of a $45^{\circ}$-angled mirror inside the vacuum chamber. This mirror has a hole at its center which creates a cylindrical dark region in the reflected retarding beam. In this region, the atoms are accelerated along the longitudinal direction by the pushing beam only, which allows an efficient out-coupling of the atomic beam.

### 2.5.2 Experimental setup

The vacuum chamber of the 2D-MOT consists of standard CF40 components and a parallelepipedical glass cell (dimensions $110 \mathrm{~mm} \times 55 \mathrm{~mm} \times 55 \mathrm{~mm}$ ), which is depicted in Fig. 2.9 (for engineering drawings, see Appendix C.4). Its long axis is aligned horizontally, parallel to the differential pumping tube and the direction of the produced atomic beam. The mirror inside the vacuum chamber is a polished stainless steel mirror with an elliptical surface (diameters 3.0 cm and 4.2 cm ). It is attached to the differential pumping tube inside the vacuum. It allows overlapping the two longitudinal laser beams whose powers and orientations can thus be independently controlled externally. The mirror's material has a reflectivity of only $50 \%$, but is not susceptible to chemical
reactions with potassium. The differential pumping tube intercepts the mirror at its center. The tube has a diameter of 2 mm over a distance of 1.5 cm and then stepwise widens up to 10 mm over a total distance of 22 cm . The ${ }^{40} \mathrm{~K}$-MOT is located 55 cm away from the 2D-MOT center. Assuming a ballistic flight of the atoms, the geometry of the differential pumping tube defines an upper limit of the divergence of the atomic beam, which is calculated to be $\sim 35 \mathrm{mrad}$. The atomic beam thus is expected to have a diameter of $\sim 2 \mathrm{~cm}$ when it reaches the ${ }^{40} \mathrm{~K}-\mathrm{MOT}$. The differential pumping tube has a conductance of $0.04 \mathrm{l} / \mathrm{s}$. The generated pressure ratio between the $2 \mathrm{D}-\mathrm{MOT}$ and the $3 \mathrm{D}-\mathrm{MOT}$ chambers is $\sim 10^{3}$.


Figure 2.9: Sketch of the parallelepipedical glass cell used for the ${ }^{40} \mathrm{~K}$ 2D-MOT. A mirror is placed inside the vacuum chamber to allow an independent control over the longitudinal beam pair. The mirror has a hole in its center and creates a dark cylindrical region in the reflected beams.

The potassium source is an isotopically enriched ${ }^{40} \mathrm{~K}$ sample (containing 4 mg of ${ }^{40} \mathrm{~K}, 89.5 \mathrm{mg}$ of ${ }^{39} \mathrm{~K}$ and 6.5 mg of ${ }^{41} \mathrm{~K}$, from Technical Glass Inc., Aurora, USA), placed at a distance of 20 cm from the glass cell. It was purchased in a small ampule which was broken under vacuum inside a modified stainless steel CF16 bellow. The small vapor pressure of potassium at room temperature ( $10^{-8} \mathrm{mbar}$ ) requires heating of the entire 2D-MOT chamber. We heat the source region to $\sim 100^{\circ} \mathrm{C}$, all intermediate parts to $\sim 80^{\circ} \mathrm{C}$ and the glass cell to $\sim 45^{\circ} \mathrm{C}$. The gradient in temperature ensures that the potassium migrates into the cell and remains there. The resulting K-pressure in the glass cell was measured by absorption of a low intensity probe. We found $2.3 \times 10^{-7}$ mbar, which implies a partial pressure of the ${ }^{40} \mathrm{~K}$-isotope of $1 \times 10^{-8} \mathrm{mbar}$. In contrast to lithium, the source lifetime is mainly determined by the pumping speed of the ion pump. At the measured pressure the lifetime of the source is estimated to $\sim 2$ years.

Four air-cooled rectangular shaped elongated racetrack coils (dimensions $160 \mathrm{~mm} \times 60 \mathrm{~mm}$ ) are placed around the glass cell to produce a 2 D quadrupole field with cylindrical symmetry and a horizontal line of zero magnetic field. This racetrack coil geometry allows an independent control of the transverse position of the mag-
netic field zero, and minimizes finite coil fringe effects at the coil ends. The coils are controlled by four separate power supplies. For optimized operation, the transverse magnetic field gradients are $\partial_{x} B=\partial_{y} B=11 \mathrm{G} / \mathrm{cm}$.

Cooling and repumping light for the 2D-MOT is derived from a bichromatic laser beam which is provided by an optical fiber originating from the laser system. It has a total power of $P_{\text {fiber }}=450 \mathrm{~mW}$ and its frequencies are red detuned by $\sim 3.5 \Gamma$ from the $4 S_{1 / 2}(F=9 / 2) \rightarrow 4 P_{3 / 2}\left(F^{\prime}=11 / 2\right)$ cooling and by $\sim 2.5 \Gamma$ from the $4 S_{1 / 2}(F=7 / 2) \rightarrow$ $4 P_{3 / 2}\left(F^{\prime}=9 / 2\right)$ repumping transition (see Fig. 2.3). The beam is separated into four beams and expanded by spherical and cylindrical telescopes to create the transverse and longitudinal 2D-MOT beams. The transverse beams have an elliptical cross section ( $1 / \mathrm{e}^{2}$-diameters: 27.5 mm and 55 mm ), are circularly polarized and retro-reflected by right-angled prisms, which preserve the helicity of the beams. The power losses in the surface of the glass cell and the prisms weaken the power of the retro-reflected beams by $\sim 17 \%$ (the loss contribution of the absorption by the vapor is negligible due to the high laser power). This power imbalance is compensated by shifting the position of the magnetic field zero. The longitudinal beams are linearly polarized and have a circular cross section ( $1 / \mathrm{e}^{2}$-diameter: 27.5 mm ). $75 \%$ of the fiber output power is used for the transverse beams, $25 \%$ for the longitudinal beams. The intensity ratio between pushing and retarding beam along the atomic beam axis is $\sim 6$ (for reasons explained below).

The optimized values of the essential parameters of the 2D-MOT are displayed in Tab. 2.2. With these parameters a ${ }^{40} \mathrm{~K}$-MOT capture rate of $\sim 1.4 \times 10^{9} \mathrm{atoms} / \mathrm{s}$ is obtained.

|  | ${ }^{40} \mathrm{~K}$ 2D-MOT |
| :--- | :---: |
| $P_{\text {fiber }}[\mathrm{mW}]$ | 450 |
| $\Delta \omega_{\text {cool }}[\Gamma]$ | -3.5 |
| $\Delta \omega_{\text {rep }}[\Gamma]$ | -2.5 |
| $I_{\text {rep }} / I_{\text {cool }}$ | $1 / 2$ |
| $I_{\text {push }} / I_{\text {ret }}$ | 6 |
| $\partial_{x} B, \partial_{y} B[\mathrm{G} / \mathrm{cm}]$ | 11 |
| K vapor pressure $[\mathrm{mbar}]$ | $2.3 \times 10^{-7}$ |

Table 2.2: Optimized values for the parameters of the ${ }^{40} \mathrm{~K} 2 \mathrm{D}-\mathrm{MOT}$, yielding a ${ }^{40} \mathrm{~K}$ MOT capture rate of $\sim 1.4 \times 10^{9}$ atoms/s. The definition of the symbols is given in the text. The natural linewidth of ${ }^{40} \mathrm{~K}$ is $\Gamma /(2 \pi)=6.04 \mathrm{MHz}$.

## $2.6 \quad{ }^{6} \mathrm{Li}^{40} \mathrm{~K}$ dual-species MOT

Previously, several groups have studied samples of two atomic species in a magnetooptical trap $[144,145,146,147,89,43,44]$. We describe here the implementation of our ${ }^{6} \mathrm{Li}-{ }^{40} \mathrm{~K}$ dual-species MOT. Its characterization and a study of collisions between atoms of the different species is presented in chapter 3.

### 2.6.1 Principle of a MOT

In a magneto-optical trap six counter-propagating red-detuned overlapping laser beams cool and magneto-optically confine atoms in a magnetic quadrupole field around its zero [134]. MOTs for alkali atoms require laser light of two frequencies, namely the cooling and the repumping frequency. The latter ensures that the atoms stay in the (almost-) cycling transition used for cooling. Typically the repumping light has a much lower power than the cooling light as the atoms principally occupy the states belonging to the cooling transition. For ${ }^{6} \mathrm{Li}$, however, the power of the repumping light needs to be relatively high, since ${ }^{6} \mathrm{Li}$ has a very small hyperfine structure in the excited-state manifold (of the order of the linewidth). When laser cooled, ${ }^{6} \mathrm{Li}$ atoms thus very likely quit the cooling transition. Therefore, the repumping light needs to contribute to the cooling process. As a consequence it needs to be present in all six directions with the same polarization as the cooling light. Therefore, we use bichromatic MOT-beams containing both cooling and repumping frequencies. We adapt the same strategy also for ${ }^{40} \mathrm{~K}$.

### 2.6.2 Experimental setup

Light for the dual-species MOT is derived from two bichromatic laser beams, containing each a cooling and a repumping frequency, which are provided by two separate optical fibers originating from the respective laser systems. The beams are superimposed using a dichroic mirror and then expanded by a telescope to a $1 / \mathrm{e}^{2}$-diameter of 22 mm . All subsequent beam reflections are realized by two-inch sized broadband mirrors (Thorlabs, ref. BB2-E02-10). The beam is separated by three two-inch sized broadband polarization cubes (Lambda Optics, ref. BPB-50.8SF2-550) into four arms that form a partially retro-reflected MOT, in which only the vertical beam pair is composed of independent counter-propagating beams. Each retro-reflected MOT beam is focused with a lens in front of the retro-reflecting mirror, in order to increase the intensity and therefore compensate for the losses in the optics and the light absorption by the trapped atoms. The distance between the retro-reflecting mirror and the lens has to be chosen such that the retro-reflected beam is focused at a distance

$$
\begin{equation*}
x=\frac{f-\sqrt{P_{1} / P_{2}} m}{\sqrt{P_{1} / P_{2}}-1} \tag{2.2}
\end{equation*}
$$

from the lens, where $f$ is the focal length of the lens, $m$ its distance from the MOT and $P_{1}, P_{2}$ the power of the incoming and retro-reflected MOT-beam at the position of the MOT. In our setup, we have $P_{1} / P_{2} \sim 1.15$ and we use a lens of focal length 10 cm . The desired focusing is achieved for a distance of $\sim 11 \mathrm{~cm}$ between the lens and the retro-reflecting mirror.

The distribution of the light power over the MOT beams is independently adjusted for the two wavelengths using a pair of custom-made wave plates, placed in front of each broad-band splitting cube as illustrated in Fig. 2.10. The wave plate pair consists of a $\lambda / 2$ plate of order 4 for the wavelength 767 nm and a $\lambda / 2$ plate of order 4 for the wavelength 671 nm . To a very good approximation each of these wave plates can turn the polarization direction for one wavelength without affecting the polarization for the
other one (since it is $4.5 \times 767 \approx 5 \times 671$ and $4.5 \times 671 \approx 4 \times 767$ ). The circular polarization of the MOT beams is produced by first order $\lambda / 4$ plates for 767 nm , which work sufficiently well also for 671 nm . All four frequency components thus have the same circular polarizations in each of the six MOT beams. A mechanical shutter is placed in the focus of the telescope allowing the production of a total extinction of the MOT light in addition to the partial and fast switching by the AOMs.


Figure 2.10: Optical setup for the separation of a bichromatic ( $767 \mathrm{~nm}+671 \mathrm{~nm}$ ) linearly polarized beam into two beams. The custom-made wave plates allow the adjustment of the light power in the two beams independently for the two wavelengths. This scheme is employed to create the six MOT beams with the desired powers.

The bichromatic beam for the ${ }^{40} \mathrm{~K}$-MOT has a total power of $P_{\text {fiber }}=220 \mathrm{~mW}$ and its frequencies are red-detuned by $\sim 3 \Gamma$ from the $4 S_{1 / 2}(F=9 / 2) \rightarrow 4 P_{3 / 2}\left(F^{\prime}=11 / 2\right)$ cooling and by $\sim 5 \Gamma$ from the $4 S_{1 / 2}(F=7 / 2) \rightarrow 4 P_{3 / 2}\left(F^{\prime}=9 / 2\right)$ repumping transition (see Fig. 2.3). The intensity of the cooling light is $\sim 20$ times bigger than that of the repumping light. The bichromatic beam for the ${ }^{6} \mathrm{Li}-\mathrm{MOT}$ has a total power of $P_{\text {fiber }}=$ 110 mW and its frequencies are red-detuned by $\sim 5 \Gamma$ from the $2 S_{1 / 2}(F=3 / 2) \rightarrow$ $2 P_{3 / 2}\left(F^{\prime}=5 / 2\right)$ cooling and by $\sim 3 \Gamma$ from the $2 S_{1 / 2}(F=1 / 2) \rightarrow 2 P_{3 / 2}\left(F^{\prime}=3 / 2\right)$ repumping transition (Fig. 2.3). The power of the cooling light is $\sim 5$ times bigger than that of the repumping light.

The magnetic field for the dual-species MOT is created by a pair of coils in antiHelmholtz configuration. Each coil consist of $6 \times 14$ turns of 4 mm thick copper wire of circular cross section which has a hole of 2.5 mm diameter in its center to allow for efficient water cooling. The inner and outer coil diameters are 6.5 cm and 18 cm , respectively. The two coils are separated by 13.4 cm and their total electric resistance (when connected in series) is $0.178 \Omega$. They create an axial magnetic field gradient of $0.936 \mathrm{G} /(\mathrm{cm} \mathrm{A})$. For the optimum dual-species MOT operation the axial magnetic field gradient is chosen to be $\partial_{z} B=8 \mathrm{G} / \mathrm{cm}$. This gradient yields an optimum atom number for the ${ }^{40} \mathrm{~K}$-MOT.

The optimum parameters, which lead to atom numbers of $N_{\text {single }} \sim 8.9 \times 10^{9}$ in the ${ }^{40} \mathrm{~K}-\mathrm{MOT}$ and $N_{\text {single }} \sim 5.4 \times 10^{9}$ in the ${ }^{6} \mathrm{Li}-\mathrm{MOT}$, are displayed in Tab. 2.3 together with the characteristics of the MOTs (in dual-species operation, the atom numbers only slightly change due to the additional interspecies collisions to $N_{\text {dual }} \sim 8.0 \times 10^{9}$ in the ${ }^{40} \mathrm{~K}$-MOT and $N_{\text {dual }} \sim 5.2 \times 10^{9}$ in the $\left.{ }^{6} \mathrm{Li}-\mathrm{MOT}\right)$. The $(1-1 / e)$-loading times of the MOTs are $\sim 5 \mathrm{~s}$ for ${ }^{40} \mathrm{~K}$ and $\sim 6 \mathrm{~s}$ for ${ }^{6} \mathrm{Li}$.

|  | ${ }^{40} \mathrm{~K}-\mathrm{MOT}$ | ${ }^{6} \mathrm{Li}-\mathrm{MOT}$ |
| :--- | :---: | :---: |
| $P_{\text {fiber }}[\mathrm{mW}]$ | 220 | 110 |
| $\Delta \omega_{\text {cool }}[\Gamma]$ | -3 | -5 |
| $\Delta \omega_{\text {rep }}[\Gamma]$ | -5 | -3 |
| $\Gamma /(2 \pi)[\mathrm{MHz}]$ | 6.04 | 5.87 |
| $I_{\text {cool }}$ per beam $\left[I_{\text {sat }}\right]$ | 13 | 4 |
| $I_{\text {sat }}\left[\mathrm{mW} / \mathrm{cm}^{2}\right]$ | 1.75 | 2.54 |
| $I_{\text {rep }} / I_{\text {cool }}$ | $1 / 20$ | $1 / 5$ |
| $\partial_{z} B[\mathrm{G} / \mathrm{cm}]$ | 8 | 8 |
| $N_{\text {single }}\left[\times 10^{9}\right]$ | 8.9 | 5.4 |
| $N_{\text {dual }}\left[\times 10^{9}\right]$ | 8.0 | 5.2 |
| $n_{\mathrm{c}}\left[\times 10^{10} \mathrm{at} . / \mathrm{cm}^{3}\right]$ | 3 | 2 |
| $T[\mu \mathrm{~K}]$ | 290 | 1400 |
| $D_{\mathrm{c}}\left[\times 10^{-7}\right]$ | 1.2 | 1.3 |

Table 2.3: Characteristic parameters of the dual-species ${ }^{6} \mathrm{Li}^{40} \mathrm{~K}-\mathrm{MOT} . n_{\mathrm{c}}$ is the atomic density in the MOT center, $T$ the temperature of the atoms and $D_{\mathrm{c}}=n_{\mathrm{c}} \Lambda^{3}$ the peak phase space density with the thermal de Broglie wavelength $\Lambda=\sqrt{2 \pi \hbar^{2} /\left(m k_{\mathrm{B}} T\right)}$. The definition of the other symbols can be found in the text.

### 2.7 Magnetic trapping

The phase space density which can be achieved in a MOT is limited by the permanent absorption and reemission of photons. In order to reach the quantum degenerate regime, a further increase in phase space density is required, which can only be accomplished in a non-dissipative trap. To achieve this, we transfer the atoms from the MOT to a magnetic trap, which is conservative. Once loaded into this trap the atoms are first transported to another chamber by moving the magnetic trapping potential using time-varying currents through a fixed coil-assembly. Then, the atoms are evaporatively cooled inside the magnetic trap in order to achieve the phase space density necessary for quantum degeneracy.

Another very common conservative trap in which quantum degeneracy can be achieved is the optical dipole trap. However, due to its limited trapping volume, which results in small transfer efficiencies for the atoms from the MOT, we decided to use a magnetic trap for the realization of the evaporative cooling procedure.

Since magnetic trapping is one of the key components of our experimental setup we first describe its principle. Then we describe the experimental sequence for the atom transfer from the MOT to the magnetic trap, the magnetic transport and the planned evaporative cooling inside an optically plugged magnetic quadrupole trap. The implementation of the latter is still in progress, so we will restrict the description of this trap to the constructed parts.

### 2.7.1 Principle of magnetic trapping

Due to their unpaired electron neutral alkali atoms have a sufficiently large magnetic dipole moment (of the order of a Bohr magneton) to be magnetically trapped. This
was first demonstrated in 1985 with sodium atoms [148]. The interaction energy of the magnetic dipole of an atom with an external magnetic field is given by

$$
\begin{equation*}
E(\boldsymbol{r})=-\boldsymbol{\mu}_{\mathrm{m}} \cdot \boldsymbol{B}(\boldsymbol{r}), \tag{2.3}
\end{equation*}
$$

where $\boldsymbol{\mu}_{\mathrm{m}}$ is the magnetic moment of the atom. It results in a force that drives the atom toward a minimum or a maximum of the magnetic field depending on the orientation of $\boldsymbol{\mu}_{\mathrm{m}}$ with respect to the field direction. In order to trap the atom, the magnetic field has to have an extremum of field amplitude. Due to Maxwell's equations [149] no static magnetic field maximum exists in free space. Minima of the field amplitude, however, do exist and thus the atom can be trapped if it is in a state with a magnetic moment antiparallel to the field direction (low field seeker). The condition for its trapping, however, is that its magnetic moment can follow the direction of the magnetic field when it changes sign. Thus, to remain trapped, the rate of change of the field direction experienced by the atom must be much smaller than the Larmor frequency $\omega_{\mathrm{L}}$, i.e. $|\mathrm{d}(\boldsymbol{B} / B) / \mathrm{d} t|=|(\boldsymbol{v} \cdot \nabla) \boldsymbol{B} / B| \ll \omega_{\mathrm{L}}=\mu_{\mathrm{m}} B / \hbar$. If this adiabatic condition is violated, the atom changes its internal state eventually to a high field seeking state, and will be repelled from the trap. Such "Majorana spin-flip" transitions mostly occur at the center of the trap, where the magnetic field changes its direction.

For small magnetic fields, the linear Zeeman regime holds, and the energy levels of the atom in the magnetic field are $E\left(m_{\mathrm{F}}\right)=g_{\mathrm{F}} m_{\mathrm{F}} \mu_{\mathrm{B}} B$, where $g_{\mathrm{F}}$ is the Landé g -factor of the hyperfine state, $m_{\mathrm{F}}$ the quantum number of the $z$-component of the angular momentum $\boldsymbol{F}$ of the atom and $\mu_{\mathrm{B}} \approx h \times 1.4 \mathrm{MHz} / \mathrm{G}$ the Bohr magneton. The states with $g_{\mathrm{F}} m_{\mathrm{F}}>0$ are the trappable low field seeking states. The dependence of the energy levels on the magnetic field for arbitrary magnetic fields can be calculated using the Breit-Rabi formula [150]. They are depicted for the hyperfine ground states of ${ }^{6} \mathrm{Li}$ and ${ }^{40} \mathrm{~K}$ in Fig. 2.11 (the low-field seeking states have a positive slope in the figure). The extension of the linear Zeeman regime depends on the strength of the hyperfine interaction of the atom. For ${ }^{6} \mathrm{Li}$ it extends to $\sim 27 \mathrm{G}$ and for ${ }^{40} \mathrm{~K}$ it extends to $\sim 357 \mathrm{G}$. For the stretched states $m_{\mathrm{F}}= \pm \max (F)$ the linear Zeeman regime extends to large magnetic fields.

In our setup we use a magnetic trap in both the MOT chamber and the science cell. Both magnetic traps are created by a coil pair in anti-Helmholtz configuration, which approximately generates a magnetic quadrupole field of the form

$$
\boldsymbol{B}(\boldsymbol{r})=\frac{1}{2}\left(\begin{array}{c}
-B^{\prime} x  \tag{2.4}\\
-B^{\prime} y \\
2 B^{\prime} z
\end{array}\right)
$$

where $B^{\prime}$ is the gradient of the magnetic field in the axial direction $z$. This axially symmetric quadrupole field yields an adiabatic potential

$$
\begin{equation*}
V(\boldsymbol{r})=\frac{1}{2} g_{\mathrm{F}} m_{\mathrm{F}} \mu_{\mathrm{B}} B^{\prime} \sqrt{x^{2}+y^{2}+4 z^{2}} . \tag{2.5}
\end{equation*}
$$

It is linear in $r$ along the coordinate axes and traps the atoms around its minimum at $r=0$. Since there the magnetic field changes direction, atoms passing too close to the trap center will undergo a spin-flip. The trap center thus represents a "hole",


Figure 2.11: Energy levels of ${ }^{40} \mathrm{~K}$ and ${ }^{6} \mathrm{Li}$ in a magnetic field. Note that the hyperfine structure of ${ }^{40} \mathrm{~K}$ is inverted, with $F=9 / 2$ being lower in energy than $F=7 / 2$. This particularity of ${ }^{40} \mathrm{~K}$ allows stable magnetic trapping of two different spin states.
whose effective size depends on the velocity of the atoms. For an atom with velocity $v$ the adiabaticity condition yields an effective hole size (along the $z$-direction) of $z_{0}=\sqrt{\hbar v /\left(\mu_{\mathrm{m}} B^{\prime}\right)}$ [9]. The loss rate induced by the hole is given by the flux of atoms through its surface (an ellipsoid of radii $z_{0}$ and $z_{0} / \sqrt{2}$ ), which is approximately given by $\Gamma=\hbar /\left(m l^{2}\right)[151]$, where $m$ is the atomic mass and $l$ the trap extension. This rate is small as long as $z_{0} \ll l$. For a ${ }^{6} \mathrm{Li}$-cloud with temperature $T=1 \mathrm{mK}$ and a magnetic field gradient of $B^{\prime}=100 \mathrm{G} / \mathrm{cm}$ it is $z_{0} \sim 10 \mu \mathrm{~m}$ and $l \sim 2.7 \mathrm{~mm}$, resulting in $\Gamma \sim 1.4 \times 10^{-3} \mathrm{~s}^{-1}$. For a ${ }^{40} \mathrm{~K}$-cloud with temperature $T=300 \mu \mathrm{~K}$ and $B^{\prime}=100 \mathrm{G} / \mathrm{cm}$ it is $z_{0} \sim 5 \mu \mathrm{~m}$ and $l \sim 1 \mathrm{~mm}$, resulting in $\Gamma \sim 1.9 \times 10^{-3} \mathrm{~s}^{-1}$. The Majorana losses are thus negligible when the atoms have a temperature which corresponds to the temperature in the MOT.

When an atom cloud is evaporatively cooled inside a quadrupole magnetic trap, however, the relative size of the hole with respect to the cloud size increases and will eventually become so significant that the evaporation stops. The hole thus needs to be plugged. This can be either done with an additional bias magnetic field (as in the Ioffe-Pritchard trap [152] or the time-averaged orbiting potential (TOP) trap [151]) or by using the repulsive force of a blue detuned laser beam [153], which is pointed at the trap center. This "optically plugged magnetic trap" achieves tight confinement allowing for efficient evaporative cooling and it yields a large optical access. We started the implementation of this trap, whose current setup is described in Sec. 2.7.5.

### 2.7.2 Transfer from the MOT to the magnetic quadrupole trap

As soon as the dual species MOT is loaded with a sufficiently large number of atoms, we transfer the atom cloud to the magnetic quadrupole trap, which is created by the coil pair which is also used for the MOT. For an efficient transfer the atom cloud first needs to be compressed and it needs to be polarized to magnetically trappable states. This requires two stages termed the "compressed MOT"- and the "optical pumping"-
stage, which are executed in immediate succession before the magnetic field of the trap is switched on.

## Compressed MOT

The atomic clouds are compressed by temporarily changing the parameters of the MOTs during the transfer. We optimized the compressed MOT stage for ${ }^{40} \mathrm{~K}$, since we are essentially interested in a large atom number of ${ }^{40} \mathrm{~K}$ in the science cell for evaporative cooling. It was found optimum to ramp down the magnetic field gradient to zero within 3.5 ms , to increase the cooling frequency detuning from $-3 \Gamma$ to $-5.5 \Gamma$ and to decrease the repumping frequency detuning from $-5 \Gamma$ to $-\Gamma$. The decrease of the repumping frequency detuning leads to a more efficient pumping of the atoms to the hyperfine ground state $F=9 / 2$, and the increase of the cooling frequency detuning leads to a decrease of the light pressure of the rescattered photons in the cloud. The light intensities are kept unchanged. After this sequence, the temperature decreases from $\sim 290 \mu \mathrm{~K}$ to $\sim 200 \mu \mathrm{~K}$ and the peak density increases from $\sim 3 \times 10^{10} \mathrm{at} . / \mathrm{cm}^{3}$ to $\sim 5 \times 10^{10}$ at. $/ \mathrm{cm}^{3}$. No significant loss in atom number is observed. For the magnetic field gradient imposed by the value chosen for ${ }^{40} \mathrm{~K}$ the optimum compressed MOT stage for ${ }^{6} \mathrm{Li}$ lasts 5.5 ms . During this time, the cooling light intensity is ramped down to zero and its frequency detuning is decreased from $-5 \Gamma$ to $-3 \Gamma$. The repumping light intensity is set to $30 \%$ of its initial value and its frequency is unchanged. The temperature of the ${ }^{6} \mathrm{Li}$ cloud descreases from $\sim 1.4 \mathrm{mK}$ to $\sim 1 \mathrm{mK}$ and the peak density increases from $\sim 2 \times 10^{10}$ at. $/ \mathrm{cm}^{3}$ to $\sim 3.5 \times 10^{10}$ at. $/ \mathrm{cm}^{3}$.

Higher densities of up to $\sim 10^{11}$ at. $/ \mathrm{cm}^{3}$ could be obtained for both clouds by increasing the magnetic field gradient during the compressed MOT stage, but this led to a significant atom loss of about a factor 4 in both clouds. Since the phase space density of the clouds in the final cell after the transport was found to be only slightly affected by the parameters of the compressed MOT stage, we optimized its parameters for the maximum number of atoms in the final cell, which was obtained for the parameters given above.

## Optical pumping

In order to avoid loss of atoms which occupy high field seeking states or states which are susceptible to undergo spin relaxation, all atoms are optically pumped into the stretched states before the magnetic trap is switched on. This is accomplished by shining a pair of counterpropagating near-resonant circular polarized light beams onto the atoms. For ${ }^{40} \mathrm{~K}$ the light beams are bichromatic containing a principal and a repumping frequency, both on resonance. The beam pair has a peak intensity of $\sim$ $90 I_{\text {sat }}$ per beam ( $20 \%$ of the beam intensity consisting of repumping light) and the light pulse has a duration of $5 \mu \mathrm{~s}$. For ${ }^{6} \mathrm{Li}$ the beams consist of only one single frequency, which is detunned by $-3 \Gamma$ from the repumping transition. The peak intensity is $\sim 30 I_{\text {sat }}$ per beam and the light pulse has a duration of $200 \mu \mathrm{~s}$. Due to the small ground-state hyperfine structure of ${ }^{6} \mathrm{Li}$ the beams are detuned by only $+36 \Gamma$ from the principal transition, leading to a significant number of absorptions for atoms occupying the principal state. The high intensities used in our optical pumping schemes ensure
that the optical pumping beams are not significantly attenuated by absorption from the atoms, resulting in a homogeneous exposure of all atoms in the cloud.

The optical pumping beam pairs for ${ }^{6} \mathrm{Li}$ and ${ }^{40} \mathrm{~K}$ are provided by two optical fibers originating from the respective laser systems. They are combined using a dichroic mirror and subsequently expanded by a telescope to a $1 / e^{2}$-diameter of 1.1 cm . The combined beam is then split into two parts using a broadband polarization cube, and both parts are shone on the MOTs from opposite directions (in order to avoid an acceleration of the atoms along the beam direction). The circular polarization of the beams is created using wave plates for ${ }^{40} \mathrm{~K}$. In order to define the quantization axis for the atomic spins a small bias magnetic field of 2 G along the beam direction is applied.

The optical pumping stage was found particularly efficient for ${ }^{40} \mathrm{~K}$, as it yields an atom number gain in the magnetic trap of a factor of $\sim 10$. We achieve transfer efficiencies of nearly $100 \%$ for ${ }^{40} \mathrm{~K}$ and $\sim 30 \%$ for ${ }^{6} \mathrm{Li}$. For ${ }^{6} \mathrm{Li}$ the efficiency is smaller, since ${ }^{6} \mathrm{Li}$ has only one single simultaneously trappable spin state (as opposed to five for ${ }^{40} \mathrm{~K}$ ), such that depolarizing events, which are caused by emission and reabsorption of randomly polarized photons, more likely lead to trap loss. For ${ }^{40} \mathrm{~K}$ the optical pumping stage was found to lead to a significant heating of the cloud which can be attributed to the high light intensity used, since it could be entirely cancelled by decreasing the intensity. For an optical pumping stage which does not induce heating the maximum transfer efficiency is $\sim 70 \%$.

After the optical pumping stage, it is very important that stray light originating from the laser sources is completely extinct, as it might provoke spin-flip transitions to untrapped states induced by optical excitations followed by spontaneous emissions. In our experiment we therefore switch off all near-resonant light beams using AOMs and mechanical shutters during periods in which atoms are magnetically trapped. We also detune the light frequencies far from resonance. Due to the AOM's fast switching times (of the order of hundreds of ns), they allow one to quickly attenuate the light beams. Since the attenuation is not perfect (only of the order of $10^{-4}$ ), mechanical shutters are employed to accomplish a complete extinction. This is most efficiently done by placing the shutters in front of the optical fibers which transfer the light beams to the experimental table. The shutters have typical closing times of the order of $100 \mu \mathrm{~s}$, when placed in the focus of a beam.

### 2.7.3 Magnetic transport

After both atomic species have been loaded into the magnetic trap, they are transported from the MOT chamber into the science cell by means of magnetic forces. This transport allows us to perform the evaporative cooling stage in the more favorable vacuum environment of the science cell. Furthermore the evaporative cooling can be performed more efficiently there due to the better mechanical access to the atoms which allows placing the magnetic quadrupole coils very close to the atoms, thus creating a steep confinement.

The magnetic transport mechanism is based on shifting the quadrupole potential of the magnetic trap adiabatically such that the atomic cloud follows. Two different possibilities exist to accomplish this: either, the quadrupole coil pair of the magnetic trap is moved mechanically [154], or a series of overlapping fixed coils is used, which
create the moving trapping potential by applying time-varying currents [130]. We decided to implement the latter configuration, since it yields a high reproducibility due to minimized mechanical vibrations and less stringent geometric constraints.

The basic mechanism of the fixed coil configuration is the following. In principle, an atom cloud can be moved from the center of one quadrupole pair to the center of its neighboring (partially overlapping) quadrupole pair by simply increasing the current in the neighboring quadrupole pair and decreasing it in the first one. During this transport the atom cloud remains trapped inside a quadrupole potential, since two partially overlapping quadrupole coil pairs with the same current orientations create a quadrupole potential again. During this transfer, however, the aspect ratio of the quadrupole potential changes from $A=\frac{\partial B_{x}}{\partial x} / \frac{\partial B_{y}}{\partial y}=1$ for the initial position to $A>1$ (elongated cloud) back to $A=1$ for the final position. Repeating this procedure for the remaining coil pairs would thus appreciably modulate the potential geometry which leads to severe heating of the atom cloud. This can be avoided by continuously applying current to three coil pairs in the transport process, which avoids that the aspect ratio changes back to $A=1$ after each coil pair, but rather stays at a constant value. A change of aspect ratio is thus only created at the beginning and at the end of the entire transport. Furthermore, the implication of three coils allows keeping the field gradients constant during the major part of the transport.

The design of our magnetic transport is based on the one used for its first demonstration [130]. In the following we present a brief description of the setup, for details we refer the reader to the thesis of Thomas Salez [155]. A sketch of the coil assembly is shown in Fig. 2.12. The atom cloud is transported over a total distance of 50 cm employing 14 partially overlapping quadrupole coil pairs. The transport path contains a $90^{\circ}$ corner ("elbow") at a distance of 30 cm in order to give additional optical access along the final transport direction and to reduce trap loss due to collisions with background atoms from the MOT chamber. The corner prohibits these atoms to reach the atoms in the science cell in ballistic flight. Except for the coils at the beginning and the end of the transport, all coils of the assembly are identical. Since the overlap of the MOT coils and the first transport coil is limited by the MOT beams an aspect ratio much larger than in the rest of the transport would be created if the cloud was moved toward the first transport coil according to the procedure described above. This excessive aspect ratio can be avoided by the use of an additional so-called "push coil", which is placed opposite to the transport coil assembly with its axis oriented parallel to the transport direction (see Fig. 2.12). It permits to shift the trap center toward the coil assembly.

The push coil is placed at a distance of 11.1 cm from the MOT, it was wound by ourselves. It consists of $8 \times 4$ turns of copper cable with a circular cross section of 2 mm diameter. The inner and outer diameters of the coil are 9.1 cm and 13.2 cm , respectively. It creates a magnetic field of $0.25 \mathrm{G} / \mathrm{A}$ at the position of the MOT. The coil resistance was measured to be $0.06 \Omega$. The transport coils have been manufactured by the company Oswald. They have the shape of a flat disc, so as to permit overlapping of two coils without appreciably changing their distance to the transport path. The coils are arranged in two layers above and below the transport path (see Fig. 2.12). Each coil consists of $47 \times 2$ turns with inner and outer diameters of 2.3 cm and 13.3 cm , respectively. The inner coils are separated by $7-8 \mathrm{~cm}$. They create an axial magnetic field


Figure 2.12: Schematics of the magnetic transport coil assembly. Time-varying currents through 14 partially overlapping quadrupole coil pairs (MOT coils, transfer coils and quadrupole coils) and a single "push" coil transport the atom cloud from the MOT chamber to the science cell. The transport path has a total length of 50 cm and contains a $90^{\circ}$ corner to allow additional optical access to the science cell and to increase the vacuum quality there.
gradient of $3.2 \mathrm{G} /(\mathrm{cm} \mathrm{A})$. Their resistance was measured to be $0.36 \Omega$. All transport coils are mounted on separate aluminum holders, made in our workshop. Water from a cooling system flowing through the holders ensures operation at constant temperature. Eddy currents are suppressed by numerous slits in the holders. A photograph of the transport coil assembly is shown in Fig. 2.13.

A computer program was written [155] which calculates the required values of the current in each coil as a function of the atom cloud position. The temporal dependence of the currents is then determined by the desired dynamics of the cloud position, which can be chosen independently. Four different unipolar current sources are used for the transport, which are controlled by the analog voltages provided from the experimental control. The current sources are controlled in constant voltage mode rather than constant current mode as the former allows quicker switching times, minimizing the time delay between the demanded and the obtained currents. One current source is used for the pushing coil and the others are used to drive three adjacent coil pairs in parallel. For an efficient use of the current sources, a control logic was installed which switches their connections to the appropriate set of three coils during the transport. The switching is realized with a series of metal-oxide semiconductor field-effect transistors (MOSFET) (Farnell, ref. IXFN200N10P), which open or close the required connections on demand.

The switching of coil currents creates an induction voltage $U_{\text {ind }}=-L \dot{I}$, where $L$ denotes the self inductance of the coil, which falls off at the junction of the switch. In order to avoid that this voltage destroys the MOSFETs, we installed varistors between their source and drain connectors, which dissipate the energy of the magnetic field during the switching. The conducting voltage of the varistors needed to be chosen lower than the break down voltage of the MOSFETS. Also the control logic needs to be protected from the induction voltage, which is realized with the help of optocouplers.


Figure 2.13: Photograph of the transport coil assembly before its integration into the experimental system.

The transport path passes through a series of CF16- and homemade vacuum tubes of 1 cm diameter (see Fig. 2.12). Those tubes had been designed to allow most of the magnetically transported atoms to pass through and to sufficiently limit their conductance to have a low enough pressure in the science cell. However, we realized, that the transport efficiency significantly suffers from the small tube diameters. Those make the alignment of the transport coil assembly with respect to the tubes very critical. It is thus helpful to run high currents through the coils in order to achieve a substantial confinement of the atom cloud. This also allows the reduction of the transport time and thus the losses due to collisions with background atoms. With the initial design, we could achieve transport efficiencies of only $5 \%$. We had to buy additional power supplies and place an additional coil pair between the MOT and the first transfer coil pair in order to create a stronger confinement, which finally resulted in transfer efficiencies of $\sim 15 \%$.

### 2.7.4 Magnetic quadrupole trap of the final cell

The magnetic transport sequence ends when the atoms arrive in the magnetic quadrupole trap of the final cell. In this trap the atoms will be evaporatively cooled until they are sufficiently cold and compressed to be transferred into an optical dipole trap. The atom loss due to Majorana spin flips during the evaporative cooling will be avoided by the presence of an optical plug which repels the atoms from the region where the spin flips occur. We present here the specifications of the final quadrupole trap, the installation of the optical plug is described in the next section.

The coil pair for the magnetic trap in the science cell was wound by ourselves and it consists of $4 \times 19$ turns of 4 mm thick copper wire of circular cross section which has a circular hole of 2.5 mm diameter in its center to allow for efficient water cooling.

The inner and outer coil diameters are 3.4 cm and 19.5 cm , respectively. The two coils are separated by 3.65 cm , leaving a distance of 3.3 mm between the coils and the walls of the science cell. They create an axial magnetic field gradient of $3.75 \mathrm{G} /(\mathrm{cm} \mathrm{A})$. We will soon replace this coil pair by a new one, which is manufactured by the company Oswald. The mount for this new coil pair will also support a coil pair which can create a strong bias field with a high precision which will allow tuning atomic interactions by means of Feshbach resonances in an optical trap.

The maximum trap depth of a quadrupole trap is defined by the maximum achievable radial gradient and the geometric boundary of the trap, which is defined by the inner walls of the vacuum chamber when the coils are placed outside the chamber. The coil pair of the science cell can create a maximum radial gradient of $280 \mathrm{G} / \mathrm{cm}$ (for a coil current of 150 A ) and the distance between the trap center and the chamber walls is $\sim 1 \mathrm{~cm}$, resulting in a maximum achievable trap depth of $\sim 18 \mathrm{mK}$ (for comparison, the coil pair of the MOT chamber can create a maximum radial gradient of $70 \mathrm{G} / \mathrm{cm}$ for the same coil current and the distance between the trap center and the chamber walls is $\sim 2.2 \mathrm{~cm}$, resulting in a maximum achievable trap depth of $\sim 10 \mathrm{mK}$ ).

In order to allow fast switching times of the magnetic field of the quadrupole trap, we installed an insulated gate bipolar transistor (IGBT) (Mitsubishi Electric, ref. CM600HA-24H), which can entirely interrupt a current flow of 150 A through the coil pair within $\sim 1 \mathrm{~ms}$. The switching speed of IGBTs is superior to that of MOSFETs: for example, the MOSFET-model which we employ for the switching of the transport coils, would require $\sim 13 \mathrm{~ms}$ for switching off the above current flow in the magnetic trap coils. In order to protect the IGBT from induction currents produced during the switching, we connect a varistor in parallel to its junction, which dissipates the energy of the magnetic field. In addition, the computer control of the IGBT is electronically isolated using opto-couplers.

### 2.7.5 Optical plug

The "optically plugged magnetic trap" configuration was first implemented in 1995 and allowed for the first realization of a Sodium Bose-Einstein condensate [153]. It generates a steep, linear confinement, which leads to high elastic collision rates and thus to efficient evaporative cooling. Due to its complicated geometry, it is, however, not very practical for quantitative studies of atom clouds and we intend to employ it only in order to cool the atoms. Once sufficiently cold, the atom cloud will be transferred into an optical dipole trap. It has been demonstrated by the Amsterdam group [44], that the mixture ${ }^{6} \mathrm{Li}^{40} \mathrm{~K}$ can be efficiently cooled inside this trap.

The installation of the optical plug is still in progress. We give here only a brief description of the constructed parts. Then, we give an outlook on the planned evaporative cooling strategy.

We have purchased an intracavity-doubled Nd:YVO4 laser (Coherent, ref. VerdiV12) of 532 nm wavelength and 12 W output power from which the light for the optical plug is derived. Heating of the atoms due to photon scattering will be suppressed due to the large detuning of the laser beam with respect to the resonance frequency of both atomic species, and due to the repulsion of the atoms from regions with high intensity. We have installed an optical system which focuses 7 W of power to a size
of $\sim 20 \mu \mathrm{~m}$. The repulsive barrier induced by the laser beam has a height of $\sim 1 \mathrm{mK}$ for the two species. For an axial magnetic field gradient of $400 \mathrm{G} / \mathrm{cm}$, the magnetic field at the trap bottom is $\sim 0.4 \mathrm{G}$. The optical plug can be switched off by an aircooled 110 MHz -AOM (AA optoelectronic, ref. MCQ110-A2 VIS), which is driven by a homemade voltage-controlled oscillator, whose output is amplified by an rf-amplifier (Minicircuits, ref. ZHL-5W-1). The beam path from the laser to the science cell is protected from dust particles by a Thorlabs cage system, which in addition gives a high mechanical stability to the system, reducing the pointing noise of the beam focus. The second last mirror in front of the science cell is controlled by an electronic circuit (Thorlabs, ref. TST001) using two motor actuators (Thorlabs, ref. ZST13), and allows for the adjustment of the plug position. The plug beam is aligned to the symmetry axis of the magnetic quadrupole trap. Its focus will be continuously imaged to the same CCD-camera as the trapped atoms in order to verify its correct alignment at any time. Since we have not achieved evaporative cooling, we could not verify the functioning of the optical plug, yet.

### 2.7.6 Evaporative cooling

As discussed in the introduction of this thesis, evaporative cooling of fermionic species is more difficult than for bosonic species, due to the suppression of $s$-wave collisions for identical particles. While odd partial wave collisions, such as $p$-wave collisions, are allowed, they are suppressed at low temperatures (typically below $T \approx 6 \mathrm{mK}$ for ${ }^{6} \mathrm{Li}$ and $T \approx 300 \mu \mathrm{~K}$ for ${ }^{40} \mathrm{~K}[156]$ ), because of the angular momentum barriers. Therefore, high rates for elastic collisions are only possible at low temperatures if the colliding atoms are either of two different species or in at least two different internal states.

Three possibilities exist to evaporatively cool the mixture ${ }^{6} \mathrm{Li}^{-}{ }^{40} \mathrm{~K}$. Either, (1) the mixture is evaporatively cooled relying only on interspecies collisions, or (2) each atomic species is prepared in two different internal states and evaporatively cooled separately, or (3) one species is prepared in two different spin states and evaporatively cooled, sympathetically cooling the other species along.

The first possibility would be relatively inefficient due to the different mass of both species and the small cross section for ${ }^{6} \mathrm{Li}^{40} \mathrm{~K}$ collisions. For this kind of evaporation to be maximally efficient, an equal number of atoms in each species is required and the atoms should be prepared in their fully-stretched states, which suppresses spinrelaxation. The different mass of the colliding particles leads to longer rethermalization times of about a factor of 2 [44] as compared to colliding particles of the same mass. The collisions, which take place in the triplet channel, have a $s$-wave scattering length of $a=64.41 a_{0}$ [91], leading to a collision cross section of $\sigma_{\text {LiK }}=1.5 \times 10^{-10} \mathrm{~m}^{2}$. Furthermore, the different initial temperatures of the ${ }^{6} \mathrm{Li}-\mathrm{MOT}$ and the ${ }^{40} \mathrm{~K}$-MOT will lead to a significant heating of ${ }^{40} \mathrm{~K}$.

The second possibility cannot be realized in a magnetic trap, since ${ }^{6} \mathrm{Li}$ cannot be magnetically trapped in two different spin states which are stable against inelastic collisions. This is, because the hyperfine structure of ${ }^{6} \mathrm{Li}$ (see Fig. 2.11) implies that at least one of the two different magnetically trappable spin states belongs to the higher $F$ state manifold. Since collisions between any two different trappable spin states of ${ }^{6} \mathrm{Li}$ can lead to two states in the lower $F$ state manifold spin relaxation can occur [135].

In order to take advantage of the large trapping volume of magnetic traps, evaporative cooling inside this trap is preferable, thus we do not further consider this possibility.

The third possibility seems to be the most efficient. It has been demonstrated that ${ }^{40} \mathrm{~K}$ can be trapped magnetically in the two different spin states $\left|F, m_{F}\right\rangle=|9 / 2,9 / 2\rangle$ and $|9 / 2,7 / 2\rangle$ with suppressed spin relaxation [21]. This suppression is a consequence of the inverted hyperfine structure of ${ }^{40} \mathrm{~K}$ making the state with the larger $F(F=9 / 2)$ the hyperfine state with the lowest energy. Therefore, evaporatively cooling ${ }^{40} \mathrm{~K}$ in a magnetic trap is possible. The $s$-wave scattering length for the intraspecies collisions between the above-mentioned spin states is $a \sim 170 a_{0}$ [157], leading to a collision cross section of $\sigma_{\mathrm{KK}}=1 \times 10^{-9} \mathrm{~m}^{2}$, which is nearly an order of magnitude larger than that for intraspecies ${ }^{6} \mathrm{Li}-{ }^{40} \mathrm{~K}$ collisions. The evaporation of ${ }^{40} \mathrm{~K}$ using this method is thus more efficient when the evaporation is based on intra- rather than interspecies collisions. The sympathetic cooling of ${ }^{6} \mathrm{Li}$ will also be efficient if a small cloud of ${ }^{6} \mathrm{Li}$ is loaded into the trap. This has been demonstrated by the Amsterdam group [44]. We plan to apply this cooling technique as well. Special care, however, will need to be taken of the spin-exchange collisions which depolarize the ${ }^{6} \mathrm{Li}$ atoms. Those increase with the density of the ${ }^{40} \mathrm{~K}$ cloud, which thus should be kept low. When the cloud is transferred to the optical dipole trap, state purification will be required to allow for the final compression of the sample.

### 2.8 Diagnostic tools

Several methods exist to probe a cloud of cold atoms. The method we chose in order to probe the atoms in the two different chambers is the absorption imaging technique, which we describe in detail in the subsequent section. For the atoms which are trapped by the MOTs only, we also use other ways for probing which we briefly describe at the end of this section.

### 2.8.1 Principle of absorption imaging

In absorption imaging, a near-resonant laser beam of very low intensity ( $I \ll I_{\text {sat }}$ ) is shone on the atomic cloud for a short time and its transmission profile is recorded by a charge-coupled device (CCD) camera. Since the atoms absorb the imaging beam, the transmission profile contains information about the atomic distribution. However, useful data cannot directly be extracted from the recorded transmission profile $I_{\mathrm{abs}}(x, y)$ alone. Since the intensity profile of the imaging beam is inhomogeneous and since background ambient light is always present, the transmission profile needs to be normalized. Therefore two more pictures need to be taken: first, a reference picture, in which the intensity profile $I_{\text {ref }}(x, y)$ of the unabsorbed imaging beam is recorded. This can be done by either waiting for the atoms to fall off the field of view or by making them invisible for the imaging beam (see discussion below). Second, a background picture, in which the background signal $I_{\mathrm{bg}}(x, y)$ is recorded in absence of the imaging beam. The normalized transmission profile $T(x, y)$ is then obtained from these three pictures by

$$
\begin{equation*}
T(x, y)=\frac{I_{\mathrm{abs}}(x, y)-I_{\mathrm{bg}}(x, y)}{I_{\mathrm{ref}}(x, y)-I_{\mathrm{bg}}(x, y)} \tag{2.6}
\end{equation*}
$$

(see Fig. 2.14). The subtraction of $I_{\mathrm{bg}}(x, y)$ also accounts for the unavoidable dark current rate of the CCD pixels, which may vary with temperature.


Figure 2.14: Obtaining a normalized transmission profile $T(x, y)$ requires to take three images: (a) an image of the probe beam after passing through the atom cloud, (b) an image of the probe beam in absence of the atoms and (c) a background image. These are processed according to Eq. (2.6) to give the normalized transmission image (d). The picture shows a magnetically trapped cloud of $\sim 3 \times 10^{9}{ }^{40} \mathrm{~K}$ atoms.

The recorded normalized transmission profile is directly related to the atomic density distribution $n(x, y, z)$ inside the cloud. Since the imaging beam has a low intensity, its relative transmission through the atom cloud is independent of its intensity and $T(x, y)$ is related to $n(x, y, z)$ by

$$
\begin{equation*}
T(x, y)=\exp (-\mathrm{OD}(x, y))=\exp \left(-\sigma \int n(x, y, z) \mathrm{d} z\right) \tag{2.7}
\end{equation*}
$$

where $\mathrm{OD}(x, y)$ is defined as the optical density, and $\sigma$ is the scattering cross section. The integration is performed along the propagation direction $z$ of the imaging beam. $\sigma$ is for low beam intensities approximately given by

$$
\begin{equation*}
\sigma=C^{2} \frac{3 \lambda^{2}}{2 \pi} \frac{1}{\left(1+\left(2 \Delta \omega_{\mathrm{img}} / \Gamma\right)^{2}\right)}, \tag{2.8}
\end{equation*}
$$

where $\lambda$ is the wavelength of the atomic transition, $\Delta \omega_{\text {img }}$ the detuning of the imaging laser from resonance and $C$ the Clebsch Gordan coefficient of the transition, which accounts for the departure from the two-level approximation. It is desired to use a closed transition for the imaging, since then $\sigma$ is given by the two-level atom approximation for which $C=1$. For ${ }^{6} \mathrm{Li}$ such a closed transition is given by $\left|F=3 / 2, m_{\mathrm{F}}=3 / 2\right\rangle \rightarrow$ $\left|F^{\prime}=5 / 2, m_{\mathrm{F}^{\prime}}=5 / 2\right\rangle$ and for ${ }^{40} \mathrm{~K}$ by $\left|F=9 / 2, m_{\mathrm{F}}=9 / 2\right\rangle \rightarrow\left|F^{\prime}=11 / 2, m_{\mathrm{F}}{ }^{\prime}=11 / 2\right\rangle$. To ensure that one of these transitions is probed, one in principle would have to spinpolarize the atoms before taking the image and one would have to use an imaging beam with $\sigma^{+}$-polarization (in presence of a small bias magnetic field directed along the imaging beam propagation to define a quantization axis for the atomic spins).

When the atoms are not spin-polarized before taking the image, the distribution of the atoms over the possible spin states is unknown. The best estimate for $C^{2}$ in Eq. (2.8) is therefore given by the average of the squared Clebsch Gordan coefficients of all possible transitions, which can be excited by the imaging beam (normalized to the
one for the cycling transition). For ${ }^{6} \mathrm{Li}$ the average value is calculated to $C^{2}=0.5$ and for ${ }^{40} \mathrm{~K}$ it is $C^{2}=0.4$. When we image the atoms which are trapped in the MOT we use these average Clebsch Gordan coefficients. In general, the biggest uncertainty in the determination of the atomic density using absorption images arises from the estimate of the Clebsch Gordan coefficient. We estimate the uncertainty of the measured atomic density to be $50 \%$.

The atoms which are trapped in the magnetic quadrupole trap are spin polarized in their stretched states. When we image these atoms in the science cell, we apply a small bias magnetic field of $\sim 2 \mathrm{G}$ during the imaging pulse (after switching off the magnetic quadrupole trap) whose direction is parallel to the axis of the magnetic quadrupole trap. Since the atoms will adiabatically align their spins to this field, we use $C^{2}=1$.

The bias field for the imaging in the science cell is created by two coils in Helmholtzconfiguration. Each coil consists of 10 turns with 11 cm diameter. They are placed in a distance of 16 cm from each other. The resulting magnetic field at the position of the atom cloud is $0.4 \mathrm{G} / \mathrm{A}$.

### 2.8.2 Evaluation of absorption images

In the previous paragraph we have seen that the measurement of the transmission profile gives access to the density distribution of the atom cloud. In general, all properties of the atom cloud can be inferred from measurements of density distributions by comparing them to the results of models of the atomic gas. We briefly discuss here how to infer the basic quantities characterizing the atom cloud, such as its total atom number, its local atomic density and its temperature. The total number $N$ of atoms is determined by integrating the recorded optical density profile across the two-dimensional image of the cloud

$$
\begin{equation*}
N=\int \mathrm{d} x \int \mathrm{~d} y \int \mathrm{~d} z n(x, y, z)=\int \mathrm{d} x \int \mathrm{~d} y \frac{\mathrm{OD}(x, y)}{\sigma}, \tag{2.9}
\end{equation*}
$$

with the scattering cross section $\sigma$ given by Eq. (2.8).
The determination of the local atomic density $n(x, y, z)$ from the measured optical density profile $\mathrm{OD}(x, y)$ is a priori not simple, since $\mathrm{OD}(x, y)$ contains information about the integrated atomic density distribution only. In order to have access to $n(x, y, z)$, the optical density profile would therefore, in principle, have to be recorded along two different imaging directions. However, when the atom cloud has cylindrical symmetry (with the symmetry axis along the $x$-direction), $n(x, y, z)$ can be inferred from a single optical density profile. In this case $n(x, y, z)$ is given by the inverse Abel transform of $\mathrm{OD}(x, y)$ [158]

$$
\begin{equation*}
n(x, y, z)=n(x, r)=-\frac{1}{\sigma \pi} \int_{r}^{\infty}\left(\frac{\partial \mathrm{OD}(x, y)}{\partial y}\right) \frac{\mathrm{d} y}{\sqrt{y^{2}-r^{2}}} \tag{2.10}
\end{equation*}
$$

where $r=\sqrt{y^{2}+z^{2}}$ denotes the distance to the center of the atom cloud. The determination of $n(x, y, z)$ via Eq. (2.10) in general requires a numerical integration. In some cases, however, a numerical integration can be avoided. This is the case when $n(x, y, z)$ can be assumed to have a simple form which allows the calculation of the
corresponding optical density profile analytically. Fitting the measured optical density profile to the calculated form thus allows one to directly obtain the parameters which specify $n(x, y, z)$. For example, when the atomic density distribution can be assumed to be a cylindrically symmetric Gaussian (with widths $\sigma_{\mathrm{x}}, \sigma_{\mathrm{yz}}$ and peak atomic density $n_{\mathrm{c}}$, centered around the origin), the optical density profile takes the form [159]

$$
\begin{equation*}
n(x, r)=n_{\mathrm{c}} \mathrm{e}^{-\frac{x^{2}}{2 \sigma_{\mathrm{x}}^{2}}-\frac{r^{2}}{2 \sigma_{\mathrm{yzz}}^{2}}} \quad \Longleftrightarrow \quad \mathrm{OD}(x, y)=n_{\mathrm{c}} \sigma \sigma_{\mathrm{yz}} \sqrt{2 \pi} \mathrm{e}^{-\frac{x^{2}}{2 \sigma_{\mathrm{x}}^{2}}-\frac{y^{2}}{2 \sigma_{\mathrm{yz}}^{2}}} \tag{2.11}
\end{equation*}
$$

which is also a Gaussian. This atomic distribution assumption is exact for a classical gas in a cylindrically symmetric harmonic trap, but is also well fulfilled for not too dense clouds trapped in a MOT. When the atomic density distribution can be assumed to be constant over a sphere (with radius $R$ ), the optical density profile takes the form [159]

$$
n(x, r)=\left\{\begin{array}{ll}
n_{\mathrm{c}} & \text { for } 0 \leq|y| \leq R(x),  \tag{2.12}\\
0 & \text { otherwise }
\end{array} \Longleftrightarrow \mathrm{OD}(x, y)=2 n_{\mathrm{c}} \sigma \sqrt{R(x)^{2}-y^{2}},\right.
$$

with $R(x)=\sqrt{R^{2}-x^{2}}$. This assumption typically holds for clouds trapped in a MOT with large atom numbers. In order to determine the central atomic density in the MOT, we used Eqs. (2.11) and (2.12) to fit the measured optical density profile. For both cases, the fits nearly yielded the same central optical density. In order to allow the determination of the atomic density of more complicated atomic distributions we wrote a computer program, which carries out the numerical integration of Eq. (2.10). This calculation is very sensitive to noise in the optical density profile $\mathrm{OD}(x, y)$, because it contains the derivative of $\mathrm{OD}(x, y)$. The optical density profile OD thus was smoothened before its derivative was calculated. For the MOT, using the full numerical method and the fitting method yielded nearly the same central atomic density, which confirms both methods for the given application.

The temperature of an atom cloud can be determined by the time-of-flight (TOF) method, in which the trapping potential is suddenly switched off and the expansion of the cloud is measured as a function of the flight time $t_{\text {TOF }}$. For an atom cloud with an initial atomic density distribution of approximately Gaussian shape and a Maxwell-Boltzmann velocity distribution, the atomic density distribution maintains its Gaussian shape during a collisionless expansion. The waist $\sigma_{\mathrm{i}}$ of the Gaussian distribution changes in time according to

$$
\begin{equation*}
\sigma_{\mathrm{i}}\left(t_{\mathrm{TOF}}\right)=\sqrt{\sigma_{\mathrm{i}}^{2}\left(t_{\mathrm{TOF}}=0\right)+\frac{k_{\mathrm{B}} T}{m} t_{\mathrm{TOF}}^{2}} \tag{2.13}
\end{equation*}
$$

with $i \in\{x, y, z\}$ and $T$ denoting the temperature of the cloud. The assumption of an initial Gaussian distribution is exact for a classical gas in a harmonic trap. If it is non-Gaussian a long TOF is required, such that the initial size of the cloud can be neglected. Since it is not always possible to expand the cloud to much larger than its initial size due to limited field of view, the temperature of the cloud is most precisely determined by fitting the time-evolution of the cloud size to Eq. (2.13).

### 2.8.3 Optical setup

Each atomic species requires its own imaging beam, which is provided by a separate optical fiber originating from the respective laser system (see Fig. 2.4). The two imaging
beams are superimposed using a dichroic mirror and expanded by a telescope to a $1 / \mathrm{e}^{2}$ diameter of 27.5 mm . The bichromatic imaging beam is subsequently divided into two parts by a polarizing broadband beam splitter. One part serves to image the atoms inside the MOT chamber, the other one is used to image the atoms in the final cell. In each part both frequency components have a low intensity of $I_{\text {img }} \sim 0.01 I_{\text {sat }}$ in the beam center and the circular polarizations are prepared with a $\lambda / 4$-plate for the potassium wavelength, which works sufficiently well also for lithium. Both beam components are near-resonant with respect to the $4 S_{1 / 2}(F=9 / 2) \rightarrow 4 P_{3 / 2}\left(F^{\prime}=11 / 2\right)$ and the $2 S_{1 / 2}(F=3 / 2) \rightarrow 2 P_{3 / 2}\left(F^{\prime}=5 / 2\right)$ cooling transitions of ${ }^{40} \mathrm{~K}$ and ${ }^{6} \mathrm{Li}$, respectively (see Fig. 2.3). Interference fringes, which are produced by the parallel glass windows of the respective cell, are minimized by sending the imaging beam with a slight angle through these windows, which makes the interference period too small to be resolved.

Each of the installed imaging systems has its own CCD camera, whereas the same camera model is used for both systems (PCO imaging, ref. Pixelfly qe). The camera's CCD sensor consists of $1392 \times 1024$ pixels with a pixel size of $6.45 \times 6.45 \mu \mathrm{~m}^{2}$. Due to its double shutter mode the camera has a short interframing time of $5 \mu \mathrm{~s}$, allowing to take two subsequent pictures with this short time delay. A third picture can only be recorded after the first picture is read out, i.e. after the camera's readout time, which is 45 ms . The camera has a quantum efficiency of $\sim 45 \%$ for the Li wavelength and $\sim 30 \%$ for the K wavelength and a dark background level of 18 counts per pixel. More than $\sim 50$ photons thus need to fall on a pixel in order to be detected with a signal to noise ratio better than 2 , which corresponds to a light intensity of $\sim 2.5 \times 10^{-5} \mu \mathrm{~W} / \mathrm{cm}^{2}$.

The atom clouds are imaged on the CCD chip by a single 2-inch diameter lens of focal length 6 cm for the imaging system of the MOT chamber and 7.5 cm for the imaging system of the science cell. The lenses are placed at a distance of 21 cm and 26 cm from the respective atom clouds. Their numerical apertures are $N A_{\mathrm{MC}}=0.12$ and $N A_{\mathrm{SC}}=0.10$, respectively. The magnification of both imaging systems is $\sim 0.4$.

### 2.8.4 Practical aspects

Using Eq. (2.7) for a reliable evaluation of the recorded images requires several conditions to be fulfilled. First, the detuning of the imaging beam needs to be appropriately chosen. Samples with a high atomic density or large atom numbers can be optically dense for weak resonant laser beams. The frequency of the imaging beam should thus be detuned in order to keep the peak optical density well below the maximum detectable value (which is $\sim 6$ in our system). However, for non-zero detuning the atoms refract the imaging light, which can yield false absorptive signals, when the refracted light is not collected entirely by the imaging system. In our system we indeed observe such a degradation of the image quality for a large detuning. Since the refraction angle is approximately inversely proportional to the size of the atom cloud, this effect is particularly important for small clouds. Then, the image should be taken after an appropriate time of flight, during which the cloud freely expands.

Second, the duration of the imaging pulses needs to be correctly chosen. It is a compromise between signal to noise ratio and blurring of the recorded image due to recoil-induced motion of the atoms. In addition, a too long duration might lead to a depumping of the atoms into a dark hyperfine state, requiring additional repumping
light. The blurring can be estimated as follows. If an atom scatters $N$ photons during the imaging pulse of length $\Delta t$, it gains a velocity of $N v_{\text {rec }}$ along the direction of the imaging beam due to absorption and a mean velocity of $\sqrt{N} v_{\text {rec }}$ in a random direction due to spontaneous emission. The resulting typical longitudinal displacement is $\Delta z=(N / 2+\sqrt{N / 3}) v_{\text {rec }} \Delta t$. For a proper choice of the imaging duration the Doppler shift should be negligible and the longitudinal displacement should be smaller than the depth of field of the imaging system. Also, the transverse displacement should be smaller than the resolution of the imaging system. In our setup, we chose an imaging pulse duration of $100 \mu \mathrm{~s}$. For the used imaging beam intensity $I_{\mathrm{img}} \sim 0.01 I_{\text {sat }}$, each atom scatters $\sim 15$ photons in case of resonant imaging, leading to a longitudinal displacement of $\sim 75 \mu \mathrm{~m}$ for ${ }^{6} \mathrm{Li}$ and of $\sim 10 \mu \mathrm{~m}$ for ${ }^{40} \mathrm{~K}$ and a maximum Doppler shift of $\Delta \omega_{\mathrm{D}}=0.3 \Gamma$ for ${ }^{6} \mathrm{Li}$ and $\Delta \omega_{\mathrm{D}}=0.03 \Gamma$ for ${ }^{40} \mathrm{~K}$. For a longer duration the Doppler shift for ${ }^{6} \mathrm{Li}$ would significantly affect the absorption. The recoil-induced motion is much more limiting for ${ }^{6} \mathrm{Li}$ than for ${ }^{40} \mathrm{~K}$, due to the lighter mass of ${ }^{6} \mathrm{Li}$.

For the chosen imaging beam pulse duration, the depumping of the atoms into a dark hyperfine state can be negligible. We verified this by comparing the optical densities in absence and presence of a repumping beam. The optical density was found larger by only $8 \%$ for ${ }^{6} \mathrm{Li}$ in the latter case. For ${ }^{40} \mathrm{~K}$, no significant change was observed due to the larger hyperfine splitting of the excited state. We thus do not use repumping light for imaging. Then, however, only those atoms can be detected which initially occupy the correct hyperfine ground state. When the trapped atoms occupy both hyperfine ground states before the imaging, it is thus necessary to optically pump all of them into the correct hyperfine state. We achieve this by exposing the atoms for $500 \mu s$ to a repumping light pulse before the image is taken. In our experimental sequence, this procedure needs to be applied only when imaging the atoms trapped in the MOT.

For a convenient quantitative analysis of the recorded transmission profiles it is desired that the imaging beam has the same intensity in both the absorption and the reference picture. Since the intensity of the imaging beam usually fluctuates, it is thus important that the time delay between the two imaging pulses is smaller than the time scale of these fluctuations, which in our setup was found to be of the order of $\sim 50 \mathrm{~ms}$. We recorded the dependence of the intensity difference of two subsequent imaging pulses on their time delay for three different time delays (see Fig. 2.15 (a)). The figure shows that the intensity difference can indeed be significantly decreased by choosing a small time delay. However, in the imaging sequence a small delay in general leads to an absorption of both imaging beam pulses by the atoms, since those don't have the time to disappear before the second pulse is launched. The absorption of the second pulse can, however, be circumvented by detuning the imaging beam far off resonance (by $-10 \Gamma)$. This is achieved by using an AOM in double-pass configuration, which allows to change the imaging beam frequency on a time scale of several tens of microseconds without affecting the intensity of the beam. In our system we implemented this fast imaging technique. As a result, we obtain a very reliable determination of the optical density. For example, for a priori identically prepared atom clouds in a (small) ${ }^{6} \mathrm{Li}$ MOT, we obtain a standard deviation of $\sigma(\mathrm{OD}) / \overline{\mathrm{OD}}=3.8 \%$ for the measured optical density.

Finally, the imaging optics need to be correctly aligned, i.e. the magnification needs


Figure 2.15: (a) Standard deviation $\sigma\left(\Delta I_{\mathrm{img}} / I_{\mathrm{img}}\right)$ of the relative intensity difference of two subsequent imaging beam pulses for three different time delays. The intensity difference is smaller for smaller time delays. Thus the reliability of absorption images can be increased by decreasing the time delay between the two imaging pulses. (b) Detected atom number as a function of the camera position. $d_{\mathrm{i}}$ denotes the distance of the image plane from the lens. The atom number is maximum when the camera is placed in the image plane.
to be precisely known and the CCD chip needs to be placed in the focal plane of the image. We measured the magnification of our imaging systems with a "printed card" grid, which was placed at the same distance as the atom cloud. Once the magnification is known, the atom number can be reliably measured. We studied the sensitivity of the detected atom number with respect to the positioning of the CCD chip. The result is shown in Fig. 2.15 (b), which depicts the detected atom number as a function of the camera's position. The figure demonstrates that the detected atom number is maximum when the camera is placed in the image plane.

### 2.8.5 Auxiliary detection systems

Besides the absorption imaging systems, we installed three additional probing systems to facilitate the day-to-day operation of the experiment or to do quantitative measurements which allow a continuous measurement process. All three additional probing systems serve to measure the number of atoms trapped in the MOTs only. Since those are continuously excited by the MOT beams, they emit fluorescence light, which is proportional to the atom number. The first probing system collects a part of this fluorescence and records it with a video camera connected to a TV-screen. No quantitative measurements are done with this system. Its simply yields a convenient way to obtain approximate information about the positioning of the MOTs, their shape and their size. The other two probing systems employ each a large area photo diode which records the power of the emitted fluorescence. Optical frequency filters allow to measure the fluorescence light of each MOT separately. The photo diodes continuously measure the atom number in the MOTs without affecting the atoms and are thus mainly employed for atom number optimization procedures. We also use them for the photoassociation
experiment described in chapter 4.
The absolute atom number estimation from the measured fluorescence signals of the MOT is much less precise than the estimation from absorption images. This is, because the number of excited atoms in the MOT depends on many parameters which are difficult to determine, such as the effective detuning of the MOT beams (which depends on the magnetic field) and the intensities of cooling and repumping light. Nonetheless, when calibrated to the atom number estimates obtained from the absorption images, the fluorescence yields good estimates, since the fluorescence is in general proportional to the atom number. However, the proportionality only holds for small clouds ( $N \lesssim$ $3 \times 10^{9}$ atoms) as demonstrated by Fig. 2.16, which shows the time evolution of the atom number in the ${ }^{40} \mathrm{~K}$-MOT measured by absorption images and by the fluorescence signal (calibrated to a small atom number). We attribute the deviation from proportional behavior for large atom numbers to reabsorption of the scattered photons by the atoms and to the increasing absorption of the trap light which leads to a reduced intensity in the center of the trap. Therefore we use the fluorescence light for atom number estimations only for small atom numbers.


Figure 2.16: Number of trapped atoms in the ${ }^{40} \mathrm{~K}$-MOT and corresponding emitted fluorescence signal as a function of the loading time. For small atom numbers ( $N \lesssim$ $3 \times 10^{9}$ ) the fluorescence signal is approximately proportional to the atom number. For larger atom numbers the fluorescence signal deviates from a proportional behavior. We attribute this to reabsorption of the scattered photons by the trapped atoms and to absorption of the trap light leading to a reduced intensity at the cloud center.

### 2.8.6 Experiment control and data acquisition

We use two computers to run our experiment. One computer controls all digital, analog and GPIB commands and the cameras. The other is used for data acquisition and evaluation. Both computers run Windows XP as an operating system.

Our experiment requires precise temporal control of a variety of parameters. Most operations require a timing resolution on the millisecond scale, certain others, such as imaging, require timing on the microsecond scale. The programming software we chose is $C^{\#}$, which is convenient to use. Running it in a Windows environment, unfortunately brings about the disadvantage, that the operating system can interrupt the program at any time. The resulting timing of the program can thus significantly vary (typically 10 ms shot-to-shot). In order to circumvent this problem, we use an external digital input/output (DOI) board as the main clock in our system, which has an internal oscillator with 50 ns time resolution. When the experimental sequence is launched, the parameters of the sequence are loaded from the program into the buffer of this board and then executed. From that point on (until the buffer is cleared), the board no longer communicates with the computer and is thus not susceptible to operating system interruptions.

The loading of the parameters into the buffer is time consuming and can significantly decrease the repetition rate of the experiment. Therefore, the number of data points is kept small by maximally discretizing the time interval of the sequence. Operations which require timing on a millisecond scale are controlled with a time resolution of 0.5 ms , all others with a time resolution of $10 \mu \mathrm{~s}$.

The DOI board controls three analog output (National Instruments, ref. NI PXI6713) and two digital output cards (National Instruments, ref. NI PXI-6533). The analog output cards have 8 BNC outputs each, which deliver voltages between -10 V and +10 V and maximum currents of 250 mA . The digital output cards have 24 and 6 BNC outputs delivering either 0 V or 5 V . In order to avoid electronic feedback from the experiment into the computer, which might be induced by the fast switching of magnetic coils, most of the digital outputs are isolated from the experiment via optocouplers.

The data acquisition program is based on the one described in the thesis of Martin Teichman [160]. It has been written in the programming language Python. The program instantaneously evaluates the images recorded during an imaging process. It displays the density profiles of each image and calculates and displays the normalized transmission profile. It further calculates the quantities of interest such as the total atom number, the cloud size, its central optical density, etc.

### 2.9 Conclusion and outlook

In this chapter we have presented the central parts of the constructed Fermix machine. These include the vacuum system, two laser systems for the two atomic species, two sources of high-flux cold atomic beams, a large atom number dual-species magnetooptical trap, two magnetic traps, linked by a magnetic transport, imaging devices for probing the atoms and a computer control system for the experimental procedures. To reach the quantum degenerate regime, evaporative cooling in the final magnetic trap needs to be performed. For further investigation, the atom clouds will be transfered into an optical dipole trap. To conclude this chapter we show two pictures of our laboratory recorded at the beginning and end of my PhD work (see Fig. 2.17).


Figure 2.17: Photographs of the laboratory recorded at the beginning (up) and end (down) of my PhD work.

## Chapter 3

## Characterization of the experimental apparatus

In this chapter we present the characterization of the constructed experimental setup. We start with a detailed study of the atom sources, i.e. the Zeeman slower for ${ }^{6} \mathrm{Li}$ and the 2D-MOT for ${ }^{40} \mathrm{~K}$. Then we characterize the dual-species MOT, first in single-species and subsequently in dual-species operation for which we studied interspecies collisions. Finally, we describe the implementation of the subsequent stages in the experimental sequence for the creation of a degenerate mixture, including the transfer of the atomic clouds into the magnetic quadrupole trap, the magnetic trapping and transport to the final science cell.

## 3.1 ${ }^{6}$ Li Zeeman slower

For our application the essential parameter which characterizes the performance of the Zeeman slower is the capture rate of the ${ }^{6} \mathrm{Li}-\mathrm{MOT}$. We studied its dependence as a function of several Zeeman slower parameters, such as the temperature of the oven, the power of the slowing light, the magnitude of the magnetic field and the intensity ratios between the repumping and slowing light. The optimized values of these parameters are displayed in Tab. 2.1, leading to a ${ }^{6} \mathrm{Li}-\mathrm{MOT}$ capture rate of $\sim 1.2 \times 10^{9}$ atoms $/ \mathrm{s}$.

Figure 3.1 (a) shows the dependence of the ${ }^{6} \mathrm{Li}-\mathrm{MOT}$ capture rate on the power of the Zeeman slowing light. The curve increases with increasing beam power and indicates saturation for higher powers. In the experiment the slowing light power is 45 mW , for which the curve in Fig. 3.1 (a) starts to saturate, demonstrating that, for the given beam power, the size of the slowing beam is well chosen. In particular it shows that the beam is not absorbed significantly by the atoms inside the slower.

The dependence of the ${ }^{6} \mathrm{Li}$-MOT capture rate on the intensity ratio between repumping and slowing light of the Zeeman slower is depicted in Fig. 3.1 (b). The curve increases with increasing repumping intensity and saturates for higher intensities. For the intensity ratio $I_{\text {rep }} / I_{\text {slow }} \sim 0.1$ the repumping intensity in the region where the magnetic field of the Zeeman slower changes sign, is of the order of the saturation intensity. Therefore the transition probability of the repumping transition saturates at $I_{\text {rep }} / I_{\text {slow }} \sim 0.1$, explaining the behavior in Fig. 3.1 (b). The graph shows that the Zeeman slower only requires a small repumping intensity. It is important that the


Figure 3.1: ${ }^{6} \mathrm{Li}-\mathrm{MOT}$ capture rate as a function of (a) the power of the Zeeman slowing light for a constant repumping light power of 5.6 mW and (b) the intensity ratio between repumping and slowing light of the Zeeman slower for a constant slowing light power of 45 mW . The intensities of the superimposed beams depend on the position inside the slower, since the beams are focused toward the oven. At the position where the magnetic field changes sign, a power of 10 mW corresponds to an intensity of $2.5 I_{\text {sat }}$, with the saturation intensity $I_{\text {sat }}$ given in Tab. 2.3.
repumping light has the same circular polarization as the slowing light, since it helps to optically pump the atoms to the cycling transition used for slowing.

Figure 3.2 (a) shows the ${ }^{6} \mathrm{Li}-\mathrm{MOT}$ capture rate as a function of the magnitude of the axial magnetic field of the Zeeman slower. The position of the maximum depends on the detuning of the slowing light, which, in the experiment, was chosen to be $\Delta \omega_{\text {slow }}=-75 \Gamma$. The experimentally determined optimum value of the magnetic field is close to the value expected from our numerical simulations. For values which differ from the optimum one, the profile of the axial magnetic field is less well adapted to the change in the atoms' velocity, leading to a less efficient slowing.


Figure 3.2: ${ }^{6} \mathrm{Li}$-MOT capture rate as a function of (a) the axial magnetic field of the Zeeman slower and (b) the temperature of the Li-oven. Circles represent the experimental data and the solid curve the theoretical prediction from Eq. (3.3).

Figure 3.2 (b) shows the dependence of the ${ }^{6} \mathrm{Li}$-MOT capture rate on the oven
temperature $T$ (circles) as well as a (scaled) theoretical prediction (solid curve) for the experimental data. The curve shows a nearly exponential increase of the capture rate with the temperature. The theoretical prediction is based on a model which assumes no collisions between the atoms (i.e., no intrabeam collisions and no collisions between the beam and the MOT atoms). It is derived as follows.

In the absence of collisions, the normalized velocity distribution of the Zeemanslowed atoms exiting the slower does not depend on the temperature of the oven. Assuming that the ${ }^{6} \mathrm{Li}-\mathrm{MOT}$ captures mainly atoms which have been slowed by the Zeeman slower, the capture rate $\dot{N}_{\mathrm{M}}$ of the ${ }^{6} \mathrm{Li}-\mathrm{MOT}$ is a temperature-independent fraction of the flux $\dot{N}_{\mathrm{Z}}$ of the Zeeman-slowed atoms: $\dot{N}_{\mathrm{M}}(T)=\kappa_{1} \dot{N}_{\mathrm{Z}}(T)$. The proportionality constant $\kappa_{1}$ depends on the divergence of the atomic beam and the capture velocity of the ${ }^{6} \mathrm{Li}-\mathrm{MOT}$. The flux of the Zeeman-slowed atoms $\dot{N}_{\mathrm{Z}}$ is given by the flux of the oven atoms which have a speed smaller than the Zeeman slower's capture velocity $v_{\text {cap }}^{\text {Zee }}$ and which are in the correct internal atomic state to be decelerated by the Zeeman slower (i.e. $F=3 / 2, m_{F}=3 / 2$ ). Assuming the oven to be in thermal equilibrium, $\dot{N}_{\mathrm{Z}}$ is given by $[137,143]$

$$
\begin{equation*}
\dot{N}_{\mathrm{Z}}(T)=\kappa_{2} n_{\mathrm{s}}(T) A \int_{0}^{\Omega_{\mathrm{Z}}} \mathrm{~d} \Omega \frac{\cos \theta}{4 \pi} \int_{0}^{v_{\mathrm{cap}}^{\mathrm{Ze}}} v f(v, T) \mathrm{d} v \tag{3.1}
\end{equation*}
$$

with a temperature-independent constant $\kappa_{2}$, which equals the fraction of atoms which are in the correct internal atomic state. $n_{\mathrm{s}}(T)$ is the atomic density in the oven, $A=2 \times 10^{-5} \mathrm{~m}^{2}$ the aperture surface of the oven, $\Omega_{\mathrm{Z}}=A^{\prime} / l^{2}=5 \times 10^{-4}$ the solid angle of the atomic beam (with $A^{\prime}$ the aperture surface of the last differential pumping tube and $l$ the distance between the two aperture surfaces $A, A^{\prime}$ ) and $\mathrm{d} \Omega=2 \pi \sin \theta \mathrm{~d} \theta$, with $\theta$ the emission angle with respect to the oven axis. $f(v, T)$ is the normalized speed distribution function given by

$$
\begin{equation*}
f(v, T)=\sqrt{\frac{2 m^{3}}{\pi k_{\mathrm{B}}^{3} T^{3}}} v^{2} \exp \left(-\frac{m v^{2}}{2 k_{\mathrm{B}} T}\right) . \tag{3.2}
\end{equation*}
$$

Since the solid angle of the atomic beam is small, it is $\cos \theta \approx 1$ and thus $\int_{0}^{\Omega_{\mathrm{Z}}} \mathrm{d} \Omega \cos \theta \approx$ $\Omega_{\mathrm{Z}}$.

The explicit temperature dependence of the ${ }^{6} \mathrm{Li}-\mathrm{MOT}$ capture rate is then obtained via $\dot{N}_{\mathrm{M}}(T)=\kappa_{1} \dot{N}_{\mathrm{Z}}(T)$ by substituting into Eq. (3.1) the ideal gas equation $n_{\mathrm{s}}(T)=$ $p_{\mathrm{s}} /\left(k_{\mathrm{B}} T\right)$ and the relation $p_{\mathrm{s}}=p_{\mathrm{a}} \exp \left[-L_{0} /\left(k_{\mathrm{B}} T\right)\right]$ for the saturated vapor pressure $p_{\mathrm{s}}$, with $p_{\mathrm{a}}=1.15 \times 10^{8} \mathrm{mbar}$ and the latent heat of vaporization $L_{0} / k_{\mathrm{B}}=18474 \mathrm{~K}$ [161]. This relation applies to the temperature range $300-500^{\circ} \mathrm{C}$ with an accuracy of $5 \%$. Thus, we have

$$
\begin{equation*}
\dot{N}_{\mathrm{M}}(T)=\kappa A \Omega_{\mathrm{Z}} p_{\mathrm{a}} \sqrt{\frac{m^{3}}{8 \pi^{3} k_{\mathrm{B}}^{5} T^{5}}} \mathrm{e}^{-\frac{L_{0}}{k_{\mathrm{B}} T}} \int_{0}^{v_{\mathrm{cap}}^{\mathrm{Zae}}} v^{3} \mathrm{e}^{-\frac{m v^{2}}{2 k_{\mathrm{B}} T}} \mathrm{~d} v \tag{3.3}
\end{equation*}
$$

with $\kappa=\kappa_{1} \kappa_{2}$. Scaling Eq. 3.3 to the experimental data for a given (low) temperature $\left(T=350^{\circ} \mathrm{C}\right)$ yields the theoretical prediction for the curve shown in Fig. 3.2. The scaling yields $\kappa=10^{-3}$, thus $0.1 \%$ of the atoms, which enter the Zeeman slower with a velocity smaller than $v_{\text {cap }}^{\text {Zee }}$, are captured by the ${ }^{6} \mathrm{Li}-\mathrm{MOT}$.

The main contribution to the small value of $\kappa$ is the large divergence of the slowed atomic beam: $\kappa$ is proportional to the ratio of the atomic beam cross section and the capture surface of the ${ }^{6} \mathrm{Li}-\mathrm{MOT}$, which is estimated to $\sim 10^{-2}$ (assuming the ${ }^{6} \mathrm{Li}-\mathrm{MOT}$ capture surface to be a circle of 1.1 cm diameter). Two-dimensional transverse laser cooling of the atomic beam could vastly increase the value of $\kappa$. Still, not all atoms which enter the Zeeman slower with a velocity smaller than $v_{\text {cap }}^{\text {Zee }}$ and which reach the capture surface of the ${ }^{6} \mathrm{Li}-\mathrm{MOT}$ will be trapped. The value of $\kappa$ implies that only $10 \%$ of those atoms will be trapped. This is due to an inefficient capture of the ${ }^{6} \mathrm{Li}-\mathrm{MOT}$ and to a significant fraction of oven atoms occupying the incorrect internal atomic states.

The obtained theoretical prediction agrees well with the experimental data for temperatures below $475^{\circ} \mathrm{C}$ (see Fig. 3.2 (b)). For temperatures above $475^{\circ} \mathrm{C}$, the experimental data deviate from the prediction indicating that intrabeam collisions or collisions between the atoms in the beam and the MOT become important. We found that for $\mathrm{T}=500^{\circ} \mathrm{C}$ collisions between the thermal ${ }^{6} \mathrm{Li}$ beam and the trapped ${ }^{6} \mathrm{Li}-\mathrm{MOT}$ atoms indeed take place, which we verified by measuring the lifetime of the ${ }^{6} \mathrm{Li}-\mathrm{MOT}$ in presence and absence of the thermal ${ }^{6} \mathrm{Li}$ beam, making use of the mechanical block placed at the exit of the oven. The lifetime was found $10 \%$ larger for the case where the thermal ${ }^{6} \mathrm{Li}$ beam was blocked. In a similar way the thermal ${ }^{6} \mathrm{Li}$ beam also affects the lifetime of the ${ }^{40} \mathrm{~K}$-MOT. In order to avoid a reduction of the number of trapped ${ }^{40} \mathrm{~K}$ atoms in the dual-species MOT, we therefore limit the ${ }^{6} \mathrm{Li}$-oven temperature to $500^{\circ} \mathrm{C}$.

With the help of Eq. 3.1 the lifetime of the oven can be estimated. Assuming that the collimation tube of the oven recycles all atoms sticking to its wall and the vacuum pumps have no impact on the Li pressure in the oven, the total atomic flux through the collimation tube is obtained by replacing $A^{\prime}=A, v_{\text {cap }}^{\text {Zee }}=\infty$ and $l=$ 8 cm (the length of the collimation tube) in Eq. 3.1. For the working temperature $T=500^{\circ} \mathrm{C}$ the lithium vapor pressure is $p_{s}=4.8 \times 10^{-3} \mathrm{mbar}$, corresponding to a density $n_{s}=4.5 \times 10^{19} \mathrm{~m}^{-3}$. Thus, the atom flux through the collimation tube is $\dot{N}_{\mathrm{O}}=3.5 \times 10^{14} \mathrm{~s}^{-1} \hat{=} 3.5 \times 10^{-12} \mathrm{~kg} / \mathrm{s}$. With 3 g of ${ }^{6} \mathrm{Li}$ this corresponds to an oven lifetime of $\tau_{\text {oven }} \sim 25$ years. (The importance of the recycling becomes manifest when comparing this value to the hypothetical lifetime of the oven, would the collimation tube be replaced by an aperture of the same surface. In this case the atom flux through this aperture would be $\dot{N}_{\mathrm{O}}^{\text {hyp }}=\left(\pi l^{2} / A\right) \dot{N}_{\mathrm{O}} \sim 1000 \dot{N}_{\mathrm{O}}$ and thus $\tau_{\text {oven }}^{\text {hyp }} \sim 10$ days. $)$

## $3.2{ }^{40} \mathrm{~K} 2 \mathrm{D}-\mathrm{MOT}$

For our purpose the essential parameter which characterizes the performance of the 2D-MOT is the capture rate of the ${ }^{40} \mathrm{~K}$-MOT. We studied its dependence as a function of several 2D-MOT parameters, such as: the vapor pressure in the 2D-MOT cell, the total cooling light power, the detuning of the cooling frequency and the intensity ratios between the repumping and cooling light and between the pushing and retarding beams. Further, we determined the mean velocity of the atoms in the atomic beam. The optimized values of the essential parameters of the ${ }^{40} \mathrm{~K} 2 \mathrm{D}-\mathrm{MOT}$ are displayed in Tab. 2.2, leading to a ${ }^{40} \mathrm{~K}$-MOT capture rate of $\sim 1.4 \times 10^{9}$ atoms $/ \mathrm{s}$.

The mean velocity of the atoms in the atomic beam can be experimentally estimated
as follows. Due to the Doppler shift between the atoms in the beam and the pushing beam, the atoms can be considered to perform a ballistic flight when leaving the 2DMOT region. Thus, their mean velocity is approximately given by the average time required for the atoms to reach the 3D-MOT. This time was measured by recording the time delay of the onset of the ${ }^{40} \mathrm{~K}$-MOT loading after switching on the 2D-MOT beams. The time delay is obtained from the loading curve of the ${ }^{40} \mathrm{~K}$-MOT, which is depicted in Fig. 3.3, and a linear fit of the data points. The intersection of the fit with the time-axis yields the desired time delay, which is $\sim 23 \mathrm{~ms}$. The distance between the centers of the 2D- and 3D-MOT being 55 cm , we deduce a mean longitudinal velocity of the captured atoms of $\sim 24 \mathrm{~m} / \mathrm{s}$. At this velocity, the displacement due to gravity of the beam of atoms from the ${ }^{40} \mathrm{~K}-\mathrm{MOT}$ center is $\sim 2.6 \mathrm{~mm}$, which is negligible compared to the size of the ${ }^{40} \mathrm{~K}$-MOT beams and the divergence of the atomic beam. The measured velocity of the captured atoms is a lower bound of the capture velocity of the ${ }^{40} \mathrm{~K}$ MOT: $v_{\text {cap }}^{\mathrm{KMOT}}>24 \mathrm{~m} / \mathrm{s}$. Furthermore, Fig 3.3 allows us to deduce the loading rate of the ${ }^{40} \mathrm{~K}$-MOT, which is given by the slope of the fitted line and amounts to $\sim 1.4 \times 10^{9}$ atoms/s.


Figure 3.3: Number of atoms loaded in ${ }^{40} \mathrm{~K}-\mathrm{MOT}$ as a function of the time after switch-on of the 2D-MOT. The onset of the loading has a time delay of $\sim 23 \mathrm{~ms}$, which determines the mean longitudinal velocity of the captured atomic beam atoms to $\sim 24 \mathrm{~m} / \mathrm{s}$. This velocity further represents a lower bound for the capture velocity of the ${ }^{40} \mathrm{~K}$-MOT: $v_{\text {cap }}^{\mathrm{KMOT}}>24 \mathrm{~m} / \mathrm{s}$. The slope of the curve yields the capture rate of the ${ }^{40} \mathrm{~K}$-MOT, which is $\sim 1.4 \times 10^{9}$ atoms $/ \mathrm{s}$.

Figure 3.4 (a) shows the dependence of the ${ }^{40} \mathrm{~K}$-MOT capture rate on the detuning $\Delta \omega_{\text {cool }}$ of the 2D-MOT cooling light. The curve has a maximum at $\Delta \omega_{\text {cool }}=-3.5 \Gamma$ and a full width at half maximum ( FWHM ) of $2.7 \Gamma$. The maximum is the result of two opposing effects: the scattering force of the 2D-MOT beams decreases with increasing detuning whereas the capture velocity increases [134]. The first effect implies a less efficient transverse cooling whereas the second leads to a more efficient capture of
atoms. An additional effect might influence the shape of the curve: since the scattering force of the pushing beam depends on the detuning, also the mean-velocity of the atomic beam depends on it $[139,140,142]$. Since we measure the ${ }^{40} \mathrm{~K}$-MOT capture rate rather than the flux of the 2D-MOT, the mean-velocity might exceed the capture velocity of the ${ }^{40} \mathrm{~K}$-MOT. However, as shown in Refs. [139, 140, 142], the mean-velocity of the beam only slightly changes with the detuning, such that we expect this effect to only weakly influence the curve. In summary, the shape of the curve in Fig. 3.4 (a) shows that the ${ }^{40} \mathrm{~K}$-MOT capture rate is not very sensitive to changes of $\Delta \omega_{\text {cool }}$.



Figure 3.4: ${ }^{40} \mathrm{~K}$-MOT capture rate as a function of (a) the detuning and (b) the total power of the cooling light used for the 2D-MOT (for a constant intensity ratio between the cooling and repumping light). The total power refers to the sum of the powers in the six 2D-MOT beams, where a power of 470 mW corresponds to a total intensity of $\sim 47 I_{\text {sat }}$ at the center of the 2D-MOT, with the saturation intensity $I_{\text {sat }}$ given in Tab. 2.3.

The dependence of the ${ }^{40} \mathrm{~K}$-MOT capture rate on the total power of the 2D-MOT cooling light is depicted in Fig. 3.4 (b). The total power refers to the sum of the powers in the six 2D-MOT beams. According to the chosen beam sizes, the maximum power of 470 mW corresponds to a total intensity of $\sim 47 I_{\text {sat }}$ (for zero detuning) at the center of the 2D-MOT, with the saturation intensity $I_{\text {sat }}$ given in Tab. 2.3. The curve almost linearly increases with light power without a clear indication of saturation. The increase is due to two effects. First, the 2D-MOT capture velocity increases with laser power due to the power broadening of the atomic spectral lines. Second, the scattering force increases, resulting in a steeper transverse confinement, which facilitates the injection of the atoms into the differential pumping tube. At some point, the curve is expected to saturate. This is, because on the one hand, the optical transition used for cooling will saturate, and on the other hand, the temperature of the cooled atoms and lightinduced collisions between them increase with light power. The latter effects, however, are less limiting in a $2 \mathrm{D}-\mathrm{MOT}$ as compared to a 3D-MOT, since the atomic density in a 2D-MOT is typically three orders of magnitude smaller due to the absence of a three-dimensional confinement. Thus, in a 2D-MOT a high light power would be required to reach the regime of saturation.

Figure 3.5 (a) shows the dependence of the ${ }^{40} \mathrm{~K}$-MOT capture rate on the intensity ratio between the cooling and repumping light of the 2D-MOT for the two different
repumping detunings $\Delta \omega_{\text {rep }}^{(1)}=-2.5 \Gamma$ and $\Delta \omega_{\text {rep }}^{(2)}=-6.5 \Gamma$ and for a constant total cooling light power of 300 mW . The graph shows that for both frequencies the ${ }^{40} \mathrm{~K}$ MOT capture rate increases with increasing repumping intensity and that it saturates at high intensities. It also shows that the maximum capture rate is bigger for the smaller detuning. The intensity dependence of the curves results from the likewise intensity dependence of the transition probability for an atomic transition. The maximum capture rate is bigger for the smaller detuning, since this detuning contributes more efficiently to the cooling process. In our experiment, a fixed total laser power is available for both repumping and cooling light. It is distributed such that the resulting capture rate is maximized. It was found to be maximum for an intensity ratio of $I_{\text {rep }} / I_{\text {cool }} \sim 1 / 2$. For that ratio the detuning $\Delta \omega_{\text {rep }}^{(2)}=-2.5 \Gamma$ also yields the maximum capture rate.


Figure 3.5: ${ }^{40} \mathrm{~K}-\mathrm{MOT}$ capture rate as a function of the intensity ratio between (a) repumping and cooling light of the 2D-MOT for two different repumping detunings $\Delta \omega_{\text {rep }}$ and a constant total cooling light power of 300 mW (which corresponds to a total intensity of $\sim 30 I_{\text {sat }}$ ) and (b) the pushing and the retarding beams of the 2DMOT. The intensities of the pushing and retarding beams refer to the intensities along the atomic beam axis.

The dependence of the ${ }^{40} \mathrm{~K}$-MOT capture rate on the intensity ratio between pushing and retarding beam is depicted in Fig. 3.5 (b). The curve has a maximum at $I_{\text {push }} / I_{\text {retard }} \sim 6$. It is zero for values of $I_{\text {push }} / I_{\text {retard }}$ between 0 and 3 , then increases until the maximum and falls off again with a smaller slope. This feature is a consequence of the reflectivity of the mirror inside the vacuum and of the size of its hole. For a given intensity ratio $I_{\text {push }} / I_{\text {retard }}$ along the (horizontal) direction of the atomic beam, the mirror's reflectivity determines the intensity ratio $I_{\text {push }}^{*} / I_{\text {retard }}^{*}$ along the vertical direction above the reflecting surface of the mirror (see Fig. 2.9). If $I_{\text {push }}^{*} / I_{\text {retard }}^{*}$ differs from 1, the atomic beam can experience a vertical deflection in this region. The hole inside the mirror creates a dark cylinder in the pushing beam after its reflection, so that in the region above the hole only light from the retarding beam has a vertical direction, which can also give rise to a vertical deflection of the atomic beam.

In the following we estimate the deflection of the atomic beam, which is induced by the unbalanced retarding beam in the small region above the hole. Assuming the atomic beam to have reached its final longitudinal velocity of $24 \mathrm{~m} / \mathrm{s}$ when entering into the
hole, the atoms spend $85 \mu$ s in the region above the hole. Neglecting Doppler shifts and the presence of the pushing beam along the horizontal direction (no transverse beams are present in the region above the mirror), the atoms will scatter $N_{\mathrm{ph}}=R_{\mathrm{sc}} \times(85 \mu s) \sim$ 75 photons, with $R_{\mathrm{sc}}$ being the scattering rate [134] for the given detuning $\Delta \omega_{\text {cool }}=$ $-3.5 \Gamma$ and peak intensity $I_{\text {retard }}^{*}=2.5 I_{\text {sat }}$. The recoil velocity of ${ }^{40} \mathrm{~K}$ being given by $v_{\text {rec }}=0.013 \mathrm{~m} / \mathrm{s}$, each atom will accumulate a transverse velocity of $v_{\text {dev }} \sim 1 \mathrm{~m} / \mathrm{s}$. This leads to a downwards deflection of the atomic beam by an angle of $\sim 40 \mathrm{mrad}$, which is more than a factor two bigger than the maximum deflection angle allowed by the differential pumping tubes. The atoms will thus not reach the ${ }^{40} \mathrm{~K}$-MOT.

This deflection needs to be compensated by an intensity imbalance $I_{\text {push }}^{*}>I_{\text {retard }}^{*}$ in the region above the reflecting surface of the mirror, as that results in an upwards deflection of the atomic beam. For the given mirror reflectivity of $50 \%, I_{\text {push }}^{*}>I_{\text {retard }}^{*}$ is equivalent to $I_{\text {push }} / I_{\text {retard }}>4$, which corresponds to the experimental observation depicted in Fig. 3.5 (b). The deflection of the atomic beam in the region above the hole could be avoided using a beam block inside the retarding beam which creates a shadow on the mirror hole. In this configuration the position of the curve optimum in Fig. 3.5 (b) would change from $I_{\text {push }} / I_{\mathrm{retard}}=6$ to $I_{\mathrm{push}} / I_{\mathrm{retard}}=4$. For mirrors with a reflectivity close to $100 \%$ the position of the curve optimum could thus even be changed to $I_{\text {push }} / I_{\text {retard }}=1$, for which the longitudinal optical molasses cooling would be most efficient leading to a maximum 2D-MOT flux. When such a perfect reflectivity is not available, this optimum ratio could still be obtained, that is, by using two beam blocks (one per beam), which create shadows on the mirror in the region where it otherwise reflects parts of the pushing beam onto the atomic beam. The dark region inside the longitudinal beams, might then, however, restrict the longitudinal cooling efficiency. We did not implement these configurations since the longitudinal optical molasses cooling is still very efficient even for the given intensity imbalance of 6 along the atomic beam axis, due to the polarization gradients generated by the transverse 2D-MOT beams, such that the implementation of the described ideal configurations might not be very gainful.

We now study the dependence of the ${ }^{40} \mathrm{~K}$-MOT capture rate on the vapor pressure of potassium (all isotopes) in the 2D-MOT cell, which is shown in Fig. 3.6 (circles) together with a fit to a theoretical model (solid curve). The vapor pressure was determined from the absorption profile of a low intensity probe according to the procedure described in Appendix A. The curve in Fig. 3.6 has a maximum at a vapor pressure of $2.3 \times 10^{-7} \mathrm{mbar}$. In the absence of collisions, the curve should increase linearly with pressure, which is indeed observed for low pressures. For high pressures, collisions become important and limit the ${ }^{40} \mathrm{~K}$-MOT capture rate. The dependence of the ${ }^{40} \mathrm{~K}$-MOT capture rate $L$ on the pressure $p$ can be described by the function [142]

$$
\begin{equation*}
L=L_{0} \exp \left[-\left(\Gamma_{\text {coll }}+\beta \int n^{2}(\mathbf{r}) d^{3} r\right)\left\langle t_{\text {cool }}\right\rangle\right], \tag{3.4}
\end{equation*}
$$

where $L_{0}$ denotes the hypothetical capture rate of the ${ }^{40} \mathrm{~K}-\mathrm{MOT}$ in the absence of collisions in the 2D-MOT chamber, $\Gamma_{\text {coll }}$ denotes the collisional loss rate due to collisions in the 2D-MOT chamber between the cooled atoms and the background atoms, $\left\langle t_{\text {cool }}\right\rangle$ is the average time which the atoms spend inside the 2D-MOT cooling region, $n(\mathbf{r})$ is the position-dependent atomic density in the atomic beam, and $\beta$ is the two-body
loss rate coefficient which describes the cold collisions between the ${ }^{40} \mathrm{~K}$ atoms in the atomic beam. $L_{0}$ is proportional to the atomic density $n_{\mathrm{K}}$ in the vapor cell, and $\Gamma_{\text {coll }}=n_{\mathrm{K}} \sigma_{\text {eff }}\langle v\rangle$, where $\sigma_{\text {eff }}$ is the effective collision cross section, and $\langle v\rangle \sim 400 \mathrm{~m} / \mathrm{s}$ the mean velocity of the thermal potassium atoms. The term describing the cold collisions is approximately proportional to $n_{\mathrm{K}}^{2}$ due to the small density obtained in the 2D-MOT. For the investigated pressure range, the ratio $p / n_{\mathrm{K}}$ only changes slightly with temperature and can thus be considered constant. Therefore Eq.(3.4) can be written as

$$
\begin{equation*}
L(p)=\kappa_{1} p \exp \left(-\kappa_{2} p-\kappa_{3} p^{2}\right), \tag{3.5}
\end{equation*}
$$

with the constants $\kappa_{1}, \kappa_{2}, \kappa_{3}$, which are obtained from the fit shown in Fig. 3.6. At the curve's maximum, the fit yields $\kappa_{2} p / \kappa_{3} p^{2}=8$, showing that the collisions which limit the ${ }^{40} \mathrm{~K}$-MOT capture rate are mainly the collisions with the hot background atoms, consisting mostly of ${ }^{39} \mathrm{~K}$.


Figure 3.6: ${ }^{40} \mathrm{~K}$-MOT capture rate as a function of the potassium vapor pressure (all isotopes). Circles: experimental data, solid curve: fit of the experimental data by Eq. (3.5). Due to the low abundance of the ${ }^{40} \mathrm{~K}$-isotope in our potassium sample (4\%), the ${ }^{40} \mathrm{~K}$-MOT capture rate is limited by collisions between the ${ }^{40} \mathrm{~K}$ atoms and the other K-isotopes in the 2D-MOT cell. At room temperature the potassium vapor pressure is $1 \times 10^{-8} \mathrm{mbar}$.

The background atoms are predominantly potassium atoms. These can collide either with the excited or the non-excited ${ }^{40} \mathrm{~K}$ atoms of the atomic beam. Depending on the isotopes of the colliding partners, these collisions have different cross sections. Collisions between an excited and a non-excited atom of the same isotope usually have a very large cross section due to the strong long-range resonant dipole interaction, described by a $C_{3} / R^{3}$-potential. In 2D-MOT systems of other atomic species these collisions have been identified as the ones which limit the flux of the 2D-MOT [139, 140,142 ]. In the case of ${ }^{40} \mathrm{~K}$, the scattering rate for these collisions is reduced by the small abundance of ${ }^{40} \mathrm{~K}$ in the vapor. Therefore other collisions might limit the flux. In order to identify the flux-limiting collisions we calculate the cross section of different
possible collisions and deduce the corresponding collision rates. The cross sections can be calculated using the approach described in Ref. [162] for losses out of a cold atom cloud. The cross section for collisions involving an excited and a non-excited ${ }^{40} \mathrm{~K}$ atom is given by [162]

$$
\begin{equation*}
\sigma_{\mathrm{eff}}^{40,40^{*}}=\pi\left(\frac{4 C_{3}}{m v_{\mathrm{esc}}\langle v\rangle}\right)^{2 / 3} \tag{3.6}
\end{equation*}
$$

where $m$ is the mass of the ${ }^{40} \mathrm{~K}$ atom, $v_{\text {esc }} \sim 1 \mathrm{~m} / \mathrm{s}$ is the estimated transverse velocity kick needed to make an atom miss the ${ }^{40} \mathrm{~K}-\mathrm{MOT}$, and $C_{3}=5.4 \times 10^{-48} \mathrm{Jm}^{3}$ is the dispersion coefficient for the resonant dipole-dipole interaction [163]. The cross section for collisions involving a non-excited ${ }^{40} \mathrm{~K}$ atom and a non-excited K atom of the different isotopes is given by [162] (for a derivation, see also Sec. 3.5)

$$
\begin{equation*}
\sigma_{\mathrm{eff}}^{40,39} \sim \sigma_{\mathrm{eff}}^{40,41} \sim \sigma_{\mathrm{eff}}^{40,40}=\pi\left(\frac{15 \pi C_{6}}{8 m v_{\mathrm{esc}}\langle v\rangle}\right)^{1 / 3} \tag{3.7}
\end{equation*}
$$

where $C_{6}=3.7 \times 10^{-76} \mathrm{Jm}^{6}$ is the dispersion coefficient for the underlying van der Waals interaction [163]. Substituting the experimental parameters, one obtains: $\sigma_{\text {eff }}^{40,40^{*}}=$ $2.7 \times 10^{-16} \mathrm{~m}^{2}$ and $\sigma_{\mathrm{eff}}^{40,39} \sim \sigma_{\mathrm{eff}}^{40,41} \sim \sigma_{\mathrm{eff}}^{40,40}=1.3 \times 10^{-17} \mathrm{~m}^{2}$. The resulting collision rates are proportional to the atomic densities $n_{39}, n_{40}$ and $n_{41}$ of the corresponding isotopes in the vapor and the relative number of excited ${ }^{40} \mathrm{~K}$ atoms in the atomic beam, which was estimated to $P \sim 0.1$ for the given beam detunings and intensities. One obtains

$$
\begin{align*}
& \Gamma_{\text {coll }}^{40,40^{*}}=P n_{40} \sigma_{\mathrm{eff}}^{40,40^{*}}\langle v\rangle=4.4 \times 10^{-16} n_{\mathrm{K}},  \tag{3.8}\\
& \Gamma_{\text {coll }}^{40,39}=(1-P) n_{39} \sigma_{\mathrm{eff}}^{40,39}\langle v\rangle=4.4 \times 10^{-15} n_{\mathrm{K}}  \tag{3.9}\\
& \Gamma_{\mathrm{coll}}^{40,40}=(1-P) n_{40} \sigma_{\mathrm{eff}}^{40,40}\langle v\rangle=2.0 \times 10^{-16} n_{\mathrm{K}},  \tag{3.10}\\
& \Gamma_{\text {coll }}^{40,41}=(1-P) n_{41} \sigma_{\mathrm{eff}}^{00,41}\langle v\rangle=3.0 \times 10^{-16} n_{\mathrm{K}} \tag{3.11}
\end{align*}
$$

( $n_{\mathrm{K}}$ denoting the atomic density of potassium in the vapor cell). The dominant collision rate here is $\Gamma_{\text {coll }}^{40,39}$ (Eq. (3.9)) for collisions involving a non-excited ${ }^{40} \mathrm{~K}$ atom and a nonexcited ${ }^{39} \mathrm{~K}$ atom from the background. The largest collision rate for collisions between two ${ }^{40} \mathrm{~K}$ atoms, $\Gamma_{\text {coll }}^{40,40^{*}}$, is by a factor of 10 smaller than $\Gamma_{\text {coll }}^{40,39}$. Therefore, collisions involving two ${ }^{40} \mathrm{~K}$ atoms are not the collisions which limit the flux of the 2D-MOT. This is in contrast to 2D-MOT systems of other species. From the difference between $\Gamma_{\text {coll }}^{40,40^{*}}$ and $\Gamma_{\text {coll }}^{40,39}$ we conclude that the flux of the 2D-MOT for ${ }^{40} \mathrm{~K}$ could still be improved by about a factor of 10 by using a potassium sample of a higher isotopic enrichment.

## $3.3 \quad{ }^{6} \mathrm{Li}^{40} \mathrm{~K}$ dual-species MOT

In this section we characterize the ${ }^{6} \mathrm{Li}^{40} \mathrm{~K}$ dual-species MOT. We first present the characterization of the MOTs in single-species operation and then turn to the characterization of the MOT in dual-species operation. The optimum parameters, which lead to atom numbers of $N_{\text {single }} \sim 8.9 \times 10^{9}$ in the ${ }^{40} \mathrm{~K}$-MOT and $N_{\text {single }} \sim 5.4 \times 10^{9}$ in the ${ }^{6} \mathrm{Li}-\mathrm{MOT}$, are displayed in Tab. 2.3 together with the characteristics of the MOTs (in
dual-species operation, the atom numbers only slightly change due to the additional interspecies collisions to $N_{\text {dual }} \sim 8.0 \times 10^{9}$ in the ${ }^{40} \mathrm{~K}$-MOT and $N_{\text {dual }} \sim 5.2 \times 10^{9}$ in the $\left.{ }^{6} \mathrm{Li}-\mathrm{MOT}\right)$. The ( $1-1 / e$ )-loading times of the MOTs are $\sim 5 \mathrm{~s}$ for ${ }^{40} \mathrm{~K}$ and $\sim 6 \mathrm{~s}$ for ${ }^{6} \mathrm{Li}$.

### 3.3.1 Single-species MOTs

In this section we describe the characterization of the single-species magneto-optical traps using the parameters for the optimized dual-species operation. We determined the atom numbers, the atomic densities in the cloud center, the loading times and the temperatures. Furthermore, we studied for each atomic species the dependence of the steady-state MOT atom number on the following parameters: the magnetic field gradient, the power and detuning of the cooling light and the intensity ratio between the repumping and cooling light.

Magneto-optical traps with large atom numbers have a high optical density and are optically dense for weak resonant laser beams. Therefore, when determining the atom number via absorption imaging, the frequency of the imaging beam has to be detuned, so not to "black out" the image.

Figures 3.7 ( $\mathrm{a}, \mathrm{b}$ ) depict the detected atom number of the two MOTs (circles) as a function of the detuning of the imaging beam. The detected atom number was derived from the measured optical density assuming the imaging beam to be resonant. The curves are expected to have the shape of a Lorentzian with the peak centered around zero detuning. The experimental data shown in Figures 3.7 (a,b) clearly deviate from a Lorentzian behavior-they saturate for small magnitudes of the detuning. This deviation demonstrates that the MOTs are optically dense in this regime. A correct estimate of the atom number is obtained from an extrapolation of the experimental data to zero detuning based on a Lorentzian fit of the curve wings (solid curves). A reliable extrapolation, however, requires imposing the width of the Lorentzian fit. In order to determine this width, an additional experiment was done (not shown): the data in Figs. 3.7 ( $\mathrm{a}, \mathrm{b}$ ) were again recorded and fitted by a Lorentzian for a MOT with a small atom number and a low optical density (obtained by a short loading of 250 ms ). The widths found by this additional measurement were $1.05 \Gamma$ for ${ }^{40} \mathrm{~K}$ and $1.5 \Gamma$ for ${ }^{6} \mathrm{Li}$. For ${ }^{40} \mathrm{~K}$ this width corresponds to the natural linewidth of the exited state addressed by the imaging transition. For ${ }^{6} \mathrm{Li}$ the width is larger than the natural linewidth, since the small excited hyperfine structure is unresolved and thus its width $(\sim 0.5 \Gamma)$ and the natural linewidth add up (this line broadening does not occur when a bias magnetic field is applied and a closed transition is used for imaging). The peak values of the Lorentzian fits in Figs. 3.7 (a,b) finally yield the atom numbers in the MOTs, given in Tab. (2.3).

Figures 3.7 ( $\mathrm{c}, \mathrm{d}$ ) show images of the MOTs and their doubly-integrated density profiles $\overline{\bar{n}}$ for the case of a resonant imaging beam. The flat top of $\overline{\bar{n}}$ as a function of position shows that the MOTs are optically dense. Their central optical densities for the resonant imaging beam are determined to be $\sim 20$ for ${ }^{40} \mathrm{~K}$ and $\sim 15$ for ${ }^{6} \mathrm{Li}$ by the extrapolation technique described above. In addition, the density profiles in Figs. 3.7 $(\mathrm{c}, \mathrm{d})$ show that the MOTs have spatial extensions of the order of 1 cm .

Due to the high optical density of the MOTs all images are taken with a detuning


Figure 3.7: (a,b) Detected atom number in the MOTs as a function of the detuning of the imaging beams. Circles correspond to the experimental data and solid curves to Lorentzian fits of the curve wings with an imposed width, which was determined by another measurement. (c,d) Absorption images of the MOTs and the doubly-integrated density profile $\overline{\bar{n}}$, recorded with a resonant imaging beam. The graphs (a,c) relate to the ${ }^{40} \mathrm{~K}$-MOT and (b,d) to the ${ }^{6} \mathrm{Li}-\mathrm{MOT}$. The flat top of $\overline{\bar{n}}$ in the graphs ( $\mathrm{c}, \mathrm{d}$ ) and the saturation of the detected atom number for small magnitudes of the detuning in the graphs ( $\mathrm{a}, \mathrm{b}$ ) demonstrate that the MOTs are optically dense for the imaging beam when the detuning is small. Their (extrapolated) central optical densities for a resonant imaging beam are $\sim 20$ for ${ }^{40} \mathrm{~K}$ and $\sim 15$ for ${ }^{6} \mathrm{Li}$.
of $-2 \Gamma$. The reference picture (see Sec. 2.8.1) is taken with a detuning of $-10 \Gamma$. The light absorption of the reference picture due to the presence of the atoms is thus $\sim 25$ times less than in the absorption picture and can be neglected.

The atomic density in the MOT center is extracted from the recorded two-dimensional density profile as described in Sec. 2.8.2. We obtain $n_{\mathrm{c}}^{\mathrm{K}} \sim 3 \times$ $10^{10}$ atoms $/ \mathrm{cm}^{3}$ and $n_{\mathrm{c}}^{\mathrm{Li}} \sim 2 \times 10^{10}$ atoms $/ \mathrm{cm}^{3}$, respectively. The temperature of the MOTs in single-species operation is determined by the time-of-flight method described in Sec. 2.8.2. The ${ }^{40} \mathrm{~K}-\mathrm{MOT}$ has a temperature of $290 \mu \mathrm{~K}$ and the ${ }^{6} \mathrm{Li}-\mathrm{MOT}$ of 1.4 mK . Both temperatures are higher than the Doppler cooling limit, because of the high intensity in the MOT beams. In addition, for ${ }^{6} \mathrm{Li}$, the unresolved excited hyperfine structure (see Fig. 2.3) inhibits sub-Doppler cooling effects. The same temperatures are found in dual-species operation. The measured temperatures and atomic densities yield the
peak phase space densities $D_{\mathrm{K}}=n_{\mathrm{c}}^{\mathrm{K}} \Lambda_{\mathrm{K}}^{3} \sim 1.2 \times 10^{-7}$ and $D_{\mathrm{Li}}=n_{\mathrm{c}}^{\mathrm{Li}} \Lambda_{\mathrm{Li}}^{3} \sim 1.3 \times 10^{-7}$ with the thermal de Broglie wavelength $\Lambda=\sqrt{2 \pi \hbar^{2} /\left(m k_{\mathrm{B}} T\right)}$, respectively.

The dependence of the MOT atom number on the detuning of the cooling light is depicted in Figs. $3.8(\mathrm{a}, \mathrm{b})$. The atom number is maximum at $\Delta \omega_{\text {cool }}^{\mathrm{K}}=-3 \Gamma$ for ${ }^{40} \mathrm{~K}$ and at $\Delta \omega_{\text {cool }}^{\mathrm{Li}}=-5 \Gamma$ for ${ }^{6} \mathrm{Li}$, and has a FWHM of $2.3 \Gamma$ and $4.1 \Gamma$, respectively.


Figure 3.8: MOT atom number as a function of ( $\mathrm{a}, \mathrm{b}$ ) the detuning and $(\mathrm{c}, \mathrm{d})$ the power of the cooling light per MOT beam for a constant intensity ratio between the cooling and repumping light. The graphs (a,c) relate to the ${ }^{40} \mathrm{~K}-\mathrm{MOT}$ and (b,d) to the ${ }^{6} \mathrm{Li}-$ MOT. For ${ }^{40} \mathrm{~K}$ a power of 45 mW corresponds to an intensity of $13 I_{\text {sat }}$, for ${ }^{6} \mathrm{Li}$ a power of 20 mW corresponds to an intensity of $4 I_{\text {sat }}$, with the respective saturation intensities $I_{\text {sat }}$ given in Tab. 2.3.

Figures $3.8(\mathrm{c}, \mathrm{d})$ show the dependence of the MOT atom number on the power of the cooling light per MOT beam. In the figures, a power of 10 mW corresponds to an onresonance peak intensity of $\sim 3 I_{\text {sat }}$ (Fig. 3.8 (c)) and $\sim 2 I_{\text {sat }}$ (Fig. 3.8 (d)) in each of the six MOT beams. The atom number increases with increasing light power and saturates for higher powers. The saturation is due to several effects. First, the optical transition used for cooling saturates for high intensities. Second, the repulsive forces between the atoms due to rescattered photons and the temperature of the cloud increase with light power [162]. Finally the scattering rate for light-induced cold collisions increases with light power.

The dependence of the MOT atom number on the axial magnetic field gradient is shown in Fig. 3.9. For the ${ }^{40} \mathrm{~K}-\mathrm{MOT}$ the atom number has a maximum for a gradient of $8 \mathrm{G} / \mathrm{cm}$. This gradient is thus chosen for the dual-species operation. The figure shows that the atom number in the ${ }^{6} \mathrm{Li}-\mathrm{MOT}$ is not optimum for this value, it is larger for higher gradients.


Figure 3.9: MOT atom number as a function of the axial magnetic field gradient. The atom number in the ${ }^{40} \mathrm{~K}$-MOT is maximum for a gradient of $8 \mathrm{G} / \mathrm{cm}$. This gradient is chosen for the dual-species operation. The ${ }^{6} \mathrm{Li}-\mathrm{MOT}$ contains more atoms for higher magnetic fields.

Figure 3.10 (a) shows the dependence of the ${ }^{40} \mathrm{~K}$-MOT atom number on the intensity ratio $I_{\text {rep }} / I_{\text {cool }}$ between repumping and cooling light for three different repumping detunings $\Delta \omega_{\text {rep }}^{(1)}=-3 \Gamma, \Delta \omega_{\text {rep }}^{(2)}=-5 \Gamma$ and $\Delta \omega_{\text {rep }}^{(3)}=-7 \Gamma$ and a constant cooling light power of 18 mW per MOT beam. The curves have a maximum at different ratios $I_{\text {rep }} / I_{\text {cool }}$, the position of the maxima lying at higher ratios for lower detunings. Furthermore, the maxima have different values for the three curves. The maximum is biggest for the detuning $\Delta \omega_{\text {rep }}^{(2)}=-5 \Gamma$. The shape of the curves can be understood as follows. Each curve increases between $I_{\text {rep }} / I_{\text {cool }}=0$ and the position of the maximum, because the transition probability of the repumping transition increases with increasing repumping intensity. Thus the atoms are more efficiently cooled by the cooling light, as they are more efficiently repumped into the cycling transition. However, when the intensity of the repumping light becomes too large, the curve decreases again. Then, due to the strong repumping, the atoms are exposed to the more intense near-resonant cooling light, which causes light-induced cold collisions, leading to trap loss. At the maximum, the repumping is sufficiently strong to allow for an efficient cooling, and it is sufficiently weak to preserve the atoms from cold collisions induced by the strong cooling light. The value of the curve maximum is biggest for the detuning $\Delta \omega_{\text {rep }}^{(2)}=-5 \Gamma$. It is situated at $I_{\text {rep }} / I_{\text {cool }} \sim 1 / 20$, for which, as one can see below, only $\sim 20 \%$ of the ${ }^{40} \mathrm{~K}$-MOT atoms occupy the cooling cycle states $F=9 / 2$ or $F^{\prime}=11 / 2$ (see Fig. 3.10 (b)), the others occupying the "dark" hyperfine ground state $F=7 / 2$.

For very small intensity ratios $I_{\text {rep }} / I_{\text {cool }} \leq 0.01$ the atom number in the ${ }^{40} \mathrm{~K}-\mathrm{MOT}$ is larger for higher repumping detunings (Fig. 3.10 (a)). This behavior might be a consequence of the fact that the ${ }^{40} \mathrm{~K}-\mathrm{MOT}$ is loaded from a slow atomic beam. The beam atoms, which have a negative Doppler shift of more than $5 \Gamma$ with respect to the counter-propagating MOT beams, might absorb the repumping light more likely when it has a higher detuning.

Figure 3.10 (b) shows the fraction of atoms in the ${ }^{40} \mathrm{~K}$-MOT (circles) which populate


Figure 3.10: (a) ${ }^{40} \mathrm{~K}$-MOT atom number as a function of the intensity ratio between repumping and cooling light for three different repumping detunings $\Delta \omega_{\text {rep }}$ and a constant cooling light power of 18 mW per MOT beam (which corresponds to an intensity of $6 I_{\text {sat }}$ ). (b) Circles: measured fraction of atoms in the ${ }^{40} \mathrm{~K}$-MOT populating the states $F=9 / 2$ or $F^{\prime}=11 / 2$ (cooling cycle states) as a function of the intensity ratio between repumping and cooling light for the repumping detuning $\Delta \omega_{\text {rep }}=-5 \Gamma$ and a constant cooling light power of 18 mW per MOT beam. For the ratio which maximizes the total atom number in the ${ }^{40} \mathrm{~K}$-MOT, $I_{\text {rep }} / I_{\text {cool }} \sim 1 / 20$, only $20 \%$ of the trapped atoms occupy the cooling cycle states. Solid curve: a fit based on Einstein's rate equations.
the states $F=9 / 2$ or $F^{\prime}=11 / 2$ (i.e. the cooling cycle states, see Fig. 2.3) as a function of the intensity ratio $I_{\text {rep }} / I_{\text {cool }}$ between repumping and cooling light. In the experiment, the cooling light power was fixed to 18 mW per MOT beam, and the repumping detuning was $\Delta \omega_{\text {rep }}=-5 \Gamma$. The graph was recorded as follows. The absolute population of the states $F=9 / 2$ and $F^{\prime}=11 / 2$ was measured by simultaneously switching off both the repumping and cooling light of the ${ }^{40} \mathrm{~K}$-MOT $600 \mu s$ before taking the image (with the imaging beam being near-resonant with the $F=9 / 2 \rightarrow F^{\prime}=11 / 2$-transition). During the $600 \mu s$ time delay, all excited atoms relax to one of the ground states. For the used detunings and intensities of the MOT-beams $\sim 90 \%$ of the excited atoms occupy the state $F^{\prime}=11 / 2$ and thus relax to the ground state $F=9 / 2$, which is imaged. Therefore, the image approximately yields the sum of the populations of the states $F=9 / 2$ and $F^{\prime}=11 / 2$. The total population of all states (i.e. the total number of trapped atoms) was measured as usual by first optically pumping all atoms into the hyperfine ground state $F=9 / 2$ before taking the image.

The curve in Fig. $3.10(\mathrm{~b})$ is increasing with increasing ratios $I_{\text {rep }} / I_{\text {cool }}$ and it saturates for high ratios. For the ratio $I_{\text {rep }} / I_{\text {cool }}=1 / 5$ about $60 \%$ of the ${ }^{40} \mathrm{~K}-\mathrm{MOT}$ atoms occupy the cooling cycle states. For this ratio the fluorescence emitted by the ${ }^{40} \mathrm{~K}$ MOT is found to be maximum. For the ratio $I_{\text {rep }} / I_{\text {cool }}=1 / 20$, which is used in the experiment, only $\sim 20 \%$ of the atoms occupy the cooling cycle states. Atom losses due to light-induced collisions are thus reduced.

The solid curve in Fig. 3.10 (b) shows a fit of the experimental data, based on a simple model, assuming ${ }^{40} \mathrm{~K}$ to be a four-level atom (with the states $F=9 / 2, F=7 / 2$,
$F^{\prime}=11 / 2$ and $\left.F^{\prime}=9 / 2\right)$. Einstein's rate equations yield that the curve obeys the law $P_{\text {ccs }}=1 /\left(1+a+b /\left(I_{\text {rep }} / I_{\text {cool }}\right)\right)$, with the fitting parameters $a=-0.1$ and $b=0.17$, which depend on the transition probabilities and the used intensities and detunings. Even though the model describes well the measured data, the model is limited, since $P_{\text {ccs }} \rightarrow 1.1$ for $I_{\text {rep }} / I_{\text {cool }} \rightarrow \infty$ and thus serves here merely to guide the eye.

Figure 3.11 shows the dependence of the ${ }^{6} \mathrm{Li}-\mathrm{MOT}$ atom number on the intensity ratio $I_{\text {rep }} / I_{\text {cool }}$ between repumping and cooling light for the repumping detuning $\Delta \omega_{\text {rep }}=-3 \Gamma$ and a constant cooling light power of 11 mW per MOT beam. In contrast to Figure 3.10 (a), the curve does not have a maximum but rather increases with increasing $I_{\text {rep }} / I_{\text {cool }}$ and saturates. This behavior is a result of the important contribution of the repumping light to the cooling process, particular to ${ }^{6} \mathrm{Li}$, as it has an unresolved excited-state hyperfine structure.


Figure 3.11: ${ }^{6} \mathrm{Li}-\mathrm{MOT}$ atom number as a function of the intensity ratio between repumping and cooling ligh for a constant cooling light power of 11 mW per MOT beam (which corresponds to an intensity of $2 I_{\text {sat }}$ ). In comparison to ${ }^{40} \mathrm{~K}$ (Fig. 3.10 (a)), the optimum atom number requires a larger intensity in the repumping light, which is a consequence of the unresolved excited hyperfine structure of ${ }^{6} \mathrm{Li}$.

### 3.3.2 Heteronuclear Collisions in the dual-species MOT

We now turn to the study of heteronuclear collisions in the dual-species MOT. We quantified the homo- and heteronuclear collision rates and studied the dependence of heteronuclear collision rates on the laser power used for the MOT-beams.

In a dual-species MOT, inelastic collisions between atoms of the two different species can occur and represent an important loss mechanism. Previous studies have shown that the principal loss mechanisms for heteronuclear collisions in dual-species MOTs involve one ground-state and one excited atom of different species [145, 146]. Such atom pairs can undergo radiative escape or fine-structure changing collisions [164]. Both these loss processes require the two atoms to approach each other sufficiently close such that a large enough interaction energy is gained to make the atoms leave the
trap. The long-range behavior of the scattering potentials determines if the atoms can approach each other sufficiently. For LiK, the scattering potentials for a singly excited heteronuclear atom pair are all attractive for the case where the K atom is excited, on the contrary they are all repulsive for the case where the Li atom is excited [165]. As a consequence, a ground-state K atom and an excited Li atom repel each other and are prevented from undergoing inelastic collisions (optical shielding). Inelastic collisions involving singly excited heteronuclear atom pairs thus always contain an excited K atom. In order to minimize the rate of heteronuclear collisions in the LiK-MOT, the density of excited K atoms must therefore be reduced. Furthermore, the atomic density in the trap as well as the relative speed of the colliding atoms, i.e. the temperature of the cloud, need to be reduced.

In our ${ }^{6} \mathrm{Li}^{40} \mathrm{~K}$ dual-species MOT the following strategy is applied in order to minimize inelastic heteronuclear collisions. First the use of low magnetic field gradients ( $8 \mathrm{G} / \mathrm{cm}$ ), which decreases the atomic densities ( $n_{\mathrm{c}}^{\mathrm{K}} \sim 3 \times 10^{10}$ atoms $/ \mathrm{cm}^{3}$ and $n_{\mathrm{c}}^{\mathrm{Li}} \sim 2 \times 10^{10}$ atoms $/ \mathrm{cm}^{3}$ ). Second, low intensities in the repumping light for both, ${ }^{6} \mathrm{Li}$ and ${ }^{40} \mathrm{~K}$, are used in order to decrease the number of excited atoms. Decreasing the number of excited ${ }^{6} \mathrm{Li}$ atoms here a priori serves to decrease the temperature of the ${ }^{6} \mathrm{Li}$-cloud. Since that is much larger than the temperature of the ${ }^{40} \mathrm{~K}$-cloud, the relative speed of two colliding atoms and thus the collision rate can be efficiently decreased by minimizing the temperature of the ${ }^{6} \mathrm{Li}$-cloud. Finally a small mutual influence of the MOTs is obtained: the atom numbers in the MOTs decrease by $\sim 4 \%$ in the ${ }^{6} \mathrm{Li}-\mathrm{MOT}$ and $\sim 10 \%$ in the ${ }^{40} \mathrm{~K}-\mathrm{MOT}$ due to the presence of the other species.

The importance of decreasing the magnetic field gradients in order to minimize the heteronuclear collision rate in the dual-species MOT is demonstrated in Fig. 3.12 (a), which depicts the effect of the ${ }^{6} \mathrm{Li}-\mathrm{MOT}$ on the ${ }^{40} \mathrm{~K}$-MOT atom number when a two-times larger magnetic field gradient $(16 \mathrm{G} / \mathrm{cm})$ is used. At this gradient the atomic density in the ${ }^{6} \mathrm{Li}-\mathrm{MOT}$ is by a factor of 4 larger than at the gradient used for the optimized MOT. In the experiment, the ${ }^{40} \mathrm{~K}-\mathrm{MOT}$ was intentionally reduced in size (by decreasing the 2D-MOT flux) to ensure a better inclosure in the ${ }^{6} \mathrm{Li}-\mathrm{MOT}$. The curve shows that $\sim 65 \%$ of the ${ }^{40} \mathrm{~K}$-MOT atoms leave the trap due to the enhanced heteronuclear collisions. Using a low magnetic field gradient is therefore helping significantly to decrease the heteronuclear collisions.

In the following we determine the trap loss coefficients for the (optimized) dualspecies MOT in order to quantify the heteronuclear collisions. The rate equation for the atom number in a dual-species MOT (with species $A$ and $B$ ) reads [145]

$$
\begin{equation*}
\frac{\mathrm{d} N_{\mathrm{A}}}{\mathrm{~d} t}=L_{\mathrm{A}}-\gamma N_{\mathrm{A}}-\beta_{\mathrm{AA}} \int n_{\mathrm{A}}^{2} \mathrm{~d} V-\beta_{\mathrm{AB}} \int n_{\mathrm{A}} n_{\mathrm{B}} \mathrm{~d} V, \tag{3.12}
\end{equation*}
$$

where $L_{\mathrm{A}}$ is the loading rate, $\gamma$ the trap loss rate due to collisions with background gas atoms and $n_{\mathrm{A}}, n_{\mathrm{B}}$ the local atomic densities. $\beta_{\mathrm{AA}}$ and $\beta_{\mathrm{AB}}$ denote the cold collision trap loss coefficients for homo- and heteronuclear collisions, respectively. $L_{\mathrm{A}}$ and $\gamma$ are determined from the loading and decay curves of the single-species MOTs. The obtained values for $L_{\mathrm{A}}$ are given in Tab. 2.3 and $\gamma$ is found to be $0.13 \mathrm{~s}^{-1}$. The homonuclear trap loss coefficients $\beta_{\mathrm{AA}}$ are determined from the steady state atom numbers in singlespecies operation using the measured density profiles. For the experimental conditions
indicated in Tab. (2.3), we obtain

$$
\begin{align*}
\beta_{\mathrm{LLLi}} & =(8 \pm 4) \times 10^{-12} \mathrm{~cm}^{3} \mathrm{~s}^{-1}  \tag{3.13}\\
\beta_{\mathrm{KK}} & =(6 \pm 3) \times 10^{-13} \mathrm{~cm}^{3} \mathrm{~s}^{-1} \tag{3.14}
\end{align*}
$$

The determination of the heteronuclear trap loss coefficients $\beta_{\mathrm{AB}}$ for the optimized dual-species configuration would require the knowledge of the mutual overlap of the MOTs, which is difficult to estimate when absorption images are taken only along one direction. We therefore choose a configuration, which makes the determination of $\beta_{\mathrm{AB}}$ less dependent on assumptions about the mutual overlap (but which does not change the value of $\left.\beta_{\mathrm{AB}}\right)$. We reduce the atom flux of species $A$, in order to decrease the spatial extension of the trapped cloud of species $A$ and to place it in the center of the cloud of species $B$. A video camera which records the fluorescence of the MOTs from a different direction than that of the absorption imaging verifies that this configuration is indeed achieved. Then, in Eq. (4.21) it is $\int n_{\mathrm{A}} n_{\mathrm{B}} \mathrm{d} V \sim n_{\mathrm{c}}^{\mathrm{B}} N_{\mathrm{A}}$. Comparing the steady-state atom numbers for the different configurations then yields

$$
\begin{align*}
& \beta_{\mathrm{LiK}}=(1 \pm 0.5) \times 10^{-12} \mathrm{~cm}^{3} \mathrm{~s}^{-1}  \tag{3.15}\\
& \beta_{\mathrm{KLi}}=(3 \pm 1.5) \times 10^{-12} \mathrm{~cm}^{3} \mathrm{~s}^{-1}, \tag{3.16}
\end{align*}
$$

for the experimental conditions indicated in Tab. (2.3). Comparing all four trap loss coefficients, the dominant is $\beta_{\text {LiLi }}$ (Eq. (3.13)) for light-induced homonuclear ${ }^{6} \mathrm{Li}-{ }^{6} \mathrm{Li}$ collisions. This is a consequence of the large temperature of the ${ }^{6} \mathrm{Li}-\mathrm{MOT}$ and the unresolved hyperfine structure of ${ }^{6} \mathrm{Li}$ which prohibits the creation of a dark MOT, leading to a large excited-state population. The much smaller homonuclear trap loss coefficient $\beta_{\mathrm{KK}}$ for ${ }^{40} \mathrm{~K}$ (Eq. (3.14)) is consistent with Fig. 3.10 (a) which shows that, for ${ }^{40} \mathrm{~K}$, small repumping intensities are favorable. The heteronuclear trap loss coefficients $\beta_{\mathrm{LiK}}, \beta_{\mathrm{KLi}}$ (Eqs. (3.15) and (3.16)) are also much smaller than $\beta_{\text {LiLi }}$, indicating that our applied strategy for decreasing the heteronuclear collisions is good. In the Amsterdam group the heteronuclear trap loss coeffiecients were found by a factor of about 2 larger than ours [44]. A dark SPOT MOT has been implemented in order to reduce the excited-state population of the ${ }^{40} \mathrm{~K}$ atoms. In the next paragraph we show, however, that it is also important to reduce the excited-state population of the ${ }^{6} \mathrm{Li}$ atoms.

Figure 3.12 (b) depicts the dependence of the trap loss coefficient $\beta_{\mathrm{KLi}}$ on the relative excited-state population of the ${ }^{6} \mathrm{Li}$ atoms. The graph was obtained by recording the influence of the ${ }^{6} \mathrm{Li}$-MOT on the ${ }^{40} \mathrm{~K}$-MOT as the power of the ${ }^{6} \mathrm{Li}$-MOT beams was varied. For each power it was verified that the ${ }^{40} \mathrm{~K}$-MOT was placed in the center of the ${ }^{6} \mathrm{Li}-\mathrm{MOT}$ and the atomic density of the ${ }^{6} \mathrm{Li}-\mathrm{MOT}$ was recorded. In the experiment a magnetic field gradient of $16 \mathrm{G} / \mathrm{cm}$ was used. The central atomic density of the ${ }^{6} \mathrm{Li}-\mathrm{MOT}$ was found to be approximately constant, when the power was varied $\left(n_{\mathrm{c}}^{\mathrm{Li}} \sim 8 \times 10^{10}\right.$ atoms $\left./ \mathrm{cm}^{3}\right)$. The relative excited-state population for a given beam power was estimated using Einstein's rate equations (assuming ${ }^{6} \mathrm{Li}$ to be a three-level atom with the states $2 S(F=1 / 2), 2 S(F=3 / 2)$ and $\left.4 P_{3 / 2}\right)$. The predicted variation of the excited-state population with the beam power was in accordance with the measurements of the fluorescence emitted by the ${ }^{6} \mathrm{Li}-\mathrm{MOT}$ and the number of captured atoms via absorption imaging. The latter changed by a factor of 1.5 in the considered range of beam powers. The graph in Fig. 3.12 (b) shows that the trap loss coefficient


Figure 3.12: (a) Evolution of the atom number in the ${ }^{40} \mathrm{~K}$-MOT in the absence $(t<$ 100 s ) and presence ( $t>100 \mathrm{~s}$ ) of the ${ }^{6} \mathrm{Li}-\mathrm{MOT}$ for an increased magnetic field gradient of $16 \mathrm{G} / \mathrm{cm}$. (b) Trap loss coefficient $\beta_{\mathrm{KLi}}$ for heteronuclear collisions as a function of the relative excited-state population of the trapped ${ }^{6} \mathrm{Li}$ atoms.
increases by more than a factor of 2 as the relative excited-state population is increased from $\sim 7 \%$ to $\sim 16 \%$. The error bars shown in the figure refer to statistical errors. The uncertainty due to systematic errors is estimated to be $50 \%$. The significant increase of $\beta_{\mathrm{KLi}}$ demonstrates the importance of minimizing the number of excited ${ }^{6} \mathrm{Li}$ atoms (and not only that of the excited ${ }^{40} \mathrm{~K}$ atoms). One reason for this increase is the increase of temperature of the ${ }^{6} \mathrm{Li}-\mathrm{MOT}$, which changes from $\sim 1 \mathrm{mK}$ to $\sim 1.6 \mathrm{mK}$ when the beam power is increased. Another reason could be the occurence of collisions involving doubly excited $\mathrm{Li}^{*} \mathrm{~K}^{*}$ atom pairs, the rate of which increases with the excited-state populations. The scattering potentials for these collisions are known to be of a longrange, as they scale with the internuclear separation as $1 / R^{5}$ [166], whereas they scale as $1 / R^{6}$ for collisions involving a singly excited heteronuclear atom pair [163]).

### 3.4 Transfer of the atoms into the magnetic trap

We now study the transfer of the atoms from the MOT to the magnetic quadrupole trap of the MOT chamber. After a compressed MOT stage, the atoms are optically pumped into their stretched states by a short pulse of resonant circularly polarized light. In the following we characterize this optical pumping stage in more detail. We focus here on the case of ${ }^{40} \mathrm{~K}$.

Figure 3.13 depicts the number of ${ }^{40} \mathrm{~K}$ atoms in the magnetic quadrupole trap as a function of time for the cases where optical pumping is applied before the transfer and where not. In the latter case, the number of atoms drastically decreases within the first $\sim 20 \mathrm{~ms}$ by a factor of $\sim 10$. The atoms which escape from the trap during this time are either in a spin state which is repelled from the trap or which is susceptible to undergo spin relaxation. The fast atom number reduction stops when only atoms in stable spin states are left. Then, the atom number continues to decrease, but on
a much larger time scale, which is due to collisions with background gas atoms. In the case where optical pumping is applied, nearly no atoms are lost within the first 20 ms and the decay of the atom number only happens on a large time scale identical to the one of the previous case. The figure demonstrates the importance of the optical pumping stage for the atom transfer efficiency. Furthermore it shows that the transfer efficiency in our experiment for the case of ${ }^{40} \mathrm{~K}$ is close to $100 \%$.

We expect that the optimized optical pumping stage prepares nearly all ${ }^{40} \mathrm{~K}$ atoms in their stretched state. However, since we intend to evaporatively cool ${ }^{40} \mathrm{~K}$ in the magnetic trap of the final cell, the atoms will have to be prepared in at least two spin states with significant populations, requiring to optically pump less efficiently.


Figure 3.13: Decay curves of the ${ }^{40} \mathrm{~K}$ magnetic trap for the case where optical pumping is applied before the atoms are transfered from the MOT to the magnetic trap and for the case where no optical pumping is applied.

In order to optimize the optical pumping stage for ${ }^{40} \mathrm{~K}$, we measured the number of atoms transfered to the magnetic trap (measured after one second of trapping) for various parameters, such as: the pulse duration, the intensity of the two frequency components (principal and repumper), the value of the applied bias magnetic field, the quality of the beam's circular polarization and the quality of the power balance between the two counter propagating optical pumping beams. We found that the optical pumping stage heats up the atom cloud. We were able to minimize this heating by shortening the pulse duration to $5 \mu \mathrm{~s}$ (short compared to the $200 \mu \mathrm{~s}$-duration used for ${ }^{6} \mathrm{Li}$ ). This short duration requires a large beam intensity. Saturation of the transfer efficiency was measured to occur for intensities above $\sim 30 I_{\text {sat }}$ per beam. The intensity of the repumping light, which is responsible for pumping the atoms in the correct hyperfine state, was found to saturate above $\sim 5 I_{\text {sat }}$ per beam. The large light power of the optical pumping beams is obtained by deriving them from the light beam used for the ${ }^{40} \mathrm{~K}$-MOT: the MOT beam passes through a single pass AOM, the first order of which is used for the MOT. During the optical pumping phase, this AOM is switched off, providing power in the zeroth order, which is used for the optical pumping. For ${ }^{6} \mathrm{Li}$ we use a similar strategy: The MOT beam passes through a single pass AOM, the zero
order of which is used for the MOT. During the optical pumping phase, this AOM is switched on, providing power in the first order, which is used for the optical pumping.

Another important parameter for the optical pumping is the value of the bias magnetic field. Its optimum value was found to be $\sim 2 \mathrm{G}$. Larger values lead to a decrease in the optical pumping efficiency, since then the Zeeman effect detunes the different repumping transitions. Even in the absence of the bias magnetic field the optical pumping is quite efficient: the transfer efficiency then is only $\sim 50 \%$ less than its optimum value. This is probably due to the large intensity of the optical pumping beam, which can overcome the depolarizing effect of small stray magnetic fields. It was found to be important to power balance the optical pumping beam by shining it with equal intensities from two opposite directions on the atoms. Not only an increase of $\sim 30 \%$ in transfer efficiency could thus be gained, but also a significant decrease of the heating which is created by the light pulse. We still observe a small remaining heating effect, which is minimized by reducing the used light power.

### 3.5 Magnetic quadrupole trap

We now investigate the trapping of atoms in the magnetic quadrupole trap. Figure 3.14 shows the time evolution of the number of atoms in both the magnetic trap and the MOT for the two different atomic species. For each data point the respective trap was prepared under the same conditions and the atom number was determined by absorption images which were taken for different times after the end of the trap loading. The decay of the number of atoms due to collisions with background gas atoms in either of the trap is approximately described by the equation

$$
\begin{equation*}
\frac{\mathrm{d} N}{\mathrm{~d} t}=-\gamma N \tag{3.17}
\end{equation*}
$$

with the lifetime of the atoms defined as $\tau=1 / \gamma$. Fitting the data in Fig 3.14 to Eq. (3.17) yields the lifetimes of the different atoms and traps. Since in a MOT additional light-induced cold collisions can take place, the decay curves for the MOTs are fitted for larger trapping times only, for which these collisions are insignificant (this was only done for the ${ }^{6} \mathrm{Li}-\mathrm{MOT}$, since for the ${ }^{40} \mathrm{~K}$-MOT light-induced collisions are negligible due to the small trap loss coefficient $\beta_{\text {КК }}$ (see Eq. (3.14))). The fits yield the lifetimes $\tau_{\mathrm{MT}}^{\mathrm{K}}=3.1 \mathrm{~s}, \tau_{\mathrm{MOT}}^{\mathrm{K}}=7.5 \mathrm{~s}$ and $\tau_{\mathrm{MT}}^{\mathrm{Li}}=3.0 \mathrm{~s}, \tau_{\mathrm{MOT}}^{\mathrm{Li}}=7.4 \mathrm{~s}$, respectively. Thus, about the same lifetimes are obtained for the two species, but significantly different ones for the two different traps. Before investigating this difference we first discuss the total value of the measured lifetimes.

The measured lifetimes are of the order of 5 s , which is relatively low, given the fact that the MOT chamber is isolated from the atom sources. In a previous setup, which we had used before enlarging the vacuum system by the magnetic transport section, we could obtain lifetimes of the order of 30 s in the MOT chamber using the same atom sources. The smaller lifetime of the new setup is not due to a leak, which we verified by a helium leak test, neither is it due to an insufficient isolation of the atom sources, as was verified making use of the valves connecting them to the MOT chamber. We believe that it is due to a contamination of the added homemade parts which have been soldered to the octagonal MOT cell. Probably the cleaning has not been done


Figure 3.14: Decay curves of an atom cloud trapped in the magnetic quadrupole trap in comparison to the decay curves obtained for trapping in the MOT for (a) ${ }^{40} \mathrm{~K}$ and (b) ${ }^{6} \mathrm{Li}$. Dots represent the experimental data and solid lines represent fits to Eq. (3.17) from which the respective trap lifetimes $\tau_{\mathrm{MT}}^{\mathrm{K}}=3.1 \mathrm{~s}, \tau_{\mathrm{MOT}}^{\mathrm{K}}=7.5 \mathrm{~s}$ and $\tau_{\mathrm{MT}}^{\mathrm{Li}}=3.0 \mathrm{~s}$, $\tau_{\text {MOT }}^{\mathrm{Li}}=7.4 \mathrm{~s}$ are obtained. The atom number in the magnetic trap for ${ }^{6} \mathrm{Li}$ decreases rapidly within the first 200 ms due to an imperfect optical pumping stage.
sufficiently well after the soldering at the machine shop. The low atomic lifetimes in the MOT chamber unfortunately affect the lifetime in the final cell. We have measured the atomic lifetime in the magnetic quadrupole trap in the final cell, which was found to be $\sim 26 \mathrm{~s}$. We hope that this value is large enough to allow for a sufficiently large ratio between elastic to inelastic collisions necessary for evaporative cooling of the two atomic species.

We now address the question why the lifetime in the two traps is significantly different. The measurements yield that the lifetime in the MOTs is larger by a factor of $\sim 2$ than in the magnetic traps. It can be excluded that the smaller lifetime in the magnetic trap is due to spin relaxation collisions between the trapped atoms, since those happen during the first 200 ms , leaving behind only atoms which are not susceptible to those collisions. Also Majorana losses can be excluded as the origin of the smaller lifetime due to the large temperature of the atoms. We can further exclude that the larger lifetime in the MOTs results from a non-negligible loading from the background vapor, since we do not load a detectable number of atoms when the atom sources are switched off. Differences between atomic lifetimes in MOTs and magnetic traps have been reported and studied by several groups $[162,167,168]$. It has been argued that the different lifetimes are the result of the different depths of the traps, which lead to a different probability for recapture of the collisional products. In our setup, the trap depth of the MOTs is $\sim 1 \mathrm{~K}$ and the trap depth of the magnetic trap is $\sim 15 \mathrm{mK}$ and thus about two orders of magnitude less. Small-angle elastic collisions between the background and the trapped atoms are thus more likely to lead to trap loss for the magnetic trap than for the MOT.

In order to allow for a quantitative comparison between the theoretically predicted lifetimes which result from the different trap depths, we estimate the cross section for knock-out collisions between a room-temperature background gas atom and a trapped cold atom. The estimation is based on the approach described in Ref. [162]. The
colliding partners interact with each other via the van der Waals interaction which has a scattering potential of the form $U(R)=-C_{6}^{\text {eff }} / R^{6}$, where $R$ is the interatomic distance and $C_{6}^{\text {eff }}$ an effective dispersion coefficient accounting for all the different atomic species present in the background vapor. The trapped atom will be knocked out of the trap if its velocity gain due to the collision exceeds the escape velocity $v_{\text {esc }}$ of the trap. We now calculate the impact parameter $b$, for which the velocity gain just equals $v_{\text {esc }}$, the cross section for knock-out collisions is then given by $\sigma=\pi b^{2}$. Since the velocity of the trapped atoms is small compared to the velocity of the background atoms, the background atom is likely to be hardly affected by the collision and can be considered as moving at constant velocity along a straight line as illustrated in Fig. 3.15. The change in velocity of the trapped atom then is

$$
\begin{equation*}
\Delta \boldsymbol{v}=\int_{-\infty}^{\infty} \boldsymbol{F} / m \mathrm{~d} t \tag{3.18}
\end{equation*}
$$

where

$$
\begin{equation*}
F=\frac{6 C_{6}^{\text {eff }}}{R^{7}}, \quad R=\frac{b}{\cos \theta}, \quad \tan \theta=\frac{v t}{b} \Leftrightarrow \mathrm{~d} t=\frac{b}{v} \frac{1}{\cos ^{2} \theta} \mathrm{~d} \theta, \tag{3.19}
\end{equation*}
$$

where $v$ denotes the speed of the background atom. The component of $\boldsymbol{F}$ along the flight direction of the fast atom averages to zero and the integral over the remaining component, $F \cos \theta$, is given by

$$
\begin{equation*}
\Delta v=\int_{-\pi / 2}^{\pi / 2} \frac{6 C_{6}^{\text {eff }}}{m v b^{6}} \cos ^{6} \theta \mathrm{~d} \theta=\frac{15 \pi}{8} \frac{C_{6}^{\text {eff }}}{m v b^{6}}, \tag{3.20}
\end{equation*}
$$

Thus, the relations $\Delta v=v_{\text {esc }}$ and $\sigma=\pi b^{2}$ yield

$$
\begin{equation*}
\sigma=\pi\left(\frac{15 \pi C_{6}^{\mathrm{eff}}}{3 m v_{\mathrm{esc}} v}\right)^{1 / 3} \tag{3.21}
\end{equation*}
$$

The scattering cross section is, according to kinetic gas theory, related to the lifetime via $\tau=1 /\left(\sigma n_{\mathrm{b}} \bar{v}\right)$, where $n_{\mathrm{b}}$ is the density of background atoms and $\bar{v}$ their mean velocity (considering the velocity of the trapped atoms to be zero). In our system the escape velocities of the MOTs are $v_{\text {esc }}^{\mathrm{KMOT}} \sim 15 \mathrm{~m} / \mathrm{s}$ and $v_{\text {esc }}^{\mathrm{LiMOT}} \sim 30 \mathrm{~m} / \mathrm{s}$ and the escape velocities of the magnetic traps are $v_{\text {esc }}^{\mathrm{KMT}} \sim 1.7 \mathrm{~m} / \mathrm{s}$ and $v_{\text {esc }}^{\mathrm{LiMT}} \sim 4.2 \mathrm{~m} / \mathrm{s}$, respectively. According to Eq. (3.21), we thus expect a difference in lifetimes for the two traps of

$$
\begin{equation*}
\frac{\tau_{\mathrm{MOT}}}{\tau_{\mathrm{MT}}}=\left(\frac{v_{\mathrm{ec}}^{\mathrm{MOT}}}{v_{\mathrm{esc}}^{\mathrm{MT}}}\right)^{1 / 3} \sim 2, \tag{3.22}
\end{equation*}
$$

which is approximately the same for both species and in accordance with the observed value of $\sim 2$.

### 3.6 Magnetic transport

The next step in the experimental sequence which follows the magnetic trapping is a magnetic transport to the science chamber. We have achieved the transport of both


Figure 3.15: Illustration of a collision between a room-temperature background gas atom and a trapped atom. Due to the much larger velocity of the background gas atom, that is nearly not deviated due to the collision.
atomic species with transport efficiencies of $\sim 15 \%$ for ${ }^{40} \mathrm{~K}$ and $\sim 7 \%$ for ${ }^{6} \mathrm{Li}$. We believe that we will be able to achieve higher transport efficiencies in future. We found that the transport efficiency of our system is limited by the small size of the vacuum tubes through which the transport path is directed. Those have a small diameter of 1 cm and thus require a very good centering of the transport path with respect to the tube's axis. Furthermore, the atom clouds need to have small sizes, which requires small cloud temperatures and a strong confinement of the atomic clouds. We have recently purchased new current supplies which are able to deliver higher currents in order to increase the confinement. In the following we briefly describe the cruicial steps which we followed in order to make the magnetic transport operational.

Before the transport sequence was run for the first time, the setup needed to be debugged. The first step is to verify the agreement between the demanded and the observed current flows through the coils. In particular it has to be verified that no significant time delays and possible fluctuations of those exist between the two signals. For the typical transport durations of $\sim 3 \mathrm{~s}$ and used accelerations of $a \sim 0.75 \mathrm{~m} / \mathrm{s}^{2}$, maximum velocities of the potential minimum position of $\sim 50 \mathrm{~cm} / \mathrm{s}$ are obtained. So not to induce a displacement of more than 1 mm between the actual and the demanded position, the time delay between the actual and demanded coil currents should be less than 2 ms . These small time delays require the current supplies to be operated in constant voltage mode. Another important initial check consisted in verifying that no spikes in the currents were created due to the switching between the coils or the change of operation mode of the power supplies. The calculated current waveforms sometimes also needed to be checked, as numerical artifacts in the calculation might introduce spikes in the waveform, which then need to be manually corrected in the waveform file. In order to debug the switching mechanism for the coil currents, we installed a series of LEDs which indicate when current is flowing in the different coil pairs. Each employed LED has a threshold voltage of 1.6 V and is connected in parallel to one of the coil pairs together with a $1 \mathrm{k} \Omega$ resistor. The voltage drop between the coil ends, which is present when current flows through the coils, then switches on the LED. The switching mechanism for the coil currents is realized with a series of MOSFETs, which are fragile components that occasionally die. The LED system was also found helpful to immediately identify the MOSFETs which need to be replaced.

The initial optimization of the transport was done by transporting the atom cloud
forth and back over varying distances. This configuration allows the precise determination of the transport efficiencies for each transport distance, since the same imaging system for the atom number determination before and after the transport can be used. Furthermore it allows us to probe the critical positions on the transport path (such as the positions where the aspect ratio of the trapping potential changes or where the vacuum tubes decrease their diameter).

An important parameter of the transport is its total duration. The optimum duration is a compromise between heating of the atom cloud due to nonadiabatic acceleration or changes of the aspect ratio of the potential, and atom loss due to collisions of the transported atoms with the background gas. Since the background gas pressure changes along the transport path, the efficiency of the transport can be optimized by adjusting the transport velocity to the local pressures. The transport path consists of two parts, from the MOT to the elbow and from the elbow to the final cell. Since the lifetime in the MOT chamber is much less ( $\sim 3 \mathrm{~s}$ ) than in the science cell ( $\sim 26 \mathrm{~s}$ ), it is preferable to transport the cloud fast in the first part of the transport and less fast in the second part. In the experiment we have used an acceleration profile for which the acceleration magnitude is constant for each of the two parts of the transport and twice as large in the first part than in the second. The optimum transport time for this profile was then found to be 2.7 s for both atomic species. Figure 3.16 shows the dependence of the number of transported ${ }^{40} \mathrm{~K}$ atoms as a function of the transport time for the described acceleration profile.


Figure 3.16: Number of magnetically transported atoms as a function of the total transport duration. The initial atom number in the magnetic trap before the transport was $\sim 5 \times 10^{8}$ at the day when the graph was recorded.

The optimization of the magnetic transport is still in progress. We are convinced that with a stronger magnetic confinement, which will be made possible by using the new current supplies, and with a fine-tuning of the alignment of the transport path we will be able to significantly improve the transport efficiency. Once the atom number in the final cell is sufficiently large we will start evaporating the atomic clouds in the plugged magnetic trap.

### 3.7 Conclusion

In this chapter we have presented a characterization of the implemented experimental apparatus. We have demonstrated a very satisfying performance of the constructed atom sources, and the dual-species magneto-optical trap. The performance of the magnetic transport still requires some more optimization, but we are convinced that the constructed apparatus will allow the production of quantum degenerate FermiFermi mixtures with very large atom numbers in close future.

In the following we summarize the main characteristics of the different subsystems.

- The ${ }^{6} \mathbf{L i}$ Zeeman slower yields a capture rate of $\sim 1.2 \times 10^{9}$ atoms/s in the ${ }^{6} \mathrm{Li}$-MOT at an oven temperature of $500^{\circ} \mathrm{C}$. A higher oven temperature would yield a higher capture rate, however, we limit it to $500^{\circ} \mathrm{C}$, since, as we have shown, collisions between the atoms in the atomic beam with the atoms in the MOT become important for higher temperatures. The atomic beam is diverging, having a radius of $\sim 5 \mathrm{~cm}$ at the position of the MOT. The bichromatic laser beam of the slower has a total power of 50 mW . It is converging toward the oven, having a $1 / \mathrm{e}^{2}$-diameter of 3 cm at the position of the MOT and of 0.8 cm at the position of the oven's collimation tube. The used light power saturates the ${ }^{6} \mathrm{Li}$-MOT capture rate. $1 / 10$-th of the light power is used for repumping.
- The ${ }^{40} \mathrm{~K} 2 \mathrm{D}$-MOT yields a capture rate of $\sim 1.4 \times 10^{9}$ atoms $/ \mathrm{s}$ in the ${ }^{40} \mathrm{~K}$ MOT. The mean velocity of the atomic beam was measured to be $\sim 24 \mathrm{~m} / \mathrm{s}$. A significant amount of the available light power was found to be required for repumping ( $1 / 3$-rd of the power). The capture rate was found optimum for a potassium vapor pressure of $2.3 \times 10^{-7} \mathrm{mbar}$ in the $2 \mathrm{D}-\mathrm{MOT}$ cell. For higher pressures collisions between the vapor atoms and the atoms in the atomic beam become important, decreasing the capture rate. In contrast to 2D-MOT systems of other species, we found that the limiting collisions in our system are collisions between non-excited ${ }^{40} \mathrm{~K}$ and non-excited ${ }^{39} \mathrm{~K}$ atoms. An analysis of our data showed that the capture rate could thus be improved by up to a factor of 10 by using a potassium sample of a higher isotopic enrichment.
- The ${ }^{6} \mathbf{L i}-{ }^{40} \mathbf{K}$ dual-species MOT simultaneously traps $5.2 \times 10^{9}{ }^{6} \mathrm{Li}$ atoms and $8.0 \times 10^{9}{ }^{40} \mathrm{~K}$ atoms. The use of small magnetic field gradients and low light powers in the repumping light for both species were found important to minimize intraand interspecies light-induced collisions. The low light powers in the repumping light lead to a small fraction of excited atoms. We have measured the different trap loss coefficients and found that for our experimental parameters the trap loss coefficient for intraspecies ${ }^{6} \mathrm{Li}$ collisions is dominant and about 4 times larger than the trap loss coefficients for interspecies and intraspecies ${ }^{40} \mathrm{~K}$ collisions. The large trap loss coefficient for intraspecies ${ }^{6} \mathrm{Li}$ collisions results from the need to use a relatively large repumping power for the ${ }^{6} \mathrm{Li}-\mathrm{MOT}$ due to the small excited-state hyperfine structure. We have studied the dependence of one of the interspecies trap loss coefficients on the number of excited ${ }^{6} \mathrm{Li}^{*}$ atoms. Since the scattering potential for singly excited ${ }^{6} \mathrm{Li}^{*}{ }^{40} \mathrm{~K}$ collisions is repulsive at long-range, these collisions are not expected to lead to trap loss. Nonetheless we found that the
interspecies trap loss coefficient depends on the excited-state population of the ${ }^{6} \mathrm{Li}$ atoms, indicating that maybe collisions involving doubly excited $\mathrm{Li}^{*}-\mathrm{K}^{*}$ atom pairs occur.
- The magnetic trap in the MOT chamber is loaded efficiently with the atoms from the MOT by applying a compressed MOT and an optical pumping stage. Nearly $100 \%$ of the ${ }^{40} \mathrm{~K}$ atoms and $\sim 30 \%$ of the ${ }^{6} \mathrm{Li}$ can be transferred into the magnetic trap. For ${ }^{6} \mathrm{Li}$ the efficiency is smaller, since ${ }^{6} \mathrm{Li}$ has only one single simultaneously trappable spin state such that depolarizing events, which are caused by emission and reabsorption of randomly polarized photons, more likely lead to trap loss. The lifetime of the atoms inside the magnetic trap was found to be half of that inside the MOTs, which we attributed to the different depths of both traps. The lifetime in the magnetic trap in the science chamber was measured to $\sim 26 \mathrm{~s}$.
- The magnetic transport of the atoms to the science chamber allows for a transfer efficiency of $\sim 15 \%$. We believe that it is limited by atom losses on the walls of the narrow collimation tubes, through which the transport is directed. In addition, the long transport time of $\sim 3$ s leads to significant loss due to collisions with the background atoms. New power supplies have recently been installed in our setup to allow for tighter confinement of the atoms during the transport, which will decrease the losses on the walls as well as the total transport time.


## Chapter 4

## Photoassociation of heteronuclear ${ }^{6} \mathbf{L i}^{40} \mathbf{K}$ molecules

In this chapter we investigate, both experimentally and theoretically, the formation of weakly bound, electronically excited, heteronuclear ${ }^{6} \mathrm{Li}^{40} \mathrm{~K}^{*}$ molecules by single-photon photoassociation in a magneto-optical trap. We performed trap loss spectroscopy within a range of 325 GHz below the $\mathrm{Li}\left(2 S_{1 / 2}\right)+\mathrm{K}\left(4 P_{3 / 2}\right)$ and $\mathrm{Li}\left(2 S_{1 / 2}\right)+\mathrm{K}\left(4 P_{1 / 2}\right)$ asymptotic states and observed more than 60 resonances, which we identify as rovibrational levels of 7 of 8 attractive long-range molecular potentials. The long-range dispersion coefficients and rotational constants are derived. We find large molecule formation rates of up to $\sim 3.5 \times 10^{7} \mathrm{~s}^{-1}$, which are shown to be comparable to those for homonuclear ${ }^{40} \mathrm{~K}_{2}^{*}$. Using a theoretical model we infer decay rates to the deeply bound electronic ground-state vibrational level $X^{1} \Sigma^{+}\left(v^{\prime}=3\right)$ of $\sim 5 \times 10^{4} \mathrm{~s}^{-1}$. Our results pave the way for the production of ultracold bosonic ground-state ${ }^{6} \mathrm{Li}^{40} \mathrm{~K}$ molecules which exhibit a large intrinsic permanent electric dipole moment. In this chapter, we also present the novel results obtained from photoassociation spectroscopy of ${ }^{40} \mathrm{~K}_{2}^{*}$ and compare them to prior studies with ${ }^{39} \mathrm{~K}_{2}^{*}$.

### 4.1 Introduction

### 4.1.1 Principle of photoassociation

In the process of photoassociation (PA), two colliding atoms ( $A$ and $B$ ) absorb a resonant photon $(\gamma)$ which excites them to a bound molecular state:

$$
\begin{equation*}
A+B+\gamma \rightarrow(A B)^{*} \tag{4.1}
\end{equation*}
$$

This process, which can be considered as a light-induced chemical reaction, is schematically depicted in Fig. 4.1. Typically the energy of the photon is smaller than the energy $E_{\text {at }}$ of the atomic transition of one of the colliding atoms. Once excited, the molecule will soon decay, either into a pair of free atoms or into a bound electronic ground-state molecule:

$$
\begin{align*}
& (A B)^{*} \rightarrow A+B+\gamma_{\mathrm{d}}  \tag{4.2}\\
& (A B)^{*} \rightarrow A B+\gamma_{\mathrm{d}} . \tag{4.3}
\end{align*}
$$

For the PA process to happen, the atoms need to approach each other sufficiently close. The probability for the PA transition is determined by the overlap of the initial wave function of the colliding atoms and that of the bound molecule. This so-called "FranckCondon" overlap is typically largest at the internuclear separation $R_{v+}$ for which the excited bound state has its classical outer turning point (see Fig. 4.1). Thus, the PA process most likely occurs at the separation $R_{v+}$.

Photoassociation can occur between atoms of the same species (homonuclear PA) or between atoms of different species (heteronuclear PA). The rates at which PA can occur in an atomic gas is typically smaller for the heteronuclear case due to the different range of the excited-state potentials. Whereas two identical atoms in their first excited state interact via the resonant dipole interaction at long range (with potential $V(R) \propto$ $-C_{3} / R^{3}, R$ denoting the internuclear separation and $C_{3}$ a constant), two atoms of different species interact via the van der Waals interaction $\left(V(R) \propto-C_{6} / R^{6}\right.$, with a constant $C_{6}$ ), leading, for the heteronuclear case, to molecule formation at much shorter distances. Now, in a gas of atoms with a given density the probability to find two atoms at a distance $R$ is approximately proportional to $\left(1-e^{-4 \pi n R^{3} / 3}\right)$, where $n$ denotes the atom density, supposed to be homogeneous ${ }^{1}$. Consequently, fewer atom pairs with short internuclear distances are available, and the PA rate is smaller for the heteronuclear case. In this chapter we report on both homonuclear ${ }^{40} \mathrm{~K}_{2}^{*}$ and heteronuclear ${ }^{6} \mathrm{Li}^{40} \mathrm{~K}^{*}$ photoassociation.

Photoassociation can be used as a spectroscopy technique which allows one to probe the states of the electronically excited molecular potential and, when the decay process is stimulated coherently with a second laser beam, also the states of the electronic ground-state potential. It has been proposed by Thorsheim et al [114] to apply PA to ultracold atoms (which have small thermal energies $E_{\text {th }}$, see Fig. 4.1) in order to achieve high precision spectroscopic data for weakly bound molecules. Many more applications are offered when combining PA and ultracold atoms, which we will briefly describe in the subsequent section.

### 4.1.2 Applications of ultracold photoassociation

There is an extensive literature describing ultracold photoassociation and its applications. We give a brief introduction here, for a more detailed review, we refer the reader to the articles [169, 170, 171, 172].

One of the principle applications of ultracold PA is molecular spectroscopy. Conventionally, molecular spectroscopy is performed with natural bound ground-state molecules formed in a high-pressure gas of atoms, typically above room temperature. These molecules are excited with a probe laser and frequencies for bound-bound transitions are determined. Ultracold photoassociation spectroscopy (UPAS) differs from this conventional molecular spectroscopy in several aspects associated with the low temperature. First, Doppler shifts due to the center-of-mass motion of the colliding
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Figure 4.1: Schematic representation of the PA process. Two colliding atoms (A and B) are transferred into a bound state of the excited molecular potential by a photon of the PA laser, which is resonant with this transition. The curves represent the potential energy of the atoms as a function of their internuclear separation $R$. The PA process most likely occurs at the classical outer turning point $R_{v+}$ of the bound excited state. $E_{\mathrm{th}}, E_{\mathrm{at}}, E_{\mathrm{b}}$ denote the thermal energy of the colliding atoms, the energy of the atomic transition of atom $A$ and the binding energy of the molecule, respectively (not to scale). Once created, the excited bound molecule will decay, either to a bound state of the ground-state molecular potential or into a pair of free atoms.
atom pairs (along the direction of the PA laser) are reduced. Second, the thermal broadening due to the spread in the collision energies is reduced $(\sim 20 \mathrm{MHz}$ for a 1 mK cold atom cloud). UPAS thus achieves high resolution for free-bound transitions. Third, PA allows the measurement of the binding energy of the molecules (it is simply given by the detuning of the PA laser from the atomic resonance), which is inaccessible for conventional spectroscopy. Due to the low temperatures, binding energies can thus be determined with a high precision. Fourth, rotational barriers prevent the low-energy atoms to approach each other when they are colliding in a higher-order partial wave. Thus only atoms colliding with very low angular momenta ( $l=0,1$ for ${ }^{6} \mathrm{Li}^{40} \mathrm{~K}$ collisions at $\sim 1 \mathrm{mK}$ ) can approach each other sufficiently close to form an excited bound molecule. Therefore, UPAS yields spectra with resonances from the lowest rotational levels only, which eliminates the need to extrapolate when determining a rotationless potential. Besides, UPAS allows probing of a larger number of excited molecular potentials, since the selection rules are less restrictive than for bound-bound transitions, because the initial atomic collision often possesses a mixture of many different molecular symmetries. Finally, since the free-bound transitions occur at large internuclear distance, UPAS is particularly powerful to probe long-range, weakly bound molecular states, which is difficult for conventional molecular spectroscopy, due to the reduced transition probabilities between tightly and weakly bound molecules. PA and
conventional molecular spectroscopy can thus be considered as being complementary. Combining both methods allows the determination of precise molecular potential curves for the whole range of internuclear separations. In the results section we will present our recorded spectroscopic data for ${ }^{40} \mathrm{~K}_{2}^{*}$ and ${ }^{6} \mathrm{Li}^{40} \mathrm{~K}^{*}$ and we will derive the binding energies of the most weakly bound states and the corresponding molecular potential curves at long-range.

Another application of UPAS is the precise determination of the lifetime of excited atomic states [173]. This application is based on the fact that the single atom dipole matrix element $d=\langle S| \mu|P\rangle$ governs both the atomic state lifetime and the form of the long-range part of the corresponding homonuclear excited molecular potential. Since the latter can be determined very precisely with UPAS, precise values for the atomic lifetimes can be derived. Such lifetime measurements provide a useful check of the more conventional atomic experiments, since the possible underlying systematic errors are different. In the results section of this chapter we will make use of our recorded PA spectra for homonuclear ${ }^{40} \mathrm{~K}_{2}^{*}$ molecules to determine the atomic lifetime of the $4 P$-state of ${ }^{40} \mathrm{~K}$ with a $0.3 \%$ precision.

PA can also be used to precisely determine the $s$-wave scattering length for binary ground-state collisions. This parameter is of central importance, since it contains all information inherent to the scattering event at ultracold temperatures, where only $s$ waves contribute to the elastic collisions. Scattering lengths sensitively depend on the precise details of the scattering potentials, which makes it difficult to predict them theoretically and thus assigns a great importance to experimental methods for their determination. The scattering length is defined as [174]

$$
\begin{equation*}
a=-\lim _{k \rightarrow 0}\left(\frac{\tan \eta_{k}^{l=0}}{k}\right) \tag{4.4}
\end{equation*}
$$

where $k=2 \pi / \lambda_{\mathrm{dB}}$ is the wave vector, $\lambda_{\mathrm{dB}}$ the de Broglie wavelength of the reduced mass particle and $\eta_{k}$ is the s-wave phase shift induced by the scattering potential. The essential idea is to use PA spectroscopy to probe the phase of the ground-state wave function with great precision. Two different methods have been established to realize this. The first consists in the determination of the nodal positions of the ground-state wave function from the relative line contrasts of single-color PA spectra. The second is based on the determination of the binding energy of the least bound electronic ground state by two-color PA. The first method takes advantage of the fact that PA spectroscopy line intensities are sensitive to the amplitude of the ground-state wave function for each contributing partial wave in the region where PA occurs. Comparing the observed oscillations of the line intensities to quantum scattering calculations then allows the determination of the phase shift of the collision wave function and thus the scattering length. The second method employs two coherent laser beams, where one excites the colliding pairs to bound molecules and the other stimulatedly deexcites them to the last vibrational level of the electronic ground-state potential. The relative detuning of both lasers yields the binding energy $E_{\text {last }}$ of that level. The scattering length can then be obtained by utilizing that in the ultracold limit, the scattering length is simply related to $E_{\text {last }}$ via $E_{\text {last }}=-\hbar^{2} /\left(2 \mu a^{2}\right)$, where $\mu=m_{A} m_{B} /\left(m_{A}+m_{B}\right)$ is the reduced mass of the colliding particles [175]. The dependence of the scattering length on the binding energy of the least-bound state also demonstrates that it is very difficult
to obtain an estimate for the scattering length from theoretical potential curves, as the depth of the molecular potentials is typically several orders of magnitude larger than $E_{\text {last }}$, such that a determination of $E_{\text {last }}$ would require a very precise knowledge of the potential curve. Both the above described methods have been successfully applied in the past for Li [176, 177], Na [178], Rb [179], Cs [180], Yb [181]. Our recorded spectra which we will present in the results section might allow us to determine the scattering length using the first method. However, we concentrated the present work on the resonance assignment and the determination of the potential parameters and did not attempt to derive the scattering length.

The major long-term application of PA is the formation of ultracold molecules [98, 182]. As mentioned in chapter 1, molecules have a very complex internal level structure and are thus difficult to cool, since the laser cooling techniques, which work well for atoms, cannot be extended easily to molecules $[108,109]$. PA allows one to circumvent this difficulty: photoassociating ultracold atoms results in molecules which are translationally cold as well. This fact is also utilized in the alternative technique of magnetoassociation via Feshbach resonances [183]. These two techniques represent indirect methods for creating ultracold molecules in contrast to direct methods, in which preexisting (relatively hot) molecules are actively cooled [111, 113, 112]. In order to have sufficient time for experiments, one is interested in forming stable molecules. Multicolor PA allows the transfer of the associated atoms to bound ground-state molecules. In some cases, even single-photon PA followed by spontaneous decay to the lowest rovibrational level of the electronic ground-state potential can be high enough for an efficient production of stable molecules [84]. As discussed in chapter 1 , the formation of ultracold molecules is particularly interesting for heteronuclear atoms, since molecules composed of two different atoms have a permanent electric dipole moment (as their charge distribution is asymmetric). The alkali dimer LiK has a very large dipole moment of 3.6 D [88] in its singlet electronic ground state and would thus be a good candidate for future studies with polar molecules.

### 4.1.3 Photoassociation of $\mathrm{LiK}^{*}$ compared to other dimers

The first demonstration of PA of ultracold atoms has been realized in 1993 with sodium atoms confined in a magneto-optical trap [184]. Since then homonuclear PA has been demonstrated for all alkali atoms, i.e. $\mathrm{Li}_{2}^{*}$ [176], $\mathrm{Na}_{2}^{*}$ [184], $\mathrm{K}_{2}^{*}$ [185], $\mathrm{Rb}_{2}^{*}$ [186], $\mathrm{Cs}_{2}^{*}$ [187], then $\mathrm{H}_{2}^{*}$ [188], metastable $\mathrm{He}_{2}^{*}$ [189], $\mathrm{Ca}_{2}^{*}$ [190], $\mathrm{Sr}_{2}^{*}$ [191] and $\mathrm{Yb}_{2}^{*}$ [181]. Heteronuclear PA has been realized later, for the first time for the dimer ${ }^{7} \mathrm{Li}^{6} \mathrm{Li}^{*}$ [192] in 2002 and subsequently for RbCs* [193], $\mathrm{KRb}^{*}$ [194], $\mathrm{NaCs}^{*}$ [195], LiCs* [84] and $\mathrm{YbRb}^{*}$ [196]. In this thesis, we report on the first realization of PA of LiK*.

It has been argued in the past, that the photoassociative creation of the dimer LiK* (as compared to the other heteronuclear dimers) would be more difficult to achieve due to its small reduced mass and $C_{6}$ coefficients. Wang and Stwalley [197] have proposed an estimate for the relative PA probabilities for the different heteronuclear alkali dimers based on the semiclassical reflection approximation [197]. They showed that for a given vibrational level number (counted from the dissociation limit) the PA probabilities for the different heteronuclear alkali dimers scale as $\mu^{9 / 4}\left(C_{6}\right)^{3 / 4}$, where $\mu$ is the reduced mass of the dimer. For the LiK* molecule this leads to small PA probabilities, of
e.g. $\sim 400$ times less than for RbCs* and $\sim 200$ times less than for KRb*. Figure 4.2 summarizes the results of Ref. [197], showing the calculated relative Franck-Condon factors for the different heteronuclear molecules.


Figure 4.2: Relative values of the Franck-Condon factors for the different heteronuclear alkali dimers for PA at long-range, based on the reflection approximation [197]. The small value for LiK indicates that the photoassociative creation of $\mathrm{LiK}^{*}$ molecules is expected to be much more difficult than for the other dimers. Figure taken from Ref. [197].

In the approximation made by Wang and Stwalley, the ground-state molecular potential is considered to have a negligible slope in the region where PA occurs. The authors justify this assumption by the fact that the ground-state molecular potential, which is also governed by the van der Waals interaction (with potential $V(R) \propto$ $-C_{6}^{\prime} / R^{6}$, and a constant $C_{6}^{\prime}$ ), is of shorter range than the excited molecular potential due to a $C_{6}^{\prime}$ coefficient which is typically about ten times smaller than the $C_{6}$ coefficient of the excited molecular potential. For homonuclear molecules, the difference in range of the ground-state and excited molecular potentials is orders of magnitude larger than for heteronuclear molecules, due to the strong resonant dipole interaction, such that for the case the assumption is well satisfied. For the heteronuclear case, the assumption is not sufficiently satisfied. The steepness of the excited molecular potential leads to molecule formation at small internuclear separations even for small binding energies where the ground-state potential has a non-negligible slope, as pointed out by Azizi et al. [198]. The authors of the latter publication computed the PA rates for several heteronuclear dimers (unfortunately not for $\mathrm{LiK}^{*}$ ) in a different way. Their results are based on full quantum mechanical numerical calculations of the Franck Condon overlaps considering PA to occur not only near the classical outer turning points of the excited molecular states. The authors obtained that indeed PA of lighter heteronuclear dimers is less probable, however, the difference in probability with respect to the heavier dimers is a factor of $\sim 4$ rather than $\sim 100$. Due to this discrepancy, we did not know which PA rates to expect in our experiment. In their work Azizi et al. [198] further compare the PA rates for heteronuclear molecules with those for homonuclear $\mathrm{Cs}_{2}^{*}$ molecules for given PA detunings, showing that the photoassociative formation of
heteronuclear molecules for a given atomic density is about 10-30 times less probable due to the smaller distances at which PA occurs. This hinted that it would be difficult to observe PA of LiK*.

In our experiment, we observe PA rates for $\mathrm{LiK}^{*}$ of the order of $\sim 3.5 \times 10^{7} \mathrm{~s}^{-1}$. Given the above theoretical predictions, these rates are surprisingly large, since they are similar to those observed in a comparable experiment with RbCs* [193] and larger than those observed for other heteronuclear PA experiments [193, 194, 195, 84, 196]. This observation indicates the failure of the reflection approximation for the case of heteronuclear molecules and confirms the arguments of Ref. [198]. In our experiment we further observe that the PA rates for $\mathrm{LiK}^{*}$ are comparable to those found for homonuclear $\mathrm{K}_{2}^{*}$. The large PA rates for $\mathrm{LiK}^{*}$ encourage future experiments aiming to create LiK ground-state molecules. In particular, for excited heteronuclear molecules the transition probabilities for spontaneous decay to ground-state molecules is larger than for homonuclear molecules due to the similar shape of the excited and groundstate potentials for the heteronuclear case [198]. Therefore high production rates for ground-state molecules can be expected.

### 4.1.4 Detection techniques for photoassociation

There are many techniques for observing photoassociation. One of the most common methods consists of a measurement of trap loss, where the loss in atom number which is induced by the molecule formation is recorded. The loss occurs since most of the excited molecules decay into hot atoms of ground-state molecules which are both not trapped by the atom trap. This method was used in the first demonstration of PA of $R b_{2}^{*}$ [186]. It is particularly convenient to apply it in a MOT, where the atom number can be continuously recorded via the fluorescence emitted by the atoms. When the frequency of the PA light is scanned the formation of bound excited states then appears as a dip in the fluorescence signal. Another very common method consists in making an additional excitation to an ionizing state - either from the electronically excited state or from one of subsequently populated states of the electronic ground state and to measure the ion rate with an ion detector. This method was used in the first demonstration of PA of $\mathrm{Na}_{2}^{*}$ [184]. Another technique, which is adapted to detect predissociating excited molecular levels is fragmentation spectroscopy [199], which we will not further consider here.

Each technique has its advantages and disadvantages. The ionization technique is very sensitive since it has nearly zero background signal. When recording a PA spectrum the PA laser thus can be scanned very fast. In addition even free-bound transitions with very low probabilities can be probed, allowing one to record PA spectra for a large range of detunings. Furthermore, a higher spectral resolution can be obtained as the PA laser can be used at lower intensities decreasing the effect of power broadening of the resonances. However, the ionization technique requires the installation of an ionization laser and an ion detector. Furthermore the measurement of transition probabilities is difficult, since it requires the knowledge of the probabilities for the spontaneous decay and the ionization, which is not always available.

The trap loss technique has the advantage that its implementation takes less effort and that in particular it gives access to the formation rates for the excited molecules,
since only the molecular transition is probed. As we will show in the results section, the measurement of the formation rates is crucial for the identification of the observed resonances. On the other hand, the trap loss technique has the following disadvantages. In our experiment, PA is performed with atoms trapped in a MOT for which the measurement of trap loss requires the PA laser to be scanned slowly since the response time of the MOT is rather slow ( $\sim 1 \mathrm{~s}$ ). In addition, only resonances with a contrast larger than the (averaged) fluctuations of the MOT fluorescence can be detected which requires a stable MOT operation and to record many data for averaging. Besides, only excited molecules which decay into a bound molecule or dissociate to a pair of atoms with an energy larger than the depth of the trap can be detected. Recaptured atoms do not contribute to the trap loss signal. The probability for recapture of dissociating atoms can be decreased by lowering the depth of the trap. In our experiment we indeed observed, that the PA-induced trap loss for both ${ }^{40} \mathrm{~K}_{2}^{*}$ and ${ }^{6} \mathrm{Li}^{40} \mathrm{~K}^{*}$ could be significantly increased for some resonances when the capture velocity was lowered (by decreasing the detuning of the trapping light). Another possibility to circumvent the recapture problem is the detection of the PA-induced heating of the atom cloud rather than the loss of atoms, as has been implemented by Leonard et al. [200] with metastable helium atoms confined in a magnetic trap. This technique is, however, not applicable to a MOT, since the atoms are continuously cooled very efficiently.

In our experiment we applied the trap loss technique. Most of its disadvantages could be overcome by carefully adjusting the experimental parameters. Furthermore, the application of this technique allows us to directly compare the formation rates for ${ }^{6} \mathrm{Li}^{40} \mathrm{~K}^{*}$ molecules with those for ${ }^{40} \mathrm{~K}_{2}^{*}$ molecules.

### 4.1.5 Molecular potentials

In the following we give a short overview of the different possible interactions between two alkali atoms and the resulting molecular potentials, which are relevant for the analysis of our spectroscopic data.

For a diatomic molecule a molecular potential curve represents the total electrostatic energy of the molecule as a function of the distance of the two atoms. The notion of a molecular potential is justified by the fact that the electrons of the atoms are much lighter than the nuclei and thus can immediately adjust to the much slower motion of the nuclei. This is the basis of the well-known Born-Oppenheimer approximation which allows the calculation of the energy assuming that the wave function of the molecule separates into a product of a nuclear and an electronic part. The potential curves which are obtained when only electrostatic interactions and electron exchange are considered, are in the following referred to as the Born-Oppenheimer potentials. Additional interactions exist, such as the spin-orbit and hyperfine interactions within each atom, but shall be neglected for the time being. For small internuclear distances, where the electrostatic and exchange interactions are the dominant interactions, this neglect is typically justified.

When the two atoms are in different electronic states the molecular potentials take different forms. Figure 4.3 (a) shows the Born-Oppenheimer potentials dissociating to the three lowest electronic asymptotes $2 S+4 S, 2 S+4 P$ and $2 P+4 S$ of the LiK molecule. They have been calculated as described in detail in Ref. [88]. The potentials are labeled
by quantum numbers indicating the symmetry of the electronic wave functions. Those can be inferred from the atomic properties at the dissociation limit. When rotation, spin-orbit and hyperfine interactions are neglected, the total electron $\operatorname{spin} \boldsymbol{S}=\boldsymbol{s}_{\mathrm{A}}+\boldsymbol{s}_{\mathrm{B}}$ is conserved. For alkali atoms it is $s=1 / 2$, resulting in either $S=1$ (triplet states) or $S=0$ (singlet states). In contrast, the total angular momentum $\boldsymbol{L}=\boldsymbol{l}_{\mathrm{A}}+\boldsymbol{l}_{\mathrm{B}}$ of the atoms is not conserved, since the molecule is not spherically symmetric. It is, however, cylindrically symmetric around the internuclear axis, such that the projection of $\boldsymbol{L}$ onto this axis, $\Lambda=\lambda_{\mathrm{A}}+\lambda_{\mathrm{B}}$, is conserved, where the $\lambda_{\mathrm{i}}$ are the respective projections of the $\boldsymbol{l}_{\mathrm{i}}$. For example, for potentials dissociating to the $S+P$ asymptote, it is either $\Lambda=0$ or $|\Lambda|=1$. The molecular potentials are labeled by ${ }^{2 S+1}|\Lambda|$, where $\Lambda$ is represented as $\Sigma, \Pi, \Delta, \ldots$ for $|\Lambda|=0,1,2, \ldots$, respectively. The superscript $\pm$ indicates a reflection symmetry of the spatial component of the electronic wave function through a plane containing the internuclear axis. Homonuclear molecules are labeled with an additional subscript $g / u$ (for gerade/ungerade), which indicates the parity with respect to an inversion of all electrons through the center of charge. In addition the potentials are numbered. Potentials with the same symmetry (which do thus not cross) are numbered with increasing energy as $\mathcal{N}=1,2,3, \ldots$. The two electronic ground-state potentials take the "numbers" $X$ and $a$ instead of 1 for historical reasons.

## Long-range potential energy curves

The molecular states which are probed by PA spectroscopy are typically of long-range, and their properties are mainly determined by the long-range part of the molecular potentials. At large internuclear distances, the potential energy of a diatomic molecule can be approximately calculated from the properties of the separated atoms alone using perturbation theory. When the spatial overlap between the charge distributions of the two atoms can be neglected, the potential energy can be written as a sum of inverse powers of the internuclear distance $R$ :

$$
\begin{equation*}
V(R)=D-\sum_{n} \frac{C_{n}}{R^{n}} \tag{4.5}
\end{equation*}
$$

where $D$ is the dissociation energy of the molecule (i.e. approximately the depth of the potential). The constants $C_{n}$ are called the dispersion coefficients. Depending on the interaction between the atoms, different terms in this expression are zero. When the interaction is of van der Waals type, the two leading order terms are $n=6$ and $n=8$. A ground-state or a singly excited heteronuclear atom pair (e.g. K-K, Li-K or Li-K*) interact via this interaction. For a singly excited homonuclear atom pair (e.g. K-K ${ }^{*}$ ) the interaction is of resonant dipole type and the two leading orders are $n=3$ and $n=6$. Due to the different molecular symmetries each dispersion coefficient can assume two values for a given asymptote, one for singlet and one for triplet states.

So far, we have neglected spin-orbit and hyperfine interactions. These interactions are much smaller than the electrostatic interaction at short range, but they become dominant for the large interatomic distances, at which PA typically occurs and thus need to be considered. They lead to a separation of the short-range molecular potential curves into several long-range potentials. For large internuclear distances the molecular electronic wave function is approximately given by a product of the single-atom wave


Figure 4.3: (a) Born-Oppenheimer potentials of the LiK molecule for short interatomic separations $R$ (in units of the Bohr radius $a_{0}$ ). The potentials are labeled by $N^{2 S+1}|\Lambda|^{( \pm)}$. (b) Long-range potential energy curves including spin-orbit interaction. The potentials are labeled by $\Omega^{( \pm)}$and further designated by us by the superscripts up/down and the classification into the potential groups "lower triad","upper triad" and "dyad" for unambiguous distinction. For large $R$ the potential curves are approximated by $V(R)=D-C_{6} / R^{6}$. Potentials with the same $C_{6}$ coefficient are thus hardly distinguishable in the figure. Each of the curves in figure (b) approaches one of the curves in figure (a) according to Tab. 4.1. The vertical arrows represent the minimum energy delivered by the PA laser in our experiments.
functions. The molecular spin-orbit interaction is thus approximately given by the sum of the atomic spin-orbit interactions. Consequently, the total electronic angular momentum of the molecule is given by $\boldsymbol{j}=\boldsymbol{j}_{\mathrm{A}}+\boldsymbol{j}_{\mathrm{B}}$, where the $\boldsymbol{j}_{\mathrm{i}}=\boldsymbol{l}_{\mathrm{i}}+\boldsymbol{s}_{\mathrm{i}}$ are the total angular momenta of the atoms, respectively. $\boldsymbol{j}$ is not conserved since the molecule is not spherically symmetric. Its cylindrical symmetry, however, results in a conservation of the projection of $\boldsymbol{j}$ onto the interatomic axis, which is denoted as $\Omega$.

Figure 4.3 (b) shows the long-range potentials dissociating to the asymptotes $2 S_{1 / 2}+4 P_{1 / 2,3 / 2}$ of the $\mathrm{LiK}^{*}$ molecule, including the spin-orbit interaction. At short internuclear separations each of these potentials approaches one of the short-range potential curves of Fig. 4.3 (a) according to Tab. 4.1 [201]. The long-range potentials are labeled by $\Omega^{( \pm)}$. The superscripts $\pm$indicate a reflection symmetry of the total electron wave function through a plane containing the internuclear axis. The superscripts apply only to the states with $\Omega=0$. Since the labeling is not unambiguous we here further label the potentials with the superscripts up/down and classify them into groups for distinction. The potentials $1,0^{+}, 0^{-}$dissociating to the $2 S_{1 / 2}+4 P_{1 / 2}$ asymptote are referred to as the lower triad, the potentials $1^{\text {down }}, 0^{+}, 0^{-}$dissociating to the $2 S_{1 / 2}+4 P_{3 / 2}$ asymptote are referred to as the upper triad and the potentials $2,1^{\text {up }}$ are referred to as the dyad. Not shown in Fig. 4.3 (b) are the long-range potentials which dissociate to the ground-state asymptote $2 S_{1 / 2}+4 S_{1 / 2}$ and the excited-state asymptotes $2 P_{1 / 2,3 / 2}+4 S_{1 / 2}$. The former is approached by three attractive long-range potentials $1,0^{+}, 0^{-}$. The latter are approached by eight long-range potentials, which are all repulsive [197].

| Short range | Long range | Asymptote |
| :---: | :---: | :---: |
| $1^{1} \Pi$ | $1^{\text {up }}$ | $2 S_{1 / 2}+4 P_{3 / 2}$ |
| $2^{3} \Sigma^{+}$ | $1^{\text {down }}, 0^{-}$ |  |
| $2^{1} \Sigma^{+}$ | $0^{+}$ | $2 S_{1 / 2}+4 P_{1 / 2}$ |
| $1^{3} \Pi$ | $2,0^{+}$ | $2 S_{1 / 2}+4 P_{3 / 2}$ |
|  | $0^{-}, 1$ | $2 S_{1 / 2}+4 P_{1 / 2}$ |

Table 4.1: Correlation table for the molecular potentials dissociating to the asymptotes $2 S_{1 / 2}+4 P_{1 / 2,3 / 2}$ of $\mathrm{LiK}^{*}$.

The potentials shown in Fig. 4.3 (b) still have the asymptotic behavior given by Eq. (4.5). The values of the dispersion coefficients are, however affected by the spinorbit interaction. For the case of LiK, the dispersion coefficients can, for the relevant $2 S_{1 / 2}+4 P_{1 / 2,3 / 2}$ asymptotes, only assume three (rather than eight) different values due to the small atomic fine structure of the Li atom [202]. Potentials with the same $C_{6}$ coefficient are thus hardly distinguishable in Fig. 4.3 (b). The dispersion coefficients $C_{6}$ and $C_{8}$ of the LiK molecule have been calculated theoretically $[202,165,166]$ and are listed in Tab. 4.2 together with the experimentally determined values obtained in this work, those of $\mathrm{K}_{2}$ can be found in [203, 204].

## Mechanical rotation of the molecule

So far, we have neglected the mechanical rotation of the molecule, which we now consider. Neglecting the internal electronic structure of the two atoms, their relative

| Asymptote | Potential | $C_{6}\left[\times 10^{3}\right]$ | $C_{8}\left[\times 10^{5}\right]$ | Reference |
| :---: | :---: | :---: | :---: | :---: |
| $2 S_{1 / 2}+4 S_{1 / 2}$ | $1,0^{+}, 0^{-}$ | 2.27 | - | $[202]$ |
|  |  | 2.55 | 1.75 | $[165]$ |
|  |  | 2.29 | 1.92 | $[166]$ |
| $2 S_{1 / 2}+4 P_{1 / 2}$ | $1,0^{+}, 0^{-}$ | 15.42 | - | $[202]$ |
|  |  | 13.83 | 34.19 | $[165]$ |
|  |  | $15.81^{*}$ | - | $[166]$ |
|  | $0^{+}$ | $12.86 \pm 0.66$ | - | this work |
| $2 S_{1 / 2}+4 P_{3 / 2}$ | $2,1^{\text {up }}$ | 9.52 | - | $[202]$ |
|  |  | 9.80 | 0.44 | $[165]$ |
|  |  | $9.34^{*}$ | - | $[166]$ |
|  | 2 | $9.17 \pm 0.94$ | - | this work |
|  | $1^{\text {up }}$ | $9.24 \pm 0.96$ | - | this work |
|  | $1^{\text {down }}, 0^{+}, 0^{-}$ | 22.00 | - | $[202]$ |
|  |  | 25.50 | 11.20 | $[165]$ |
|  |  | $22.17^{*}$ | - | $[166]$ |
|  | $1^{\text {down }}$ | $25.22 \pm 0.60$ | - | this work |
|  | $0^{+}$ | $25.45 \pm 0.72$ | - | this work |
|  | $0^{-}$ | $24.31 \pm 1.71$ | - | this work |

Table 4.2: Theoretical predictions and experimentally determined values obtained in this work for the long-range dispersion coefficients for the lowest asymptotes of LiK given in atomic units (a.u.), where 1 a.u. $=1 E_{h} a_{0}^{6}$ for $C_{6}$ and 1 a.u. $=1 E_{h} a_{0}^{8}$ for $C_{8}$, with the Hartree energy $E_{h}=4.35974 \times 10^{-18} \mathrm{~J}$ and the Bohr radius $a_{0}=5.29177 \times 10^{-11} \mathrm{~m}$. The experimental values agree best with the predictions of Ref. [165]. In Ref. [166] the dispersion coefficients have been calculated for the absence of spin-orbit interactions only. Including the spin-orbit interaction according to the method described in Ref. [202] yields the values given in the table (marked with an asterisk) [205].
motion is described by the Schrödinger equation

$$
\begin{equation*}
\left[-\frac{\hbar^{2}}{2 \mu} \nabla^{2}+V(\boldsymbol{R})\right] \Psi(\boldsymbol{R})=E \Psi(\boldsymbol{R}) \tag{4.6}
\end{equation*}
$$

where $E$ is the atoms' relative kinetic energy, $V(\boldsymbol{R})$ their interaction potential and $\boldsymbol{R}$ the vector connecting both atoms. Since $V$ is spherically symmetric and approaches zero at infinity, the wave function can be separated in radial and angular parts

$$
\begin{equation*}
\Psi(\boldsymbol{R})=\sum_{l=0}^{\infty} \sum_{m=-l}^{m=l} \frac{u_{l}(R)}{r} Y_{l, m}(\vartheta, \varphi), \tag{4.7}
\end{equation*}
$$

with the spherical harmonic functions $Y_{l, m}(\vartheta, \varphi)$. The Schrödinger equation for the radial part becomes

$$
\begin{equation*}
\left[-\frac{\hbar^{2}}{2 \mu} \frac{\partial^{2}}{\partial R^{2}}+V(R)+\frac{\hbar^{2} l(l+1)}{2 \mu R^{2}}\right] u_{l}(R)=E u_{l}(R), \tag{4.8}
\end{equation*}
$$

where $l$ is the quantum number of the angular momentum $\boldsymbol{l}$ associated with the atom's relative motion. The second and third terms inside the square brackets on the left hand side can be considered an effective potential $V_{\text {eff }}(R)=V(R)+\hbar^{2} l(l+1) /\left(2 \mu R^{2}\right)$. Thus, the rotation of the molecule changes its potential energy by the simple term $\hbar^{2} l(l+1) /\left(2 \mu R^{2}\right)$. For diatomic molecules $\boldsymbol{l}$ is perpendicular to the internuclear axis.

Strictly speaking, $l$ is not a good quantum number since other angular momenta are present in the molecule, which may cause the molecular axis to nutate and precess. However, the absolute value $J$ of the total angular momentum $\boldsymbol{J}=\boldsymbol{l}+\boldsymbol{L}+\boldsymbol{S}$ is always a good quantum number. The rotational energy levels for a given vibrational level of the molecular potential are given by $E_{\text {rot }}=B_{v} X(X+1)+\ldots$, where $B_{v}$ is the rotational constant and $X$ an angular momentum quantum number, which is determined by the way how the different angular momenta of the atoms couple. That in general is determined by the dominant interaction, which, typically as a function of the distance $R$, is classified by Hund's coupling cases [206]. In general, in the limit of very large $R$ the rotational energy is small compared to the electrostatic and spin-orbit interaction and the valid case is Hund's case (c). In this case the angular momentum quantum number which determines the rotational energy is $X=J$. Neglecting centrifugal distortion, the rotational energy in Hund's case (c) is more precisely given by [206, 170]

$$
\begin{equation*}
E_{\mathrm{rot}}=B_{v}\left[J(J+1)-\Omega^{2}\right], \quad \text { with } J=\Omega, \Omega+1, \Omega+2, \ldots \tag{4.9}
\end{equation*}
$$

(the relation $J \geq \Omega$ results from the definition of $\Omega$ ). Neighboring rotational energy levels will thus be spaced by $\Delta E_{\mathrm{rot}}=E_{\mathrm{rot}}(J+1)-E_{\mathrm{rot}}(J)=2 B_{v}, 4 B_{v}, 6 B_{v}, \ldots$. This formula will be of importance for the assignment of our heteronuclear PA spectra in the results section.

### 4.1.6 Selection rules

The knowledge of the selection rules for the electric dipole transitions induced by the PA laser is another requirement for the assignment of our heteronuclear PA spectra. On the one hand, the selection rules allow us to infer which excited molecular potentials are accessible via PA and on the other hand how many rotational lines per vibrational level are expected. We thus briefly mention the relevant selection rules. Since the photon carries at most one unit of angular momentum, the total angular momentum of the atom pair can change by at most one in a PA transition: $\Delta J=0, \pm 1$. In Hund's case (c) this selection rule implies $\Delta \Omega=0, \pm 1[206,170]$. Since the photon acts on the electronic orbital degrees of freedom, it cannot change the electron spin of the molecule: $\Delta S=0$. In Hund's case (c), the photon couples states with identical $+/-$-symmetry. Besides, for homonuclear molecules, the photon couples $g$ to $u$ states and vice versa and thus transitions between states of identical $g / u$-symmetry are forbidden.

### 4.1.7 Rotational barriers for ultracold ground-state collisions

Earlier we mentioned that in ultracold PA only slowly rotating molecules can be created. This is a consequence of the repulsive interaction between two ground-state atoms at long range which results when they collide in a partial wave of higher-order $(l>0)$. This repulsive interaction creates the so-called rotational barriers which can
prevent the atoms to approach each other sufficiently close for PA to occur. In the following we calculate the height of the rotational barriers for different partial waves for two colliding ground-state atoms for the case of K-K and Li-K collisions. From the obtained heights we derive the highest allowed partial wave order for the given collisional energies, i.e., the highest allowed value for the angular momentum quantum number $l$ in order to predict the number of expected rotational levels in our recorded spectra.

For two colliding ground-state atoms, the interatomic potential $V(R)$ at long range can be approximated by $V(R)=D-C_{6}^{\prime} / R^{6}$, so the effective potential for the colliding atoms takes the approximate form (see Eq. (4.8))

$$
\begin{equation*}
V_{\mathrm{eff}}(R)=D-\frac{C_{6}^{\prime}}{R^{6}}+\frac{\hbar^{2} l(l+1)}{2 \mu R^{2}} \tag{4.10}
\end{equation*}
$$

This potential is plotted in Fig. 4.4 for different values of $l$ for the relevant collision partners. The position $R_{\mathrm{rb}}$ and height $E_{\mathrm{rb}}=V\left(R_{\mathrm{rb}}\right)-D$ of the rotational barriers as a function of $l$ are given by

$$
\begin{align*}
R_{\mathrm{rb}} & =\left(\frac{6 \mu C_{6}^{\prime}}{\hbar^{2} l(l+1)}\right)^{1 / 4}  \tag{4.11}\\
E_{\mathrm{rb}} & =\left(\frac{\hbar^{2} l(l+1)}{3 \mu\left(2 C_{6}^{\prime}\right)^{1 / 3}}\right)^{3 / 2} \tag{4.12}
\end{align*}
$$

For the lowest-order partial waves the position of the rotational barriers lies at large internuclear distances $R_{\mathrm{rb}} \sim 100 a_{0}$. The height of the rotational barriers is for K-K collisions $E_{l=1}^{\mathrm{KK}}=0.27 \mathrm{mK}, E_{l=2}^{\mathrm{KK}}=1.5 \mathrm{mK}$ and $E_{l=3}^{\mathrm{KK}}=4.1 \mathrm{mK}$ and for Li-K collisions $E_{l=1}^{\mathrm{LiK}}=2.6 \mathrm{mK}, E_{l=2}^{\mathrm{LiK}}=13.4 \mathrm{mK}$ and $E_{l=3}^{\mathrm{LiK}}=38.2 \mathrm{mK}$. For the collisional energies present in the MOTs, which have temperatures of 0.3 mK (K-MOT) and 1.2 mK (LiMOT), only atoms colliding in partial waves with $l=0,1$ can thus reach small internuclear separations (with a reasonable probability) at which PA can occur. Collisions with higher $l$ will be reflected from the potential at large internuclear distances unless tunneling occurs or the colliding atoms have a high velocity, which is, however, very unlikely due to the low temperatures and the large height and width of the rotational barriers for larger $l$. In our experiment, the fermionic nature of the atoms ${ }^{40} \mathrm{~K}$ and ${ }^{6} \mathrm{Li}$ does not prevent the scattering to occur in both even and odd partial waves, since the atoms are trapped in a MOT and are thus not polarized.

We have seen that only atoms with an angular momentum $l=0$ or $l=1$ can reach sufficiently small internuclear distances for PA. We now specify the resulting rotational levels which can be addressed by PA for the case of LiK. In the initial collision, the value of the orbital angular momentum is $L^{\prime}=0$, since both atoms are in their electronic ground state ${ }^{2}$. The value of the total spin can take the values $S^{\prime}=0,1$. Thus, the total angular momentum $J^{\prime}$ of the initial collision can be $J^{\prime}=0,1,2$. The selection rule $\Delta J=0, \pm 1$ for the PA transition now yields that the total angular momentum of the excited molecule can take the values $J=0,1,2,3$.

[^1]

Figure 4.4: Effective long-range scattering potentials (Eq. (4.10), with $D$ set to zero for convenience) for binary collisions involving (a) two ground-state ${ }^{40} \mathrm{~K}$ atoms and (b) one ${ }^{6} \mathrm{Li}$ and one ${ }^{40} \mathrm{~K}$ atom in their ground states for different $l$. At the collision energies of $\sim 0.3 \mathrm{mK}$ in the ${ }^{40} \mathrm{~K}$-MOT and $\sim 1.2 \mathrm{mK}$ in the ${ }^{6} \mathrm{Li-}^{40} \mathrm{~K}$-MOT only $l=0$ ( $s$-wave) and $l=1$ ( $p$-wave) collisions reach short distances with significant probability, allowing photoassociation of the atoms. Higher angular momentum collisions are reflected from the larger rotational barriers at large internuclear distances.

We can be even more specific. When the excited molecule has a certain symmetry $\Omega$, the values of $J$ are further restricted. We have already seen in Eq. (4.9) that $J$ has an $\Omega$-dependent lower bound, i.e., $J \geq \Omega$. In the same way, $J$ also has an $\Omega$-dependent upper bound: in the Hund's case (c) representation, the initial collision has one of the symmetries $0^{+}$(for $X^{1} \Sigma^{+}$), $0^{-}$or 1 (for $a^{3} \Sigma^{+}$, see Fig. 4.3). Due to $l=0,1$, the total angular momentum of the initial collision can thus take the values $J^{\prime}=0,1$ for the initial states with $\Omega^{\prime}=0$ and $J^{\prime}=0,1,2$ for the $\Omega^{\prime}=1$ state. Therefore, the excited molecule can take the maximum value $J=3$ only, if the state of the initial collision is $\Omega^{\prime}=1, J^{\prime}=2$ (since $\Delta J \leq 1$ ). Whereas the states $\Omega=2, J=3$ and $\Omega=1, J=3$ can be reached from this state, the states with $\Omega=0, J=3$ cannot be reached, as this transition would require $\Delta \Omega=-1$ and $\Delta J=+1$ at the same time, which is contradicting. For the potentials with $\Omega=0$ the maximum allowed value of $J$ is $J=2$, since $\Omega=0, J=2$ can be reached, e.g., from the state $\Omega^{\prime}=0, J^{\prime}=1$. The accessible rotational quantum numbers $J$ for the different excited molecular potentials are summarized in Tab. 4.3. The knowledge of the accessible rotational levels for each potential will be indispensable for the assignment of our heteronuclear PA spectra in the results section.

### 4.1.8 The LeRoy-Bernstein formula

In order to experimentally determine an accurate potential energy curve, in principle the binding energies of all vibrational bound states have to be measured. In PA, very often only the most weakly bound vibrational levels of the excited molecular potentials can be probed. The incomplete data set can, nonetheless, be used to determine

| $\Omega$ | $J$ | $\Delta E_{\text {rot }}$ |
| :--- | :--- | :--- |
| 2 | 2,3 | $6 B_{v}$ |
| 1 | $1,2,3$ | $4 B_{v}, 6 B_{v}$ |
| 0 | $0,1,2$ | $2 B_{v}, 4 B_{v}$ |

Table 4.3: Accessible rotational quantum numbers $J$ and observable rotational splittings $\Delta E_{\text {rot }}=E_{\text {rot }}(J+1)-E_{\text {rot }}(J)$ between neighboring rotational levels (see Eq. (4.9)) of the excited $\mathrm{LiK}^{*}$ molecule for the different molecular potential symmetries $\Omega$ for PA at the given atom temperature.
the long-range part of the potential curve, since the properties of the weakly bound molecular states are mainly determined by that part of the potential. In 1970 LeRoy, Bernstein and Stwalley [207, 208] derived a semiclassical formula, which relates the binding energy of the weakly bound states to the shape of the potential, given that the potential can be approximated by

$$
\begin{equation*}
V(R)=D-C_{n} / R^{n} \tag{4.13}
\end{equation*}
$$

at long range (i.e., that the higher-order terms in Eq. (4.5) and the exchange energy can be neglected). Using the Wentzel-Kramers-Brillouin (WKB) semiclassical method the authors showed that the binding energy $D-E_{v}$ of the $v$-th vibrational state (counted from the dissociation limit $D$ ) is given by

$$
\begin{equation*}
D-E_{v}=A_{n}\left(v_{D}-v\right)^{(2 n /(n-2))}, \tag{4.14}
\end{equation*}
$$

with

$$
\begin{equation*}
A_{n}=C_{n}\left[\frac{\pi(n-2) \hbar}{B(1 / n+1 / 2,1 / 2) \sqrt{2 \mu C_{n}}}\right]^{2 n /(n-2)} \tag{4.15}
\end{equation*}
$$

where $B$ denotes the Beta-function (with $B(5 / 6,1 / 2) \approx 2.241$ for $n=3$ and $B(2 / 3,1 / 2) \approx 2.587$ for $n=6), \mu$ is the reduced mass of the system, $C_{n}$ the leadingorder dispersion coefficient of the molecular potential with $n=3$ for excited homonuclear and $n=6$ for excited heteronuclear molecules. $v_{D}$ is a constant between 0 and 1 which describes the effective vibrational quantum number of an imaginary state whose energy corresponds to the dissociation limit (the most weakly bound state having $v=1$ ). Equation (4.14) allows the derivation of the leading-order dispersion coefficient $C_{n}$ from the measured binding energies of the weakly bound states. Due to the assumption about the form of the molecular potential (Eq. (4.13)) only vibrational states with zero rotational energy $\left(J(J+1)-\Omega^{2}=0\right)$ may be considered. The derivation of the dispersion coefficient is most conveniently done by plotting the $1 / n$-th power of the measured binding energies of the vibrational levels versus their vibrational quantum numbers $v$ and fitting it to a straight line, whose slope gives access to $C_{n}$.

In the results section of this chapter we will make use of the LeRoy-Bernstein (LRB) formula in order to determine the leading order dispersion coefficient for the different potentials probed in our experiment. Since the LRB formula (Eq. (4.14)) is based on several assumptions its validity has to be carefully checked beforehand in order to
obtain information about its reliability. Typically, the biggest restriction of the validity of the LRB formula comes from the assumption of the molecular potential to be of the form $V(R)=D-C_{n} / R^{n}$ (Eq. (4.13)). This assumption neglects the exchange energy and it neglects higher-order terms in the long-range potential function (Eq. (4.5)), both of which become important for shorter internuclear distances. An estimate for the smallest distance above which the contribution of the exchange energy to the total energy of the molecule is less than $10 \%$ is given by the modified LeRoy radius [209]

$$
\begin{equation*}
R_{\text {crit }}^{(1)}=2 \sqrt{3}\left(\left\langle z^{2}\right\rangle_{A}^{1 / 2}+\left\langle z^{2}\right\rangle_{B}^{1 / 2}\right) \tag{4.16}
\end{equation*}
$$

where $\left\langle z^{2}\right\rangle^{1 / 2}$ is the rms distance of the valence electron from its nucleus along the internuclear axis (for atoms $A$ and $B$ ). In our case, we find for the different excited molecular potentials

$$
R_{\text {crit }}^{(1)}= \begin{cases}31 a_{0} & \text { for } K_{2}^{*}(|\Lambda|=0)  \tag{4.17}\\ 22 a_{0} & \text { for } K_{2}^{*}(|\Lambda|=1) \\ 28 a_{0} & \text { for } \operatorname{LiK}^{*}(|\Lambda|=0) \\ 20 a_{0} & \text { for } \operatorname{LiK}^{*}(|\Lambda|=1)\end{cases}
$$

An estimate for the smallest distance above which the contribution of the higher-order terms in the long-range potential function to the molecule's total energy is less than $10 \%$ is given by

$$
\begin{equation*}
0.1 \frac{C_{n}}{\left(R_{\text {crit }}^{(2)}\right)^{n}}=\frac{C_{m}}{\left(R_{\text {crit }}^{(2)}\right)^{m}} \tag{4.18}
\end{equation*}
$$

where $m$ refers to the second order term in the expansion of Eq. (4.5). Using the dispersion coefficients given in Ref. [203] (see Tab. 4.2) one obtains

$$
R_{\text {crit }}^{(2)}= \begin{cases}20 a_{0} & \text { for } \mathrm{K}_{2}^{*}  \tag{4.19}\\ 50 a_{0} & \text { for } \mathrm{LiK}^{*} \text { (lower triad) } \\ 21 a_{0} & \text { for } \mathrm{LiK}^{*} \text { (upper triad) } \\ 7 a_{0} & \text { for } \mathrm{LiK}^{*} \text { (dyad) }\end{cases}
$$

where for $K_{2}^{*}$ only the molecular potentials, for which we observe resonances in the experiment, are considered (which have the same dispersion coefficients at short internuclear distances where the spin-orbit interaction can be neglected). In order to judge, whether the assumption (4.13) of the LRB formula is fulfilled, the calculated critical separations $R_{\text {crit }}^{(1)}$ and $R_{\text {crit }}^{(2)}$ have to be compared with the minimum distance $R_{\text {min }}$ at which PA occurs in the experiment. An estimate for $R_{\text {min }}$ can be obtained from Eq. (4.13), assuming that PA occurs at the classical outer turning point, which scales with the PA detuning as $R_{v+}=\left[-C_{n} /\left(h \Delta_{\mathrm{PA}}\right)\right]^{1 / n}$ with $n=3$ or $n=6$, respectively. In our experiment, we have created homonuclear $\mathrm{K}_{2}^{*}$ and heteronuclear LiK* molecules for PA detunings $\left|\Delta_{\mathrm{PA}}\right|$ up to 313 GHz with respect to the corresponding $S+P_{3 / 2}$ dissociation limit. Consequently

$$
R_{\min }= \begin{cases}65 a_{0} & \text { for } \mathrm{K}_{2}^{*},  \tag{4.20}\\ 24 a_{0} & \text { for } \mathrm{LiK}^{*},\end{cases}
$$

where the smallest $C_{n}$ coefficients of the different excited molecular potentials were considered. One can immediately see that the heteronuclear molecules formed in our experiment have a much smaller size than the homonuclear molecules for a given detuning. For the case of $K_{2}^{*}$ it is $R_{\min }>R_{\text {crit }}^{(1)}, R_{\text {crit }}^{(2)}$ such that the assumption (4.13) of the LRB formula is well fulfilled. We therefore expect the LRB formula to give precise estimates for the potential's leading order coefficient when applying it to the recorded data. For the case of $\mathrm{LiK}^{*}$, due to the much shorter distances at which PA occurs, the considered assumption is at the limit of being fulfilled. We thus expect the LRB formula to yield less precise estimates for the leading order dispersion coefficients.

Another assumption of the LRB formula is the validity of the WKB method, which does not hold for levels very close to the dissociation limit [210, 211]. In addition, the LRB formula does not consider hyperfine interactions and retardation effects, which are most pronounced for bound states with a very long range. Besides, since small binding energies can be measured with less relative accuracy (due to the uncertainties of the determination of the PA detuning and of the exact line positions which arise from unresolved hyperfine substructure and light shifts), we will avoid taking the most weakly bound vibrational levels into account when applying the LRB formula.

### 4.1.9 Previous work on LiK

Compared to the other heteronuclear alkali dimers, LiK has been studied relatively little. The first high-resolution spectroscopic results were obtained in 1984 for the $\mathrm{X}^{1} \Sigma^{+}-1(\mathrm{~B})^{1} \Pi$ transition [212]. Preliminary potential curves for the two involved potentials could be derived. Since then precise investigations of the ground-state potentials $\mathrm{X}^{1} \Sigma^{+}$and $\mathrm{a}^{3} \Sigma^{+}$[213], as well as for the excited potentials $1(\mathrm{~B})^{1} \Pi[214,215]$, $3(\mathrm{C})^{1} \Sigma^{+}[214,215], 2(\mathrm{D})^{1} \Pi[216]$ and $4^{1} \Pi[217]$, which are all accessible form the ground-state potential $\mathrm{X}^{1} \Sigma^{+}$, have been made. Only transitions to deeply bound excited molecular levels could be studied, since small Franck-Condon overlaps prohibit the excitation of weakly bound states from the deeply bound ground-state molecules available in the experiment.

Levels in the neighborhood of our PA spectra have been recorded for the $1(B)^{1} \Pi$ potential up to $390 \pm 150 \mathrm{GHz}$ below the $2 S_{1 / 2}+4 P_{3 / 2}$ asymptote [214]. The authors recorded the lowest 29 vibrational lines, excited from the $\mathrm{X}^{1} \Sigma^{+}(v=3, J=14)$-level. The energies of the observed rotationally excited vibrational lines were extrapolated to $J=0$ in order to obtain a potential energy curve for the rotationless molecule. The bound-bound transition frequencies have been determined with an uncertainty of $\pm 3 \mathrm{GHz}$. The potential's dissociation energy was determined from the data via an extrapolation based on the LRB formula using the energies of the states with smallest binding energy. The dissociation energy could be determined with an uncertainty of $\pm h \times 150 \mathrm{GHz}$. At large interatomic separations the potential $1(\mathrm{~B})^{1} \Pi$ turns into the $1^{\text {up }}$ potential, in which we observed the five most weakly bound vibrational states up to a PA detuning of 313 GHz . It is likely that the most deeply bound level observed in our experiment corresponds to the most weakly bound level observed in Ref. [214]. Combining both spectroscopic data would thus allow the derivation of a precise determination of the $1(B)^{1} \Pi$ potential curve and its dissociation energy, similar to what has been done for LiCs* [218]. Since the spectroscopic data of Ref. [214] was recorded for
the isotopomer ${ }^{7} \mathrm{Li}^{39} \mathrm{~K}$ and our PA data for the isotopomer ${ }^{6} \mathrm{Li}^{40} \mathrm{~K}$, isotopic corrections will have to be applied [91].

Ultracold ${ }^{6} \mathrm{Li}^{40} \mathrm{~K}$ molecules in their electronic ground-state potential have recently been studied via Feshbach spectroscopy [90]. Loss features of 13 Feshbach resonances were observed and assigned based on an asymptotic bound state model and a full coupled channels calculation. The heteronuclear singlet and triplet $s$-wave scattering lengths have been derived from the spectra and found to be $a_{s}=52.1 a_{0}$ and $a_{t}=63.5 a_{0}$. The measured resonance positions were subsequently used to refine the electronic ground-state molecular potentials [91]. Weakly bound ${ }^{6} \mathrm{Li}^{40} \mathrm{~K}$ molecules in their electronic ground-state potential have been created for the first time in 2009 [93] by a magnetic field sweep across an interspecies $s$-wave Feshbach resonance.

### 4.2 Experimental results

In the previous section we have introduced the general background of ultracold photoassociation and spectroscopic concepts, which provides us with the necessary knowledge to understand the PA spectra recorded in our experiments. In this section we present first the experimental setup and the applied strategy to obtain and optimize the spectroscopy signals. Then we present our data and the used procedure to assign the observed resonances. We derive from it the long-range potential parameters and the molecule formation rates. We first present the results obtained for ${ }^{40} \mathrm{~K}_{2}^{*}$, then for ${ }^{6} \mathrm{Li}^{40} \mathrm{~K}^{*}$. Finally we conclude and give an outlook.

### 4.2.1 Experimental setup

A sketch of the optical setup for the PA experiment is depicted in Fig. 4.5. A PA laser beam is directed onto the atoms trapped inside the dual-species ${ }^{6} \mathrm{Li}^{40} \mathrm{~K}-\mathrm{MOT}$ (described in chapters 1 and 2) and its frequency is scanned. Simultaneously, the steady-state atom number of each species is recorded via the emitted trap fluorescence. The signature of the formation of ${ }^{6} \mathrm{Li}^{40} \mathrm{~K}^{*}$ molecules is a decrease of both the ${ }^{6} \mathrm{Li}$ and the
${ }^{40} \mathrm{~K}$ fluorescence. The PA laser is scanned red detuned with respect to one of the atomic transitions of ${ }^{40} \mathrm{~K}$ (see Fig. 4.3) and has no effect on a single-species ${ }^{6} \mathrm{Li}-\mathrm{MOT}$. The ${ }^{6} \mathrm{Li}$ fluorescence signal thus represents a pure heteronuclear PA spectrum, whereas the ${ }^{40} \mathrm{~K}$ fluorescence signal represents the sum of a heteronuclear $\left({ }^{6} \mathrm{Li}^{40} \mathrm{~K}^{*}\right)$ and homonuclear $\left({ }^{40} \mathrm{~K}_{2}^{*}\right) \mathrm{PA}$ spectrum. The frequency of the PA laser is recorded by a wavelength meter (High Finesse, ref. WS-6) with an absolute accuracy of $\pm 250 \mathrm{MHz}$. Additionally, a Fabry-Perot interferometer is used to verify the laser's single-mode operation.

The PA light is derived from a homemade diode laser-tapered amplifier system. It has a wavelength of 767 nm and a power of 660 mW at the output of a single-mode polarization-maintaining fiber. The linearly polarized collimated beam has a $1 / \mathrm{e}^{2}$ diameter of 2.2 mm and passes four times through the center of the MOT (making use of polarization optics, see Fig. 4.5), with a total peak light intensity of $\sim 100 \mathrm{~W} / \mathrm{cm}^{2}$ (taking into account the power losses in the optics). The beam diameter was chosen to match the size of the ${ }^{6} \mathrm{Li}-\mathrm{MOT}$. The beam frequency is scanned by changing the length of the diode laser's external cavity with a piezo actuator. Using the feedforward technique [219], the laser's mode hop free continuous tuning range extends
over $\sim 35 \mathrm{GHz}$. In the experiment the PA laser is scanned over a total range of 325 GHz . To cover this wide range manual tunings of the laser cavity were occasionally required.


Figure 4.5: Optical setup for the PA spectroscopy experiment. A laser beam originating from a 767 nm diode laser (DL) is amplified by a tapered amplifier (TA), passes through a polarization maintaining single-mode optical fiber (FI) and is directed onto the dualspecies MOT. Its frequency is scanned red detuned with respect to one of the atomic transitions of ${ }^{40} \mathrm{~K}$. PA spectra are recorded by continuously measuring the frequency of the DL with a wavelength meter (WLM) and a Fabry-Perot interferometer (FPI) and by continuously recording the atom number in the two MOTs via their emitted fluorescence using two different photo diodes (PD) and narrow band interference filters (IF). In order to achieve high PA laser intensities, the PA beam is retro-reflected two times, such that it passes four times through the MOT.

### 4.2.2 Optimization of the photoassociation signal

In this section we describe the various procedures we followed in order to optimize the experimental conditions which lead to the observation of the first PA signal for LiK*. We focused on optimizing the PA signal imprinted on the Li fluorescence as that represents the pure heteronuclear $\mathrm{LiK}^{*}$ spectrum allowing for an easier analysis. The first important step was to optimize the stability of the ${ }^{6} \mathrm{Li}-\mathrm{MOT}$ fluorescence. We obtained a fluorescence long term stability of $\pm 3 \%$, which could be achieved mainly by carefully adjusting the various gains of the feedback electronics used to frequency stabilize the diode laser used for the ${ }^{6} \mathrm{Li}$-MOT. The second important step was to slowly scan the frequency of the PA beam (with $\sim 15 \mathrm{MHz} / \mathrm{s}$ ) such that a quasi-steady state for the trap loss can be obtained (see Fig. 4.16 (a)). The cruicial step was to reduce the ${ }^{6} \mathrm{Li}-\mathrm{MOT}$ to a small atom number and volume (by lowering the loading rate by decreasing the ${ }^{6} \mathrm{Li}$ oven temperature) and to place it at the center of the larger ${ }^{40} \mathrm{~K}$-MOT. This could be achieved by independently adjusting the beam alignment of the MOTs while continuously imaging the trapped atoms from two different directions and by monitoring
the collision-induced influence of the ${ }^{40} \mathrm{~K}$-MOT on the atom number in the ${ }^{6} \mathrm{Li}-\mathrm{MOT}$. When the influence is maximum (for given MOT-light intensities and frequencies) the overlap is best. Finally, the PA-induced trap loss in the ${ }^{6} \mathrm{Li}-\mathrm{MOT}$ needed to be maximized and all other intrinsic losses that compete with it minimized. An understanding of how this is achieved can be obtained from the rate equation for the total number $N_{\mathrm{Li}}^{\mathrm{PA}}$ of trapped ${ }^{6} \mathrm{Li}$ atoms. Assuming that the ${ }^{6} \mathrm{Li}-\mathrm{MOT}$ is entirely contained inside the ${ }^{40} \mathrm{~K}-\mathrm{MOT}$ and that the atom density is uniform (which is a reasonable assumption for our large atom number MOTs), the rate equation is given by [185]

$$
\begin{equation*}
\frac{d N_{\mathrm{Li}}^{\mathrm{PA}}}{d t}=L_{\mathrm{Li}}-\left[\gamma+\beta_{\mathrm{LiLi}} n_{\mathrm{c}}^{\mathrm{Li}}+\left(\beta_{\mathrm{KLi}}+\beta_{\mathrm{PA}}\right) n_{\mathrm{c}}^{\mathrm{K}}\right] N_{\mathrm{Li}}^{\mathrm{PA}} \tag{4.21}
\end{equation*}
$$

where $n_{\mathrm{c}}^{\mathrm{Li}}, n_{\mathrm{c}}^{\mathrm{K}}$ are the constant central trap densities of the respective MOTs, $L_{\mathrm{Li}}$ is the ${ }^{6} \mathrm{Li}-\mathrm{MOT}$ loading rate, $\gamma$ the trap loss rate due to background gas collisions. $\beta_{\mathrm{LiLi}}, \beta_{\mathrm{KLi}}$ and $\beta_{\text {PA }}$ represent the trap loss coefficients for atom loss induced by the trapping and the PA light, respectively. We are interested in obtaining a large PA-induced relative atom loss $\Delta N_{\mathrm{Li}}^{\mathrm{PA}} / N_{\mathrm{Li}}$, where $N_{\mathrm{Li}}$ denotes the ${ }^{6} \mathrm{Li}-\mathrm{MOT}$ atom number in the absence of the PA laser and $\Delta N_{\mathrm{Li}}^{\mathrm{PA}}=N_{\mathrm{Li}}-N_{\mathrm{Li}}^{\mathrm{PA}}$. In steady state (i.e. $d N_{\mathrm{Li}}^{\mathrm{PA}} / d t=0$ ), it is

$$
\begin{equation*}
\frac{\Delta N_{\mathrm{Li}}^{\mathrm{PA}}}{N_{\mathrm{Li}}}=\frac{\beta_{\mathrm{PA}} n_{\mathrm{c}}^{\mathrm{K}}}{\gamma+\beta_{\mathrm{LiLi}} n_{\mathrm{c}}^{\mathrm{Li}}+\left(\beta_{\mathrm{KLi}}+\beta_{\mathrm{PA}}\right) n_{\mathrm{c}}^{\mathrm{K}}} . \tag{4.22}
\end{equation*}
$$

Thus, the relative PA-induced trap loss is maximized by increasing the PA loss term $\beta_{\mathrm{PA}} n_{\mathrm{c}}^{\mathrm{K}}$ and by reducing all other loss terms. The PA loss term $\beta_{\mathrm{PA}} n_{\mathrm{c}}^{\mathrm{K}}$ is maximized by using a large MOT magnetic field gradient, which increases $n_{\mathrm{c}}^{\mathrm{K}} 3$, and by using a large light power in the PA beam (by implementing several beam reflections (see Fig. 4.5)), which increases $\beta_{\mathrm{PA}}$. The PA beam size was optimized using a variable beam expander and found to be optimum for a $1 / \mathrm{e}^{2}$-diameter of 2.2 mm which matches the size of the ${ }^{6}$ Li-MOT.

The loss terms $\beta_{\mathrm{LiLi}}, \beta_{\mathrm{KLi}}$ for light-induced intra- and interspecies collisions are minimized by reducing the light intensity and increasing the detuning of the trapping lasers. For the ${ }^{6} \mathrm{Li}-\mathrm{MOT}$ cooling light, however, we found it better not to increase but rather decrease the detuning so as to lower the trap depth of the ${ }^{6} \mathrm{Li}-\mathrm{MOT}$ and to decrease the probability for recapture of dissociating excited molecules.

The optimum light detunings and intensities per MOT beam and axial magnetic field gradient were found to be $\Delta \nu_{\text {cool }}^{\mathrm{Li}}=\Delta \nu_{\text {rep }}^{\mathrm{Li}} \sim-3 \Gamma, \Delta \nu_{\text {cool }}^{\mathrm{K}}=\Delta \nu_{\text {rep }}^{\mathrm{K}} \sim-4 \Gamma$, and $I_{\text {cool }}^{\mathrm{Li}} \sim 1.5 I_{\text {sat }}^{\mathrm{Li}}, I_{\text {rep }}^{\mathrm{Li}} \sim 0.5 I_{\text {sat }}^{\mathrm{Li}}, I_{\text {cool }}^{\mathrm{K}} \sim 10 I_{\text {sat }}^{\mathrm{K}}, I_{\text {rep }}^{\mathrm{K}} \sim 3 I_{\text {sat }}^{\mathrm{K}}$ and $\partial_{z} B=20 \mathrm{G} / \mathrm{cm}$, respectively. These parameters result in $N_{\mathrm{Li}} \sim 5 \times 10^{8}$ and $N_{\mathrm{K}} \sim 2.5 \times 10^{9}$ trapped atoms with central atomic densities of $n_{\mathrm{Li}} \sim 7 \times 10^{10} \mathrm{~cm}^{-3}$ and $n_{\mathrm{K}} \sim 5 \times 10^{10} \mathrm{~cm}^{-3}$ and temperatures of $T_{\mathrm{Li}} \sim 1.2 \mathrm{mK}$ and $T_{\mathrm{K}} \sim 300 \mu \mathrm{~K}$, respectively. For the chosen detunings and intensities, $\sim 30 \%$ of the ground-state ${ }^{6} \mathrm{Li}$ atoms are expected to populate the $F=1 / 2$ - and $\sim 70 \%$ the $F=3 / 2$-state. For ${ }^{40} \mathrm{~K}$, the relative ground-state populations are expected to be $\sim 20 \%$ for the $F=7 / 2$-state and $\sim 80 \%$ for the $F=9 / 2$-state.

When looking for the first heteronuclear PA signal, we did not know at which detunings PA resonances would appear and would have a detectable contrast. We

[^2]thus strategically chose to scan the PA laser in a region, in which both the density of resonances is expected to be high and the density of the ${ }^{40} \mathrm{~K}$ atoms in the trap. At very small PA detunings $(0-10 \mathrm{GHz})$ the resonance density is highest, but the density of the ${ }^{40} \mathrm{~K}$ atoms is small since the PA laser pushes the atoms out of the MOT. The atom density is highest at intermediate detunings ( $10-20 \mathrm{GHz}$ ), where attractive optical dipole forces [220] due to the intense PA beam outweigh its pushing effect, enhancing the atom density (see Fig. 4.6). Since at these intermediate detunings the PA resonance density is still expected to be high, we searched (and also found) the first heteronuclear PA signal in this region.


Figure 4.6: Absorption image of the ${ }^{40} \mathrm{~K}-\mathrm{MOT}$ in presence of the PA beam which is detuned by $\sim 15 \mathrm{GHz}$. The red color represents a spatial region with enhanced density of ${ }^{40} \mathrm{~K}$ atoms which results from the attractive optical dipole forces induced by the PA beam. Due to this density enhancement the PA induced heteronuclear losses are expected to be large in this region of PA detunings.

Once the heteronuclear PA signal was detected it could be further optimized following the above-mentioned guidelines, finally leading to a heteronuclear PA-induced trap loss in the ${ }^{6} \mathrm{Li}-\mathrm{MOT}$ of up to $35 \%$ (see Fig. 4.11).

### 4.2.3 Photoassociation spectroscopy of ${ }^{40} \mathbf{K}_{2}^{*}$ molecules

In a first experiment, we recorded a homonuclear ${ }^{40} \mathrm{~K}_{2}^{*} \mathrm{PA}$ spectrum. In this experiment the ${ }^{6} \mathrm{Li}$-MOT was not present so not to complicate the recorded spectrum by the additional resonances due the formation of ${ }^{6} \mathrm{Li}^{40} \mathrm{~K}^{*}$ molecules. Photoassociation of the fermionic potassium isotope ${ }^{40} \mathrm{~K}$ has not been demonstrated in the past. For potassium PA has been demonstrated only for the isotope ${ }^{39} \mathrm{~K}[185,170]$. The difference in mass of the two isotopes leads to different resonance positions in the spectra (see e.g. Eq. (4.14)). However, the molecular potentials and thus also the long-range dispersion coefficients are the same for both isotopes, as they result from electrostatic interactions only. This allows us to directly compare our results to the ones of Ref. [185].

## Photoassociation spectrum and resonance assignment

Figure 4.7 shows the homonuclear PA spectrum of ${ }^{40} \mathrm{~K}_{2}^{*}$ near the dissociation limit $4 S_{1 / 2}+4 P_{3 / 2}$ for PA detunings between 0 and -220 GHz . The graph represents the average of approximately five individually recorded spectra for noise reduction and has been recorded in pieces and stitched together. The spectrum contains more than 130 resonances, belonging to two different vibrational series which have different contrasts. The inset of Fig. 4.7 shows a zoom of the spectrum, where the two series are clearly visible. It can be further seen that the vibrational resonances appear in doublets, which we attribute to a resolved hyperfine structure. A list of all observed resonances and their assignment is presented in Tab. 4.4.

The resonance assignment is based on the following arguments: ten Hund's case (c) potentials dissociate to the asymptote $4 S_{1 / 2}+4 P_{3 / 2}$ (see Fig. 4.8), among which only five potentials support bound states $\left(0_{\mathrm{u}}^{+}, 1_{\mathrm{g}}, 0_{\mathrm{g}}^{-}, 1_{\mathrm{u}}\right.$ and $\left.2_{\mathrm{u}}\right)$. The potential $2_{\mathrm{u}}$ is not optically accessible from the three ground-state potentials $0_{\mathrm{g}}^{+}, 0_{\mathrm{u}}^{-}, 1_{\mathrm{u}}$ due to the Hund's case (c) selection rules $\Delta \Omega=0, \pm 1, g \leftrightarrow u$ mentioned earlier. The potentials $0_{\mathrm{g}}^{-}$and $1_{u}$ are purely long-range potentials [221] whose attractive well is entirely located outside the range of the chemical bonding. They have small potential depths of $D\left(0_{\mathrm{g}}^{-}\right)=$ $h \times 194.4 \mathrm{GHz}$ and $D\left(1_{\mathrm{u}}\right)=h \times 16.2 \mathrm{GHz}$ [222]. Resonances from these potentials are thus not expected to appear for PA detunings $\left|\Delta_{\mathrm{PA}}\right|>195 \mathrm{GHz}$. The two series observed in our experiment can be excluded to belong to these potentials, as they both contain resonances for PA detunings $\left|\Delta_{\mathrm{PA}}\right|>195 \mathrm{GHz}$ (see Fig. 4.7). Thus, the two observed series must belong to the potentials $0_{\mathrm{u}}^{+}$and $1_{\mathrm{g}}$. We identify the strong series as belonging to the potential $0_{\mathrm{u}}^{+}$and the weak series as belonging to $1_{\mathrm{g}}$, based on their different level spacings: the potential $1_{\mathrm{g}}$ has a smaller theoretically predicted $C_{3}$ dispersion coefficient and thus its resonances are more widely spaced.

In both vibrational series the resonances appear in doublets of one strong and one weak line, separated by $\sim 1.2 \mathrm{GHz}$ throughout the spectrum (see inset of Fig. 4.7). The appearance of the doublets originates from the simultaneous population of ${ }^{40} \mathrm{~K}$ atoms of both hyperfine ground states $4 S_{1 / 2}(F=7 / 2)$ and $4 S_{1 / 2}(F=9 / 2)$ in the MOT. The stronger line of each doublet corresponds to an excitation from the $4 S_{1 / 2}(F=9 / 2)$ state as it is located at lower PA detunings (see Fig. 2.3). The contrast of the strong line is $\sim 5$ times larger than of the weak line. Assuming the same oscillator strength for excitations from each of the hyperfine ground states (which is reasonable due to the high PA beam intensity), the difference in contrast indicates that $\sim 80 \%$ of the non-excited trapped ${ }^{40} \mathrm{~K}$ atoms were occupying the $4 S_{1 / 2}(F=9 / 2)$-state in the MOT during the experiment.

The resonances shown in Fig. 4.7 have a width of $\sim 400 \mathrm{MHz}$ (FWHM) and they do not show a further substructure. Since the spectrum of Fig. 4.7 was obtained by averaging many recorded spectra, the width of the resonances of the averaged spectrum is affected by the uncertainty of the frequency measurement by the wavelength meter. When no averaging is performed the spectral resolution is better. For example the measured width of the resonance of the $0_{\mathrm{u}}^{+}$potential at -50 GHz detuning when no averaging is performed is of the order of 150 MHz . The main contributions to this width are the excited atomic hyperfine structure ( $\sim 80 \mathrm{MHz}$ ) and the unresolved rotational splittings, which we estimate as follows. We have shown in the introduction, that


Figure 4.7: Partial homonuclear PA trap loss spectrum of ${ }^{40} \mathrm{~K}_{2}^{*}$ below the $4 S_{1 / 2}+4 P_{3 / 2}$ asymptote. The PA detuning $\Delta_{\mathrm{PA}}$ is specified relative to the atomic transition $4 S_{1 / 2}(F=9 / 2) \rightarrow 4 P_{3 / 2}\left(F^{\prime}=11 / 2\right)$. The spectrum contains two vibrational series belonging to the potentials $0_{u}^{+}$and $1_{\mathrm{g}}$, whose assignment is given in Tab. 4.4. The inset figure shows a zoom on the spectrum showing five vibrational resonances of each series. Each vibrational resonance is accompanied by a weaker resonance, separated by $\sim 1.2 \mathrm{GHz}$, due to a significant amount of ${ }^{40} \mathrm{~K}$ atoms populating the atomic hyperfine ground state $4 S_{1 / 2}(F=7 / 2)$. Rotational splittings are not resolved. For small PA detunings the fluorescence of the ${ }^{40} \mathrm{~K}$-MOT is significantly perturbed by the PA laser, as that pushes the atoms out of the trap.
the excited molecules can have a total angular momentum of $J \leq 3$. The rotational energies being given by $E_{\text {rot }}=B_{v}\left[J(J+1)-\Omega^{2}\right]$, the difference between neighboring rotational levels progresses as $2 B_{v}, 4 B_{v}, 6 B_{v}$. The rotational constant $B_{v}$ for the detuning of -50 GHz can be estimated by its classical value $B_{v} \sim \hbar^{2} /\left(2 \mu R_{v+}^{2}\right)^{4}$, with $R_{v+} \sim 120 a_{0}$, leading to $B_{v} \sim h \times 7 \mathrm{MHz}$. Thus, the maximum rotational splitting is of the order of 40 MHz . Another contribution to the width of the resonances is thermal broadening ( $\sim 6 \mathrm{MHz}$ ). The resonances of the $0_{\mathrm{u}}^{+}$potential might additionally be broadened due to predissociation at a short internuclear distance to the lower dissociation limit $4 S_{1 / 2}+4 P_{1 / 2}$ due to spin-orbit mixing with the $A^{1} \Sigma_{u}^{+}$potential [204, 185]. We did not intend to study the widths of the resonances, as our main goal was the
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Figure 4.8: Molecular potentials of the $\mathrm{K}_{2}$ molecule for large interatomic separations $R$ (in units of $\AA=10^{-10} \mathrm{~m}=1.8897 a_{0}$ ) dissociating to the $4 S_{1 / 2}+4 P_{1 / 2,3 / 2}$ asymptotes. The solid curves are those states which support bound states and are accessible by dipole transitions from the ground state. The potentials $0_{\mathrm{u}}^{+}$and $1_{\mathrm{g}}$, dissociating to the $4 S_{1 / 2}+4 P_{3 / 2}$ asymptote, are accessed in our experiment. The potential curves have been taken from Ref. [223].
determination of the long-range part of the excited molecular potentials. For this purpose the averaging of the recorded spectra as described above gives the most precise determination of the resonance positions.

## Determination of the long-range potential

Having assigned all observed resonances, the $C_{3}$ coefficients for the excited molecular potentials can be derived. Therefore we employ the LRB formula (Eq. (4.14)) introduced in Sec. 4.1.8, where we have shown that its assumptions are well satisfied for the case of $\mathrm{K}_{2}^{*}$ for the investigated range of PA detunings (except for very small PA detunings). We can thus expect to obtain high-precision estimates for the $C_{3}$ coefficients. Fig. 4.9 shows the plots of the $1 / 6$-rd power of the measured binding energies $D-E_{v}=-h \Delta_{\mathrm{PA}}$ as a function of the relative vibrational quantum number $\Delta v=v-v_{\min }$ for the two observed series, where $v$ is the absolute value of the vibrational quantum number counted from the dissociation limit and $v_{\text {min }}$ its smallest observed value ( $v$ cannot be determined precisely due to the high density of resonances close to the atomic resonance). The plots are predicted by Eq. (4.14) to follow straight lines whose slopes yield: $C_{3}\left(0_{\mathrm{u}}^{+}\right)=14.20 \pm 0.02$ a.u. and $C_{3}\left(1_{\mathrm{g}}\right)=13.37 \pm 0.05$ a.u. Only vibrational levels with binding energies larger than $h \times 40 \mathrm{GHz}$ have been considered for the fit in order to fulfill the assumptions of the LRB formula (see Sec. 4.1.8). The deter-

| $\Omega$ | $\Delta v$ | $\begin{aligned} & -\Delta_{\mathrm{PA}} \\ & {[\mathrm{GHz}]} \end{aligned}$ | Contr. [\%] | $\begin{aligned} & \langle R\rangle \\ & {\left[a_{0}\right]} \end{aligned}$ | $\Omega$ | $\Delta v$ | $\begin{aligned} & -\Delta_{\mathrm{PA}} \\ & {[\mathrm{GHz}]} \end{aligned}$ | Contr. [\%] | $\begin{aligned} & \hline\langle R\rangle \\ & {\left[a_{0}\right]} \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $0_{u}^{+}$ | 0 | 2.85 | 5.0 | 321 | $\left(0_{u}^{+}\right)$ | 37 | 150.81 | 4.7 | 86 |
|  | 1 | 3.26 | 8.3 | 307 |  | 38 | 162.55 | 3.9 | 84 |
|  | 2 | 3.85 | 7.1 | 291 |  | 39 | 175.00 | 4.3 | 82 |
|  | 3 | 4.67 | 8.7 | 273 |  | 40 | 188.49 | 3.5 | 80 |
|  | 4 | 5.44 | 11.3 | 259 |  | 41 | 202.43 | 3.6 | 78 |
|  | 5 | 6.25 | 9.9 | 247 |  | 42 | 217.65 | 4.0 | 76 |
|  | 6 | 7.19 | 9.4 | 236 |  | 43 | 233.61 | 3.4 | 74 |
|  | 7 | 8.17 | 10.1 | 226 |  | 44 | 250.42 | 4.2 | 72 |
|  | 8 | 9.23 | 11.3 | 217 |  | 45 | 268.41 | 2.1 | 71 |
|  | 9 | 10.33 | 12.8 | 209 |  | 46 | 287.48 | 2.6 | 69 |
|  | 10 | 11.64 | 10.8 | 201 |  | 47 | 308.55 | 2.5 | 67 |
|  | 11 | 13.02 | 10.5 | 194 | $1_{g}$ | 0 | 44.24 | 1.0 | 126 |
|  | 12 | 14.84 | 8.6 | 185 |  | 1 | 48.65 | 1.3 | 122 |
|  | 13 | 16.86 | 7.7 | 178 |  | 2 | 53.18 | 1.3 | 119 |
|  | 14 | 18.65 | 6.7 | 172 |  | 3 | 57.88 | 1.3 | 115 |
|  | 15 | 20.87 | 8.4 | 166 |  | 4 | 63.86 | 1.4 | 112 |
|  | 16 | 23.04 | 7.7 | 160 |  | 5 | 69.81 | 0.8 | 108 |
|  | 17 | 25.62 | 4.8 | 155 |  | 6 | 76.39 | 1.8 | 105 |
|  | 18 | 28.45 | 6.4 | 149 |  | 7 | 83.22 | 2.0 | 102 |
|  | 19 | 31.40 | 4.6 | 144 |  | 8 | 90.96 | 1.2 | 99 |
|  | 20 | 34.68 | 3.6 | 140 |  | 9 | 98.79 | 1.3 | 97 |
|  | 21 | 38.25 | 3.9 | 135 |  | 10 | 107.17 | 1.4 | 94 |
|  | 22 | 42.25 | 3.9 | 131 |  | 11 | 116.33 | 1.6 | 91 |
|  | 23 | 46.71 | 8.5 | 127 |  | 12 | 125.57 | 1.3 | 89 |
|  | 24 | 50.97 | 6.7 | 123 |  | 13 | 136.39 | 1.3 | 87 |
|  | 25 | 55.81 | 7.5 | 119 |  | 14 | 147.51 | 1.3 | 85 |
|  | 26 | 61.14 | 6.9 | 116 |  | 15 | 158.94 | 1.2 | 82 |
|  | 27 | 66.87 | 5.2 | 112 |  | 16 | 171.81 | 1.4 | 80 |
|  | 28 | 72.76 | 4.7 | 109 |  | 17 | 185.36 | 1.6 | 78 |
|  | 29 | 79.27 | 5.0 | 106 |  | 18 | 199.40 | 1.4 | 76 |
|  | 30 | 86.26 | 5.6 | 103 |  | 19 | 214.32 | 1.3 | 75 |
|  | 31 | 93.70 | 5.6 | 100 |  | 20 | 230.67 | 1.3 | 73 |
|  | 32 | 101.78 | 5.4 | 98 |  |  |  |  |  |
|  | 33 | 110.34 | 4.8 | 95 |  |  |  |  |  |
|  | 34 | 119.43 | 5.2 | 93 |  |  | Accuracy |  |  |
|  | 35 | 129.09 | 5.2 | 90 |  |  | $\pm 0.25$ | $\pm 1.0$ |  |
|  | 36 | 139.50 | 4.5 | 88 |  |  |  |  |  |

Table 4.4: PA resonances of ${ }^{40} \mathrm{~K}_{2}^{*}$ observed below the $4 S_{1 / 2}+4 P_{3 / 2}$ asymptote. Only the resonances corresponding to excitations from the hyperfine ground state $4 S_{1 / 2}(F=9 / 2)$ are listed. $\Delta v=v-v_{\min }$ denotes the relative vibrational quantum number. The average radii of the molecules are estimated by $\langle R\rangle \sim R_{v+}=\left[-C_{3} /\left(h \Delta_{\mathrm{PA}}\right)\right]^{1 / 3}$.
mined values compare very well with the experimental values $C_{3}^{\mathrm{W}}\left(0_{\mathrm{u}}^{+}\right)=14.14 \pm 0.05$ a.u. and $C_{3}^{\mathrm{W}}\left(1_{\mathrm{g}}\right)=13.54 \pm 0.10$ a.u. found by Wang et al. [185] for ${ }^{39} \mathrm{~K}_{2}^{*}$. They also compare well with the theoretical values 14.44 and 13.41 derived from the dipole matrix element $d=\langle 4 S| \mu|4 P\rangle$ for the atomic transition $4 S \rightarrow 4 P$ calculated by Marinescu and Dalgarno [203] using the relations (in atomic units) $C_{3}\left(0_{\mathrm{u}}^{+}\right)=5 d^{2} / 3$ and $C_{3}\left(1_{\mathrm{g}}\right)=(\sqrt{7}+2) d^{2} / 3$, valid for the observed Hund's case (c) states [204]. The uncertainties represent the statistical uncertainties for the fits, which are found to be of the same order as the uncertainty arising from the determination of the PA detuning by the wavelength meter.


Figure 4.9: Plot of the $1 / 6$-th power of the measured binding energies $D-E_{v}=-h \Delta_{\mathrm{PA}}$ (symbols) as a function of the relative vibrational quantum number $\Delta v$ (see Tab. 4.4) for the two observed vibrational series $0_{\mathrm{u}}^{+}$and $1_{\mathrm{g}}$ of ${ }^{40} \mathrm{~K}_{2}^{*}$ dissociating to the $4 S_{1 / 2}+4 P_{3 / 2}$ asymptote. $\Delta v$ has been shifted by 25 for the data of the $1_{\mathrm{g}}$ series for demonstration purposes. The slopes of the linear fits (solid lines) yield the dispersion coefficients $C_{3}$ according to the LRB formula (Eq. (4.14)). Only the resonances at large detunings $\left(-\Delta_{\mathrm{PA}}>40 \mathrm{GHz}\right)$ are used for the fit, since the LRB formula is not valid for the most weakly bound molecular states.

## Determination of the lifetime of the excited atomic state $4 P$

The dispersion coefficients being linked to the dipole matrix element $d$, they allow the determination of the lifetime $\tau$ of the atomic state $4 P$ of ${ }^{40} \mathrm{~K}$, which is given by the relation [173, 224]

$$
\begin{equation*}
\tau=\frac{3 \pi \hbar \varepsilon_{0} c^{3}}{d^{2} \omega^{3}} \tag{4.23}
\end{equation*}
$$

where $\omega=2.4568 \times 10^{15} \mathrm{~s}^{-1}$ is the angular frequency of the atomic transition [225] and $\varepsilon_{0}$ the electric constant. The average value of $d^{2}$ obtained in our experiment is $d^{2}=8.577 \pm 0.02$ a.u., yielding a lifetime of $\tau=25.94 \pm 0.07 \mathrm{~ns}$ (which corresponds to a linewidth $\Gamma /(2 \pi)=6.136 \pm 0.017 \mathrm{MHz})$. This value is slightly smaller than the currently most precise value of $26.34 \pm 0.05 \mathrm{~ns}$ (which corresponds to a linewidth $\Gamma /(2 \pi)=6.042 \pm 0.011 \mathrm{MHz}$ ), which has been determined by PA spectroscopy of ${ }^{39} \mathrm{~K}_{2}^{*}$ [224]. We attribute this discrepancy to a systematic error (not considered by the uncertainty given above) in our result, which arises from the application of the LRB formula. In the experiment of Ref. [224], a smaller uncertainty for the dipole matrix element could be obtained by deriving it from the dispersion coefficient of a purely long-range potential. Such potentials allow a more precise determination of the corresponding dispersion coefficient, since they are nearly not affected by exchange interactions [224]. Furthermore, the PA detuning in this experiment was measured with an eight-times higher precision of 30 MHz , using two thermally stabilized FabryPerot etalons. We did not invest in an ultra-precise determination of the PA detuning, which could be realized using femtosecond laser combs. In our experiment we could not unambiguously identify excitations to purely long-range molecular potentials. The observation of such excitations is known to be difficult, because on the one hand, the small depth of these potentials very likely leads to dissociation to low-energy and thus recapturable atoms, not detectable by the trap loss technique. On the other hand the potentials only contain weakly bound states, which tend to be hidden in the PA spectrum as they appear for small PA detunings, where the state density of other potentials with stronger signals is also high.

## Conclusion

In this section we have presented our experimental results on photoassociation of homonuclear ${ }^{40} \mathrm{~K}_{2}^{*}$ molecules. We have observed and identified two vibrational series and we have determined the leading order dispersion coefficients of the corresponding excited molecular potentials making use of the LRB formula. The obtained values are in very good agreement with those found by Wang et al. [185] for ${ }^{39} \mathrm{~K}_{2}^{*}$ and with theoretical predictions. Using our values we could derive the lifetime of the atomic state $4 P$ of ${ }^{40} \mathrm{~K}$ with a precision of $0.3 \%$, close to the currently most precise value [224].

### 4.2.4 Photoassociation spectroscopy of ${ }^{6} \mathbf{L i}^{40} \mathbf{K}^{*}$ molecules

In the following, we present our results on photoassociation of heteronuclear ${ }^{6} \mathrm{Li}^{40} \mathrm{~K}^{*}$ molecules. We have recorded two PA spectra: one in which the PA laser is detuned close to the $2 S_{1 / 2}+4 P_{3 / 2}$ asymptote and one in which it is detuned close to the $2 S_{1 / 2}+4 P_{1 / 2}$ asymptote (see Fig. 4.3). The first spectrum was recorded for PA detunings between 0 and -325 GHz , the second for PA detunings between 0 and -60 GHz . For higher detunings, no further resonances could be observed with a contrast large enough to allow for a clear distinction from noise.

## Photoassociation spectra and resonance assignment

The recorded heteronuclear PA spectrum close to the $2 S_{1 / 2}+4 P_{3 / 2}$ asymptote (as appearing on the Li fluorescence signal) is shown in Fig. 4.10 (the spectrum recorded below the $2 S_{1 / 2}+4 P_{1 / 2}$ asymptote is shown in Fig. 4.13 and will be discussed later). The graph is an average of $\sim 6$ recorded spectra for noise reduction and has been recorded in pieces and stitched together. Two weeks of continuous data acquisition were required to obtain the spectrum. The spectrum contains 60 resonances whose contrasts decrease and whose mutual separations increase with increasing detuning. The maximum contrast amounts to $\sim 35 \%$ and is obtained for a detuning of $\Delta_{\mathrm{PA}}=-14.4 \mathrm{GHz}$. The observed resonance widths (FWHM) vary between 80 and 300 MHz , primarily due to unresolved molecular hyperfine structure.

We have also recorded the heteronuclear+homonuclear PA spectrum appearing on the K fluorescence signal, which contains all the resonances of Fig. 4.10 as well. A comparison between the two spectra is shown for a small part in Fig. 4.11 (a). This figure shows comparable contrasts for the heteronuclear ${ }^{6} \mathrm{Li}^{40} \mathrm{~K}^{*}$ and homonuclear ${ }^{40} \mathrm{~K}_{2}^{*}$ PA signals. The homonuclear ${ }^{40} \mathrm{~K}_{2}^{*}$ resonances visible on the K fluorescence (lower trace, right axis) are the previously identified resonances belonging to the series $0_{u}^{+}$ (see Tab. 4.4).

In the heteronuclear spectrum of Fig. 4.10 we identify five vibrational series (labeled with numbers), corresponding to the five molecular potentials dissociating to the $2 S_{1 / 2}+4 P_{3 / 2}$ asymptote (see Fig. 4.3 b )). Each series contains five resonances, which appear in doublets or triplets due to resolved rotational structure (see Tab. 4.3). This structure is shown more clearly in the high-resolution spectrum of Fig. 4.11 (a) (upper trace, left axis) for the $\Omega=1^{\text {up }}, v=3$ vibrational state. Some of the observed rovibrational resonances have a substructure resulting from hyperfine interactions, which is shown in the high-resolution spectrum of Fig. 4.11 (b) for the resonance $\Omega=1^{\text {up }}, v=2, J=1$.

Before attempting to assign the observed resonances, it should be verified that all resonances are due to the formation of singly excited heteronuclear molecules. The heteronuclear character of the resonances has already been confirmed by their appearance on both the Li and the K fluorescence signal ${ }^{5}$. Since in the ${ }^{6} \mathrm{Li}-\mathrm{MOT}$, both ground-state and excited ${ }^{6} \mathrm{Li}$ atoms are present, it is, however, not a priori excluded that doubly excited ${ }^{6} \mathrm{Li}^{* 40} \mathrm{~K}^{*}$ molecules are formed [196]. Even though the fraction of excited atoms in the ${ }^{6} \mathrm{Li}-\mathrm{MOT}$ is small ( $\sim 0.1$ ), the rate of formation of doubly excited ${ }^{6} \mathrm{Li}^{* 40} \mathrm{~K}^{*}$ molecules could be large due to the long-range character of the corresponding molecular potential, which scales with the internuclear separation as $1 / R^{5}$ [166]. In order to show that the observed resonances are only due to the formation of singly excited molecules, we recorded a second PA spectrum for a different experimental setting, in which both the ${ }^{6} \mathrm{Li}$-MOT trapping beams (cooling and repumping) and the PA laser were periodically chopped out of phase with the same frequency, as shown in Fig. 4.12 (a). The chopping period was chosen large compared to the lifetime of the excited ${ }^{6} \mathrm{Li}$ atoms but not too large to prevent the atoms from leaving the MOT. In
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Figure 4.10: Heteronuclear PA trap loss spectrum of ${ }^{6} \mathrm{Li}^{40} \mathrm{~K}^{*}$ below the $2 S_{1 / 2}+4 P_{3 / 2}$ asymptote. The PA detuning $\Delta_{\mathrm{PA}}$ is specified relative to the $4 S_{1 / 2}(F=$ $9 / 2) \rightarrow 4 P_{3 / 2}\left(F^{\prime}=11 / 2\right)$ transition of ${ }^{40} \mathrm{~K}$. The spectrum contains five vibrational series (labeled $N=1, \ldots, 5$ ) with resolved rotational structure, whose assignment is given in Tab. 4.5. For small PA detunings the average fluorescence of the ${ }^{6} \mathrm{Li}-\mathrm{MOT}$ is higher, since it is less influenced by the ${ }^{40} \mathrm{~K}-\mathrm{MOT}$, which has a reduced atom number due to the perturbation induced by the near resonant PA laser.
this setting no excited ${ }^{6} \mathrm{Li}$ atoms are present when the PA laser is on. Figure 4.12 (b) shows the obtained "pulsed PA" spectrum together with the spectrum of Fig. 4.10 for comparison. One can see that most of the resonances appear in both spectra. Some resonances are, however, not present in the "pulsed PA" spectrum. This might, however, simply be due to the reduced contrast which results from the lower average PA power, that also hindered us to record the pulsed PA spectrum for higher detunings. Nonetheless, the experiment allows us to conclude that most of the observed resonances in the investigated range of PA detunings can be attributed to the formation of singly excited ${ }^{6} \mathrm{Li}^{40} \mathrm{~K}^{*}$ molecules. Since all of these resonances show vibrational progressions


Figure 4.11: (a) Zoom on the heteronuclear (upper trace, left axis) and heteronuclear+homonuclear (lower trace, right axis) PA spectrum below the $2 S_{1 / 2}+4 P_{3 / 2}$ asymptote showing the rotational structure of the $\Omega=1^{\text {up }}, v=3$ vibrational state of ${ }^{6} \mathrm{Li}^{40} \mathrm{~K}^{*}$ and three vibrational $0_{\mathrm{u}}^{+}$states of ${ }^{40} \mathrm{~K}_{2}^{*}$, which show a resolved hyperfine $(*$ and $\circ$ ) but no rotational structure. (b) Zoom on the $\Omega=1^{\text {up }}, v=2, J=1$ resonance of ${ }^{6} \mathrm{Li}^{40} \mathrm{~K}^{*}$, showing a nearly resolved hyperfine structure.
which correspond to the theoretical predictions for singly excited ${ }^{6} \mathrm{Li}^{40} \mathrm{~K}^{*}$ molecules, as we will see in the next paragraph, it is very likely that all resonances are due to the creation of singly excited ${ }^{6} \mathrm{Li}^{40} \mathrm{~K}^{*}$ molecules.


Figure 4.12: (a) Imposed temporal behavior of the light intensity of the ${ }^{6} \mathrm{Li}-\mathrm{MOT}$ and the PA beams during data acquisition for the "pulsed PA" spectrum shown in Fig. (b) together with the habitual "continuous PA" spectrum for comparison. The ${ }^{6}$ Li-MOT and the PA beams being pulsed out of phase, PA can occur only when the atoms in the ${ }^{6} \mathrm{Li}-\mathrm{MOT}$ are in their electronic ground state, preventing the formation of doubly excited heteronuclear ${ }^{6} \mathrm{Li}^{* 40} \mathrm{~K}$ * molecules. Figure (b) shows that nearly all resonances of the continuous PA spectrum (lower trace, left axis) appear also in the pulsed PA spectrum (upper trace, right axis), indicating that the resonances are due to the formation of singly excited molecules.

Having verified the character of the observed resonances, we now turn to their assignment. The heteronuclear spectrum of Fig. 4.10 looks much more complex than the one obtained for $\mathrm{K}_{2}^{*}$ (see Fig. 4.7). The assignment of the resonances is quite involved. The $\mathrm{K}_{2}^{*}$-spectrum could be understood only on the basis of the LRB formula. This approach is insufficient for the case of $\mathrm{LiK}^{*}$ for the following reasons. First, the LRB formula is much less precise due to the small internuclear distances at which the LiK* molecules are formed (see Sec. 4.1.8). Besides, significant discrepancies exist between the different theoretical predictions for the $C_{6}$ coefficients (see Tab. 4.2), which yield an incertitude about the values to be used. Second, due to the small mass of $\mathrm{LiK}^{*}$, the rotational splittings are very large and of the order of the observed vibrational splittings and thus complicate the identification of vibrational series. This identification is further complicated by the resulting significant perturbations between rotational levels of different potentials [226] which lead to irregular rotational structures. Finally, as heteronuclear molecules have less restrictive selection rules, more vibrational series are observed which increases the complexity of the spectrum.

In Fig. 4.10 and Tab. 4.5 I present an assignment of the observed resonances. The assignment was made possible by the combination of several assignment rules: first, the rotational progression law given by Eq. (4.9) combined with our theoretical calculations of the rotational constants $B_{v}$. With the help of this law rotational progressions (see Tab. 4.3) can be identified and some of the quantum numbers $J$ and $\Omega$ can be assigned based on the observed line spacings. The identification of the lines belonging to the $\Omega=2$ vibrational series (series 1 in Fig. 4.10) is particularly easy, because for this series only two rotational lines per vibrational level are expected, as opposed to three for all other series (see Tab. 4.3). Second, the LRB law combined with the theoretical predictions of the $C_{6}$ coefficients. It predicts that potentials with the same $C_{6}$ coefficient have the same vibrational progressions (i.e., the difference between the $1 / 3$-rd power of the binding energies of any neighboring vibrational states is the same for these potentials), and that the vibrational levels of potentials with smaller $C_{6}$-values progress faster with the PA detuning. With the help of the LRB law vibrational progressions can be identified and some of the quantum numbers $v$ and $\Omega$ can be assigned based on the observed line spacing. Third, the hyperfine structure law $E_{\mathrm{hfs}} \propto \Omega /[J(J+1)]$ for $\Omega=1$ and $E_{\mathrm{hfs}} \approx 0$ for $\Omega=0[227,218]$. It predicts small widths for resonances with $\Omega=0$ and particularly large widths for those with $\Omega=1, J=1$, facilitating their identification. Fourth, the expected similar contrast pattern of rotational lines belonging to the same vibrational series, which facilitates to identify vibrational progressions.

The detailed procedure of the line assignment has been carried out as follows. First, we searched the spectrum for isolated multiplets, which would allow the determination of the quantum number $\Omega$ from its rotational spacing. One such multiplet is found at a detuning of -41.1 GHz . It consists of only two lines, indicating that it belongs to the dyad potential $\Omega=2$. This indication is further confirmed by the spacing of the lines which corresponds to $\sim 6 B_{v}$, where $B_{v}$ is our theoretical prediction for the rotational constant for the $\Omega=2$ potential. Furthermore, the doublet has a partner at -7.9 GHz , which is separated from it by a value which agrees with the one obtained from the LRB formula when the $C_{6}$ coefficient for the $\Omega=2$ potential is used. Furthermore the partner is also a doublet and has a rotational spacing according to the one expected for the $\Omega=2$ potential. In addition, the LRB formula clearly excludes the doublet


Table 4.5: PA resonances of ${ }^{6} \mathrm{Li}^{40} \mathrm{~K}$ * observed below the $2 S_{1 / 2}+4 P_{1 / 2,3 / 2}$ asymptotes and their contrasts. $N$ denotes the number of the vibrational series given in Figs. 4.10 and 4.13, $v$ the vibrational quantum number counted from dissociation. The average radii of the molecules are determined by $\langle R\rangle=\hbar / \sqrt{2 \mu B_{v}}$ using the measured $B_{v}$.
at -41.1 GHz to belong to one of the upper triad potentials $0^{-}, 0^{+}, 1^{\text {down }}$, since, using their $C_{6}$ coefficient, the LRB formula would predict the neighboring vibrational state to appear at a detuning of -10.8 GHz , whereas no resonance can be found in close proximity of this value in the spectrum ${ }^{6}$. We thus conclude that the doublets at -7.9 GHz and -41.1 GHz belong to the dyad potential $\Omega=2$. An extrapolation based on the LRB formula roughly yields the positions of the remaining resonances of this series (series 1 in Fig. 4.10), which are then distinguished from resonances found in the neighborhood by the knowledge of the rotational splittings. Due to the low density of vibrational states, the LRB formula allows the assignment of the (absolute) quantum number $v^{7}$.

Another isolated multiplet is found at a detuning of -14.4 GHz . It consists of three lines whose spacing corresponds to $\sim 6 B_{v}$ and $\sim 4 B_{v}$, where $B_{v}$ is our theoretical prediction for the dyad potential $\Omega=1^{\text {up }}$ potential. The triplet has a partner at -54.5 GHz , which is separated from it by a value which agrees with the one obtained from the LRB formula and the $C_{6}$ coefficient for the $\Omega=1^{\text {up }}$ potential. The suggested assignment to the $\Omega=1^{\text {up }}$ potential is further confirmed by the large width of the rovibrational line at -14.4 GHz (see Fig. 4.11 (b)), which indicates that it is a $\Omega=$ $1, J=1$ resonance. An extrapolation with the LRB formula yields the other lines of this series (series 2 in Fig. 4.10), whereas a consideration of the rotational splittings and the relative contrasts of the rotational lines is required to unambiguously distinguish the series from lines of other series in close proximity.

From the already identified series we know that the remaining lines belong to the upper triad potentials $0^{-}, 0^{+}, 1^{\text {down }}$, which have all the same $C_{6}$ coefficients (see Tab. 4.2). The spectrum in Fig. 4.10 shows three distinct triplets in the region between -17 and -27 GHz . Those have each one partner in the region between -56 and -78 GHz , which is separated by the value expected from the LRB formula. This confirms that these three triplets and their partners belong to the potentials $0^{-}, 0^{+}, 1^{\text {down }}$. We number the obtained series by 3,4 and 5 and we obtain the remaining lines by using the LRB formula. The assignment of the lines to the series is further confirmed by the constant relative line contrasts of the rotational lines within each series: for series 5, the rotational line with $J=3$ is the strongest throughout the spectrum and the line with $J=1$ is the weakest (see Tab. 4.5). For series 3 , the rotational line with $J=1$ is the strongest throughout the spectrum, the lines with $J=2$ and $J=0$ being less strong. For series 4 , the rotational line with $J=1$ is the weakest throughout the spectrum.

Figure 4.10 shows that series 1 and 2 of the dyad potentials progress faster with the PA detuning than series 3,4 and 5 of the upper triad potentials, which is a direct consequence of their larger $C_{6}$ coefficients (note how series 1 and 2 "overtake" series 3 , 4 and 5).

We now assign the quantum numbers $\Omega$ and the partity $\sigma$ to the series 3,4 and 5. Series 5 is readily determined as belonging to the potential $1^{\text {down }}$ for the following reasons. First, it has larger rotational splittings than series 3 and 4, and second the

[^5]lines clearly have a larger width indicating the appearance of a hyperfine structure, which is not expected for the potentials $0^{-}, 0^{+}$. The remaining series 3 and 4 thus both belong to potentials with $\Omega=0$. The determination of their parity is, however, more delicate, since both series have identical $C_{6}, B_{v}$ and $\Omega$. It requires an analysis of the relative strength of the rotational lines. Due to the selection rules, the parity of the total wave function of the system, i.e. the product of $\sigma$ and $(-)^{l}$ for the rotational part ( $l$ being the partial wave), changes sign during the transition. Further, the electronic parity is conserved, namely only $X^{1} \Sigma^{+}\left(0^{+}\right) \rightarrow 0^{+}$and $a^{3} \Sigma^{+}\left(0^{-}\right) \rightarrow 0^{-}$are allowed for parallel transitions. In our experiment, $s$-wave collisions dominate, such that the total parity is $+(-)$ for the former (the latter) initial state. The parallel transition $X^{1} \Sigma^{+}\left(0^{+}, l=0\right) \rightarrow\left(0^{+}, l=1\right)$ is thus allowed promoting then the $J=1$ line, while the parallel transition $a^{3} \Sigma^{+}\left(0^{-}, l=0\right) \rightarrow\left(0^{-}, l=1\right)$ is forbidden. Under the same approximation, the perpendicular transition $a^{3} \Sigma^{+}(1, l=0) \rightarrow\left(0^{-}, l=0\right)$ is allowed and promotes the $J=0$ line in the spectrum. Therefore we assign the $\Omega=0$ series with pronounced (reduced) $J=1$ line to the excited $0^{+}\left(0^{-}\right)$state.

In the previous paragraphs we have analyzed the heteronuclear PA spectrum which has been recorded below the $2 S_{1 / 2}+4 P_{3 / 2}$ asymptote. We now turn to the spectrum near the dissociation limit $2 S_{1 / 2}+4 P_{1 / 2}$, which is shown in Fig. 4.13 for PA detunings from 0 to -60 GHz . The spectrum contains 8 resonances, which have small contrasts of less than $6 \%$. Averaging of $\sim 20$ recorded spectra was required to make the resonances visible well above noise level. We identify two vibrational series (labeled with numbers) corresponding to two of the three molecular potentials dissociating to the $2 S_{1 / 2}+4 P_{1 / 2}$ asymptote (see Fig. 4.3). Their assignment is presented in Fig. 4.13 and Tab. 4.5 and based on the above-mentioned rules: series 6 (see Fig. 4.13) consists of two triplets with vibrational and rotational spacings corresponding to those expected for the potentials with $\Omega=0$ from the LRB and rotational progression laws. We identify the series to belong to the specific potential $\Omega=0^{+}$, due to the relative strength of the rotational lines, which is largest for the $J=1$ line. Series 7 only contains one doublet whose rotational spacing indicates that it belongs to the potential $\Omega=1$. Furthermore, its $J=1$ resonances is significantly broader than all other resonances, indicating the appearance of a hyperfine structure, which confirms the assignment of this line to the potential $\Omega=1$.

## Derivation of the long-range potential and the rotational constants

Having assigned all observed resonances, the parameters of the different molecular potentials can be derived. We infer the $C_{6}$ coefficients from the measured vibrational binding energies using the LRB formula (Eq. (4.14)). Due to the non-negligible rotational splittings, it is required to subtract the rotational energy from the measured binding energies, i.e. to take $D-E_{v}=-\left(h \Delta_{\mathrm{PA}}-E_{\mathrm{rot}}\right)$. Figure 4.14 shows the plots of the $1 / 3$-rd power of the binding energies as a function of the vibrational quantum number for the five vibrational series dissociating to the $2 S_{1 / 2}+4 P_{3 / 2}$ asymptote. The plots are predicted by Eq. (4.14) to follow straight lines whose slopes yield: $C_{6}=9170 \pm 940$ a.u. and $C_{6}=9240 \pm 960$ a.u. for the dyad potentials $\Omega=2,1^{\text {up }}$, $C_{6}=25220 \pm 600$ a.u., $C_{6}=25454 \pm 720$ a.u. and $C_{6}=24310 \pm 1710$ a.u. for the upper triad potentials $\Omega=1^{\text {down }}, 0^{+}, 0^{-}$and $C_{6}=12860 \pm 660$ a.u. for the lower triad potential


Figure 4.13: Heteronuclear PA trap loss spectrum of ${ }^{6} \mathrm{Li}^{40} \mathrm{~K}^{*}$ below the $2 S_{1 / 2}+4 P_{1 / 2}$ asymptote. The PA detuning $\Delta_{\mathrm{PA}}$ is specified relative to the $4 S_{1 / 2}(F=$ $9 / 2) \rightarrow 4 P_{1 / 2}\left(F^{\prime}=9 / 2\right)$ transition of ${ }^{40} \mathrm{~K}$. The spectrum contains two vibrational series (labeled $N=6,7$ ) with resolved rotational structure, whose assignment is given in Tab. 4.5.
$\Omega=0^{+}$(not shown in Fig. 4.14), respectively, where the uncertainties represent statistical uncertainties for the fits. These values are in very good agreement with the respective theoretical values $C_{6}=9800$ a.u., $C_{6}=25500$ a.u. and $C_{6}=13830$ a.u. predicted by Bussery et al. [165] (see Tab. 4.2). The agreement with the values $C_{6}=9520$ a.u., $C_{6}=22000$ a.u. and $C_{6}=15420$ a.u. predicted by Movre et al. [202] and the similar ones predicted by Marinescu et al. [166] is not as good. The three theoretical predictions differ in their treatment of the interaction between the two asymptotes $2 S+4 P$ and $2 P+4 S$, which is taken into account in Ref. [165] only. The agreement of our data with this reference hints that this interaction is significant.

The uncertainty of the experimentally derived $C_{6}$ coefficients results from the following effects. First, the heteronuclear nature of the LiK molecule and its small $C_{6}$ coefficients lead to molecule formation at small internuclear separations (see values of $\langle R\rangle$ in Tabs. 4.5 and 4.4) at which the exchange interaction and higher-order terms in the long-range multipole expansion of the molecular potential (see Eq. (4.5)) become important. As the LRB law neglects these contributions systematic errors arise. Second, the small reduced mass of the LiK molecule leads to a low density of vibrational states ${ }^{8}$ and thus to a small number of states with long-range character, causing statistical errors.

The measured rotational splittings allow us to infer the rotational constants and to confirm the assignments above. They are shown in Fig. 4.15 for the five vibrational series below the $2 S_{1 / 2}+4 P_{3 / 2}$ asymptote, together with their theoretical predictions,
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Figure 4.14: Plot of the $1 / 3$-rd power of the measured binding energies $D-E_{v}=$ $-\left(h \Delta_{\mathrm{PA}}-E_{\mathrm{rot}}\right)$ (symbols) as a function of the vibrational quantum number counted from the dissociation limit for the five vibrational series dissociating to the $2 S_{1 / 2}+4 P_{3 / 2}$ asymptote. The slopes of the linear fits (solid lines) yield the dispersion coefficients $C_{6}$ according to the LRB formula (Eq. (4.14)). The LRB formula indicates that the least bound vibrational states $(v=1)$ are observed for the potentials $\Omega=2,1^{\text {up }}$. The identically appearing slopes of the three triad potentials and the two dyad potentials demonstrate the equality of the respective $C_{6}$ coefficients.
which we have derived from the potential curves of Fig. 4.3. ${ }^{9}$. The agreement between the measured and theoretically predicted values is reasonable. The error bars account for the imprecision of the wavelength determination and of the resonance positions due to the unresolved hyperfine structure. Deviations from the theoretical predictions may be due to perturbations by the $3^{1} \Sigma^{+}$state [214].

In summary, our experimentally obtained values for the $C_{6}$ coefficients and the rotational constants are in very good agreement with the theoretical predictions. This agreement confirms our resonance assignments.

## Determination of the molecule formation rate

In the following we determine the formation rate for excited ${ }^{6} \mathrm{Li}^{40} \mathrm{~K}^{*}$ molecules and we compare it to the one obtained for ${ }^{40} \mathrm{~K}_{2}^{*}$ in our experiment and to our own theoretical estimates. Besides we study the dependence of the ${ }^{6} \mathrm{Li}^{40} \mathrm{~K}^{*}$ molecule formation rate on
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Figure 4.15: Measured rotational constants (symbols) for the observed excited molecular states below the $2 S_{1 / 2}+4 P_{3 / 2}$ asymptote and their theoretical predictions for computed vibrational levels (dots, the lines serve to guide the eye), derived from the potential curves of Fig. 4.3.
the intensity of the PA light. Finally, we theoretically predict the probabilities for the created excited ${ }^{6} \mathrm{Li}^{40} \mathrm{~K}^{*}$ molecules to decay into the different vibrational levels of the singlet electronic ground-state potential $X^{1} \Sigma^{+}$.

An estimate for the molecule formation rate can be obtained by two different experimental procedures. In the first, the rate is deduced from the steady state atom numbers in the ${ }^{6} \mathrm{Li}$-MOT in presence and in absence of the PA beam using Eq. (4.21). The large asymmetry in the populations of the two MOTs allows one to consider K a constant background gas, which does not change its density when PA occurs. For the resonance shown in Fig. 4.11 (b) we obtain (at the maximum available PA laser intensity of $100 \mathrm{~W} / \mathrm{cm}^{2}$ ) a lower bound for the molecule formation rate of $\beta_{\mathrm{PA}} n_{\mathrm{c}}^{\mathrm{K}} N_{\mathrm{Li}}^{\mathrm{PA}} \sim 3.5 \times 10^{7}$ molecules $/ \mathrm{s}$. The corresponding PA rate coefficient for the given density $n_{\mathrm{c}}^{\mathrm{K}} \sim 5 \times 10^{10}$ atoms $/ \mathrm{cm}^{3}$ of ${ }^{40} \mathrm{~K}$ atoms can be estimated to $\beta_{\mathrm{PA}}=(2.2 \pm 1.1) \times 10^{-12} \mathrm{~cm}^{3} / \mathrm{s}$.

In the second procedure, the molecule formation rate is derived from the time evolution of the atom number in the ${ }^{6} \mathrm{Li}-\mathrm{MOT}$ after the (resonant) PA beam is switched on. The rate of change of the atom number for small times then yields the molecule formation rate. Figure 4.16 (a) depicts the atom number in the ${ }^{6} \mathrm{Li}-\mathrm{MOT}$ as a function of the exposure time of the PA light resonant with the transition to the $\Omega=1^{\text {up }}, v=$ $2, J=1$ level. The graph was recorded by measuring the minimum value of the atom number in the ${ }^{6} \mathrm{Li}-\mathrm{MOT}$ obtained when scanning the frequency of the PA laser across the molecular resonance with different scanning speeds. The investigated molecular resonance has a width of $\sim 300 \mathrm{MHz}$ (FWHM) (see Fig. 4.11 (b)). We thus define
the ratio of that width and the scanning speed as the PA time $t_{\mathrm{PA}}$. The slope of the graph at $t_{\mathrm{PA}}=0$ yields the molecule formation rate $\sim 5 \times 10^{7}$ molecules $/ \mathrm{s}$ and a PA rate coefficient of $\beta_{\mathrm{PA}}=(3.1 \pm 1.5) \times 10^{-12} \mathrm{~cm}^{3} / \mathrm{s}$, which are in accordance with those obtained in the previously described procedure. Furthermore, the graph demonstrates the importance of slowly scanning the PA laser for the optimization of the PA-induced losses.


Figure 4.16: (a) Atom number in the ${ }^{6} \mathrm{Li}-\mathrm{MOT}$ as a function of the exposure time of the resonant PA light for the resonance $\Omega=1^{\text {up }}, v=2, J=1$ at a PA detuning of -14.4 GHz with a PA beam intensity of $100 \mathrm{~W} / \mathrm{cm}^{2}$. (b) ${ }^{6} \mathrm{Li}^{40} \mathrm{~K}^{*}$ molecule formation rate as a function of the PA beam intensity for the same molecular transition.

The obtained PA rate coefficient is larger by about a factor of two than the one found in the experiment with RbCs* [193], showing that PA rates for $\mathrm{LiK}^{*}$ are much more favorable than previously expected [197], confirming the trend discussed in Ref. [198]. Using Eq. (51) of Ref. [228] we compute a coefficient of $4 \times 10^{-13} \mathrm{~cm}^{3} / \mathrm{s}$ for the transition between a continuum level of the $X^{1} \Sigma^{+}$state at 1.2 mK and the singlet component of a computed $1^{\text {up }}$ level with -21 GHz detuning. Assuming that the corresponding transition from the $a^{3} \Sigma^{+}$state toward the triplet component of this $1^{\text {up }}$ level has a comparable strength, and that the $X^{1} \Sigma^{+}$and $a^{3} \Sigma^{+}$states are statistically populated in the initial collision, we estimate the total PA rate coefficient to $1.6 \times 10^{-12} \mathrm{~cm}^{3} / \mathrm{s}$, in agreement with our measured value.

We now compare the measured molecule formation rate for ${ }^{6} \mathrm{Li}^{40} \mathrm{~K}^{*}$ with the one obtained simultaneously for ${ }^{40} \mathrm{~K}_{2}^{*}$. The highest observed trap loss in the K fluorescence due to the formation of ${ }^{40} \mathrm{~K}_{2}^{*}$ molecules is $\sim 12 \%$ (see Fig. 4.11 (a)). Assuming a constant atom density in the ${ }^{40} \mathrm{~K}-\mathrm{MOT}$, the rate equation for the atom number yields a ${ }^{40} \mathrm{~K}_{2}^{*}$ molecule formation rate of $\beta_{\mathrm{PA}} n_{\mathrm{c}}^{\mathrm{K}} N_{\mathrm{K}}^{\mathrm{PA}} / 2 \sim 5.3 \times 10^{7} \mathrm{~s}^{-1}$, where the division by 2 accounts for the fact that two atoms are lost from the trap when a molecule is formed. The ${ }^{40} \mathrm{~K}_{2}^{*}$ molecule formation rate is thus comparable with the one obtained for ${ }^{6} \mathrm{Li}^{40} \mathrm{~K}^{*}$. It has to be noted, however, that a direct comparison of these values is difficult. First, the overlap between the PA laser and the two MOTs is not the same, as both MOTs have a different size. Second, both MOTs might have a different behavior with respect to recapture of atoms leading to a different detection efficiency for both
molecules. Due to the much larger radii of the created ${ }^{40} \mathrm{~K}_{2}^{*}$ molecules compared to that of the ${ }^{6} \mathrm{Li}^{40} \mathrm{~K}^{*}$ molecules, dissociation of the ${ }^{40} \mathrm{~K}_{2}^{*}$ molecules to free atoms is more likely. As those have a chance to be recaptured the number of actually created $\mathrm{K}_{2}^{*}$ molecules might be underestimated. Third, the assumption about the constant atom density in the MOTs leads to different errors in the calculation of the molecule formation rate.

Figure 4.16 (b) depicts the ${ }^{6} \mathrm{Li}^{40} \mathrm{~K}^{*}$ molecule formation rate as a function of the PA laser intensity. The graph was recorded by measuring-for different PA beam intensities - the maximum relative ${ }^{6} \mathrm{Li}$ atom loss when scanning the frequency of the PA laser across the molecular resonance. The scanning speed (of $7 \mathrm{MHz} / \mathrm{s}$ ) was chosen such that the time scale of the change of the molecule formation rate is small compared to that of all loss rates appearing in Eq. (4.22) such that the molecule formation rate for each intensity could be derived from the measured ${ }^{6} \mathrm{Li}$ loss using Eq. (4.22). The curve shows the onset of a saturation. We attribute this saturation to the saturation of the molecular transition. As has been argued in Ref. [192], internal MOT processes such as optical pumping, thermalization or diffusion can be excluded as the origin of the observed behavior, since those happen on a much smaller time scale than the losses due to PA. Also, we did not observe significant broadening of the observed resonance with increasing PA laser intensity. We intend to analyze Fig. 4.16 (a) in more detail in the future with the approach described in Ref. [229] in order to deduce a saturation intensity for the investigated molecular transition. The observed onset of a saturation at reasonable laser intensities already promises efficient coherent multiphoton population transfers to the molecular rovibrational ground state.

In order to estimate the capacity of multi-photon population transfers to deeply bound levels of the electronic ground-state potential $X^{1} \Sigma^{+}$, we calculated the probabilities for decay of the created excited molecules into these states. Figure 4.17 shows the relative populations of these states after decay from two computed high-lying vibrational levels of the $1^{\text {up }}$ state ( $v=1$ and $v=3, v$ being counted from dissociation) calculated in the coupled state approach. The populations are given by the squared overlap integral between the radial wave functions of the computed levels with the wave functions of the $X^{1} \Sigma^{+}$vibrational levels. The computed levels of the $1^{\text {up }}$ state have binding energies of -3 GHz and -81 GHz and differ from the measured ones, but their decay pattern is representative for the ones expected in the range of experimental detunings. Figure 4.17 shows that the decay rates are largest for the the most weakly bound ground-state level, but that they are still significant for the decay into deeply bound levels such as the $X^{1} \Sigma^{+}\left(v^{\prime}=3\right)$ level ( $v^{\prime}$ counted from the potential bottom), which could thus be reached quite efficiently during a coherent multi-photon population transfer. The local maximum of the relative population at $v^{\prime}=3$ results from a spatially coincident inner vibrational turning point of the ground and excited levels. Taking our observed PA rate of $\sim 3.5 \times 10^{7} \mathrm{~s}^{-1}$ for the $\Omega=1^{\text {up }}, v=2, J=1$ level at -14.4 GHz detuning, we predict that $X^{1} \Sigma^{+}$state molecules will be formed in the vibrational level $v^{\prime}=3$, bound by $\sim-5500 \mathrm{~cm}^{-1}$, at a rate of $\sim 5 \times 10^{4} \mathrm{~s}^{-1}$.

### 4.3 Conclusion

In conclusion, we have demonstrated, for the first time, heteronuclear photoassociation of LiK*. We have recorded and assigned photoassociation spectra below the two


Figure 4.17: Relative populations of the different vibrational levels $v^{\prime}\left(v^{\prime}\right.$ being counted from the potential bottom) of the electronic ground-state potential $X^{1} \Sigma^{+}$of LiK after decay from two computed high-lying vibrational levels of the $1^{1} \Pi\left(1^{\text {up }}\right)$ state $(v=1$ and $v=3, v$ being counted from dissociation). The populations are given by the squared overlap integral between the radial wave functions of the computed levels with the wave functions of the $X^{1} \Sigma^{+}$vibrational levels.
lowest excited atomic asymptotes. We have derived the long-range dispersion coefficients and found a very good agreement with the theoretical predictions of Bussery et al. [165]. The measured rotational constants also agree well with our theoretical calculations based on our calculated potential curves. In particular, we have observed large formation rates for the heteronuclear ${ }^{6} \mathrm{Li}^{40} \mathrm{~K}^{*}$ molecules which are larger than those reported for other heteronuclear molecules in the literature [194, 195, 84, 196] except RbCs* [193] and which are comparable to those found for homonuclear ${ }^{40} \mathrm{~K}_{2}^{*}$. The large formation rates demonstrate that the photoassociation probability for LiK* is much more favorable than previously expected [197]. Using a theoretical model we have inferred decay rates to the deeply bound electronic ground-state vibrational level $X^{1} \Sigma^{+}\left(v^{\prime}=3\right)$ of $\sim 5 \times 10^{4} \mathrm{~s}^{-1}$. These large rates promise efficient creation of rovibrational ground-state molecules via multi-photon population transfers and show that photoassociation is an attractive alternative to Feshbach resonances, since those have a very small width for ${ }^{6} \mathrm{Li}^{40} \mathrm{~K}$ and are thus difficult to control [90].

Our spectroscopic measurements represent the first measurements of binding energies of weakly bound $\mathrm{LiK}^{*}$ molecules. Combining our data with data obtained in conventional molecular spectroscopy experiments for deeply bound molecules will allow the derivation of more precise potential energy curves. In particular for the excited molecular potential $1(\mathrm{~B})^{1} \Pi$, which turns into the $\Omega=1^{\text {up }}$ potential at long range,
we believe that we have recorded all of the previously undetermined vibrational level positions, such that a complete set of vibrational level positions is now available for this potential. Previously, the dissociation energy of the potential could be determined only with an uncertainty of $\pm h \times 150 \mathrm{GHz}$ [214]. We believe that the inclusion of our data will lead to an improvement of this precision of about three orders of magnitude. The gained information about the potential will allow one to find ways to efficiently transfer atoms to stable deeply bound ground-state molecules.

Many optical transfer schemes for the production of deeply bound ground-state molecules have been proposed and realized in the past years for both homo- and heteronuclear molecules [201, 98, 182]. Those can be divided into two classes, that is, single-color and multi-color transfer schemes. In single-color transfer schemes, the atoms are photoassociated into an excited molecular level which has a large probability to spontaneously decay into a deeply bound vibrational level of the electronic ground state. Sometimes, specific interaction properties lead to favorable molecular potential curves which yield high Franck-Condon probabilities for both the excitation and decay transitions, such that deeply bound ground-state molecules can be formed with reasonable efficiency. An impressive demonstration has been given for LiCs [84]: heteronuclear atom pairs could be transferred to the absolute rovibrational ground state via a single photoassociation step with an efficiency of $\sim 10^{-3}$. The disadvantage of single-color transfer schemes is that the involved spontaneous decay is an incoherent process which leads to a wide distribution of vibrational levels in the ground state and which furthermore heats the gas due to the recoil energy of the emitted photons. Multi-color transfer schemes allow the coherent population of one single level of the ground-state potential without heating of the gas. One example is the stimulated Raman adiabatic passage (STIRAP) scheme $[116,117]$ mentioned in the introduction of this thesis (see chapter 1). It implicates two laser frequencies and requires three bound levels. An appropriate time sequence for the two laser fields allows the transfer of the populations of one molecular ground state to the other by implication of an excited molecular state, which is never populated. The STIRAP scheme cannot be applied when the continuum is the starting level [230], such that atoms have to be bound to molecules before. It has been demonstrated [118, 85, 119] that the use of Feshbach resonances for this step is very convenient, although not indispensable.

The STIRAP scheme is very promising for the achievement of a quantum degenerate gas of polar ground-state molecules. The creation of ${ }^{6} \mathrm{Li}^{40} \mathrm{~K}$ molecules by photoassociation demonstrated in this thesis as well as the recent realization of weakly bound ground-state ${ }^{6} \mathrm{Li}^{40} \mathrm{~K}$ molecules using Feshbach resonances provide a starting point for the application of the scheme. Our spectroscopic results will help to find pathways for an efficient STIRAP-based coherent transfer of these molecules into their rovibrational ground state. The large intrinsic electric dipole moment of deeply bound ${ }^{6} \mathrm{Li}^{40} \mathrm{~K}$ ground-state molecules would provide access to qualitatively new quantum regimes inaccessible for neutral atoms [96, 97, 98].

## Chapter 5

## Particle motion in rapidly oscillating potentials

### 5.1 Introduction

Potentials which oscillate rapidly relative to the motion of particles inside them are widely used to trap charged and neutral particles for various applications. The reasons for this are manifold. Most notably, rapidly oscillating potentials (ROPs) can allow trapping in cases where static potentials cannot. This is due to a property of ROPs which is termed dynamic stabilization, which was first demonstrated in 1951 by Kapitza [231], utilizing an inverted pendulum whose suspension point was forced to oscillate vertically. He showed that for high enough frequencies and large enough amplitudes of this oscillation the upwards position of the pendulum becomes stable. Dynamic stabilization is the basic principle of the so-called dynamic traps. Well-known paradigms are the Paul trap for charged particles [232, 233, 234] and the electro- and magnetodynamic traps for high-field seeking polar molecules [235, 236] and neutral atoms [237, 238, 239, 240].

Another reason for the wide use of ROPs is that they allow the realization of complicated trap geometries. Prime examples are the TOP-trap [151, 241, 242, 243, $244,245,246]$, the optical billiard traps [247, 248] and rapidly scanning optical tweezers [249, 250] for ultracold neutral atoms. The latter are also used in Biophysics to trap and investigate dielectric particles such as polymers and living cells [251, 252].

Finally, ROPs are attractive for use, because the description of the motion of particles inside them - as compared to other time-varying potentials - is very simple. This is because the particles' mean-motion (averaged over the ROP's fast oscillations) is in both the classical and the quantum regime to a good approximation determined by a static effective potential [253, 254, 255, 256].

Preliminary calculations for the classical regime [123] show that in ROPs with a vanishing time-average - such as e.g., the Paul trap-the mean motion of trapped particles is strongly coupled to the phase of the ROP. Consequently, the particles' mean motion can be appreciably manipulated by changing the phase of the ROP. For the Paul trap, a phase hop can change the mean-energy of a trapped classical particle (that is not constantly at rest) by a factor which can take any value between 0.1 and 9.9, independent of the particle's mean-energy [123], thus offering a powerful tool for
particle manipulation.
However, often quantum particles are trapped in ROPs [233, 234, 151, 244, 245, $247,248,249,250]$. It is not clear how a phase hop affects quantum particles: in the Paul trap, a classical particle which does not move is not affected by a phase hop [123]. Thus, a quantum particle in, e.g., the ground state of the effective trapping potential might also not or only weakly be affected by a phase hop. Furthermore, the ability to dissipate up to $90 \%$ of a particle's mean-energy in a Paul trap by a single phase hop, which is given in the classical regime independent of the particle's energy, can not generally hold in the quantum regime.

During my thesis we derived an independent quantum mechanical treatment of the effect of phase hops on a particle trapped by a ROP of arbitrary shape. It is shown here by both analytical and numerical calculations that a phase hop can strongly influence the particle's mean motion, even if it is in the ground state of the effective trapping potential. The results of this work have lead to a publication [124] (see Appendix D) and are presented in this chapter.

Recently, the proposed method has been implemented experimentally with an ensemble of quantum particles which form a Bose-Einstein condensate (BEC) trapped in a time-averaged orbiting potential (TOP) [125]. In this experiment, the BEC was prepared in a static Ioffe-Pritchard (IP) magnetic trap and subsequently transferred to the TOP to allow the realization of complicated trap geometries (as e.g. a double-well potential). The sudden replacement of the IP trap by the TOP induces an undesired oscillating mean motion of the BEC. It was shown that these oscillations could be nearly entirely quenched by applying a single phase hop to the TOP potential, supporting the statements which are presented in this chapter. Furthermore, the experiment demonstrated that despite the imperfections given in an experiment, phase hops can be induced with a high precision.

Throughout this chapter we use one-dimensional formalism, but the results presented here can be directly applied to two and three dimensions in cases where the motion is separable [253]. For high dimensional oscillating potentials where the particle's motion in not separable and in particular chaotic, new phenomena may occur that are not discussed here [248]. In Ref. [125], the effect of phase hops in a TOP trap was generalized to three dimensions.

The remainder of this chapter is organized as follows. In Sec. 5.2 we give an overview of the classical treatment of the motion of a particle in a ROP and the effect of a phase hop. We show that in the limit of large driving frequencies of the ROP the timedependent equation of motion can be replaced by a time-independent one with a static effective potential. We show that inducing a phase hop does not change this timeindependent equation of motion. Analytical calculations show that a phase hop can significantly influence the particle's mean motion. We demonstrate that the effect of a phase hop can be visualized as being the result of a collision with an imaginary particle. In Sec. 5.3 we address the corresponding quantum mechanical problem. Also here, the equation of motion of the quantum particle can be replaced by a time-independent one. The particle's mean motion is found to possess stationary mean-motion states. We show that a phase hop affects these states in a significantly different way than it affects classical states: whereas a phase hop can be always induced such that the energy of a classical particle can be decreased, its effect on a quantum particle in a stationary
mean-motion state always consists in increasing the particle's mean energy. Further we calculate the transition probabilities between stationary mean-motion states which are induced by a phase hop. Finally the consistency of the quantum mechanical results with the corresponding classical results is verified using coherent states. For the model potential of rapidly scanning optical tweezers, we find that a phase hop does not destroy the coherence of a coherent state, showing that phase hops could be used, in principal, to decelerate a classical particle until it occupies the mean-motion ground state. For the model potential of the Paul trap, however, a phase hop is found to destroy the coherence of coherent states.

### 5.2 Classical motion in a rapidly oscillating potential

### 5.2.1 Time-independent description

The time-independent description of the motion of a particle in a rapidly oscillating potential has been studied several times in the past [253, 254, 255, 256]. It has been shown that the mean motion of a classical particle which is moving in a ROP is approximately governed by an equation of motion with a time-independent effective potential. The derivation is given in the following. The motion of a particle in a rapidly oscillating one-dimensional potential $V(x, t)$ is described by Newton's equation

$$
\begin{equation*}
m \ddot{x}=-V_{0}^{\prime}(x)-V_{1}^{\prime}(x, \omega t), \tag{5.1}
\end{equation*}
$$

(primes denote derivatives with respect to $x$ ) with $\omega$ denoting the driving frequency of the ROP. Here, the last two terms represent a separation of $V$ into a time-averaged part $V_{0}$ and an oscillating part $V_{1}$ with a vanishing period average. Two experimentally relevant examples for the considered type of potentials are

$$
\begin{align*}
V^{\mathrm{PT}}(x, \omega t) & =\frac{1}{2} m \omega_{\mathrm{osc}}^{2} x^{2} \cos \omega t,  \tag{5.2}\\
V^{\mathrm{OT}}(x, \omega t) & =\frac{1}{2} m \omega_{\mathrm{osc}}^{2}\left(x-x_{0} \cos \omega t\right)^{2}, \tag{5.3}
\end{align*}
$$

(shown in Fig. 5.1) for which $V_{0}^{\mathrm{PT}}(x) \equiv \overline{V^{\mathrm{PT}}(x, \omega t)}=0$ (the overbar denotes the timeaverage over one period) and $V_{0}^{\mathrm{OT}}(x) \equiv \overline{V^{\mathrm{OT}}(x, \omega t)}=m \omega_{\mathrm{osc}}^{2}\left(x^{2}-x_{0}^{2} / 2\right) / 2$. These potentials are model-potentials for the Paul-trap (5.2) and for rapidly scanning optical tweezers (5.3), respectively.

The potential $V$ is assumed to oscillate rapidly, that is, its period is inferior to the characteristic time of the system's dynamics. One observes that at these large driving frequencies, the particle's motion separates into two parts that evolve on the different time scales $t$ and $\tau \equiv \omega t[254,255,256]$. The particle's motion can thus be written as

$$
\begin{equation*}
x(t)=X(t)+\xi(X, \tau) \tag{5.4}
\end{equation*}
$$

where $\xi(X, \tau)$ is a time-periodic function with the same period as $V$, which has a small amplitude and a vanishing period average. Accordingly, it is termed micromotion. $X(t)$


Figure 5.1: Model-potentials for the Paul-trap (5.2) (left) and for spatially oscillating optical tweezers (5.3) (right). Solid (red) curves: time-dependent potential, dashed (blue) curves: time-independent effective potential.
is a slowly varying function of time, which is the solution of a Newton equation with a time-independent potential and which describes the particle's mean motion. The knowledge of this Newton equation allows one to obtain an intuition for the particle's mean motion as it does not depend on time. An approximation for this equation can be obtained in the following two steps [231, 253, 257]. First, Eq. (5.4) is substituted into Eq. (5.1) and the potential terms are expanded in powers of $\xi$ as far as the first order terms. Second, $\xi$ is chosen as

$$
\begin{equation*}
\xi(X, \tau)=-\frac{1}{m \omega^{2}} \int^{(2) \tau}\left[V_{1}^{\prime}(X, \tau)\right] \tag{5.5}
\end{equation*}
$$

(which implies $\overline{\xi(X, \tau)}=0$ ) and the resulting equation is averaged in time over one period of $V$. The integral $\int^{\tau}[f(\tau)]$ of a periodic function $f(\tau)$ is defined as the antiderivative of $f(\tau)$ which has a vanishing period average [258]: $\int^{\tau}[f(\tau)] \equiv \int_{0}^{\tau} f\left(\tau^{\prime}\right) d \tau^{\prime}-$ $\overline{\int_{0}^{\tau} f\left(\tau^{\prime}\right) d \tau^{\prime}}$. It can be applied repeatedly. Its multiple application ( $j$ times) is denoted by $\int^{(j) \tau}[f(\tau)]$ and its evaluation at the point $\tau_{0}$ by $\left[\int^{\tau}[\cdots]\right]_{\tau_{0}}$. The choice of $\xi$ implies that the time-dependent potential term $-V_{1}^{\prime}(X, \tau)$ in Eq. (5.1) is canceled by the term $m \ddot{\xi}$ such that only time-dependent terms with a small amplitude remain. The averaging finally results in

$$
\begin{equation*}
m \ddot{X}=-V_{\mathrm{eff}}^{\prime}(X) \tag{5.6}
\end{equation*}
$$

with the effective potential

$$
\begin{equation*}
V_{\mathrm{eff}}(X)=V_{0}(X)+\frac{1}{2 m \omega^{2}} \overline{\left(\int^{\tau}\left[V_{1}^{\prime}(X, \tau)\right]\right)^{2}}=V_{0}(X)+\frac{1}{2} m \overline{\dot{\xi}(X, \tau)^{2}} \tag{5.7}
\end{equation*}
$$

(dots denote derivatives with respect to $t$ ). The second term on the right hand side (rhs) of Eq. (5.7) can be interpreted as the mean kinetic energy stored in the micromotion. For the above examples one has $V_{\text {eff }}^{\mathrm{PT}}(x)=m \Omega^{2} x^{2} / 2$, with $\Omega \equiv \omega_{\mathrm{osc}}^{2} /(\omega \sqrt{2})$, and

1. For example, it is $\int^{\tau}[\cos (\tau)]=\sin (\tau), \int^{(2) \tau}[\cos (\tau)]=-\cos (\tau)$.
$V_{\text {eff }}^{\mathrm{OT}}(x)=m \omega_{\mathrm{osc}}^{2} x^{2} / 2+c$, with an $x$-independent constant $c=m \omega_{\mathrm{osc}}^{2} x_{0}^{2}\left(1+\omega_{\mathrm{osc}}^{2} / \omega^{2}\right) / 4$ (see Fig. 5.1). In both model potentials the effective potential equals a harmonic oscillator potential, which is capable to trap the particle. For the Paul trap potential (5.2) this is surprising as it has a vanishing time average ${ }^{2}$.

We have seen that the particle's mean motion inside a ROP is governed by a Newton equation with a time-independent effective potential. As a result, the mean energy of the particle in a ROP is conserved. In particular we have seen, that the effective potential can have a local minimum even in cases where the time-average of the ROP vanishes.

### 5.2.2 Coupling between the mean motion and the potential's phase

In the following we investigate how the particle's mean motion is related to the phase $\varphi$ of the ROP $V(x, \omega t+\varphi)$. As the effective potential (5.7) consists only of periodaveraged terms, it is independent of the phase of the ROP and thus also the equation of motion (5.6) for the particle's mean motion. In the first instance one might thus naively expect that the mean motion does not depend on the potential's phase. However, the motion of a particle not only depends on its equation of motion but also on its initial conditions. According to Eq. (5.4) the initial conditions $X(0)$ and $\dot{X}(0)$ for the particle's mean motion are related to those of the real motion $x(0)$ and $\dot{x}(0)$ via

$$
\begin{align*}
& X(0)=x(0)-\xi(0)=x(0)+\frac{1}{m \omega^{2}}\left[\int^{(2) \tau}\left[V_{1}^{\prime}(X, \tau+\varphi)\right]\right]_{\tau=0},  \tag{5.8}\\
& \dot{X}(0)=\dot{x}(0)-\dot{\xi}(0)=\dot{x}(0)+\frac{1}{m \omega}\left[\int^{\tau}\left[V_{1}^{\prime}(X, \tau+\varphi)\right]\right]_{\tau=0} . \tag{5.9}
\end{align*}
$$

Since the micromotion $\xi$ depends on the phase $\varphi$, also $X(0)$ and $\dot{X}(0)$ do and thus the resulting mean motion of the particle. In the considered limit of very large driving frequencies both, $\xi(0)$ and $\dot{\xi}(0)$, become small as they scale with $\omega^{-2}$ and $\omega^{-1}$, which might lead one to think, however, that the initial condition transformations (5.8) and (5.9), which lead to the phase dependence of the particle's mean motion, are insignificant. But for certain cases, the transformations can not be neglected [123]. This can be seen from the following argument. Consider a particle that is trapped inside a ROP with a vanishing average. According to Eq. (5.7), the potential energy of the particle's mean motion is then proportional to the mean kinetic energy stored in its micromotion. For a trapped particle the potential energy of the particle's mean motion can be larger than the kinetic energy of the mean motion and thus, the kinetic energy stored in the micromotion is not negligible with respect to the kinetic energy of the particle's mean motion. Consequently, $\dot{\xi}(0)$ cannot be neglected compared to $\dot{X}(0)$ in Eq. (5.9) even for arbitrarily large driving frequencies $\omega^{3}$. For particles trapped in ROPs with a van-
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Figure 5.2: Trajectories of a particle inside (a) the Paul-trap potential $V^{\mathrm{PT}}(x, \omega t+\varphi)$ (5.2) with initial conditions $x(0)=x_{0}$ and $\dot{x}(0)=0$ and the driving frequency $\omega=100 \Omega$ and (b) the oscillating tweezers potential $V^{\mathrm{OT}}(x, \omega t+\varphi)(5.3)$ with initial conditions $x(0)=0.01 x_{0}$ and $\dot{x}(0)=0$ and the driving frequency $\omega=100 \omega_{\text {osc }}$ for different phases $\varphi$ of the potential. The trajectories are obtained from a numerical solution of the time-dependent Newton equation (5.1).
ishing average, the mean motion is thus strongly coupled to the phase of the potential. This strong coupling can also exist for ROPs with a non-vanishing average.

A numerical demonstration of the significant dependence of the particle's mean motion on the potential's phase is depicted in Fig. 5.2 for the two model potentials $V^{\mathrm{PT}}(x, \omega t+\varphi)(5.2)$ and $V^{\mathrm{OT}}(x, \omega t+\varphi)$ (5.3). The trajectories in the figure are obtained by numerically solving the time-dependent Newton equation (5.1) for given initial conditions and very large driving frequencies $\omega$. The trajectories appreciably differ from each other in phase and amplitude as expected from the derived theory. Figure 5.2 shows as well, that all trajectories appear to be generated from the same time-independent effective potential, which thus does not depend on the phase $\varphi$. Since the trajectories for different $\varphi$ are not the same although their initial conditions are, this verifies that the trajectories are determined in addition by a non-negligible transformation of their initial conditions which depends on $\varphi$. The shown trajectories are almost indistinguishable from their theoretical predictions calculated from equations (5.6) and (5.9), which are therefore not shown in the figure.

### 5.2.3 The effect of a phase hop

In the following we show, that the strong coupling between the particle's mean motion and the phase of the ROP can be utilized to significantly manipulate the particle's mean motion by modifying the phase of the potential. We focus here on the simple case, where the phase of the potential $V(x, \tau)$ is, at a time $t_{\mathrm{ph}}$, instantaneously ${ }^{4}$ changed from $\tau_{\mathrm{ph}} \equiv \omega t_{\mathrm{ph}}$ to $\tau_{\mathrm{ph}}+\Delta \varphi$ (a phase hop). In such a case the particle is, for $t>t_{\mathrm{ph}}$, moving in the ROP $V_{\text {new }}(x, \tau) \equiv V(x, \tau+\Delta \varphi)$ and its mean motion is governed by

[^9]Eq. (5.6) with an effective potential $V_{\text {eff }}^{\text {new }}(X)$. As the effective potential of a ROP consists only of period-averaged terms (Eq. (5.7)), it is independent of the phase of the ROP, implying $V_{\text {eff }}^{\mathrm{new}}(X)=V_{\mathrm{eff}}(X)$. Thus the equation of motion for the particle's mean motion remains unchanged. However, the mean motion itself changes due to the continuity of the particle's real motion $x(t)$ at $t=t_{\mathrm{ph}}$ : for $t \neq t_{\mathrm{ph}}$ the latter is the sum of the micromotion and the mean motion (Eq. (5.4)). As the micromotion depends on the phase of $V$ (Eq. (5.5)), it changes instantaneously and thus involves a corresponding change of the mean motion. As we have seen in Sec. 5.2.2, the micromotion velocity and thus its change, which can be induced by a phase hop, is non-negligible. As a result, the mean motion of a particle in a ROP can be significantly manipulated by inducing a phase hop.

We now calculate the instantaneous changes of the particle's mean-motion variables, which are induced by a phase hop. The continuity condition for the particle's real motion $x(t)$ implies

$$
\begin{align*}
\Delta X\left(t_{\mathrm{ph}}\right) & =X^{\mathrm{new}}\left(t_{\mathrm{ph}}\right)-X\left(t_{\mathrm{ph}}\right)=x^{\mathrm{new}}\left(t_{\mathrm{ph}}\right)-x\left(t_{\mathrm{ph}}\right)=0  \tag{5.10}\\
\Delta \dot{X}\left(t_{\mathrm{ph}}\right) & =\dot{X}^{\mathrm{new}}\left(t_{\mathrm{ph}}\right)-\dot{X}\left(t_{\mathrm{ph}}\right)=\dot{\xi}\left(t_{\mathrm{ph}}\right)-\dot{\xi}^{\text {new }}\left(t_{\mathrm{ph}}\right) \\
& =\frac{1}{m \omega} \int_{0}^{\omega t_{\mathrm{ph}}}\left[V_{1}^{\prime}\left(X\left(t_{\mathrm{ph}}\right), \tau+\Delta \varphi\right)-V_{1}^{\prime}\left(X\left(t_{\mathrm{ph}}\right), \tau\right)\right] d \tau \tag{5.11}
\end{align*}
$$

(the notation $\lim _{t \rightarrow t_{\mathrm{ph}}, t<t_{\mathrm{ph}}} X(x, t) \equiv X\left(x, t_{\mathrm{ph}}\right)$ and $\lim _{t \rightarrow t_{\mathrm{ph}}, t>t_{\mathrm{ph}}} X^{\mathrm{new}}(x, t) \equiv X^{\mathrm{new}}\left(x, t_{\mathrm{ph}}\right)$ is used). Equation. (5.11) shows that $\Delta \dot{X}\left(t_{\mathrm{ph}}\right)$ equals the change of velocity of the particle's micromotion, which is taking place at the same time, demonstrating that the phase hop causes a momentum transfer between the micromotion and the mean motion. The fact that the phase hop can change the particle's mean momentum instantaneously, but not its mean position, shows that its effect on the particle's mean motion can be visualized as being the result of a collision with an imaginary particle ${ }^{5}$. The particle's mean energy, which is conserved before and after the phase hop, changes by

$$
\begin{equation*}
\Delta E\left(t_{\mathrm{ph}}\right)=m \dot{X}\left(t_{\mathrm{ph}}\right) \Delta \dot{X}\left(t_{\mathrm{ph}}\right)+\frac{1}{2} m\left[\Delta \dot{X}\left(t_{\mathrm{ph}}\right)\right]^{2} \tag{5.12}
\end{equation*}
$$

This change can be negative as well as positive.
For the above model potentials the changes of the mean-motion variables take simple forms. For a particle with (non-zero) total mean energy $E$ and mean kinetic energy $\alpha E$ (with $0 \leq \alpha \leq 1$ ) one obtains for the Paul trap (5.2): $\Delta \dot{X}=X \delta \omega_{\text {osc }}^{2} / \omega$ with $\delta \equiv \sin \left(\tau_{\mathrm{ph}}+\Delta \varphi\right)-\sin \left(\tau_{\mathrm{ph}}\right)$, and $\Delta E / E= \pm \sqrt{8 \alpha(1-\alpha)} \delta+2(1-\alpha) \delta^{2}$, whereas the $\pm$-sign accounts for the possible signs of the product $\dot{X}\left(t_{\mathrm{ph}}\right) X\left(t_{\mathrm{ph}}\right)$. Thus, the relative change of the particle's mean energy is independent of its mean energy itself and of the driving frequency $\omega$. It can take any values between $-0.9 \lesssim \Delta E / E \lesssim 9$, whereas the extreme values are taken if $\alpha \approx 0.91, \dot{X}\left(t_{\mathrm{ph}}\right), X\left(t_{\mathrm{ph}}\right)>0$. It then is $\Delta E / E \approx-0.9$ for $\delta=-2$ and $\Delta E / E \approx 9$ for $\delta=2$. For the special case $E=0$, it is $X(t)=0$ and thus $\dot{\xi}(t)=0$, such that in this case the particle is not affected by the phase hop.

[^10]For the oscillating tweezers potential (5.3) one has $\Delta \dot{X}=x_{0} \delta \omega_{\text {osc }}^{2} / \omega$. Note, that $\Delta \dot{X}$ is independent of the particle's position. This means, that if an ensemble of noninteracting particles moved inside the oscillating tweezers potential, all particles would, in case of a phase hop, change their velocity by the same amount. A phase hop thus simply induces a Galilean transformation in this system. The absolute change in the particle's mean energy is given by $\Delta E= \pm \sqrt{2 m \alpha E} x_{0} \delta \omega_{\mathrm{osc}}^{2} / \omega+x_{0}^{2} \delta^{2} \omega_{\mathrm{osc}}^{4} /\left(2 \omega^{2}\right)$. The resulting relative change of the mean energy depends on the mean energy itself and on the driving frequency $\omega$. It is bigger for smaller mean energies and smaller driving frequencies. Nonetheless, it can still be very large even for the considered limit of very large driving frequencies: for a particle with mean energy $E=0.01 m \omega_{\text {osc }}^{2} x_{0}^{2}$ and for the driving frequency $\omega=100 \omega_{\text {osc }}$ one obtains $-0.26 \lesssim \Delta E / E \lesssim 0.3$. Here the extreme values are taken if $\alpha=1$ (i.e. $X\left(t_{\mathrm{ph}}\right)=0$ ) and $\dot{X}\left(t_{\mathrm{ph}}\right)>0$. It then is $\Delta E / E \approx-0.26$ for $\delta=-2$ and $\Delta E / E \approx 0.3$ for $\delta=2$.

A numerical demonstration of the significant impact that a phase hop can have on the particle's mean motion is depicted in Fig. 5.3 for the Paul trap potential $V^{\mathrm{PT}}(x, \tau)$ (5.2). The trajectories in the figure are obtained from the time-dependent Newton equation (5.1) for the large driving frequency $\omega=100 \Omega$. Figure 5.3 (a) demonstrates that the particle's mean energy can be significantly increased by a phase hop. Figure 5.3 (b) demonstrates that the particle's mean energy can also be significantly decreased by a phase hop. In particular it demonstrates, that several phase hops can have accumulating effects on the particle's mean motion, even though the time-dependent Newton equation (5.1) is transformed into its initial one. Since the change of the particle's mean energy in the Paul-trap potential does not depend on the particle's mean-energy itself, phase hops can be used to decrease the particle's mean energy exponentially fast (and within one period of the particle's mean motion, see Fig. 5.3 (b)). Figure 5.3 (c) demonstrates that the effect of a phase hop can be canceled by a second one. This is in general always possible in any ROP which has a harmonic effective potential. Finally, Fig. 5.3 (d) demonstrates that a series of two phase hops can also be used in order to change the phase of the particle's mean motion without changing its energy.

We have seen, that the strong coupling between the mean motion of a particle inside a ROP and the phase of the ROP can be used to efficiently manipulate the particle's mean motion by instantaneously changing the phase of the ROP (a phase hop). We found that a phase hop does not change the effective potential for the particle's mean motion and that it can be visualized as being the result of a collision with an imaginary particle, which can be controlled. For ROPs with a vanishing time-average, the change of the particle's mean energy due to a phase hop was found to be independent of the particle's mean-energy itself and of the potential's driving frequency. We now turn to the question how a phase hop affects a quantum particle. Obviously, the mean energy of a particle cannot be infinitely decreased, since a trapped quantum particle has a finite mean energy due to Heisenberg's uncertainty relation. In order to answer this question, we give, in the subsequent section, an independent treatment of the effect of phase hops on quantum particles.

### 5.3 Quantum motion in a rapidly oscillating potential

### 5.3.1 Time-independent description

The motion of a quantum particle in a rapidly oscillating potential has been studied previously [254, 255, 256]. It has been shown that the mean motion of the particle is governed by a Schrödinger equation with a time-independent Hamiltonian, which is expected from the classical results presented in the previous section. In the following we derive this effective Hamiltonian. The Schrödinger equation for a quantum particle in a ROP $V(x, \omega t)$ reads

$$
\begin{equation*}
i \hbar \frac{\partial}{\partial t} \psi(x, t)=\hat{H}(x, \omega t) \psi(x, t) \tag{5.13}
\end{equation*}
$$

with the time-dependent and time-periodic Hamiltonian

$$
\begin{equation*}
\hat{H}(x, \tau)=-\frac{\hbar^{2}}{2 m} \frac{\partial^{2}}{\partial x^{2}}+V_{0}(x)+V_{1}(x, \tau) \tag{5.14}
\end{equation*}
$$

with $V_{0}(x)=\overline{V(x, \tau)}$ and $\overline{V_{1}(x, \tau)}=0$. If the frequency $\omega$ is very large compared to the other time scales of the system, one expects that the potential term $V_{1}(x, \tau)$ in the Hamiltonian only has little effect on the particle's mean motion during one period, since its period-average is zero. In order to understand its effect on the particle's wave function $\psi(x, t)$, suppose that the Hamiltonian in Eq. (5.13) consisted only of the term $V_{1}(x, \tau)$. Then, the solution of Eq. (5.13) would be

$$
\begin{equation*}
\psi(x, t)=e^{-i \int V_{1}(x, \omega t) \mathrm{d} t / \hbar} \psi(x, 0) \tag{5.15}
\end{equation*}
$$

Thus, the dominant effect of the potential term $V_{1}(x, \tau)$ is to add an oscillating phase factor to the wave function $\psi(x, t)$. This suggests that for large driving frequencies the solutions of Eq. (5.13) approximately have the functional form [254, 255, 256]

$$
\begin{equation*}
\psi(x, t) \approx e^{-i F(x, \omega t)} \phi(x, t) \tag{5.16}
\end{equation*}
$$

where $F$ is a time-periodic function with the same period as $V_{1}(x, \tau)$ and $\phi$ is a slowly varying function of time, which is the solution of a Schrödinger equation with a timeindependent effective Hamiltonian and which describes the particle's mean motion. This effective Hamiltonian can be obtained as follows. Substituting Eq. (5.16) into Eq. (5.13) and multiplying both sides by $e^{i F(x, \tau)}$ yields

$$
\begin{align*}
i \hbar \frac{\partial}{\partial t} \phi(x, t)= & \left(-\frac{\hbar^{2}}{2 m} \frac{\partial^{2}}{\partial x^{2}}+V_{0}(x)\right) \phi(x, t) \\
& +\frac{\hbar^{2}}{2 m}\left(i F^{\prime \prime}(x, \tau)+2 i F^{\prime}(x, \tau) \frac{\partial}{\partial x}+F^{\prime}(x, \tau)^{2}\right) \phi(x, t) \\
& +\left(V_{1}(x, \tau)-\hbar \omega\left(\frac{\partial}{\partial \tau} F(x, \tau)\right)\right) \phi(x, t) . \tag{5.17}
\end{align*}
$$

Choosing

$$
\begin{equation*}
F(x, \tau)=\frac{1}{\hbar \omega}\left(\int_{0}^{\tau} V_{1}\left(x, \tau^{\prime}\right) d \tau^{\prime}-\overline{\int_{0}^{\tau} V_{1}\left(x, \tau^{\prime}\right) d \tau^{\prime}}\right) \equiv \frac{1}{\hbar \omega} \int^{\tau}\left[V_{1}(x, \tau)\right] \tag{5.18}
\end{equation*}
$$

precisely cancels the (possibly large) oscillating potential term $V_{1}(x, \tau)$ in Eq. (5.17) and only yields time-dependent terms with a small amplitude (that scale with $\omega^{-1}$ or $\omega^{-2}$ ). Further, Eq. (5.18) implies $\overline{F(x, \tau)}=0$, such that, since $\phi(x, t)$ is a slowly varying function of time, averaging of Eq. (5.17) in time over one period of the potential's oscillation results in an ordinary Schrödinger equation for $\phi(x, t)$,

$$
\begin{equation*}
i \hbar \frac{\partial}{\partial t} \phi(x, t)=\hat{H}_{\mathrm{eff}}(x) \phi(x, t) \tag{5.19}
\end{equation*}
$$

with the time-independent effective Hamiltonian

$$
\begin{equation*}
\hat{H}_{\mathrm{eff}}(x)=-\frac{\hbar^{2}}{2 m} \frac{\partial^{2}}{\partial x^{2}}+V_{\mathrm{eff}}(x) \tag{5.20}
\end{equation*}
$$

which contains an effective potential given by

$$
\begin{equation*}
V_{\mathrm{eff}}(x)=V_{0}(x)+\frac{\hbar^{2}}{2 m} \overline{F^{\prime}(x, \tau)^{2}}=V_{0}(x)+\frac{1}{2 m \omega^{2}} \overline{\left(\int^{\tau}\left[V_{1}^{\prime}(x, \tau)\right]\right)^{2}} \tag{5.21}
\end{equation*}
$$

This effective potential is identical to the one for the classical case (see Eq. (5.7)). Since the effective Hamiltonian $\hat{H}_{\text {eff }}$ is time-independent, the mean-motion wave function $\phi(x, t)$ is explicitly known for all times,

$$
\begin{equation*}
\phi(x, t)=e^{-i \hat{H}_{\mathrm{eff}}(x) t / \hbar} e^{i F(x, 0)} \psi(x, 0), \tag{5.22}
\end{equation*}
$$

where $\psi(x, 0)$ is the particle's state at the initial time $t=0$. For the two model potentials $V^{\mathrm{PT}}(x, \omega t)(5.2)$ and $V^{\mathrm{OT}}(x, \omega t)(5.3)$, the function $F$ takes the form $F^{\mathrm{PT}}(x, \tau)=$ $m \Omega x^{2} \sin \tau /(\hbar \sqrt{2})$ and $F^{\mathrm{OT}}(x, \tau)=m \omega_{\mathrm{osc}}^{2}\left(4 x x_{0} \sin \tau+x_{0}^{2} \sin \tau \cos \tau\right) /(4 \hbar \omega)$, respectively. $\phi(x, t)$ indeed approximately describes the particle's mean motion, since it is

$$
\begin{align*}
\overline{\langle x\rangle} & \equiv \overline{\langle\psi(x, t)| \hat{x}|\psi(x, t)\rangle} \approx\langle\phi(x, t)| \overline{e^{i F(x, \tau)} \hat{x} e^{-i F(x, \tau)}}|\phi(x, t)\rangle \\
& =\langle\phi(x, t)| \hat{x}|\phi(x, t)\rangle,  \tag{5.23}\\
\overline{\langle p\rangle} & \equiv \overline{\langle\psi(x, t)| \hat{p}|\psi(x, t)\rangle} \approx\langle\phi(x, t)| \overline{e^{i F(x, \tau)} \hat{p} e^{-i F(x, \tau)}}|\phi(x, t)\rangle \\
& =\langle\phi(x, t)| \hat{p}-\hbar F^{\prime}(x, \tau)|\phi(x, t)\rangle=\langle\phi(x, t)| \hat{p}|\phi(x, t)\rangle,  \tag{5.24}\\
\overline{\langle E\rangle} & \equiv \overline{\langle\psi(x, t)| \hat{H}(x, \tau)|\psi(x, t)\rangle} \approx\langle\phi(x, t)| \hat{H}_{\mathrm{eff}}(x)|\phi(x, t)\rangle, \tag{5.25}
\end{align*}
$$

where $\hat{x}=x$ and $\hat{p}=-i \hbar \partial / \partial x$ denote the position and momentum operator, respectively. $\overline{\langle E\rangle}$ is referred to as the particle's mean energy. The difference between $\phi$ and $\psi$ is approximately given by the oscillating phase factor $e^{-i F}$ (Eq. (5.16)), which has a small amplitude as $F$ scales with $\omega^{-1}$ (Eq. (5.18)), and thus describes a micromotion [233, 234], since it is $\langle\psi| \hat{x}|\psi\rangle-\langle\phi| \hat{x}|\phi\rangle \approx 0$ and $\langle\psi| \hat{p}|\psi\rangle-\langle\phi| \hat{p}|\phi\rangle \approx-\hbar\langle\phi| F^{\prime}|\phi\rangle$. In Ref. [256], a more general ansatz than the one given by Eq. (5.16) is made, where
$F(x, \tau)$ is considered to be a Hermitian operator rather than simply a function, resulting in corrections to $F$ and $\hat{H}_{\text {eff }}$, which scale with a higher power of $\omega^{-1}$ than the terms calculated here (see Eqs. (5.18) and (5.20)). In the following, $\omega$ is assumed to be sufficiently large such that these correction terms can be neglected.

Being governed by a Schrödinger equation with a time-independent Hamiltonian, a trapped particle's mean motion possesses stationary states (the stationary meanmotion states). For the two model potentials $V^{\mathrm{PT}}(x, \omega t)(5.2)$ and $V^{\mathrm{OT}}(x, \omega t)(5.3)$, the stationary mean-motion states and their energies are explicitly known, since for these potentials the effective Hamiltonian equals that of a harmonic oscillator. For the Paul trap potential, the stationary mean motion states $\phi_{n}^{\mathrm{PT}}(x)$ read

$$
\begin{equation*}
\phi_{n}^{\mathrm{PT}}(x)=\left(\frac{m \Omega}{\pi \hbar}\right)^{\frac{1}{4}} \frac{1}{\sqrt{2^{n} n!}} H_{n}\left(\sqrt{\frac{m \Omega}{\hbar}} x\right) e^{-\frac{1}{2} \frac{m \Omega}{\hbar} x^{2}} \tag{5.26}
\end{equation*}
$$

where $H_{n}$ denotes the $n$-th Hermite polynomial. Their energies, the eigenvalues of $\hat{H}_{\text {eff }}^{\mathrm{PT}}$, are given by

$$
\begin{equation*}
E_{n}^{\mathrm{PT}}=\hbar \Omega\left(n+\frac{1}{2}\right) \tag{5.27}
\end{equation*}
$$

and scale with $\omega^{-1}$. For the oscillating tweezers potential, the stationary mean-motion states $\phi_{n}^{\text {OT }}$ read

$$
\begin{equation*}
\phi_{n}^{\mathrm{OT}}(x)=\left(\frac{m \omega_{\mathrm{osc}}}{\pi \hbar}\right)^{\frac{1}{4}} \frac{1}{\sqrt{2^{n} n!}} H_{n}\left(\sqrt{\frac{m \omega_{\mathrm{osc}}}{\hbar}} x\right) e^{-\frac{1}{2} \frac{m \omega_{\text {oss }}}{\hbar} x^{2}} . \tag{5.28}
\end{equation*}
$$

Their energies, the eigenvalues of $\hat{H}_{\text {eff }}^{\mathrm{OT}}$, are given by

$$
\begin{equation*}
E_{n}^{\mathrm{OT}}=\hbar \omega_{\mathrm{osc}}\left(n+\frac{1}{2}\right) \tag{5.29}
\end{equation*}
$$

and scale with $\omega^{0}$.

## Connection with Floquet's theory

The motion of a quantum particle in a ROP is governed by a Schrödinger equation with a time-periodic Hamiltonian. Such systems can in general be treated using Floquet theory [260, 261], which is not restricted to large driving frequencies. The Floquet theorem states, that the propagator of any state $\psi\left(x, t_{0}\right)$, given at the initial time $t_{0}$, can be written in the form

$$
\begin{equation*}
\hat{U}\left(t, t_{0}\right)=\hat{P}\left(t, t_{0}\right) e^{-i\left(t-t_{0}\right) \hat{G}\left(t_{0}\right) / \hbar} \tag{5.30}
\end{equation*}
$$

with the time-independent, Hermitian, so-called quasienergy operator $\hat{G}\left(t_{0}\right)$ and a unitary time-periodic operator $\hat{P}\left(t, t_{0}\right)$, which obeys $\hat{P}\left(t_{0}, t_{0}\right)=1, \hat{P}\left(t+T, t_{0}\right)=\hat{P}\left(t, t_{0}\right)$, where $T=2 \pi / \omega$ is the period of the Hamiltonian. $\hat{G}\left(t_{0}\right)$ depends on the initial time $t_{0}$. Its eigenvalues are the quasienergies [261] of the system, which do not depend on $t_{0}$. The actual calculation of $\hat{G}\left(t_{0}\right)$ is in general complicated. For very large frequencies $\omega$, the effective Hamiltonian calculated in the previous section is identical to one of the quasienergy operators $\hat{G}\left(t_{1}\right)$ with $t_{0} \leq t_{1} \leq t_{0}+T[255,256]$ and the quasienergies can be interpreted as mean energies.

### 5.3.2 The effect of a phase hop

We now address the question how a phase hop affects the mean motion of the quantum particle. Suppose that a phase hop of $\Delta \varphi$ is induced at the time $t_{\mathrm{ph}}$. As the effective Hamiltonian does not depend on the phase of $V$, the equation of motion (5.19) for the particle's mean-motion wave function remains unchanged. However, the mean-motion wave function itself changes due to the continuity of the particle's real wave function at $t=t_{\mathrm{ph}}$ : for $t \neq t_{\mathrm{ph}}$ the latter is a product of a phase factor and the mean-motion wave function (Eq. (5.16)). As the phase factor ( $e^{-i F}$ ) depends on the phase of $V$ through $F$ (Eq. (5.18)), it changes instantaneously and thus involves a corresponding change of the mean-motion wave function. In the following we calculate the mean-motion wave function $\phi_{\text {new }}$ for times after the phase hop and we derive the resulting changes of the mean-motion observables.

The condition of continuity for the particle's real wave function yields

$$
\begin{equation*}
\phi_{\text {new }}\left(x, t_{\mathrm{ph}}\right)=e^{i \Delta F\left(x, \tau_{\mathrm{ph}}\right)} \phi\left(x, t_{\mathrm{ph}}\right) \tag{5.31}
\end{equation*}
$$

(the notation $\lim _{t \rightarrow t_{\mathrm{ph}}, t<t_{\mathrm{ph}}} \phi(x, t) \equiv \phi\left(x, t_{\mathrm{ph}}\right)$ and $\lim _{t \rightarrow t_{\mathrm{ph}}, t>t_{\mathrm{ph}}} \phi_{\mathrm{new}}(x, t) \equiv \phi_{\text {new }}\left(x, t_{\mathrm{ph}}\right)$ is used), where

$$
\begin{equation*}
\Delta F\left(x, \tau_{\mathrm{ph}}\right) \equiv F\left(x, \tau_{\mathrm{ph}}+\Delta \varphi\right)-F\left(x, \tau_{\mathrm{ph}}\right)=\frac{1}{\hbar \omega} \int_{0}^{\tau_{\mathrm{ph}}}\left[V_{1}(x, \tau+\Delta \varphi)-V_{1}(x, \tau)\right] d \tau .( \tag{5.32}
\end{equation*}
$$

Applying Eq. (5.19) leads to

$$
\begin{equation*}
\phi_{\text {new }}(x, t)=e^{-i\left(t-t_{\mathrm{ph}}\right) \hat{H}_{\mathrm{eff}}(x) / \hbar} e^{i \Delta F\left(x, \tau_{\mathrm{ph}}\right)} \phi\left(x, t_{\mathrm{ph}}\right) . \tag{5.33}
\end{equation*}
$$

Combined with Eq. (5.22), Eq. (5.33) allows the entire description of the phase hop, as the particle's mean-motion wave function is known for all times.

The effect of the phase hop on $\phi$ involves an instantaneous change of some meanmotion observables, which, for a given mean-motion observable $\hat{O}$, is given by $\Delta \overline{\langle O\rangle}=$ $\left\langle\phi_{\text {new }}\left(x, t_{\mathrm{ph}}\right)\right| \hat{O}\left|\phi_{\text {new }}\left(x, t_{\mathrm{ph}}\right)\right\rangle-\left\langle\phi\left(x, t_{\mathrm{ph}}\right)\right| \hat{O}\left|\phi\left(x, t_{\mathrm{ph}}\right)\right\rangle$. Using Eqs. (5.22) and (5.31) we find

$$
\begin{align*}
\Delta \overline{\langle x\rangle} & =0,  \tag{5.34}\\
\Delta \overline{\langle p\rangle} & =-i \hbar\left\langle\phi\left(x, t_{\mathrm{ph}}\right)\right|\left[e^{-i \Delta F\left(x, \tau_{\mathrm{ph}}\right)} \frac{\partial}{\partial x} e^{i \Delta F\left(x, \tau_{\mathrm{ph}}\right)}-\frac{\partial}{\partial x}\right]\left|\phi\left(x, t_{\mathrm{ph}}\right)\right\rangle \\
& =\hbar \int_{-\infty}^{\infty}\left|\phi\left(x, t_{\mathrm{ph}}\right)\right|^{2} \Delta F^{\prime}\left(x, \tau_{\mathrm{ph}}\right) d x . \tag{5.35}
\end{align*}
$$

Thus, as for the classical case (see Eqs. 5.10 and 5.11), the effect of a phase hop can be visualized as being the result of an imaginary collision. The particle's mean-energy,
which is conserved before and after the phase hop, changes by

$$
\begin{align*}
\Delta \overline{\langle E\rangle}= & \left\langle\phi_{\mathrm{new}}\left(x, t_{\mathrm{ph}}\right)\right| \hat{H}_{\mathrm{eff}}(x)\left|\phi_{\mathrm{new}}\left(x, t_{\mathrm{ph}}\right)\right\rangle-\left\langle\phi\left(x, t_{\mathrm{ph}}\right)\right| \hat{H}_{\mathrm{eff}}(x)\left|\phi\left(x, t_{\mathrm{ph}}\right)\right\rangle \\
= & \left\langle\phi\left(x, t_{\mathrm{ph}}\right)\right|\left[e^{-i \Delta F\left(x, \tau_{\mathrm{ph}}\right)} \hat{H}_{\mathrm{eff}}(x) e^{i \Delta F\left(x, \tau_{\mathrm{ph}}\right)}-\hat{H}_{\mathrm{eff}}(x)\right]\left|\phi\left(x, t_{\mathrm{ph}}\right)\right\rangle \\
= & \frac{\hbar^{2}}{2 m}\left\langle\phi\left(x, t_{\mathrm{ph}}\right)\right|\left[-i \Delta F^{\prime \prime}\left(x, \tau_{\mathrm{ph}}\right)-2 i \Delta F^{\prime}\left(x, \tau_{\mathrm{ph}}\right) \frac{\partial}{\partial x}+\left(\Delta F^{\prime}\left(x, \tau_{\mathrm{ph}}\right)\right)^{2}\right]\left|\phi\left(x, t_{\mathrm{ph}}\right)\right\rangle \\
= & -\frac{\hbar^{2}}{2 m} i \int_{-\infty}^{\infty} \phi\left(x, t_{\mathrm{ph}}\right)^{*} \phi\left(x, t_{\mathrm{ph}}\right) \Delta F^{\prime \prime}\left(x, \tau_{\mathrm{ph}}\right) d x \\
& -\frac{\hbar^{2}}{m} i \int_{-\infty}^{\infty} \phi\left(x, t_{\mathrm{ph}}\right)^{*} \phi^{\prime}\left(x, t_{\mathrm{ph}}\right) \Delta F^{\prime}\left(x, \tau_{\mathrm{ph}}\right) d x \\
& +\frac{\hbar^{2}}{2 m} i \int_{-\infty}^{\infty} \phi\left(x, t_{\mathrm{ph}}\right)^{*} \phi\left(x, t_{\mathrm{ph}}\right)\left(\Delta F^{\prime}\left(x, \tau_{\mathrm{ph}}\right)\right)^{2} d x \\
= & \frac{\hbar^{2}}{2 m} i \int_{-\infty}^{\infty}\left[\phi^{\prime}\left(x, t_{\mathrm{ph}}\right)^{*} \phi\left(x, t_{\mathrm{ph}}\right)+\phi\left(x, t_{\mathrm{ph}}\right)^{*} \phi^{\prime}\left(x, t_{\mathrm{ph}}\right)\right] \Delta F^{\prime}\left(x, \tau_{\mathrm{ph}}\right) d x \\
& -\frac{\hbar^{2}}{m} i \int_{-\infty}^{\infty} \phi\left(x, t_{\mathrm{ph}}\right)^{*} \phi^{\prime}\left(x, t_{\mathrm{ph}}\right) \Delta F^{\prime}\left(x, \tau_{\mathrm{ph}}\right) d x \\
& +\frac{\hbar^{2}}{2 m} i \int_{-\infty}^{\infty}\left|\phi\left(x, t_{\mathrm{ph}}\right)\right|^{2}\left(\Delta F^{\prime}\left(x, \tau_{\mathrm{ph}}\right)\right)^{2} d x \\
= & \frac{\hbar^{2}}{2 m} i \int_{-\infty}^{\infty}\left[\phi^{\prime}\left(x, t_{\mathrm{ph}}\right)^{*} \phi\left(x, t_{\mathrm{ph}}\right)-\phi\left(x, t_{\mathrm{ph}}\right)^{*} \phi^{\prime}\left(x, t_{\mathrm{ph}}\right)\right] \Delta F^{\prime}\left(x, \tau_{\mathrm{ph}}\right) d x \\
& +\frac{\hbar^{2}}{2 m} \int_{-\infty}^{\infty}\left|\phi\left(x, t_{\mathrm{ph}}\right)\right|^{2}\left(\Delta F^{\prime}\left(x, \tau_{\mathrm{ph}}\right)\right)^{2} d x \tag{5.36}
\end{align*}
$$

(the notation $\lim _{t \rightarrow t_{\mathrm{ph}}, t<t_{\mathrm{ph}}} \phi^{\prime}(x, t) \equiv \phi^{\prime}\left(x, t_{\mathrm{ph}}\right)$ is used), where we performed integration by parts, assuming that the particle is trapped, which implies $\lim _{x \rightarrow \pm \infty}\left|\phi\left(x, t_{\mathrm{ph}}\right)\right|^{2}=0$. Inspection of the rhs of Eq. (5.36) shows that $\Delta \overline{\langle E\rangle}$ is always non-negative if the particle is in a stationary mean-motion state $\phi_{n}$ (i.e., its mean motion is in an eigenstate $\phi_{n}$ of $\hat{H}_{\text {eff }}$ ):

$$
\begin{equation*}
\Delta \overline{\left\langle E_{n}\right\rangle} \geq 0 \tag{5.37}
\end{equation*}
$$

since it is $\phi_{n}^{\prime *} \phi_{n}=\phi_{n}^{*} \phi_{n}^{\prime}{ }^{6}$. Using the picture of the imaginary collision, Eq. (5.37) also directly follows from the fact that stationary mean-motion states have $\overline{\langle p\rangle}=0$. For the Paul trap potential (5.2) the fact that the energy change $\Delta \overline{\left\langle E_{n}\right\rangle}$ can be non-zero (and even be very large as is shown in the subsequent paragraph) marks a difference to the classical regime, since for a classical particle whose mean motion is at rest, $\Delta \bar{E}_{\text {class. }}$ is always zero [123]. This difference is a direct consequence of Heisenberg's uncertainty principle which implies that in the quantum regime the particle's mean-position is spread around zero, leading - contrarily to the classical regime - to a non-vanishing micromotion (since $e^{-i F} \not \equiv 1$ for $x \neq 0$ ), thus giving rise to an effect of the phase hop.

[^11]If the quantum particle is not in a stationary mean-motion state its mean-energy can due to Eq. (5.36) be both increased and decreased:

$$
\begin{equation*}
\Delta \overline{\langle E\rangle} \gtreqless 0 \tag{5.38}
\end{equation*}
$$

This case we will consider in more detail in Sec. 5.4.
Experimentally relevant are particles that are in stationary mean-motion states $\phi_{n}$ with mean-energy $E_{n}$. We now calculate how these states are affected by a phase hop. First we consider the model potentials. For the Paul-trap (5.2) we find

$$
\begin{equation*}
\Delta \overline{\left\langle E_{n}^{\mathrm{PT}}\right\rangle}=\left[\sin \left(\tau_{\mathrm{ph}}+\Delta \varphi\right)-\sin \left(\tau_{\mathrm{ph}}\right)\right]^{2} E_{n}^{\mathrm{PT}} \tag{5.39}
\end{equation*}
$$

where $E_{n}^{\mathrm{PT}}=\hbar \Omega(n+1 / 2)$ (Eq. (5.27)). Thus, the relative change $\Delta \overline{\left\langle E_{n}^{\mathrm{PT}}\right\rangle} / E_{n}^{\mathrm{PT}}$ is independent of $n$ and of $\omega$, and it can take values between 0 and 4. This demonstrates that in the Paul-trap a phase hop can have a strong effect on the particle's mean motion, even for arbitrarily large $\omega$. For the rapidly scanning optical tweezers (5.3) we find accordingly

$$
\begin{equation*}
\Delta \overline{\left\langle E_{n}^{\mathrm{OT}}\right\rangle}=\frac{\omega_{\mathrm{ref}}^{2}}{\omega^{2}}\left[\sin \left(\tau_{\mathrm{ph}}+\Delta \varphi\right)-\sin \left(\tau_{\mathrm{ph}}\right)\right]^{2} E_{0}^{\mathrm{OT}} \tag{5.40}
\end{equation*}
$$

with $E_{n}^{\mathrm{OT}}=\hbar \omega_{\text {osc }}(n+1 / 2)\left(\right.$ Eq. (5.29)) and the reference frequency $\omega_{\text {ref }} \equiv \sqrt{m \omega_{\text {osc }}^{3} x_{0}^{2} / \hbar}$. Note that the absolute change $\Delta \overline{\left\langle E_{n}^{\text {OT }}\right\rangle}$ of the particle's mean-energy is independent of $n$ and thus independent of the particle's mean-energy itself. The relative change $\Delta \overline{\left\langle E_{n}^{\mathrm{OT}}\right\rangle} / E_{n}^{\mathrm{OT}}$ can take values between 0 and $[4 /(2 n+1)] \omega_{\mathrm{ref}}^{2} / \omega^{2}$ and thus becomes negligible for $\omega \rightarrow \infty$. However, $\Delta \overline{\left\langle E_{n}^{\mathrm{OT}}\right\rangle} / E_{n}^{\mathrm{OT}}$ can still be large even if $\omega$ is as large as required by the validity condition of the underlying effective theory (i.e. for $\omega \gg \omega_{\text {osc }}$ ). For example, for $\omega=\omega_{\text {ref }}$ the energy change $\Delta \overline{\left\langle E_{0}^{\mathrm{OT}}\right\rangle}$ for the particle in the mean-motion ground state is identical to the corresponding change $\Delta \overline{\left\langle E_{0}^{\mathrm{PT}}\right\rangle}$ for the particle in the Paul-trap, provided that $\omega_{\text {ref }} \gg \omega_{\text {osc }}$. But this requirement can always be fulfilled with an adequate choice of parameters $x_{0}$ and $\omega_{\text {osc }}{ }^{7}$.

To generalize the above findings, consider first an arbitrary ROP with a vanishing time-average. The mean potential energy of a particle in a stationary mean-motion state $\phi_{n}$ then is $E_{n}^{\text {pot }}=\left\langle\phi_{n}\right| V_{\text {eff }}\left|\phi_{n}\right\rangle$ with $V_{\text {eff }}(x)=\hbar^{2} \overline{F^{\prime}(x, \tau)^{2}} /(2 m)$ and the following relation holds:

$$
\begin{gather*}
E_{n}^{\mathrm{pot}}<\max _{\tau_{\mathrm{ph}}}\left[\left\langle\phi_{n}(x)\right| \frac{\hbar^{2}}{2 m} F^{\prime}\left(x, \tau_{\mathrm{ph}}\right)^{2}\left|\phi_{n}(x)\right\rangle\right] \\
<\max _{\tau_{\mathrm{ph}}, \Delta \varphi}\left[\left\langle\phi_{n}(x)\right| \frac{\hbar^{2}}{2 m}\left(\Delta F^{\prime}\left(x, \tau_{\mathrm{ph}}\right)\right)^{2}\left|\phi_{n}(x)\right\rangle\right] \\
=\max _{\tau_{\mathrm{ph}}, \Delta \varphi}\left[\Delta \overline{\left\langle E_{n}\right\rangle}\right] . \tag{5.41}
\end{gather*}
$$

Therefore a time $\tau_{\text {ph }}$ exists (within each period of $V$ ) for which a phase hop of a size $\Delta \varphi$ (with $0 \leq \Delta \varphi<2 \pi$ ) induces a change $\Delta \overline{\left\langle E_{n}\right\rangle}$ of the particle's mean-energy $E_{n}$ which

[^12]is greater than its mean potential energy $E_{n}^{\text {pot }}$. Since $E_{n}^{\text {pot }}$ is in general a significant fraction of $E_{n}$, Eq. (5.41) shows that the phase hop can always be induced such that $\Delta \overline{\left\langle E_{n}\right\rangle}$ is large with respect to $E_{n}$, even for arbitrarily large $\omega$.

In ROPs with a non-vanishing time-average a phase hop can only then lead to a significant change of the particle's mean-energy if $\omega$ is not too large, since for such ROPs the fraction of the particle's mean potential energy which equals the average kinetic energy stored in the particle's micromotion scales with $\omega^{-2}$. This is expressed by Eq. (5.36), which yields that for stationary mean-motion states $\Delta \overline{\left\langle E_{n}\right\rangle}$ scales with $\omega^{-2}$ (see Eq. (5.40)).

We have seen that the phase hop can affect the particle's mean-motion wave function and observables. The mean-motion wave function was found to change in a noncontinuous manner (Eq. (5.31)). At the same time we have seen that the effective Hamiltonian (5.20) of the mean-motion Schrödinger equation (5.19) is not affected by the phase hop, such that before and after the phase hop the system's stationary meanmotion states are identical. However, this does not mean that the particle does not change its state if it is in a stationary mean-motion state when a phase hop is induced. The phase hop can indeed induce transitions between stationary mean-motion states, $\phi_{n} \rightarrow \phi_{m}$, whose probabilities are given by

$$
\begin{equation*}
p_{n, m} \equiv\left|\left\langle\phi_{(n)}^{\mathrm{new}}\left(x, t_{\mathrm{ph}}\right) \mid \phi_{m}(x)\right\rangle\right|^{2}=\left|\int_{-\infty}^{\infty} \phi_{n}(x) \phi_{m}(x) e^{-i \Delta F\left(x, \tau_{\mathrm{ph}}\right)} d x\right|^{2} \tag{5.42}
\end{equation*}
$$

(implying $p_{n, m}=p_{m, n}$ ), where $\phi_{(n)}^{\text {new }}$ denotes the particle's mean-motion state after the phase hop. For the potentials (5.2) and (5.3), the $p_{n, m}$ can be calculated analytically, since the $\phi_{n}$ are explicitly known (see Eqs. (5.26) and (5.28)). For the Paul trap, Eq. (5.42) implies $p_{n, m}^{\mathrm{PT}}=0$, for $(n+m)=$ odd. This means that a phase hop induces only transitions between alternate levels, i.e. the selection rule is $n \rightarrow n \pm 2 k$ (with integer k ). Thus, it cannot mix the populations in even- and odd-numbered levels.

In particular, the $p_{0, m}$ are of experimental relevance as the mean-motion ground state $\phi_{0}$ can be prepared with a high precision and can be easily probed. For the Paul-trap (5.2) we find

$$
\begin{align*}
& p_{0, m}^{\mathrm{PT}}=\left(\frac{m!}{2^{\frac{3 m}{2}}\left(\frac{m}{2}\right)!\left(\frac{m}{2}\right)!}\right) \frac{\delta^{m}}{\left(1+\frac{\delta^{2}}{2}\right)^{\frac{m+1}{2}}}, \text { for } m=\text { even },  \tag{5.43}\\
& p_{0, m}^{\mathrm{PT}}=0, \text { for } m=\mathrm{odd} \tag{5.44}
\end{align*}
$$

with $\delta=\sin \left(\tau_{\mathrm{ph}}+\Delta \varphi\right)-\sin \left(\tau_{\mathrm{ph}}\right)$. In typical single ion experiments, the $p_{0, m}$ could be directly measured using resolved Raman sideband spectroscopy [233, 234]. Figure 5.4 shows that the probability for a particle to remain in the mean-motion ground state can be as small as $58 \%$, demonstrating the significance of the effect of the phase hop. For the rapidly scanning optical tweezers (5.3) we find

$$
\begin{equation*}
p_{0, m}^{\mathrm{OT}}=\frac{1}{2^{m} m!}\left(\frac{\omega_{\mathrm{ref}}}{\omega} \delta\right)^{2 m} e^{-\frac{1}{2}\left(\frac{\omega_{\mathrm{ref}}}{\omega} \delta\right)^{2}} \tag{5.45}
\end{equation*}
$$

As $p_{0,0}^{\mathrm{OT}} \rightarrow 1$ for $\omega \rightarrow \infty$, the effect of the phase hop becomes negligible for too large $\omega$. However, Fig. 5.4 shows that for $\omega=\omega_{\text {ref }}$ the effect of the phase hop is still significant.

For weakly interacting bosonic quantum gases, $p_{0,0}^{\mathrm{OT}}$ could be measured using a BoseEinstein condensate [250]. For degenerate atom gases, phase hops could offer a tool to more quickly increase the energy (see Eq. (5.40)) and thus, after thermalization, the temperature in a controlled way without having to change or to switch off-and-back-on the trapping potential and to in-between await an expansion of the gas [263].

Let us also briefly consider the effect of the phase hop on an excited stationary mean-motion state, e.g. on the state $\phi_{2}^{\mathrm{PT}}$ in the Paul trap. The transition probabilities $p_{2, m}$ are

$$
\begin{equation*}
p_{2, m}^{\mathrm{PT}}=\left(\frac{m!}{2^{\frac{3 m+4}{2}}\left(\frac{m}{2}\right)!\left(\frac{m}{2}\right)!}\right) \frac{\delta^{m-2}\left(\delta^{2}-2 m\right)^{2}}{\left(1+\frac{\delta^{2}}{2}\right)^{\frac{m+3}{2}}}, \quad \text { for } m=\text { even. } \tag{5.46}
\end{equation*}
$$

Thus, the transition probability $p_{2,0}^{\mathrm{PT}}$ from the stationary mean-motion state $\phi_{2}^{\mathrm{PT}}(x)$ to the mean-motion ground state $\phi_{0}^{\mathrm{PT}}(x)$, which has a lower mean-energy, can be non-zero. This is not in contradiction to the previously found result that a particle in a stationary mean-motion state can only increase (the expectation value of) its energy when a phase hop is induced (see Eq. (5.37)). It is thus indeed possible that the phase hop dissipates energy from a particle in a stationary mean-motion state. Another conclusion can be drawn from Eq. (5.46). $p_{2,2}^{\mathrm{PT}}$ vanishes for $\delta= \pm 2$, which demonstrates that, for correctly chosen parameters $\tau_{\mathrm{ph}}$ and $\Delta \varphi$, the phase hop can cause the particle to leave its state $\phi_{2}^{\mathrm{PT}}(x)$ with a probability of $100 \%$, and thus that the phase hop can cause events to occur with an absolute certainty.

The manipulation by phase hops can be made more effective by inducing several phase hops successively. Figure 5.5 shows the transition probability $p_{0,0}^{\mathrm{PT}}$ for two successively induced phase hops of size $\Delta \varphi=\pi$ as a function of their time delay. Although the effects of the two phase hops on the particle's ( $2 \pi$-periodic) Hamiltonian (5.14) cancel each other, their effects on the particle's mean motion do not necessarily cancel and can even be more significant as in the case of a single phase hop. As a matter of fact, it is in general not even true that the effect of the first phase hop can be canceled by the second. This holds only for ROPs with a harmonic effective potential. The revivals of $p_{0,0}^{\mathrm{PT}}$ in Fig. 5.5 show that for the Paul trap the effect of a phase hop is reversible.

### 5.3.3 Numerical simulations

To countercheck our analytical predictions, we performed numerical simulations for a particle in the Paul-trap potential (5.2) by integrating the full time-dependent Schrödinger equation (5.13) using the Shampine-Gordon routine. Figure 5.6 shows the time-evolution of the experimentally measurable root-mean-square (rms)-deviation $\Delta x \equiv \sqrt{\langle\psi| \hat{x}^{2}|\psi\rangle-\langle\psi| \hat{x}|\psi\rangle^{2}}$ of the particle's position when influenced by a phase hop. $\Delta x$ is given in units of its theoretically predicted mean-value before the phase hop is induced, which is given by

$$
\begin{equation*}
\Delta x_{0, \mathrm{eff}} \equiv \sqrt{\left\langle\phi_{0}^{\mathrm{PT}}(x)\right| \hat{x}^{2}\left|\phi_{0}^{\mathrm{PT}}(x)\right\rangle-\left\langle\phi_{0}^{\mathrm{PT}}(x)\right| \hat{x}\left|\phi_{0}^{\mathrm{PT}}(x)\right\rangle^{2}}=\sqrt{\frac{1}{2} \frac{\hbar}{m \Omega}} \tag{5.47}
\end{equation*}
$$

The initial state was chosen to be $\psi(x, 0)=e^{-i F^{\mathrm{PT}}(x, 0)} \phi_{0}^{\mathrm{PT}}(x)$, which determines the particle to be in the mean-motion ground state $\phi_{0}^{\mathrm{PT}}$. Figure 5.6 shows very good
agreement between numerics and the theoretical mean-motion predictions derived via computer-algebra from Eqs. (5.22) and (5.33). In particular, Fig. 5.6 confirms that a phase hop can have a strong effect on the particle's motion, since it shows that the timeevolution of $\Delta x$ strongly depends on the phase hop size $\Delta \varphi$. As well, Fig. 5.6 shows that the particle's motion possesses two time scales - the time scale that is defined by the small oscillations of $\Delta x$ around its mean (which represent the micromotions) and the time scale defined by the oscillations of its mean. As can be seen in the figure, the oscillations of the mean of $\Delta x$ after the phase hop have a period of $2 \pi / \Omega$, which agrees with what has been stated in Sec. 5.3.2 that the particle's mean motion is not only before, but also after the phase hop governed by a Schrödinger equation with the time-independent effective Hamiltonian.

The driving frequency used in the simulation is $\omega \approx 70 \Omega$, and thus the numerics demonstrate that the theoretical predictions for the limit $\omega \rightarrow \infty$ even hold for finite $\omega$. For larger $\omega$ the agreement between both approaches would even be better. Further, the numerics allowed us to obtain a practical definition for "instantaneous": in experiments the phase-hop must happen on time-scales smaller than the period of $V$. As has been demonstrated in the recent experiment in Amsterdam [125], it is indeed possible to generate such small time-scales, although the period of the ROP is already very small.

In Sec. 5.3.2 we have explicitly calculated the probability for a particle that initially is in the mean-motion ground state $\phi_{0}^{\mathrm{PT}}(x)$ to remain in this state when a phase hop is induced (see Eq. (5.43)). We obtained that for the phase hop parameter $\delta= \pm 2$ this probability equals $58 \%$. We now countercheck this prediction by a numerical simulation. The initial state is again chosen to be $\psi(x, 0)=e^{-i F^{\mathrm{PT}}(x, 0)} \phi_{0}^{\mathrm{PT}}(x)$ and a phase hop of the size $\Delta \varphi=\pi$ is induced at the time $\tau_{\mathrm{ph}}=10.5 \pi$ (corresponding to $\delta=-2$ ). The time-evolution of the above-mentioned probability is then obtained from the numerically calculated $\psi(x, t)$ and $\psi^{\text {new }}(x, t)$ via

$$
p_{0,0}^{\mathrm{num}}(\tau)= \begin{cases}\left|\left\langle e^{i F^{\mathrm{PT}}(x, \tau)} \psi(x, \tau / \omega) \mid \phi_{0}^{\mathrm{PT}}(x)\right\rangle\right|^{2} & \text { for } \tau<\tau_{\mathrm{ph}},  \tag{5.48}\\ \left|\left\langle e^{i F_{\mathrm{new}}^{\mathrm{PT}}(x, \tau)} \psi^{\mathrm{new}}(x, \tau / \omega) \mid \phi_{0}^{\mathrm{PT}}(x)\right\rangle\right|^{2} & \text { for } \tau>\tau_{\mathrm{ph}} .\end{cases}
$$

It is depicted in Fig. 5.7 (dashed (blue) curve) for time-intervals of a different length (left and right). One can see that it approximately changes its value from 1 to $\sim 0.58$, at the time when the phase hop is induced. This agrees with the corresponding theoretical predition, which is according to Eq. (5.43) given by

$$
p_{0,0}^{\text {theor }}(\tau)= \begin{cases}1 & \text { for } \tau<\tau_{\mathrm{ph}}  \tag{5.49}\\ 0.58 & \text { for } \tau>\tau_{\mathrm{ph}}\end{cases}
$$

In Sec. 5.3.2 we have shown that for the case of rapidly oscillating potentials with a vanishing mean the real wave function $\psi(x, t)$ of a trapped particle in general differs appreciably from its corresponding mean-motion wave function $\phi(x, t)=e^{i F(x, \tau)} \psi(x, t)$ for arbitrarily large driving frequencies $\omega$, although $F(x, \tau)$ tends to zero as $\omega$ becomes large. To verify this conclusion, we calculate the time-evolution of the modulus squared overlap of the numerically calculated wave function $\psi(x, t)$ with its corresponding mean-motion wave function, which is given by $\phi_{0}^{\mathrm{PT}}(x)$ before the phase hop and by
$\phi_{(0)}^{\mathrm{PT}, \text { new }}(x, t)$ after the phase hop. The modulus squared overlap is thus given by

$$
o_{(0)}^{\mathrm{num}}(\tau)= \begin{cases}\left|\left\langle\psi(x, \tau / \omega) \mid \phi_{0}^{\mathrm{PT}}(x)\right\rangle\right|^{2} & \text { for } \tau<\tau_{\mathrm{ph}},  \tag{5.50}\\ \left|\left\langle\psi^{\mathrm{new}}(x, \tau / \omega) \mid \phi_{(0)}^{\mathrm{PT}, \text { new }}(x, \tau / \omega)\right\rangle\right|^{2} & \text { for } \tau>\tau_{\mathrm{ph}},\end{cases}
$$

and shown in Fig. 5.7 (solid (red) curve) for time-intervals of a different length (left and right). One can see that $o_{(0)}^{\text {num }}(\tau)$ is periodic before the phase hop with the same period as $\left(F^{\mathrm{PT}}(x, \tau)\right)^{2}$, indicating that the corresponding mean-motion state of $\psi(x, t)$ is the mean-motion ground state $\phi_{0}^{\mathrm{PT}}(x)$. After the phase hop, this periodicity is no longer given, indicating that the corresponding mean-motion state of $\psi^{\text {new }}(x, t)$ after the phase hop, $\phi_{(0)}^{\mathrm{PT}, \text { new }}(x, t)$, is not a stationary mean-motion eigenstate. After the phase hop, $\rho_{(0)}^{\text {num }}(\tau)$ is only periodic with the much larger period $2 \pi / \Omega$, which agrees with what has been stated in Sec. 5.3.2 that the particle's mean motion is not only before, but also after the phase hop governed by a Schrödinger equation with the time-independent effective Hamiltonian. In Fig. 5.7 one can further see that $o_{(0)}^{\text {num }}(\tau)$ performs large oscillations. These large oscillations are not the consequence of a too small chosen value for the driving frequency $\omega$, since in Fig. 5.7 the same $\omega$ was used as in Fig. 5.6, whereas Fig. 5.6 proved that $\omega$ was chosen large enough to validate the underlying theory. In fact, the phenomenon that a phase hop can have a strong effect on the particle's motion, just originates from these large oscillations of $o_{(0)}^{\text {num }}(\tau)$ for $\tau<\tau_{\text {ph }}$.

### 5.4 Consistency between classical and quantum mechanical results

The results presented in Sec. 5.3 must be consistent with the classical results presented in Sec. 5.2. To countercheck this we calculate $\Delta \overline{\langle E\rangle}$ for the case that the mean motion of a quantum particle in the model potentials of the Paul-trap and the oscillating tweezers potential is in a coherent state [233, 234]. We then show that the classical limit of $\Delta \overline{\langle E\rangle}$ equals the corresponding classical result $\Delta E$.

### 5.4.1 Coherent states

A quantum state of a particle in the harmonic oscillator potential

$$
\begin{equation*}
V^{\mathrm{HO}}(x)=\frac{1}{2} m \Omega^{2} x^{2} \tag{5.51}
\end{equation*}
$$

is called a coherent state, $\phi_{\mathrm{CS}}$, if it obeys

$$
\begin{align*}
& \Delta x \equiv \sqrt{\left\langle\phi_{\mathrm{CS}}\right| \hat{x}^{2}\left|\phi_{\mathrm{CS}}\right\rangle-\left\langle\phi_{\mathrm{CS}}\right| \hat{x}\left|\phi_{\mathrm{CS}}\right\rangle^{2}}=\sqrt{\frac{\hbar}{2 m \Omega}} \\
& \Delta p \equiv \sqrt{\left\langle\phi_{\mathrm{CS}}\right| \hat{p}^{2}\left|\phi_{\mathrm{CS}}\right\rangle-\left\langle\phi_{\mathrm{CS}}\right| \hat{p}\left|\phi_{\mathrm{CS}}\right\rangle^{2}}=\sqrt{\frac{\hbar m \Omega}{2}} \tag{5.52}
\end{align*}
$$

where $\hat{x}=x$ and $\hat{p}=-i \hbar \partial / \partial x$ denote the position and momentum operators, respectively [264, 265]. Thus a coherent state is a quantum state which minimizes Heisenberg's uncertainty relation $\Delta x \Delta p \geq \hbar / 2$. A coherent state can be written in the explicit form [264, 265]

$$
\begin{equation*}
\phi_{\mathrm{CS}}(x)=\left(\frac{m \Omega}{\pi \hbar}\right)^{\frac{1}{4}} e^{\frac{i}{\hbar}\langle p\rangle x} e^{-\frac{m \Omega}{2 \hbar}(x-\langle x\rangle)^{2}}, \tag{5.53}
\end{equation*}
$$

with $\left\langle\phi_{\mathrm{CS}}\right| \hat{x}\left|\phi_{\mathrm{CS}}\right\rangle=\langle x\rangle$ and $\left\langle\phi_{\mathrm{CS}}\right| \hat{p}\left|\phi_{\mathrm{CS}}\right\rangle=\langle p\rangle$. It describes a quantum particle whose position and momentum have the expectation values $\langle x\rangle$ and $\langle p\rangle$, respectively. For a coherent state, these expectation values evolve in time according to the laws of classical mechanics and the minimum uncertainty property $\Delta x \Delta p=\hbar / 2$ is conserved. Thus a coherent state yields the most precise quantum mechanical description of the motion of a classical particle in the harmonic oscillator potential (5.51). An example for a coherent state is the ground state

$$
\begin{equation*}
\phi_{0}(x)=\left(\frac{m \Omega}{\pi \hbar}\right)^{\frac{1}{4}} e^{-\frac{m \Omega}{2 \hbar} x^{2}}, \tag{5.54}
\end{equation*}
$$

for which $\langle x\rangle=\langle p\rangle=0$.

### 5.4.2 Effect of phase hop on a coherent mean-motion state

The mean motion of a quantum particle in both, the model potential (5.2) and (5.3), is governed by a time-independent harmonic effective potential. Therefore, the mean motion of a particle in these potentials possesses coherent states.

For the Paul-trap potential (5.2) the coherent mean-motion states are given by (see Eq. (5.53))

$$
\begin{equation*}
\phi_{\mathrm{CS}}^{\mathrm{PT}}(x)=\left(\frac{m \Omega}{\pi \hbar}\right)^{\frac{1}{4}} e^{\frac{i}{\hbar} \overline{\lfloor p\rangle} x} e^{-\frac{m \Omega}{2 \hbar}(x-\overline{\langle x\rangle})^{2}}, \tag{5.55}
\end{equation*}
$$

where Eq. (5.55) describes a quantum particle with mean-position $\overline{\langle x\rangle}$, mean-momentum $\overline{\langle p\rangle}$ and mean-energy

$$
\begin{equation*}
\overline{\left\langle E_{\mathrm{CS}}^{\mathrm{PT}}\right\rangle}=\frac{\left\langle\phi_{\mathrm{CS}}\right| \hat{p}^{2}\left|\phi_{\mathrm{CS}}\right\rangle}{2 m}+\left\langle\phi_{\mathrm{CS}}\right| V_{\mathrm{eff}}^{\mathrm{PT}}(\hat{x})\left|\phi_{\mathrm{CS}}\right\rangle=\frac{\overline{\langle p\rangle}^{2}}{2 m}+V_{\mathrm{eff}}^{\mathrm{PT}}(\overline{\langle x\rangle})+\frac{1}{2} \hbar \Omega . \tag{5.56}
\end{equation*}
$$

When a phase hop is induced the coherent state changes to (see Eq. (5.31))

$$
\begin{equation*}
\phi_{(\mathrm{CS})}^{\mathrm{PT}, \mathrm{new}}(x)=e^{\frac{i m \Omega \delta}{\hbar \sqrt{2}} x^{2}} \phi_{\mathrm{CS}}^{\mathrm{PT}}(x), \tag{5.57}
\end{equation*}
$$

with $\delta=\sin \left(\tau_{\mathrm{ph}}+\Delta \varphi\right)-\sin \left(\tau_{\mathrm{ph}}\right)$ and the particle's mean-energy changes by (see Eq. (5.36))

$$
\begin{align*}
\Delta \overline{\left\langle E_{\mathrm{CS}}^{\mathrm{PT}}\right\rangle}= & \frac{\hbar^{2}}{2 m} i \int_{-\infty}^{\infty} \phi_{\mathrm{CS}}^{\mathrm{PT}}{ }^{\prime}(x)^{*} \phi_{\mathrm{CS}}^{\mathrm{PT}}(x)\left(\frac{\sqrt{2} m \Omega \delta}{\hbar} x\right) d x \\
& -\frac{\hbar^{2}}{2 m} i \int_{-\infty}^{\infty} \phi_{\mathrm{CS}}^{\mathrm{PT}}(x)^{*} \phi_{\mathrm{CS}}^{\mathrm{PT}}{ }^{\prime}(x)\left(\frac{\sqrt{2} m \Omega \delta}{\hbar} x\right) d x \\
& +\frac{\hbar^{2}}{2 m} \int_{-\infty}^{\infty}\left|\phi_{\mathrm{CS}}^{\mathrm{PT}}(x)\right|^{2}\left(\frac{\sqrt{2} m \Omega \delta}{\hbar} x\right)^{2} d x, \\
= & \frac{i}{\sqrt{2}} \hbar \Omega \delta \int_{-\infty}^{\infty}\left(-\frac{i}{\hbar} \overline{\langle p\rangle}-\frac{m \Omega}{\hbar}(x-\overline{\langle x\rangle})\right) \phi_{\mathrm{CS}}^{\mathrm{PT}}(x)^{*} \phi_{\mathrm{CS}}^{\mathrm{PT}}(x) x d x \\
& -\frac{i}{\sqrt{2}} \hbar \Omega \delta \int_{-\infty}^{\infty} \phi_{\mathrm{CS}}^{\mathrm{PT}}(x)^{*}\left(\frac{i}{\hbar} \overline{\langle p\rangle}-\frac{m \Omega}{\hbar}(x-\overline{\langle x\rangle})\right) \phi_{\mathrm{CS}}^{\mathrm{PT}}(x) x d x \\
& +m \Omega^{2} \delta^{2} \int_{-\infty}^{\infty}\left|\phi_{\mathrm{CS}}^{\mathrm{PT}}(x)\right|^{2} x^{2} d x, \\
= & \sqrt{2} \Omega \overline{\Omega x\rangle} \overline{\langle p\rangle} \delta+m \Omega^{2}\left\langle\phi_{\mathrm{CS}}^{\mathrm{PT}}\right| \hat{x}^{2}\left|\phi_{\mathrm{CS}}^{\mathrm{PT}}\right\rangle \delta^{2} . \tag{5.58}
\end{align*}
$$

In comparison, a classical particle that has the mean-position $X$ and the mean-momentum $P=m \dot{X}$ would, according to Eq. (5.12), change its mean-energy by

$$
\begin{equation*}
\Delta E^{\mathrm{PT}}=\sqrt{2} \Omega X P \delta+m \Omega^{2} X^{2} \delta^{2} . \tag{5.59}
\end{equation*}
$$

Equation (5.59) is the classical limit of Eq. (5.58), since it is

$$
\begin{align*}
\lim _{\hbar \rightarrow 0} \overline{\langle x\rangle} & =X,  \tag{5.60}\\
\lim _{\hbar \rightarrow 0} \overline{\langle p\rangle} & =P,  \tag{5.61}\\
\lim _{\hbar \rightarrow 0}\left\langle\phi_{\mathrm{CS}}^{\mathrm{PT}}\right| \hat{x}^{2}\left|\phi_{\mathrm{CS}}^{\mathrm{PT}}\right\rangle & =\lim _{\hbar \rightarrow 0}\left\langle\phi_{\mathrm{CS}}^{\mathrm{PT}}\right| \hat{x}\left|\phi_{\mathrm{CS}}^{\mathrm{PT}}\right\rangle^{2}=X^{2},  \tag{5.62}\\
\lim _{\hbar \rightarrow 0}\left\langle\phi_{\mathrm{CS}}^{\mathrm{PT}}\right| \hat{p}^{2}\left|\phi_{\mathrm{CS}}^{\mathrm{PT}}\right\rangle & =\lim _{\hbar \rightarrow 0}\left\langle\phi_{\mathrm{CS}}^{\mathrm{PT}}\right| \hat{p}\left|\phi_{\mathrm{CS}}^{\mathrm{PT}}\right\rangle^{2}=P^{2} . \tag{5.63}
\end{align*}
$$

This demonstrates that the quantum mechanical results of Sec. 5.3 agree with the classical ones presented in Sec. 5.2. Note that a phase hop destroys a coherent state for the Paul-trap potential, since right after the phase hop it is

$$
\begin{aligned}
\Delta x_{\text {new }}^{\mathrm{PT}} & \equiv \sqrt{\left\langle\phi_{(\mathrm{CS})}^{\mathrm{PT}, \text { new }}\right| \hat{x}^{2}\left|\phi_{(\mathrm{CS})}^{\mathrm{PT}, \text { new }}\right\rangle-\left\langle\phi_{(\mathrm{CS})}^{\mathrm{PT}, \text { new }}\right| \hat{x}\left|\phi_{(\mathrm{CS})}^{\mathrm{PT}, \text { new }}\right\rangle^{2}}=\sqrt{\frac{\hbar}{2 m \Omega}}, \\
\Delta p_{\text {new }}^{\mathrm{PT}} & \equiv \sqrt{\left\langle\phi_{(\mathrm{CS})}^{\mathrm{PT,new}}\right| \hat{p}^{2}\left|\phi_{(\mathrm{CS})}^{\mathrm{PT,new}}\right\rangle-\left\langle\phi_{(\mathrm{CS})}^{\mathrm{PT,new}}\right| \hat{p}\left|\phi_{(\mathrm{CS})}^{\mathrm{PT}, \text { new }}\right\rangle^{2}}
\end{aligned}=\sqrt{\frac{\hbar m \Omega}{2}+\hbar m \Omega \delta^{2} .} .
$$

Furthermore, $\Delta x_{\text {new }}^{\mathrm{PT}}$ and $\Delta p_{\text {new }}^{\mathrm{PT}}$ are not conserved in time. This can be seen also from Eq. (5.39), as it implies that the phase hop affects differently the wave function components of a coherent state, thereby destroying their coherence.

For the oscillating tweezers potential (5.3) the coherent mean-motion states are given by (see Eq. (5.53))

$$
\begin{equation*}
\phi_{\mathrm{CS}}^{\mathrm{OT}}(x)=\left(\frac{m \omega_{\mathrm{osc}}}{\pi \hbar}\right)^{\frac{1}{4}} e^{\frac{i}{\hbar} \overline{p\rangle} x} e^{-(x-\overline{\langle x\rangle})^{2} m \omega_{\mathrm{osc}} /(2 \hbar)} . \tag{5.64}
\end{equation*}
$$

When a phase hop is induced the coherent state changes to

$$
\begin{equation*}
\phi_{(\mathrm{CS})}^{\mathrm{OT}, \mathrm{new}}(x)=e^{i\left[m \omega_{\mathrm{Osc}}^{2} x_{0} x \delta /(\hbar \omega)+\beta\right]} \phi_{\mathrm{CS}}^{\mathrm{OT}}(x), \tag{5.65}
\end{equation*}
$$

with an unphysical constant $\beta=m \omega_{\mathrm{osc}}^{2} x_{0}^{2}\left[\sin \left(2\left(\tau_{\mathrm{ph}}+\Delta \varphi\right)\right)-\sin \left(2 \tau_{\mathrm{ph}}\right)\right] /(8 \hbar \omega)$. The particle's mean-energy in thus found to change by

$$
\begin{equation*}
\Delta \overline{\left\langle E_{\mathrm{CS}}^{\mathrm{OT}}\right\rangle}=\frac{\omega_{\mathrm{osc}}^{2} x_{0} \overline{\langle p\rangle} \delta}{\omega}+\frac{m \omega_{\mathrm{osc}}^{4} x_{0}^{2} \delta^{2}}{2 \omega^{2}} \tag{5.66}
\end{equation*}
$$

which, in the classical limit, goes over into the classical result $\Delta E^{\mathrm{PT}}=\omega_{\text {osc }}^{2} x_{0} P \delta / \omega+$ $m \omega_{\text {osc }}^{4} x_{0}^{2} \delta^{2} /\left(2 \omega^{2}\right)$ derived from Eq. (5.58). Inspection of Eq. (5.65) shows that $\phi_{(\mathrm{CS})}^{\mathrm{OT} \text { new }}$ equals $\phi_{\mathrm{CS}}^{\mathrm{OT}}$ of Eq. (5.64) when $\overline{\langle p\rangle}$ is replaced by $\overline{\langle p\rangle}+\Delta \overline{\langle p\rangle}$, with $\Delta \overline{\langle p\rangle}=m \omega_{\text {osc }}^{2} x_{0} \delta / \omega$ according to Eq. (5.35). Thus, a phase hop transforms a coherent state into a coherent state. For the oscillating tweezers potential, a phase hop thus conserves the coherence of coherent states. This conclusion can also be directly drawn from the fact that $\Delta \overline{\langle p\rangle}$ in Eq. (5.35) is independent of the state of the particle for the oscillating tweezers potential and thus affects in the same way the wave function components of a coherent state. This is consistent with the previously mentioned picture that a phase hop in the oscillating tweezers potential induces a Galilean transformation.

### 5.5 Conclusion

In this chapter we have presented a classical and quantum mechanical treatment of the motion of a particle in a rapidly oscillating potential under the influence of phase hops. We have computed the particle's mean motion for all times. For the quantum regime we have calculated the corresponding mean-motion wave function and the transition probabilities between stationary mean-motion states and we have shown that the particle's mean-energy can in general be both increased and decreased, except if it is in a stationary mean-motion state. Then the mean-energy can only be increased. In particular we have shown that the effect of a phase hop can be very strong.

Both for classical and for quantum particles, the induction of phase hops provides a powerful tool for particle manipulation. Besides its strong effect on the particle's mean motion, it has the following further appealing properties. First, its experimental implementation is very simple and does not require a change of an existing setup. Its feasibility has been demonstrated in the recent experiment in Amsterdam [125]. Second, its application is a controlled operation since a phase hop does not have an influence on the effective trapping potential, because that is independent of the phase of the ROP. Finally, it can be applied to any kind of trappable particles, because its mechanism is simply based on changes of the ROP and does thus not rely on particular internal properties of the particles as do laser-based manipulation methods.

We have demonstrated that in the Paul-trap potential a phase hop can dissipate mean energy of a particle by a factor, which is independent of its mean energy itself. Thus, it can dissipate more energy for particles with a higher energy. Phase hops might therefore offer a possibility to accelerate evaporative cooling for neutral particles. In the field of ultracold quantum gases, phase hops could also offer a convenient way to realize controlled heating.

The results presented in this chapter might also give an additional motivation for the use of ROPs in experiments. For example, one could take advantage of the described tool by inducing a rapid modulation on an existing static trap (modulating either the trap position or the trap depth). This would not appreciably change the particle's motion compared to the unmodulated case, but offer the possibility to significantly manipulate the trapped particles in a simple way.

In this article we have restricted our considerations to a single particle. Our main goal was to obtain analytical results, as these directly apply to a widely used and studied experimental system, the single ion in a Paul-trap [233, 234]. Due to the experimentally achievable pureness of this system, it can be used to precisely investigate phase hops and their possible applications experimentally. One of such possible applications could be to decelerate a single ion, which we here showed to be possible also in the quantum regime.

For future research, it will be interesting to study the effect of phase hops on ensembles of (interacting) particles. The extension of single particle effects in timeperiodic systems [266, 267] to multi-particle systems is an active field of theoretical and experimental physics [268, 269]. An experimental investigation of the schemes proposed in this chapter has been done by the experiment in Amsterdam [125], where a Bose-Einstein condensate in a TOP trap was manipulated by inducing phase hops. It could be shown that the mean energy of the BEC could be decreased by a factor of 15 by inducing a single phase hop. Further investigations could be performed with cold ion clouds stored in a Paul-trap [234] or ultracold neutral atoms in rapidly scanning optical tweezers [249, 250] or in optical lattices subject to time-periodic perturbations [269, $270,267,271,272]$. In particular, in the latter system phase hops might offer a tool to manipulate and control the recently observed super-Bloch oscillations [272] as pointed out by Ref. [273].


Figure 5.3: Examples of trajectories of a particle inside the Paul-trap potential $V^{\mathrm{PT}}(x, \omega t)$ (5.2) when one or more phase hops of the size $\Delta \varphi=\pi$ are induced at different times. Solid (turquoise) lines: real trajectory, dotted (black) lines: imaginary continuations of trajectory when no phase hops were induced. (a) One phase hop induced at $t_{\mathrm{ph}}=95.75(2 \pi / \omega)$, leading to an increase of the particle's mean energy of a factor of approximately 9. (b) Three phase hops induced at $t_{\mathrm{ph}}^{(1)}=119.75(2 \pi / \omega)$, $t_{\mathrm{ph}}^{(2)}=137.5(2 \pi / \omega), t_{\mathrm{ph}}^{(3)}=145.25(2 \pi / \omega)$, leading to a decrease of the particle's mean energy of a factor of approximately 150 . (c) Two phase hops induced at $t_{\mathrm{ph}}^{(1)}=95.75(2 \pi / \omega), t_{\mathrm{ph}}^{(2)}=145.75(2 \pi / \omega)$, where the effect of the first phase hop is canceled by the second. (d) Two phase hops induced at $t_{\mathrm{ph}}^{(1)}=95.75(2 \pi / \omega)$, $t_{\mathrm{ph}}^{(2)}=135.75(2 \pi / \omega)$, where the net effect of the two phase hops consists in changing the phase of the particle's mean motion without changing its energy. The trajectories are obtained from a numerical solution of the time-dependent Newton equation (5.1) with initial conditions $x(0)=x_{0}, \dot{x}(0)=0$ and with $\omega=100 \Omega$.


Figure 5.4: The experimentally measurable [233, 234] probabilities for the transitions between the mean-motion ground state $\phi_{0}$ and the mean-motion states $\phi_{m}$ induced by a phase hop for a particle in the Paul-trap (5.43) (left) and the rapidly scanning optical tweezers (5.45) (right, with $\omega=\omega_{\text {ref }}$ ) as a function of the parameter $\delta=\sin \left(\tau_{\mathrm{ph}}+\Delta \varphi\right)-$ $\sin \left(\tau_{\mathrm{ph}}\right)$.


Figure 5.5: The experimentally measurable $[233,234]$ probability for a particle in the Paul-trap (5.2) to return to the mean-motion ground state $\phi_{0}$ when two phase hops of size $\Delta \varphi=\pi$ are successively induced (at times $\tau_{\mathrm{ph}}^{(1)}=\pi / 2$ and $\tau_{\mathrm{ph}}^{(2)}=\tau_{\mathrm{ph}}^{(1)}+\Delta \tau$ ) as a function of $\Delta \tau$. Although one might naively expect those two phase-hops cancel each other, the second phase hop can, in fact, further reduce the probability to return to the ground state. Even parameters for which $p_{0,0}^{\mathrm{PT}}=1$ are interesting experimentally: they can be used to verify if the system indeed is described by dissipation-less quantum mechanics.


Figure 5.6: Time-evolution of the rms-deviation $\Delta x$ for a particle in the Paul-trap (5.2) which initially is in the mean-motion ground state, affected by a phase hop of different sizes $\Delta \varphi$ (normalized to the theoretically predicted initial mean-motion value $\Delta x_{0, \text { eff }}=\sqrt{\hbar /(2 m \Omega)}$. Solid (red) curves: results of numerical simulations, dashed (black) curves: theoretical mean-motion prediction. Driving frequency: $\omega \approx 70 \Omega$.


Figure 5.7: Dashed (blue) curve: time-evolution of the probability $p_{0,0}^{\text {num }}(\tau)$ (5.48) for a particle which initially is in the mean-motion ground state $\phi_{0}^{\mathrm{PT}}(x)$ of the Paul-trap to remain in the mean-motion ground state under the influence of a phase hop of the size $\Delta \varphi=\pi$, induced at the time $\tau_{\mathrm{ph}}=10.5 \pi$, obtained from a numerical simulation. Solid (red) curve: time-evolution of the modulus squared overlap $o_{(0)}^{\text {num }}(\tau)(5.50)$ of the particle's real state and its corresponding mean-motion state, obtained from a numerical simulation. The left and the right graph show the time-evolutions for time intervals of a different length. The potential's driving frequency was chosen to be $\omega \approx$ $70 \Omega$.

Chapter 5. Particle motion in rapidly oscillating potentials

## Chapter 6

## Conclusion

In this thesis a new experimental machine to study ultracold quantum gases composed of two different fermionic species is presented. It produces large atom number samples of ${ }^{6} \mathrm{Li}$ and ${ }^{40} \mathrm{~K}$ atoms in an ultra-high vacuum environment which allows large optical access and strong magnetic confinement.

The study of fermionic mixtures composed of two different species is a new branch of ultracold Fermi gases. So far, only four other experimental groups are working with such systems [89, 43, 44, 42] (all using the mixture ${ }^{6} \mathrm{Li}^{40} \mathrm{~K}$ ), such that many of their aspects are still undiscovered. Furthermore, the mixture ${ }^{6} \mathrm{Li}-{ }^{40} \mathrm{~K}$ promises rich physics due to the existence of both bosonic and fermionic stable isotopes for both species, offering the whole spectrum of possible quantum mixtures (boson/boson, fermion/boson, fermion/fermion). Once the mixture of our apparatus is brought to quantum degeneracy exciting experiments can be performed. The study of fermionic pairing in the mixture is of important interest as it might be relevant for high- $T_{c}$ superconductors [274]. The unmatched Fermi surfaces resulting from the mass imbalance of the two species make symmetric BCS pairing impossible. New quantum phases with different pairing mechanisms are predicted, such as the previously mentioned Fulde-Ferrell-Larkin-Ovchinnikov (FFLO) state [78, 79] or the breached pair state [80, 81]. Other phenomena such as a crystalline phase transition [82] and the formation of longlived trimers [83] are predicted. The large mass ratio between ${ }^{6} \mathrm{Li}$ and ${ }^{40} \mathrm{~K}$ further allows the investigation of the influence of disorder on transport properties in optical lattices. The independent experimental control of the two species would make it possible to engineer a lattice which is deep enough to freeze the motion of the ${ }^{40} \mathrm{~K}$ but not the ${ }^{6} \mathrm{Li}$ atoms. The ${ }^{40} \mathrm{~K}$ atoms would act as random scatterers on the nearly free ${ }^{6} \mathrm{Li}$ atoms, providing a clean realization of the Anderson problem of localization by disorder [86], and its competition with interactions.

The presented machine has been designed to produce large atom number samples. This goal was motivated by the fact that many experiments are usually limited by too small atom numbers, which result in stricter cooling requirements for the observation of quantum degeneracy and smaller signal-to-noise ratios, making quantitative studies difficult. We demonstrate in this thesis that the constructed machine is capable of producing the largest ${ }^{6} \mathrm{Li}^{40} \mathrm{~K}$ dual-species MOT which has been reported in the literature. Two strategies have been applied in order to achieve this. First, the dual-species MOT is placed in an ultra-high vacuum environment, being continuously loaded from
cold atomic beams, which originate from independent atom sources with a large flux. Second, the homo- and heteronuclear collisions have been minimized by using small magnetic field gradients and low light powers in the repumping light. Besides the large dual-species MOT, a magnetic transport has been implemented for a transfer of the atoms to an ultrahigh vacuum environment with large optical access, where evaporative cooling can be efficiently performed. So far the evaporative cooling procedure has not yet been realized, but is within close reach.

With the constructed apparatus we were able to create, for the first time, electronically excited weakly bound ${ }^{6} \mathrm{Li}^{40} \mathrm{~K}^{*}$ molecules via photoassociation. The recorded photoassociation spectra yielded the binding energies of the 5-6 most weakly bound vibrational levels of the different molecular potentials. The observed resonances have been identified, which now allows the combination of our spectroscopic data with data obtained in conventional molecular spectroscopy experiments for deeply bound molecules. This will give access to more precise potential energy curves. In particular for the excited molecular potential $1(\mathrm{~B})^{1} \Pi$, we believe that we have recorded all of the previously undetermined vibrational level positions, such that a complete set of vibrational level positions is now available for this potential. The gained information about the potential will allow us to find ways to efficiently transfer atoms to stable deeply bound ground-state molecules, based on the stimulated Raman adiabatic passage (STIRAP) technique [118, 85, 119]. The large formation rates for excited ${ }^{6} \mathrm{Li}^{40} \mathrm{~K}^{*}$ molecules observed in our experiment and the recently reported efficient association of weakly bound ground-state ${ }^{6} \mathrm{Li}^{40} \mathrm{~K}$ molecules via Feshbach resonances [93] promise high transfer efficiencies using this scheme. Once created, deeply bound ${ }^{6} \mathrm{Li}^{40} \mathrm{~K}$ molecules will, due to their strong long-range, anisotropic dipole-dipole interaction, give access to new quantum regimes. The effective coupling of the electric dipoles at moderate distances and the possibility to control the dipole moments by electric fields makes them good candidates for the realization of qubits for quantum computation [100]. They can further be used for fundamental tests like the measurement of the electron dipole moment [102, 103] or the study of time variation of fundamental constants [106, 275].

Besides the description of experimental work, this thesis contains a theoretical study of the motion of quantum particles in rapidly oscillating potentials. We have presented and studied a new method to manipulate particles in such potentials, which is based on inducing an instantaneous change of the potential's phase (phase hops). Phase hops offer the possibility to efficiently manipulate the particle's mean motion. Their experimental implementation is very simple and does not require a change of an existing setup. Its feasibility has been demonstrated in a recent experiment in Amsterdam [125]. The application of phase hops is a controlled operation since it does not affect the effective trapping potential, because that is independent of the phase of the rapidly oscillating potential. It can be applied to any kind of trappable particles, because its mechanism is simply based on changes of the rapidly oscillating potential and does thus not rely on particular internal properties of the particles as do laserbased manipulation methods. For example it could be applied to molecules stored in dynamic traps [235, 236]. Phase hops might also offer a possibility to accelerate evaporative cooling for neutral particles.

## Appendix A

## Determination of vapor pressure by light absorption

In the following we describe how the vapor pressure of potassium can be determined from the absorption profile of a resonant light beam. We have applied the presented method in order to determine the potassium vapor pressure in our 2D-MOT cell.

For low vapor pressures, for which the mean free path of a vapor atom is much larger than the dimensions of the vapor cell (typically below $10^{-4} \mathrm{mbar}$ ), the vapor pressure is determined by the temperature of the cell walls and is related to it according to the vapor pressure characteristics of the atom [161]. Since the vapor pressure grows exponentially with temperature, the determination of the vapor pressure via a temperature measurement of the cell walls would, however, be imprecise. In particular this method fails when parts of the cell walls have different temperatures. The pressure in a vapor cell can be more precisely determined from the transmission profile of a low intensity beam whose frequency is scanned through resonance.

For temperatures of the order of the room temperature the transmission profile through a vapor of potassium is a superposition of unresolved overlapping Doppler profiles, since potassium has a hyperfine structure, which is comparable to the Doppler width. For a correct analysis of the recorded transmission profile, the hyperfine structure thus has to be taken into account. It is, however, sufficient to consider only the hyperfine structure of the electronic ground states, since the hyperfine structure of the excited states is much smaller. Furthermore, the potassium vapor consists of several isotopes, with isotope shifts which are non-negligible with respect to the Doppler width, and thus their presence and abundances need to be taken into account also.

In the following we consider each K-isotope to be a three-level atom with one excited state and two ground states. The ground states are separated by the hyperfine ground state splittings of $461.7 \mathrm{MHz}\left({ }^{39} \mathrm{~K}\right), 1285.8 \mathrm{MHz}\left({ }^{40} \mathrm{~K}\right)$ and $254.1 \mathrm{MHz}\left({ }^{41} \mathrm{~K}\right)$. The transition frequencies between the ground states and the excited state are referred to as $\nu_{1}^{(i)}$ and $\nu_{2}^{(i)}$, with $\nu_{1}^{(i)}=\nu_{2}^{(i)}+\Delta E_{\mathrm{HF}}^{(i)}$, where $i \in\{39,40,41\}$ denotes the corresponding K -isotope and $\Delta E_{\mathrm{HF}}^{(i)}$ the energy difference between the ground states. The transition
frequencies are given by [276]

$$
\begin{align*}
\nu_{1}^{(39)} & =\nu_{0}-173.1 \mathrm{MHz},  \tag{A.1}\\
\nu_{2}^{(39)} & =\nu_{0}+288.6 \mathrm{MHz},  \tag{A.2}\\
\nu_{1}^{(40)} & =\nu_{0}-714.3 \mathrm{MHz}+125.58 \mathrm{MHz},  \tag{A.3}\\
\nu_{2}^{(40)} & =\nu_{0}+571.5 \mathrm{MHz}+125.58 \mathrm{MHz},  \tag{A.4}\\
\nu_{1}^{(41)} & =\nu_{0}-95.3 \mathrm{MHz}+235.0 \mathrm{MHz},  \tag{A.5}\\
\nu_{2}^{(41)} & =\nu_{0}+158.8 \mathrm{MHz}+235.0 \mathrm{MHz}, \tag{A.6}
\end{align*}
$$

where $\nu_{0}=391.01 \mathrm{THz}$ denotes the frequency of the fine-structure transition $4 \mathrm{~S}_{1 / 2} \rightarrow 4 \mathrm{P}_{3 / 2}$ of ${ }^{39} \mathrm{~K}$. The rightmost terms in Eqs.(A.3-A.6) account for the isotope shifts [276].

For a low beam intensity $I_{0}$ (i.e. $I_{0} \ll I_{\text {sat }}$ ) the relative absorption of the beam is independent of $I_{0}$. In this case the intensity of the beam as a function of the covered distance $x$ inside the vapor cell is described by Lambert-Beer's law

$$
\begin{equation*}
I(x, \nu)=I_{0} e^{-\left(0.895 \frac{5}{8} \kappa_{1}^{(39)}+0.895 \frac{3}{8} \kappa_{2}^{(39)}+0.04 \frac{112}{387} \kappa_{1}^{(40)}+0.04 \frac{275}{38 \tau_{2}^{(40)}}+0.065 \frac{5}{8} \kappa_{1}^{(41)}+0.065 \frac{3}{8} \kappa_{2}^{(41)}\right) x} \tag{A.7}
\end{equation*}
$$

where the $\kappa_{j}^{(i)}$ depend on the beam frequency $\nu$. The prefactors of the $\kappa_{j}^{(i)}$ correspond to the isotopic abundances in the sample $\left({ }^{39} \mathrm{~K}: 89.5 \%,{ }^{40} \mathrm{~K}: 0.04 \%,{ }^{41} \mathrm{~K}: 6.5 \%\right.$ in our 2 D MOT cell) and to the statistical weights of the transitions (derived from the Wigner-6j symbol [134, 277]). Assuming the vapor to be in thermal equilibrium at a temperature $T^{1}$, the $\kappa_{j}^{(i)}$ are given by

$$
\begin{align*}
\kappa_{1}^{(i)}(\nu) & =\kappa_{0}^{(i)} e^{-\left(\nu-\nu_{1}^{(i)}\right)^{2} /\left(2 \sigma_{(i)}^{2}\right)},  \tag{A.8}\\
\kappa_{2}^{(i)}(\nu) & =\kappa_{0}^{(i)} e^{-\left(\nu-\nu_{2}^{(i)}\right)^{2} /\left(2 \sigma_{(i)}^{2}\right)},  \tag{A.9}\\
\kappa_{0}^{(i)}(\nu) & =n h \nu \frac{\gamma^{2}}{4 I_{\mathrm{sat}} \nu_{0}} \sqrt{\frac{m_{(i)} c^{2}}{2 \pi k_{\mathrm{B}} T}},  \tag{A.10}\\
\sigma_{(i)} & =\nu_{0} \sqrt{\frac{k_{\mathrm{B}} T}{m_{(i)} c^{2}}}, \tag{A.11}
\end{align*}
$$

where $m_{(i)}=i \times 1.66 \times 10^{-27} \mathrm{~kg}$ is the mass of the isotope, $n$ the atom density in the vapor, and $\Gamma=2 \pi \times 6.04 \mathrm{MHz}, h=6.63 \times 10^{-34} \mathrm{Js}, I_{\text {sat }}=1.75 \mathrm{~mW} / \mathrm{cm}^{2}, k_{\mathrm{B}}=$ $1.38 \times 10^{-23} \mathrm{~J} / \mathrm{K}$ and $c=3 \times 10^{8} \mathrm{~m} / \mathrm{s}$. Fitting the recorded transmission profile with Eq. (A.7) yields $n$ and $T$. The vapor pressure $P$ is then obtained by the ideal gas equation $P=n k T$.

Figure A. 1 shows different transmission profiles obtained in our 2D-MOT cell for different cell temperatures. For the measurement a peak intensity of $I_{0}=0.02 I_{\text {sat }}$ is used and the path of the probe beam inside the 2D-MOT cell has a length of 10.5 cm . The frequency of the probe beam is calibrated by an additional saturated absorption

[^13]spectroscopy experiment. The blue curve in Fig. A. 1 (labaled with (f)) corresponds to a vapor pressure of $2.3 \times 10^{-7} \mathrm{mbar}$, which is the pressure which maximizes the flux of the 2D-MOT. It is obtained for an effective temperature of $\sim 45^{\circ} \mathrm{C}$. In the experimental setup, the used probe beam is permanently installed, allowing us to monitor the pressure in the cell at any time.


Figure A.1: Transmission profiles of a weak probe beam, which passes through the 2DMOT cell with a path length of 10.5 cm for different cell temperatures. The recorded curves (black and blue) are fitted using Eq. (A.7) (smooth red curves) in order to determine the corresponding vapor pressure in the cell. In the graph, the frequency detuning refers to the frequency $\nu_{\min }=\nu_{0}-0.09 \mathrm{GHz}$ for which the transmission is minimum ( $\nu_{0}$ denoting the frequency of the fine-structure transition $4 \mathrm{~S}_{1 / 2} \rightarrow 4 \mathrm{P}_{3 / 2}$ of ${ }^{39} \mathrm{~K}$.). The vapor pressures corresponding to the curves are: (a) $3 \times 10^{-8} \mathrm{mbar}$, (b) $6 \times 10^{-8} \mathrm{mbar}$, (c) $9 \times 10^{-8} \mathrm{mbar}$, (d) $1.3 \times 10^{-7} \mathrm{mbar}$, (e) $1.8 \times 10^{-7} \mathrm{mbar}$, (f) $2.3 \times 10^{-7} \mathrm{mbar}$, (g) $3.7 \times 10^{-7} \mathrm{mbar}$, (h) $6 \times 10^{-7} \mathrm{mbar}$. The blue curve (f) corresponds to an effective cell temperature of $\sim 45^{\circ} \mathrm{C}$, which maximizes the 2D-MOT flux.

## Appendix B

## Saturation spectroscopy of the violet $4 S_{1 / 2} \rightarrow 5 P_{3 / 2}$ transition of $\mathbf{K}$

Alkali atoms can be efficiently cooled and manipulated using laser light resonant with the D2 transition $n S_{1 / 2} \rightarrow n P_{3 / 2}$ of the atoms. These dipole transitions have large oscillator strengths and possess hyperfine sub-transitions which are closed transitions. Dipole transitions with a higher frequency (e.g. $n S_{1 / 2} \rightarrow(n+1) P_{3 / 2}$ ) generally have weaker oscillator strengths according to the Thomas-Reiche-Kuhn sum rule [278, 279]. Furthermore, because of the presence of intermediate transitions, the atom cannot be described as a two-level atom for these transitions. Nonetheless they can be used for several interesting applications: the higher transition frequency allows one to image atom clouds with a higher resolution (as that is limited by the wavelength of the imaging light). Furthermore, due to the smaller oscillator strengths the transitions have smaller line widths. Thus they can be used for efficient optical molasses cooling, as the minimum temperature of this cooling method is limited by the line width of the atomic transition used for cooling.

Potassium has a dipole transition in the violet frequency range, $4 S_{1 / 2} \rightarrow 5 P_{3 / 2}$, which has a wavelength of 404.414 nm and a narrow line width of $\Gamma^{(404)}=2 \pi \times 0.2 \mathrm{MHz}$. Using this light for imaging could thus a priori yield a two-times higher resolution than light resonant with the D2 transition $4 S_{1 / 2} \rightarrow 4 P_{3 / 2}$, which has a wavelength of 766.490 nm and a line width of $\Gamma=2 \pi \times 6 \mathrm{MHz}$ (practical aspects for imaging with the violet transition have been discussed in Ref. [280]). The line width of the violet transition is $\sim 30$ times narrower than the line width of the infrared (IR) D2 transition, which leads to a very small Doppler temperature of only $T_{\mathrm{D}}^{(404)}=\hbar \Gamma^{(404)} / 2 k_{\mathrm{B}}=4.8 \mu \mathrm{~K}$ as compared to $T_{\mathrm{D}}^{(766)}=144 \mu \mathrm{~K}$. These considerations motivated us to study the violet transition for potassium.

The recent development of laser diodes for the UV light regime makes laser sources available for such experiments. In particular, laser diodes emitting a wavelength of 404 nm are of low cost due to their mass production for the Blu-ray disc industry. We bought such a diode and set up an experiment for saturated absorption spectroscopy. The laser has been frequency stabilized and is ready to be used for future studies. The line width of the laser has been estimated from the noise of the error signal to be less than 500 kHz .

Absorption spectroscopy in alkali atom vapor cells using transitions to higher ex-
cited levels has been demonstrated in the past, in particular for rubidium [281, 282, 283], potassium [284, 285, 286] and lithium [287] for which the wavelength of the transitions $n S_{1 / 2} \rightarrow(n+1) P_{3 / 2}$ belong to a part of the spectrum, for which laser diodes exist ( 420 nm for $\mathrm{Rb}, 404 \mathrm{~nm}$ for K and 323 nm for Li ). In the following we present our spectroscopy results and we compare them to our theoretical calculations. We calculate the populations of the different atomic levels of potassium in case of illumination with resonant violet light. We further calculate the cross section for the scattering of resonant violet light and compare it to the case of the IR transition. The calculations are presented for the case of potassium. We also give the results obtained for rubidium.

The laser diode used for our spectroscopy experiments (Sharp, ref. GH04020A2GE) emits 20 mW at a driving current of 60 mA and is operated at a temperature of $\sim 22^{\circ} \mathrm{C}$ in external cavity configuration of Littrow-type (on the market, laser diodes with a higher output power of $120-140 \mathrm{~mW}$ are available (Mitsubishi, ref. ML320G2-11 or Nichia, ref. NDV4313)). The diode mount is homemade and identical to the ones we use for the other diode lasers of our setup. The external cavity has a length of $\sim 2 \mathrm{~cm}$. The very small mode-hop free scanning range of $\sim 1 \mathrm{GHz}$ is increased to $\sim 35 \mathrm{GHz}$ by implementing the feed-forward technique [219]. The output beam of the diode is collimated with a broadband anti-reflection coated aspheric lens of 8 mm focal length (Thorlabs, ref. A240TM-A). The diffraction grating of the external cavity (Thorlabs, ref. GH13-36U) has a groove density of 3600 lines $/ \mathrm{mm}$ with a diffraction efficiency of $\sim 10 \%$ into the first order for the used wavelength and polarisation.

The absorption spectroscopy is performed in a 5 cm long vapor cell (with natural isotopic abundances) which was heated to a temperature of $\sim 150^{\circ} \mathrm{C}$ in order to achieve sufficient light absorption. The optical setup of the spectroscopy corresponds to the common pump-probe configuration: the laser beam is split into two parts of different intensities, which are sent through the cell from two opposite directions. The transmission profile of the weaker beam (the "probe" beam) is measured as the frequency of the laser is scanned. In order to compare the spectroscopy results for the violet transition with those for the IR transition, we implemented an identical setup for the IR laser, but with the absorption cell heated to a much lower temperature of $\sim 45^{\circ} \mathrm{C}$.

Figures B. 1 and B. 2 show typical transmission profiles for the IR and violet transitions, respectively, for different intensities of the pump beam. Each transmission profile consists of a Doppler profile with three sub-Doppler features. The two narrow peaks correspond to the transitions $S_{1 / 2}(F=1) \rightarrow P_{3 / 2}, S_{1 / 2}(F=2) \rightarrow P_{3 / 2}$ of ${ }^{39} \mathrm{~K}$ and the dip to the corresponding crossover. The hyperfine structure of the excited states is not resolved. The sub-Doppler features for the violet transition have a significantly smaller width than those of the IR transition due to the approximately three-times smaller hyperfine structure of the excited state $5 P_{3 / 2}$ [284]. The Doppler profiles of the violet transition have an approximately two-times larger width for than those of the IR transition, principally due to the larger transition frequency (Eq. (A.11)). In the following we are interested in the absorption characteristics of potassium with respect to resonant violet light. The figures demonstrate that the cross section for violet light scattering is smaller than for IR light scattering, since the relative light absorption for both frequencies is the same whereas the temperature of the vapor cell needed to be chosen much higher for the violet light in order to achieve this. Furthermore the figures
show that much higher pump intensities (with respect to the corresponding saturation intensity) are required for the violet transition in order to obtain a reasonable contrast for the saturated absorption peaks.


Figure B.1: Saturated absorption profile for the transition $4 S_{1 / 2} \rightarrow 4 P_{3 / 2}$ at 766.49 nm for different pump beam intensities $I_{\text {pump }}$ and a fixed probe beam intensity of $I_{\text {probe }} \sim$ $I_{\text {sat }} / 6$, obtained with a 5 cm long vapor cell that was heated to $\sim 45^{\circ} \mathrm{C}$. (a) $I_{\text {pump }} \sim$ $I_{\text {sat }} / 3$, (b) $I_{\text {pump }} \sim I_{\text {sat }}$, (c) $I_{\text {pump }} \sim 4 I_{\text {sat }}$, (d) $I_{\text {pump }} \sim 8 I_{\text {sat }}$, with $I_{\text {sat }} \sim 1.75 \mathrm{~mW} / \mathrm{cm}^{2}$. In the graphs, $\nu_{\mathrm{c}}$ denotes the frequency of the crossover transition $4 S_{1 / 2}(F=1,2) \rightarrow$ $4 P_{3 / 2}$ of ${ }^{39} \mathrm{~K}$.

In the following we characterize the violet transition and we explain the above observations. We calculate the populations of the different states of a potassium atom when it is illuminated with light resonant with the $4 S_{1 / 2} \rightarrow 5 P_{3 / 2}$ transition. In addition, we derive the cross section for scattering of the resonant violet light. Considering only the fine structure of the atom, seven energy levels need to be taken into account for the population analysis. An energy diagram of these levels is shown in Fig. B.3, with the corresponding spontaneous emission rates and emitted wavelengths given in Tab. B.1.

The excited state populations are given by the steady state solution of the system's


Figure B.2: Saturated absorption profile for the transition $4 S_{1 / 2} \rightarrow 5 P_{3 / 2}$ at 404.414 nm for different pump beam intensities $I_{\text {pump }}$ and a fixed probe beam intensity of $I_{\text {probe }} \sim 3 I_{\text {sat }}^{71}$, obtained with a 5 cm long vapor cell that was heated to $\sim 150^{\circ} \mathrm{C}$. (a) $I_{\text {pump }} \sim 16 I_{\text {sat }}^{71}$, (b) $I_{\text {pump }} \sim 40 I_{\text {sat }}^{71}$, (c) $I_{\text {pump }} \sim 80 I_{\text {sat }}^{71}$, (d) $I_{\text {pump }} \sim 160 I_{\text {sat }}^{71}$, with $I_{\text {sat }}^{71} \sim 0.39 \mathrm{~mW} / \mathrm{cm}^{2}$. In the graphs, $\nu_{\mathrm{c}}^{\mathrm{b}}$ denotes the frequency of the crossover transition $4 S_{1 / 2}(F=1,2) \rightarrow 5 P_{3 / 2}$ of ${ }^{39} \mathrm{~K}$.
master equation, that is, the equation of motion for the system's density matrix $\rho$. Within the rotating wave approximation and in the interaction picture, the master equation for the considered seven-level system reads [288, 289]

$$
\begin{align*}
\dot{\rho}= & -\frac{i}{\hbar}[H, \rho]+\gamma_{21} L_{21} \rho+\gamma_{31} L_{31} \rho+\gamma_{42} L_{42} \rho+\gamma_{43} L_{43} \rho+\gamma_{52} L_{52} \rho+\gamma_{53} L_{53} \rho \\
& +\gamma_{63} L_{63} \rho+\gamma_{71} L_{71} \rho+\gamma_{74} L_{74} \rho+\gamma_{75} L_{75} \rho+\gamma_{76} L_{76} \rho \tag{B.1}
\end{align*}
$$

with

$$
\begin{equation*}
L_{i j} \rho=\frac{1}{2}\left(2 \sigma_{j i} \rho \sigma_{i j}-\sigma_{j j} \rho-\rho \sigma_{j j}\right), \tag{B.2}
\end{equation*}
$$

and $\sigma_{i j}=|i\rangle\langle j|(i, j \in\{1,2,3,4,5,6,7\})$, where $H$ is the system's Hamiltonian given


Figure B.3: Fine-structure energy levels of potassium relevant for the violet transition $4 S_{1 / 2} \rightarrow 5 P_{3 / 2}$ (energy level splittings to scale).

$$
\begin{array}{ll}
\gamma_{21}=3.82 \times 10^{7} \mathrm{~s}^{-1} & \lambda_{21}=769.896 \mathrm{~nm} \\
\gamma_{31}=3.87 \times 10^{7} \mathrm{~s}^{-1} & \lambda_{31}=766.490 \mathrm{~nm} \\
\gamma_{42}=7.90 \times 10^{6} \mathrm{~s}^{-1} & \lambda_{42}=1243.224 \mathrm{~nm} \\
\gamma_{43}=1.56 \times 10^{7} \mathrm{~s}^{-1} & \lambda_{43}=1252.211 \mathrm{~nm} \\
\gamma_{52}=2.20 \times 10^{7} \mathrm{~s}^{-1} & \lambda_{52}=1169.021 \mathrm{~nm} \\
\gamma_{53}=4.34 \times 10^{6} \mathrm{~s}^{-1} & \lambda_{53}=1176.962 \mathrm{~nm} \\
\gamma_{63}=2.59 \times 10^{7} \mathrm{~s}^{-1} & \lambda_{63}=1177.283 \mathrm{~nm} \\
\gamma_{71}=1.24 \times 10^{6} \mathrm{~s}^{-1} & \lambda_{71}=404.414 \mathrm{~nm} \\
\gamma_{74}=4.60 \times 10^{6} \mathrm{~s}^{-1} & \lambda_{74}=2707.395 \mathrm{~nm} \\
\gamma_{75}=1.50 \times 10^{5} \mathrm{~s}^{-1} & \lambda_{75}=3141.541 \mathrm{~nm} \\
\gamma_{76}=1.40 \times 10^{6} \mathrm{~s}^{-1} & \lambda_{76}=3139.265 \mathrm{~nm}
\end{array}
$$

Table B.1: Scattering rates and emitted wavelengths obtained from Ref. [225]
by

$$
\begin{equation*}
H=-\frac{\hbar}{2} \Omega \sigma_{17}-\frac{\hbar}{2} \Omega \sigma_{71}, \tag{B.3}
\end{equation*}
$$

with the on-resonant Rabi frequency $\Omega$, that is defined as

$$
\begin{equation*}
\Omega=\frac{\mu_{71} E}{\hbar}=\gamma_{71} \sqrt{\frac{I}{2 I_{\mathrm{sat}}^{71}}}, \tag{B.4}
\end{equation*}
$$

where $\mu_{71}$ denotes the electric dipole moment of the atom in state $|7\rangle, E$ the electric field of the incident light and $I_{\text {sat }}^{71}$ the saturation intensity defined by

$$
\begin{equation*}
I_{\text {sat }}^{71}=\frac{2 \pi^{2} \hbar c \gamma_{71}}{3 \lambda_{71}^{3}}=0.39 \mathrm{~mW} / \mathrm{cm}^{2} \tag{B.5}
\end{equation*}
$$

Substituting Eq. (B.3) into Eq. (B.1) yields the optical Bloch equations

$$
\begin{align*}
& \dot{\rho}_{11}=\gamma_{21} \rho_{22}+\gamma_{31} \rho_{33}+\gamma_{71} \rho_{77}+\frac{i \Omega}{2}\left(\rho_{71}-\rho_{17}\right),  \tag{B.6}\\
& \dot{\rho}_{22}=-\gamma_{21} \rho_{22}+\gamma_{42} \rho_{44}+\gamma_{52} \rho_{55},  \tag{B.7}\\
& \dot{\rho}_{33}=-\gamma_{31} \rho_{33}+\gamma_{43} \rho_{44}+\gamma_{53} \rho_{55}+\gamma_{63} \rho_{66},  \tag{B.8}\\
& \dot{\rho}_{44}=-\gamma_{42} \rho_{44}-\gamma_{43} \rho_{44}+\gamma_{74} \rho_{77},  \tag{B.9}\\
& \dot{\rho}_{55}=-\gamma_{52} \rho_{55}-\gamma_{53} \rho_{55}+\gamma_{75} \rho_{77},  \tag{B.10}\\
& \dot{\rho}_{66}=-\gamma_{63} \rho_{66}+\gamma_{76} \rho_{77},  \tag{B.11}\\
& \dot{\rho}_{77}=-\gamma_{71} \rho_{77}-\gamma_{74} \rho_{77}-\gamma_{75} \rho_{77}-\gamma_{76} \rho_{77}+\frac{i \Omega}{2}\left(\rho_{17}-\rho_{71}\right),  \tag{B.12}\\
& \dot{\rho}_{17}=-\frac{\gamma_{71}}{2} \rho_{17}-\frac{\gamma_{74}}{2} \rho_{17}-\frac{\gamma_{75}}{2} \rho_{17}-\frac{\gamma_{76}}{2} \rho_{17}+\frac{i \Omega}{2}\left(\rho_{77}-\rho_{11}\right),  \tag{B.13}\\
& \dot{\rho}_{71}=-\frac{\gamma_{71}}{2} \rho_{71}-\frac{\gamma_{74}}{2} \rho_{71}-\frac{\gamma_{75}}{2} \rho_{71}-\frac{\gamma_{76}}{2} \rho_{71}+\frac{i \Omega}{2}\left(\rho_{11}-\rho_{77}\right), \tag{B.14}
\end{align*}
$$

where $\rho_{i j}=\langle i| \rho|j\rangle$. In the stationary case, $\dot{\rho}_{i j}=0$. Utilizing that the trace of the density matrix is unity,

$$
\begin{equation*}
\rho_{11}+\rho_{22}+\rho_{33}+\rho_{44}+\rho_{55}+\rho_{66}+\rho_{77}=1 \tag{B.15}
\end{equation*}
$$

allows solving the system of Eqs. (B.6-B.15) for the stationary case. One obtains the following steady state populations of the different states:

$$
\begin{align*}
& \rho_{11}=0.414 \times \frac{s+71.03}{s+29.41},  \tag{B.16}\\
& \rho_{22}=0.018 \times \frac{s}{s+29.41},  \tag{B.17}\\
& \rho_{33}=0.048 \times \frac{s}{s+29.41},  \tag{B.18}\\
& \rho_{44}=0.081 \times \frac{s}{s+29.41},  \tag{B.19}\\
& \rho_{55}=0.002 \times \frac{s}{s+29.41},  \tag{B.20}\\
& \rho_{66}=0.022 \times \frac{s}{s+29.41},  \tag{B.21}\\
& \rho_{77}=0.414 \times \frac{s}{s+29.41}, \tag{B.22}
\end{align*}
$$

with $s=I / I_{\text {sat }}^{71}$. Figure B. 4 shows the level populations for the limit of very large intensity $\left(I \gg I_{\text {sat }}^{71}\right)$ and for the particular intensity $I=22 I_{\text {sat }}^{71}$.

For the IR transition the hyperfine peaks of the recorded transmission profiles have a reasonable size for a pump intensity $I=I_{\text {sat }}$ (see Fig. B. 1 (b)). For this intensity, $75 \%$ of the atoms populate the ground state. For the violet transition, hyperfine peaks of a comparable size are thus expected for a pump intensity which yields the same ground state population, i.e. $\rho_{11}=0.75$. According to Eq. (B.16) this is equivalent to

$$
\begin{equation*}
I=22 I_{\text {sat }}^{71} . \tag{B.23}
\end{equation*}
$$



Figure B.4: State population probability for a K-atom that is driven on the violet transition $4 S_{1 / 2} \rightarrow 5 P_{3 / 2}$ with (left) very large intensity ( $I \gg I_{\text {sat }}^{71}$ ) and (right) the particular intensity $I=22 I_{\text {sat }}^{71}$, for which the atom populates the ground state $4 S_{1 / 2}$ with a probability of $75 \%$. In a simple two-level atom approximation, this population probability would be expected for $I=I_{\text {sat }}^{71}$.

Thus, a much larger pump intensity is required for the violet transition in order to induce a relative ground state population of $75 \%$. The difference with respect to the IR transition is a consequence of the additional decay channels present in the case of excitation with violet light. According to Eq. (B.23), we expect the contrast of the hyperfine peaks to be the same for the IR transition with $I=I_{\text {sat }}$ and the violet transition with $I=22 I_{\text {sat }}^{71}$. Figures B. 1 (b) and B. 2 (b) show that the contrast for the IR transition with $I=I_{\text {sat }}$ is obtained for the violet transition with $I=40 I_{\text {sat }}^{71}$. This value is thus by a factor of about two larger than the calculated value. The difference might be due to the high intensity of the violet probe beam which was used in the experiment, which is causing significant stimulated emission and thus leads to a decrease of the peak contrast. Another reason might be that the hyperfine and Zeeman structures as well as the polarization of the light had been neglected in the theoretical calculation. However, the intensity profiles of the laser beams being highly inhomogeneous and the overlap of the pump and probe beams being difficult to control, a precise quantitative comparison is difficult.

In order to obtain a reasonable absorption of the probe beam by the vapor we observed in our spectroscopy experiment that a much higher vapor pressure is required for the violet transition (as we need to heat the vapor cell to $\sim 150^{\circ} \mathrm{C}$, compared to $\sim 45^{\circ} \mathrm{C}$ for the IR transition). This indicates that the absorption cross section for scattering with violet resonant light is smaller than that for IR resonant light. In the following we calculate both cross sections for a comparison. The absorption cross section $\sigma$ is defined as the ratio of the total scattered power $P_{\mathrm{sc}}$ and the incoming intensity $I$ :

$$
\begin{equation*}
\sigma=\frac{P_{\mathrm{sc}}}{I} \tag{B.24}
\end{equation*}
$$

where $P_{\mathrm{sc}}$ for the violet transition is given by (using the notation $\nu_{i j}=c / \lambda_{i j}$ )

$$
\begin{align*}
P_{\mathrm{sc}}= & h\left[\rho_{77}\left(\gamma_{71} \nu_{71}+\gamma_{74} \nu_{74}+\gamma_{75} \nu_{75}+\gamma_{76} \nu_{76}\right)+\rho_{66} \gamma_{63} \nu_{63}+\rho_{55}\left(\gamma_{52} \nu_{52}+\gamma_{53} \nu_{53}\right)\right. \\
& \left.+\rho_{44}\left(\gamma_{42} \nu_{42}+\gamma_{43} \nu_{43}\right)+\rho_{33} \gamma_{31} \nu_{31}+\rho_{22} \gamma_{21} \nu_{21}\right] \\
= & \frac{s}{s+29.41} \times 1.503 \times 10^{-12} \mathrm{~W} . \tag{B.25}
\end{align*}
$$

Substituting Eq. (B.25) into Eq. (B.24) yields

$$
\begin{equation*}
\sigma^{(404)}=\frac{1.503 \times 10^{-12} \mathrm{~W}}{I+29.41 I_{\mathrm{sat}}^{71}} \tag{B.26}
\end{equation*}
$$

For $I \ll I_{\text {sat }}^{71}, \sigma^{(404)}$ takes the value

$$
\begin{equation*}
\sigma^{(404)}=1.31 \times 10^{-14} \mathrm{~m}^{2} \tag{B.27}
\end{equation*}
$$

For the IR transition at 766.490 nm the scattering cross section is given by that of a two-level atom,

$$
\begin{equation*}
\sigma^{(766)}=\frac{3 \times\left(766.490 \times 10^{-9}\right)^{2}}{2 \pi}=2.805 \times 10^{-13} \mathrm{~m}^{2} \tag{B.28}
\end{equation*}
$$

such that

$$
\begin{equation*}
\sigma^{(404)}=\frac{1}{21.4} \sigma^{(766)} . \tag{B.29}
\end{equation*}
$$

Thus the scattering cross section of violet resonant light is 21.4 times smaller than that of IR resonant light. The suppression factor has two contributions, one coming from the higher transition frequency of the violet transition (a two-level approximation would yield $\left.\sigma_{2 L}^{(404)}=\sigma^{(766)} / 3.6\right)$ and the other from the presence of the additional decay channels.

We also calculated the scattering cross section for the case of a rubidium atom illuminated by violet light resonant with the transition $5 S_{1 / 2} \rightarrow 6 P_{3 / 2}$. This transition has a wavelength of 420.3 nm and a line width of $\Gamma^{(420)}=2 \pi \times 1.8 \mathrm{MHz}[225,290]$. The scattering cross section is found to be $\sigma^{(420)}=\sigma^{(780)} / 10.4$, where $\sigma^{(780)}=2.9 \times 10^{-13} \mathrm{~m}^{2}$ is the cross section for scattering of light resonant with the D 2 transition $5 S_{1 / 2} \rightarrow 5 P_{3 / 2}$.

In conclusion, we have built a diode laser which emits 20 mW of narrow-band light of 404 nm wavelength, which is resonant with the violet transition $4 S_{1 / 2} \rightarrow 5 P_{3 / 2}$ of potassium. We have used this laser to perform saturated absorption spectroscopy in a vapor cell. High vapor cell temperatures were required to obtain sufficient absorption of the violet light resulting from the small associated scattering cross section. We found that the violet atomic transition saturates for an intensity of about an order of magnitude higher than would be expected from the two-level atom approximation, due to the additional intermediate atomic energy levels. We verified our experimental findings by theoretical calculations of the population of the different atomic energy levels under resonant violet light illumination and the corresponding scattering cross section.

The built laser system can be used in future experiments for high-resolution imaging or for efficient optical molasses cooling of potassium atoms. The higher frequency of
the violet transition as compared to the common IR transition would allow a two-times better imaging resolution. Optical molasses cooling would be efficient, since the narrow line width of the violet transition leads to a thirty-times smaller Doppler temperature of only $\sim 4.8 \mu \mathrm{~K}$ as compared to the IR transition. Even sub-Doppler cooling might be possible using the violet transition. The several cascade-like decay channels might, however, prevent the necessary polarization gradients from building up and thus limit the efficiency of sub-Doppler cooling.

## Appendix C

## Engineering drawings

## C. 1 Science cell



Figure C.1: Engineering drawings of the vacuum science cell (from Hellma GmbH). Indicated dimensions are in units of mm. Additional specifications are given in Sec. 2.2.1.

## C. 2 Tapered amplifier support for potassium



Figure C.2: Engineering drawings of the tapered amplifier chip for potassium (Eagleyard, ref. EYP-RWE-0790-0400-0750-SOT03-0000), to be mounted on the homemade support whose design is detailed in the subsequent figures.


Figure C.3: Schematic of the support for the tapered amplifier chip. The different parts include: a base (P1), a laser chip support (P2) and mounts for the output collimation lens (P3), the isolated blade connectors (P4) and the input collimation lens (P5), which are detailed in the subsequent figures. The chosen materials are: duralumin (P1), copper (P2, P3, P5) and teflon (P4).


Figure C.4: Engineering drawings of the base (P1) and the laser chip mount (P2). Required precision: $\pm 0.1 \mathrm{~mm}$, except specified otherwise.


Figure C.5: Engineering drawings of the mounts for the output collimation lens (P3), the isolated blade connectors (P4) and the input collimation lens (P5). Required precision: $\pm 0.1 \mathrm{~mm}$, except specified otherwise.


Figure C.6: Engineering drawings of the collimation lens socket (Thorlabs, ref. C230TME-B), to be screwed into the mounts P3 and P5 (entirely).

## C. 3 Tapered amplifier support for lithium



Figure C.7: Engineering drawings of the tapered amplifier chip for lithium (Toptica, ref. TA-670-0500-5), to be mounted on the homemade support whose design is detailed in the subsequent figures.


Figure C.8: Schematic of the support for the tapered amplifier chip. The different parts include: a base (P1), collimation tube supports (P2) and the collimation tubes (P3), which are detailed in the subsequent figures. The chosen material for all pieces is duralumin.


P3


Figure C.9: Engineering drawings of the base (P1), the collimation tube supports (P2) and the collimation tubes (P3). Required precision: $\pm 0.1 \mathrm{~mm}$, except specified otherwise. The dimensions of the collimation lenses are given in Fig. C.6.

## C. 4 2D-MOT vacuum parts



Figure C.10: Schematic of the 2D-MOT vacuum parts showing the glass cell, a standard CF40 cross and homemade stainless steel pieces, including a polished mirror (P1), two differential pumping tubes (P2, P4) and two support rings (P3, P5), which are detailed in the subsequent figures. The inner diameter of the glass-to-metal junction of the glass cell is 32 mm and of the CF40 cross 34.9 mm , the thickness of the walls of the glass cell is 5 mm . The total differential pumping tube has a diameter of 2 mm over 20 mm , 5 mm over 106 mm and 10 mm over 86 mm .


Figure C.11: Engineering drawings of the homemade pieces, i.e. the mirror (P1), the first differential pumping tube (P2), the first support ring (P3), the second differential pumping tube (P4) and the second support ring (P5). The material is of type 304.
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#### Abstract

Analytical calculations show that the mean motion of a quantum particle trapped by a rapidly oscillating potential can be significantly manipulated by inducing phase hops-i.e., by instantaneously changing the potential's phase. A phase hop can be visualized as being the result of a collision with an imaginary particle which can be controlled. Several phase hops can have accumulating effects on the particle's mean motion, even if they transform the particle's Hamiltonian into its initial one. The theoretical predictions are verified by numerical simulations for the one-dimensional Paul trap.


DOI: 10.1103/PhysRevA.79.013414 PACS number(s): 37.10.Ty, 03.65.Ge, 03.75.Ss, 37.10.Gh

## I. INTRODUCTION

Potentials which oscillate rapidly relative to the motion of particles inside them are widely used to trap charged and neutral particles. Most notably, this is because rapidly oscillating potentials (ROPs) allow trapping in cases where static potentials cannot. Well-known paradigms are the Paul trap for charged particles [1,2] and electro- and magnetodynamic traps for high-field-seeking polar molecules [3,4] and neutral atoms [5-7]. Furthermore, ROPs allow the realization of complicated trap geometries. Prime examples are the timeaveraged orbiting potential (TOP) trap [8,9], optical billiard traps [10,11], and rapidly scanning optical tweezers [12,13] for ultracold neutral atoms or even microparticles such as polymers and cells $[14,15]$. Another reason is that the description of the motion of particles in a ROP-as compared to other time-varying potentials-is very simple: the particles' mean motion (averaged over the ROP's fast oscillations) is to a good approximation determined by a static effective potential [16-19].

Preliminary calculations for the classical regime show that in ROPs with a vanishing time average-such as e.g., the Paul trap-the mean motion of trapped particles is strongly coupled to the phase of the ROP [20]. Consequently, the particles' mean motion can be appreciably manipulated by changing the phase of the ROP. For the Paul trap, a phase hop can change the mean energy of a trapped classical particle (that is not constantly at rest) by a factor which can take any value between 0.1 and 9.9 , independent of the particle's mean energy [20], thus offering a powerful tool for particle manipulation.

However, often quantum particles are trapped in ROPs [ $1,2,8-13]$. It is not clear if this tool would work for quantum particles: in the Paul trap, a classical particle which does not move is not affected by a phase hop [20]. Thus, the same might be true for a quantum particle in, e.g., the ground state of the effective trapping potential.

[^14]In this article, we derive an independent quantummechanical treatment of the effect of phase hops on a particle trapped by a ROP of arbitrary shape. By both analytical and numerical calculations we show that a phase hop can strongly influence the particle's mean motion, even if it is in the ground state of the effective trapping potential. The experimental ability to prepare single $[1,2]$ and ensembles [8,9,13] of quantum particles in ROPs in specific states would allow one to apply this tool in a controlled fashion.

The model used to describe both the time-dependent and effective systems is given in Sec. II. In Sec. III it is shown that the effect of a phase hop can be visualized as being the result of a collision with an imaginary particle. In Sec. IV it is demonstrated that phase hops offer a powerful tool to manipulate quantum particles, whose application, in particular, does not affect the effective trapping potential.

## II. QUANTUM MOTION IN A RAPIDLY OSCILLATING POTENTIAL

The Schrödinger equation for a quantum particle in a time-periodic potential $V(x, \omega t)$ reads

$$
\begin{equation*}
i \hbar \frac{\partial}{\partial t} \psi(x, t)=\hat{H}(x, \omega t) \psi(x, t) \tag{1}
\end{equation*}
$$

with the time-dependent, periodic Hamiltonian

$$
\begin{equation*}
\hat{H}(x, \omega t)=-\frac{\hbar^{2}}{2 m} \frac{\partial^{2}}{\partial x^{2}}+V_{0}(x)+V_{1}(x, \omega t) \tag{2}
\end{equation*}
$$

where the last two terms represent a separation of $V$ into a time-averaged part $V_{0}$ and an oscillating part $V_{1}$ with a vanishing period average. Two experimentally relevant examples for the considered type of potentials are

$$
\begin{equation*}
V^{\mathrm{PT}}(x, \omega t)=\frac{1}{2} m \omega_{\mathrm{osc}}^{2} x^{2} \cos \omega t \tag{3}
\end{equation*}
$$

$$
\begin{equation*}
V^{\mathrm{OT}}(x, \omega t)=\frac{1}{2} m \omega_{\mathrm{osc}}^{2}\left(x-x_{0} \cos \omega t\right)^{2} \tag{4}
\end{equation*}
$$

(shown in Fig. 1), for which $V_{0}^{\mathrm{PT}}(x) \equiv \overline{V^{\mathrm{PT}}(x, \omega t)}=0$ (the overbar denotes the time average over one period) and


FIG. 1. (Color online) Model potentials for the Paul trap (3) (left) and for spatially oscillating optical tweezers (4) (right). Solid (red) curves: time-dependent potential. Dashed (blue) curves: timeindependent effective potential.
$V_{0}^{\mathrm{OT}}(x) \equiv \overline{V^{\mathrm{OT}}(x, \omega t)}=m \omega_{\mathrm{osc}}^{2}\left(x^{2}-x_{0}^{2} / 2\right) / 2$. These potentials are model potentials for the Paul trap (3) and for rapidly scanning optical tweezers (4), respectively. If the potential's driving frequency $\omega$ is sufficiently large, the particle's motion is separable into two parts that evolve on the different time scales $t$ and $\tau \equiv \omega t$ [17-19]. Floquet's theorem suggests that therefore the solutions of Eq. (1) approximately have the functional form [17-19]

$$
\begin{equation*}
\psi(x, \tau, t) \approx e^{-i F(x, \tau)} \phi(x, t) \tag{5}
\end{equation*}
$$

where $F$ is a time-periodic function [21] with the same period as $V$ and $\phi$ is a slowly varying function of time, which is the solution of a Schrödinger equation with a timeindependent Hamiltonian and which describes the particle's mean motion. The Schrödinger equation for $\phi$ is obtained by substituting Eq. (5) into Eq. (1), choosing

$$
\begin{equation*}
F(x, \tau) \equiv \frac{1}{\hbar \omega}\left(\int_{0}^{\tau} V_{1}\left(x, \tau^{\prime}\right) d \tau^{\prime}-\overline{\int_{0}^{\tau} V_{1}\left(x, \tau^{\prime}\right) d \tau^{\prime}}\right) \tag{6}
\end{equation*}
$$

[which implies $\overline{F(x, \tau)}=0$ ] and averaging the resulting equation in time over one period of $V$. This results in

$$
\begin{equation*}
i \hbar \frac{\partial}{\partial t} \phi(x, t)=\hat{H}_{\mathrm{eff}}(x) \phi(x, t) \tag{7}
\end{equation*}
$$

with the time-independent effective Hamiltonian

$$
\begin{equation*}
\hat{H}_{\mathrm{eff}}(x)=-\frac{\hbar^{2}}{2 m} \frac{\partial^{2}}{\partial x^{2}}+V_{0}(x)+\frac{\hbar^{2}}{2 m} \overline{F^{\prime}(x, \tau)^{2}} \tag{8}
\end{equation*}
$$

(primes denote derivatives with respect to $x$ ). The last two terms of Eq. (8) represent a time-independent effective potential $V_{\text {eff }}(x) \equiv V_{0}(x)+\frac{\hbar^{2}}{2 m} \overline{F^{\prime}(x, \tau)^{2}}$. For the above examples one has $V_{\text {eff }}^{\mathrm{PT}}(x)=m \Omega^{2} x^{2} / 2$, with $\Omega \equiv \omega_{\text {osc }}^{2} /(\omega \sqrt{2})$, and $V_{\text {eff }}^{\mathrm{OT}}(x)=m \omega_{\mathrm{osc}}^{2} x^{2} / 2+c$, with a constant $c$ (see Fig. 1). The solution of Eq. (7) is

$$
\begin{equation*}
\phi(x, t)=e^{-i \hat{H}_{\mathrm{eff}}(x) t / \hbar} e^{i F(x, 0)} \psi(x, 0) \tag{9}
\end{equation*}
$$

where $\psi(x, 0)$ is the particle's state at $t=0 . \phi$ approximately describes the particle's mean motion, since it is $\overline{\langle x\rangle}$ $\equiv \overline{\langle\psi| \hat{x}|\psi\rangle} \approx\langle\phi| \hat{x}|\phi\rangle$ and $\overline{\langle p\rangle} \equiv \overline{\langle\psi| \hat{p}|\psi\rangle} \approx\langle\phi| \hat{p}|\phi\rangle$. The difference between $\phi$ and $\psi$ is approximately given by the oscillating phase factor $e^{-i F}$ [Eq. (5)], which has a small ampli-
tude as $F$ scales with $\omega^{-1}$ [Eq. (6)] and thus describes a micromotion [1,2], since it is $\langle\psi| \hat{x}|\psi\rangle-\langle\phi| \hat{x}|\phi\rangle \approx 0$ and $\langle\psi| \hat{p}|\psi\rangle-\langle\phi| \hat{p}|\phi\rangle \approx-\hbar\langle\phi| F^{\prime}|\phi\rangle$. In the following we consider the limit $\omega \rightarrow \infty$, where the approximations become exact. We consider the case of a trapped particle, which can be expressed in terms of eigenstates of the effective Hamiltonian (the stationary mean-motion states)—i.e., for the above examples [Eqs. (3) and (4)]—of the harmonic oscillator.

## III. EFFECTS OF PHASE HOPS: COLLISIONS WITH IMAGINARY PARTICLES

Suppose now that, at a time $t_{\mathrm{ph}}$, the phase of the potential $V(x, \tau)$ is instantaneously changed from $\tau_{\mathrm{ph}} \equiv \omega t_{\mathrm{ph}}$ to $\tau_{\mathrm{ph}}$ $+\Delta \varphi$. Then, for $t>t_{\mathrm{ph}}$ the particle is moving in the ROP $V_{\text {new }}(x, \tau) \equiv V(x, \tau+\Delta \varphi)$ and its mean-motion wave function $\phi_{\text {new }}$ is governed by Eq. (7) with an effective Hamiltonian $\hat{H}_{\mathrm{eff}}^{\text {new }}$. As the effective Hamiltonian of a ROP consists only of period-averaged terms [Eq. (8)], it is independent of the phase of the ROP, implying $\hat{H}_{\text {eff }}^{\text {new }}=\hat{H}_{\text {eff. }}$. Thus the equation of motion for the particle's mean-motion wave function remains unchanged. However, the mean-motion wave function itself changes due to the natural continuity of the particle's real wave function at $t=t_{\mathrm{ph}}$ : For $t \neq t_{\mathrm{ph}}$ the latter is a product of a phase factor and the mean-motion wave function [Eq. (5)]. As the phase factor $\left(e^{-i F}\right)$ depends on the phase of $V$ through $F[$ Eq. (6)], it changes instantaneously and thus involves a corresponding change of the mean-motion wave function. In the first instance one might, however, naively expect that this change is negligible since for large $\omega$ the change of the phase factor is very small ( $F$ scales with $\omega^{-1}$ ). But as we show in the following, the change of the particle's mean motion can be indeed significant and even for arbitrarily large $\omega$.

To demonstrate this, we calculate $\phi_{\text {new }}$ and derive the resulting changes of the mean-motion observables. The condition of continuity for the particle's real wave function yields

$$
\begin{equation*}
\phi_{\text {new }}\left(x, t_{\mathrm{ph}}\right)=e^{i \Delta F\left(x, \tau_{\mathrm{ph}}\right)} \phi\left(x, t_{\mathrm{ph}}\right) \tag{10}
\end{equation*}
$$

[the notation $\lim _{t \rightarrow t_{\mathrm{ph}}, t<t_{\mathrm{ph}}} \phi(x, t) \equiv \phi\left(x, t_{\mathrm{ph}}\right) \quad$ and $\lim _{t \rightarrow t_{\mathrm{ph}}, t>t_{\text {ph }}} \phi_{\text {new }}(x, t) \equiv \phi_{\text {new }}\left(x, t_{\mathrm{ph}}^{\mathrm{ph}}\right) \quad$ is used] , where $\Delta F\left(x, \tau_{\mathrm{ph}}\right) \stackrel{\mathrm{ph}}{=} F\left(x, \tau_{\mathrm{ph}}+\Delta \varphi\right)-F\left(x, \tau_{\mathrm{ph}}\right)=\frac{1}{\hbar \omega} \int_{0}^{\tau_{\mathrm{ph}}}\left[V_{1}(x, \tau+\Delta \varphi)\right.$ $\left.-V_{1}(x, \tau)\right] d \tau$. Applying Eq. (7) leads to

$$
\begin{equation*}
\phi_{\text {new }}(x, t)=e^{-i\left(t-t_{\mathrm{ph}}\right) \hat{H}_{\mathrm{eff}}(x) / \hbar} e^{i \Delta F\left(x, \tau_{\mathrm{ph}}\right)} \phi\left(x, t_{\mathrm{ph}}\right) \tag{11}
\end{equation*}
$$

Combined with Eq. (9), Eq. (11) allows one to completely describe the phase hop, as the particle's mean-motion wave function is known for all times.

The effect of the phase hop on $\phi$ involves an instantaneous change of some mean-motion observables, which, for a given mean-motion observable $\hat{O}$, is given by $\Delta \overline{\langle O\rangle}$ $=\left\langle\phi_{\text {new }}\left(x, t_{\text {ph }}\right)\right| \hat{O}\left|\phi_{\text {new }}\left(x, t_{\mathrm{ph}}\right)\right\rangle-\left\langle\phi\left(x, t_{\mathrm{ph}}\right)\right| \hat{O}\left|\phi\left(x, t_{\mathrm{ph}}\right)\right\rangle$. Using Eqs. (9) and (10), we find

$$
\begin{equation*}
\Delta \overline{\langle x\rangle}=0 \tag{12}
\end{equation*}
$$

$$
\begin{equation*}
\Delta \overline{\langle p\rangle}=\hbar \int_{-\infty}^{\infty}\left|\phi\left(x, t_{\mathrm{ph}}\right)\right|^{2} \Delta F^{\prime}\left(x, \tau_{\mathrm{ph}}\right) d x \tag{13}
\end{equation*}
$$

Inspection of the right-hand side (rhs) of Eq. (13) shows that $\Delta \overline{\langle p\rangle}$ equals the change of momentum of the particle's micromotion, which is taking place at the same time, demonstrating that the phase hop causes a momentum transfer between the micromotion and the mean motion. The fact that the phase hop can change the particle's mean momentum instantaneously, but not its mean position, shows that its effect on the particle's mean motion can be visualized as being the result of a collision with an imaginary particle [22]. The particle's mean energy, which is conserved before and after the phase hop, changes by

$$
\begin{align*}
\overline{\Delta\langle E\rangle}= & \frac{\hbar^{2}}{2 m} i \int_{-\infty}^{\infty} \phi^{\prime}\left(x, t_{\mathrm{ph}}\right)^{*} \phi\left(x, t_{\mathrm{ph}}\right) \Delta F^{\prime}\left(x, \tau_{\mathrm{ph}}\right) d x \\
& -\frac{\hbar^{2}}{2 m} i \int_{-\infty}^{\infty} \phi\left(x, t_{\mathrm{ph}}\right)^{*} \phi^{\prime}\left(x, t_{\mathrm{ph}}\right) \Delta F^{\prime}\left(x, \tau_{\mathrm{ph}}\right) d x \\
& +\frac{\hbar^{2}}{2 m} \int_{-\infty}^{\infty}\left|\phi\left(x, t_{\mathrm{ph}}\right)\right|^{2}\left[\Delta F^{\prime}\left(x, \tau_{\mathrm{ph}}\right)\right]^{2} d x \tag{14}
\end{align*}
$$

[the notation $\lim _{t \rightarrow t_{\mathrm{ph}}, t<t_{\mathrm{ph}}} \phi^{\prime}(x, t) \equiv \phi^{\prime}\left(x, t_{\mathrm{ph}}\right)$ is used]. Inspection of the rhs of Eq. (14) shows that $\Delta \overline{\langle E\rangle}$ is always non-negative if the particle is in a stationary mean-motion state $\phi_{n}$ (i.e., its mean motion is in an eigenstate $\phi_{n}$ of $\hat{H}_{\text {eff }}$ ),

$$
\begin{equation*}
\Delta \overline{\left\langle E_{n}\right\rangle} \geqslant 0 \tag{15}
\end{equation*}
$$

since it is $\phi_{n}^{\prime *} \phi_{n}=\phi_{n}^{*} \phi_{n}^{\prime}$ [23]. Using the picture of the imaginary collision, Eq. (15) also directly follows from the fact that stationary mean-motion states have $\overline{\langle p\rangle}=0$. For the Paultrap potential (3) the fact that the energy change $\overline{\Delta \overline{\left\langle E_{n}\right\rangle} \text { can }}$ be nonzero (and even be very large as shown in Sec. IV) marks a difference from the classical regime, since for a classical particle whose mean motion is at rest, $\Delta \bar{E}_{\text {class }}$ is always zero [20]. This difference is a direct consequence of Heisenberg's uncertainty principle, which implies that in the quantum regime the particle's mean position is spread around zero, leading-contrarily to the classical regime-to a nonvanishing micromotion (since $e^{-i F} \not \equiv 1$ for $x \neq 0$ ), thus giving rise to an effect of the phase hop. If the quantum particle is not in a stationary mean-motion state, its mean energy can, due to Eq. (14), be both increased and decreased:

$$
\begin{equation*}
\Delta \overline{\langle E\rangle} \gtrless 0 \tag{16}
\end{equation*}
$$

(see also the Appendix).

## IV. PHASE HOPS CAN HAVE SIGNIFICANT IMPACT

In order to demonstrate that the phase hop can have a strong effect, we compare $\Delta \overline{\langle E\rangle}$ to the particle's initial mean energy $\overline{\langle E\rangle}$. Experimentally relevant are particles that are in stationary mean-motion states $\phi_{n}$ with mean energy $E_{n}$. For the Paul-trap potential (3) we find

$$
\begin{equation*}
\Delta \overline{\left\langle E_{n}^{\mathrm{PT}}\right\rangle}=\left[\sin \left(\tau_{\mathrm{ph}}+\Delta \varphi\right)-\sin \left(\tau_{\mathrm{ph}}\right)\right]^{2} E_{n}^{\mathrm{PT}} \tag{17}
\end{equation*}
$$

where $E_{n}^{\mathrm{PT}}=\hbar \Omega(n+1 / 2)$. Thus, the relative change $\Delta \overline{\left\langle E_{n}^{\mathrm{PT}}\right\rangle} / E_{n}^{\mathrm{PT}}$ is independent of $n$ and of $\omega$, and it can take values between 0 and 4 . This demonstrates that in the Paul trap a phase hop can have a strong effect on the particle's mean motion, even for arbitrarily large $\omega$. For the rapidly scanning optical tweezers (4) we find
with $E_{n}^{\mathrm{OT}}=\hbar \omega_{\mathrm{osc}}(n+1 / 2)$ and the reference frequency $\omega_{\mathrm{ref}} \equiv \sqrt{m \omega_{\mathrm{osc}}^{3} x_{0}^{2} / \hbar}$. Here, the relative change $\Delta \overline{\left\langle E_{n}^{\mathrm{OT}}\right\rangle} / E_{n}^{\mathrm{OT}}$ can take values between 0 and $[4 /(2 n+1)] \omega_{\text {ref }}^{2} / \omega^{2}$ and thus becomes negligible for $\omega \rightarrow \infty$. However, as an inspection of $\omega_{\text {ref }}$ shows, $\Delta \overline{\left\langle E_{n}^{\mathrm{OT}}\right\rangle / E_{n}^{\mathrm{OT}} \text { can still be large even if } \omega \text { is as }}$ large as required by the validity condition of the underlying effective theory (i.e., for $\omega \gg \omega_{\text {osc }}$; cf. Sec. II).

To generalize the above findings, consider first an arbitrary ROP with a vanishing time average. The mean potential energy of a particle in a stationary mean-motion state $\phi_{n}$ then is $E_{n}^{\mathrm{pot}}=\left\langle\phi_{n}\right| V_{\text {eff }}\left|\phi_{n}\right\rangle$ with $V_{\text {eff }}(x)=\frac{\hbar^{2}}{2 m} \overline{F^{\prime}(x, \tau)^{2}}$ and the following relation holds:

$$
\begin{gather*}
E_{n}^{\mathrm{pot}}<\max _{\tau_{\mathrm{ph}}}\left(\left\langle\phi_{n}(x)\right| \frac{\hbar^{2}}{2 m} F^{\prime}\left(x, \tau_{\mathrm{ph}}\right)^{2}\left|\phi_{n}(x)\right\rangle\right) \\
<\max _{\tau_{\mathrm{ph}}, \Delta \varphi}\left(\left\langle\phi_{n}(x)\right| \frac{\hbar^{2}}{2 m}\left[\Delta F^{\prime}\left(x, \tau_{\mathrm{ph}}\right)\right]^{2}\left|\phi_{n}(x)\right\rangle\right) \\
 \tag{19}\\
=\max _{\tau_{\mathrm{ph}}, \Delta \varphi}\left[\Delta \overline{\left\langle E_{n}\right\rangle}\right]
\end{gather*}
$$

Therefore a time $\tau_{\text {ph }}$ exists (within each period of $V$ ) for which a phase hop of a size $\Delta \varphi$ (with $0 \leqslant \Delta \varphi<2 \pi)$ induces a change $\Delta \overline{\left\langle E_{n}\right\rangle}$ of the particle's mean energy $E_{n}$, which is greater than its mean potential energy $E_{n}^{\mathrm{pot}}$. Since $E_{n}^{\mathrm{pot}}$ is in general a significant fraction of $E_{n}$, Eq. (19) shows that a phase hop can always be induced such that $\Delta \overline{\left\langle E_{n}\right\rangle}$ is large with respect to $E_{n}$, even for arbitrarily large $\omega$. An intuitive explanation of the very fact that in ROPs with a vanishing time average a phase hop can always significantly change the particle's mean energy (when it is induced in a correct moment) can be given as follows: For ROPs with a vanishing time average the particle's mean potential energy equals the average kinetic energy that is stored in the particle's micromotion [since $\langle\phi| V_{\text {eff }}|\phi\rangle=\left(\overline{\left\langle\langle | \hat{p}^{2} \mid \psi\right\rangle-\langle\phi| \hat{p}^{2}|\phi\rangle}\right) /(2 m)$ ]. A phase hop causes a momentum transfer between the particle's micromotion and mean motion, whose maximum value is given by the peak-to-peak amplitude of the (oscillating) momentum of the micromotion [Eq. (13)]. Since the momentum of the particle's micromotion is oscillating around zero, this momentum transfer can, due to the equivalence of the micromotion's average kinetic energy and the mean potential energy, lead to a change of the particle's mean energy which is comparable to its mean potential energy and which thus is significant.

In ROPs with a nonvanishing time average, a phase hop can only then lead to a significant change of the particle's mean energy if $\omega$ is not too large, since for such ROPs the


FIG. 2. (Color online) The experimentally measurable [1,2] probabilities for the transitions between the mean-motion ground state $\phi_{0}$ and the mean-motion states $\phi_{m}$ induced by a phase hop for a particle in the Paul-trap potential (20) (left) and the rapidly scanning optical tweezers (21) (right, with $\omega=\omega_{\text {ref }}$ ) as a function of the parameter $\delta=\sin \left(\tau_{\mathrm{ph}}+\Delta \varphi\right)-\sin \left(\tau_{\mathrm{ph}}\right)$.
fraction of the particle's mean potential energy which equals the average kinetic energy stored in the particle's micromotion scales with $\omega^{-2}$. This is expressed by Eq. (14), which yields that for stationary mean-motion states $\Delta \overline{\left\langle E_{n}\right\rangle}$ scales with $\omega^{-2}$ [cf. Eq. (18)].

We have seen that the phase hop can affect the particle's mean-motion wave function and observables. The phase hop thus can induce transitions between stationary mean-motion states, $\phi_{n} \rightarrow \phi_{m}$, whose probabilities are given by $p_{n, m}$ $\equiv\left|\left\langle\phi_{(n)}^{\text {new }}\left(x, t_{\mathrm{ph}}\right) \mid \phi_{m}(x)\right\rangle\right|^{2}$ (implying $p_{n, m}=p_{m, n}$ ), where $\phi_{(n)}^{\text {new }}$ denotes the particle's mean-motion state after the phase hop. For the potentials (3) and (4), the $p_{n, m}$ can be calculated analytically. In particular, the $p_{0, m}$ are of experimental relevance as the mean-motion ground state $\phi_{0}$ can be prepared with high precision and can be easily probed. For the Paultrap potential (3) we find

$$
\begin{gather*}
p_{0, m}^{\mathrm{PT}}=\left(\frac{m!}{2^{3 m / 2}\left(\frac{m}{2}\right)!\left(\frac{m}{2}\right)!}\right) \frac{\delta^{n}}{\left(1+\frac{\delta^{2}}{2}\right)^{(m+1) / 2}}, \quad \text { for } m=\text { even } \\
p_{0, m}^{\mathrm{PT}}=0, \quad \text { for } m=\mathrm{odd} \tag{20}
\end{gather*}
$$

with $\delta=\sin \left(\tau_{\mathrm{ph}}+\Delta \varphi\right)-\sin \left(\tau_{\mathrm{ph}}\right)$. In typical single-ion experiments, the $p_{0, m}$ could be directly measured using resolved Raman sideband spectroscopy [1,2]. Figure 2 shows that the probability for a particle to remain in the mean-motion ground state can be as small as $58 \%$, demonstrating the significance of the effect of the phase hop. For the rapidly scanning optical tweezers (4) we find

$$
\begin{equation*}
p_{0, m}^{\mathrm{OT}}=\frac{1}{2^{m} m!}\left(\frac{\omega_{\mathrm{ref}}}{\omega} \delta\right)^{2 m} e^{-\left(\omega_{\mathrm{ref}} / \omega \delta\right)^{2} / 2} \tag{21}
\end{equation*}
$$

As $p_{0,0}^{\mathrm{OT}} \rightarrow 1$ for $\omega \rightarrow \infty$, the effect of the phase hop becomes negligible for too large $\omega$. However, Fig. 2 shows that for $\omega=\omega_{\text {ref }}$ the effect of the phase hop is still significant. For weakly interacting bosonic quantum gases, $p_{0,0}^{\mathrm{OT}}$ could be determined by measuring the number of atoms that remain in a Bose-Einstein condensate [13], provided that the measurement is performed immediately after the phase hop before a rethermalization takes place. For an atomic gas of degenerate


FIG. 3. (Color online) The experimentally measurable $[1,2]$ probability for a particle in the Paul-trap potential (3) to return to the mean-motion ground state $\phi_{0}$ when two phase hops of size $\Delta \varphi=\pi$ are successively induced (at times $\tau_{\mathrm{ph}}^{(1)}=\pi / 2$ and $\tau_{\mathrm{ph}}^{(2)}=\tau_{\mathrm{ph}}^{(1)}$ $+\Delta \tau)$ as a function of $\Delta \tau$. Although one might naively expect those two phase hops to cancel each other, the second phase hop can, in fact, further reduce the probability to return to the ground state. Even parameters for which $p_{0,0}^{\mathrm{PT}}=1$ are interesting experimentally: they can be used to verify if the system indeed is described by dissipationless quantum mechanics.
fermions, phase hops [cf. Eq. (18)] could offer a tool to more quickly increase the energy and thus, after thermalization, the temperature in a controlled way [24] without having to change or to switch off and back on the trapping potential and to in between await an expansion of the gas [25].

The manipulation by phase hops can be made more effective by inducing several phase hops successively. Figure 3 shows the transition probability $p_{0,0}^{\mathrm{PT}}$ for two successively induced phase hops of size $\Delta \varphi=\pi$ as a function of their time delay. Although the effects of the two phase hops on the particle's ( $2 \pi$-periodic) Hamiltonian (2) cancel each other, their effects on the particle's mean motion do not necessarily cancel and can even be more significant as in the case of a single phase hop.

To countercheck our theoretical predictions, we performed numerical simulations for a particle in the Paul-trap potential (3) by integrating the full time-dependent Schrödinger equation (1). Figure 4 shows the time evolution of the experimentally measurable root-mean-square (rms) deviation $\Delta x \equiv \sqrt{\langle\psi| \hat{x}^{2}|\psi\rangle-\langle\psi| \hat{x}|\psi\rangle^{2}}$ of the particle's position when influenced by a phase hop. The initial state was chosen to be $\psi(x, 0)=e^{-i F^{\mathrm{PT}}(x, 0)} \phi_{0}^{\mathrm{PT}}(x)$, which determines the particle to be in the mean-motion ground state $\phi_{0}^{\mathrm{PT}}$. Figure 4 shows very good agreement between numerics and the theoretical mean-motion predictions derived via computer algebra from Eqs. (9) and (11) (the small oscillations of the solid (red) curves around their own mean represent higher orders of the particle's micromotion [21], which had been disregarded in the derivation of the theoretical mean-motion predictions [depicted as dashed (black) curves] and which disappear for larger $\omega$ ). The driving frequency used in the simulation is $\omega \approx 70 \Omega$, and thus the numerics demonstrate that the theoretical predictions for the limit $\omega \rightarrow \infty$ even hold for such small $\omega$. For larger $\omega$ the agreement between both approaches would even be better. Further, the numerics allowed one to obtain a practical definition for "instantaneous:" in experiments the phase hop must happen on time scales smaller than the period of $V$ [26].


FIG. 4. (Color online) Time evolution of the rms deviation $\Delta x$ for a particle in the Paul-trap potential (3) which initially is in the mean-motion ground state, affected by a phase hop of different sizes $\Delta \varphi$ [normalized to the theoretically predicted initial meanmotion value $\Delta x_{0, \text { eff }}=\sqrt{\hbar /(2 m \Omega)}$ ]. Solid (red) curves: results of numerical simulations. Dashed (black) curves: theoretical meanmotion prediction. Driving frequency: $\omega \approx 70 \Omega$.

The results presented in this article must be consistent with the classical results of Ref. [20]. To countercheck this we calculated $\Delta \overline{\langle E\rangle}$ for the case that the mean motion of a quantum particle in the Paul-trap potential is in a coherent state [1,2] and showed that its classical limit equals the corresponding classical result (see the Appendix).

## V. CONCLUSION

In this article we have presented a quantum-mechanical treatment of the effect of phase hops in ROPs on a single trapped particle. We have computed the particle's meanmotion wave function for all times and the resulting consequences on its mean-motion observables. We have calculated the transition probabilities between stationary mean-motion states and we have shown that the particle's mean energy can in general be both increased and decreased, except if it is in a stationary mean-motion state; then, the mean energy can only be increased. In particular, we have shown that the effect of a phase hop can be very strong.

For both for classical and quantum particles, the induction of phase hops provides a powerful tool for particle manipulation. Besides its strong effect, it has the following further appealing properties: First, its experimental implementation would be very simple and would not even require a change of an existing setup. Second, its application would be a controlled operation since a phase hop does not have an influence on the effective trapping potential, because that is independent of the phase of the ROP. Finally, it could be applied to any kind of trappable particles, because its mechanism is simply based on changes of the ROP and does thus not rely on particular internal properties of the particles as do laserbased manipulation methods.

In this article we have restricted our considerations to a single particle. Our main goal was to obtain analytical results, as these directly apply to a widely used and studied experimental system, the single ion in a Paul trap [1,2]. Due to the experimentally achievable pureness of this system, it can be used to precisely investigate phase hops and their possible applications experimentally. One of such possible
applications could be to decelerate a single ion, which we here showed to be possible also in the quantum regime.

For future research, it will be interesting to study the effect of phase hops on ensembles of (interacting) particles. The extension of single particle effects in time-periodic systems $[27,28]$ to multiparticle systems is an active field of theoretical and experimental physics [29,30]. An experimental investigation of the schemes proposed in this article could be performed with cold ion clouds stored in a Paul trap [2] or ultracold neutral atoms stored in a TOP trap [8,9] or in rapidly scanning optical tweezers $[12,13]$. In the field of degenerate Fermi gases, phase hops could offer a convenient way to realize controlled heating [24].
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## APPENDIX: EFFECT OF A PHASE HOP ON COHERENT MEAN-MOTION STATES

Let the mean motion of a quantum particle in the Paultrap potential (3) be in a coherent state. This is a quantum state which describes a wave packet that follows the motion of a classical particle in a harmonic oscillator potential while retaining its shape (thus also referred to as quasiclassical state). As the effective potential of the Paul trap is harmonic, the particle's mean motion possesses coherent states, which are given by $[1,2]$

$$
\begin{equation*}
\phi_{\mathrm{CS}}(x)=\left(\frac{m \Omega}{\pi \hbar}\right)^{1 / 4} e^{(i / \hbar) \overline{p\rangle} x} e^{(-m \Omega / 2 \hbar)(x-\overline{\langle x\rangle})^{2}} \tag{A1}
\end{equation*}
$$

where Eq. (A1) describes a quantum particle with mean position $\overline{\langle x\rangle}$, mean momentum $\overline{\langle p\rangle}$, and mean energy $\overline{\left\langle E_{\mathrm{CS}}\right\rangle}$ $=\left\langle\phi_{\mathrm{CS}}\right| \hat{p}^{2}\left|\phi_{\mathrm{CS}}\right\rangle /(2 m)+\left\langle\phi_{\mathrm{CS}}\right| V_{\mathrm{eff}}^{\mathrm{PT}}(\hat{x})\left|\phi_{\mathrm{CS}}\right\rangle$. When a phase hop is induced, $\left\langle E_{\mathrm{CS}}\right\rangle$ changes according to Eq. (14) by

$$
\begin{equation*}
\Delta \overline{\left\langle E_{\mathrm{CS}}\right\rangle}=\sqrt{2} \Omega \overline{\langle x\rangle\langle p\rangle} \delta+m \Omega^{2}\left\langle\phi_{\mathrm{CS}}\right| \hat{x}^{2}\left|\phi_{\mathrm{CS}}\right\rangle \delta^{2} \tag{A2}
\end{equation*}
$$

where $\delta=\sin \left(\tau_{\mathrm{ph}}+\Delta \varphi\right)-\sin \left(\tau_{\mathrm{ph}}\right)$. A classical particle with mean position $\bar{x}$, mean momentum $\bar{p}$, and mean energy $\bar{E}_{\text {class }}=\bar{p}^{2} /(2 m)+V_{\mathrm{eff}}^{\mathrm{PT}}(\bar{x})$ would, in the case of the phase hop, change its mean energy by $\Delta \bar{E}_{\text {class }}=\sqrt{2} \Omega \bar{x} \bar{p} \delta+m \Omega^{2} \bar{x}^{2} \delta^{2}$ [20], which is the classical limit of Eq. (A2) (since it is $\quad \lim _{\hbar \rightarrow 0} \overline{\langle x\rangle}=\bar{x}, \quad \lim _{\hbar \rightarrow 0} \overline{\langle p\rangle}=\bar{p}, \quad \lim _{\hbar \rightarrow 0}\left\langle\phi_{\mathrm{CS}}\right| \hat{x}^{2}\left|\phi_{\mathrm{CS}}\right\rangle$ $=\lim _{\hbar \rightarrow 0}\left\langle\phi_{\mathrm{CS}}\right| \hat{x}\left|\phi_{\mathrm{CS}}\right\rangle^{2}=\bar{x}^{2}, \quad$ and $\quad \lim _{\hbar \rightarrow 0}\left\langle\phi_{\mathrm{CS}}\right| \hat{p}^{2}\left|\phi_{\mathrm{CS}}\right\rangle$ $=\lim _{\hbar \rightarrow 0}\left\langle\phi_{\mathrm{CS}}\right| \hat{p}\left|\phi_{\mathrm{CS}}\right\rangle^{2}=\bar{p}^{2}$ ). This demonstrates that the quantum-mechanical results presented in this article are consistent with the classical results of Ref. [20]. In particular, it shows that in the quantum regime and in the classical regime the particle's mean energy can in general be both increased and decreased by inducing a phase hop [cf. Eq. (16)].
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#### Abstract

We present the design, implementation and characterization of a dual-species magneto-optical trap (MOT) for fermionic ${ }^{6} \mathrm{Li}$ and ${ }^{40} \mathrm{~K}$ atoms with large atom numbers. The MOT simultaneously contains $5.2 \times 10^{9}{ }^{6} \mathrm{Li}$-atoms and $8.0 \times 10^{9}{ }^{40} \mathrm{~K}$-atoms, which are continuously loaded by a Zeeman slower for ${ }^{6} \mathrm{Li}$ and a $2 \mathrm{D}-\mathrm{MOT}$ for ${ }^{40} \mathrm{~K}$. The atom sources induce capture rates of $1.2 \times 10^{9}{ }^{6} \mathrm{Li}$-atoms $/ \mathrm{s}$ and $1.4 \times 10^{9}{ }^{40} \mathrm{~K}$-atoms/s. Trap losses due to light-induced interspecies collisions of $\sim 65 \%$ were observed and could be minimized to $\sim 10 \%$ by using low magnetic field gradients and low light powers in the repumping light of both atomic species. The described system represents the starting point for the production of a large-atom number quantum degenerate Fermi-Fermi mixture.


## 1 Introduction

The study of ultracold atomic Fermi gases is an emerging research field aiming to understand many-body quantum phenomena occurring in various fields, such as condensed matter systems, disordered systems, quark-gluon plasmas or astrophysics (neutron stars) [1,2]. They provide a unique opportunity to create strongly correlated manybody systems with a high degree of experimental control. One intends to realize analog quantum simulators in Feynman's spirit [3], with which many-body Hamiltonians could be solved.

In the field of ultracold Fermi gases the study of mixtures of two different fermionic species with different mass is gaining interest. Both theoretical and experimental aspects motivate this study. Such mixtures are predicted to exhibit a rich phase diagram such as phase separation [4], crystalline phases [5], exotic pairing mechanisms [6] and long-lived trimers [7]. They further allow the creation of polar molecules, which have a long-range dipole-dipole interaction $[8,9]$. Two different atomic species yield additional tunable parameters, such as the mass imbalance and species-specific potentials. The mass-imbalance can be varied in an optical lattice, where the effective mass of each species depends on the optical lattice parameters.

The mixture ${ }^{6} \mathrm{Li}^{40} \mathrm{~K}$ is a prime candidate for these studies. ${ }^{6} \mathrm{Li}$ and ${ }^{40} \mathrm{~K}$ are the only stable fermionic alkali

[^15]isotopes and thus belong to the experimentally bestmastered class of atoms. Moreover, both species have bosonic isotopes which can also be used to create bosonfermion gases. Furthermore, the mass difference between the two species is large leading to a large electric dipole moment for heteronuclear diatomic molecules (3.6 D) [10]. Finally, many of the above-mentioned predicted quantum phases require strong interspecies interactions and a universal behavior of the gas. It was recently reported [11] that it is possible to reach the universal regime for the ${ }^{6} \mathrm{Li}^{40} \mathrm{~K}$-mixture due to the existence of a 1.5 gauss-wide Feshbach resonance.

The starting point of most mixture experiments is a dual-species magneto-optical trap. It is desirable to capture a large number of atoms at this stage for the following reasons. First, large atom numbers allow to anticipate the losses induced by the subsequent evaporative cooling procedure, which needs to be applied to reach the quantum degenerate regime. Second, a large initial atom number makes the evaporation procedure more efficient. Third, the Fermi temperatures of the gas are larger for larger atom numbers and thus quantum phenomena can be observed at higher temperatures. Finally, a large atom number leads to better signal-to-noise ratios and a greater robustness in day-to-day operation.

A dual-species magneto-optical trap with large atom numbers also allows an efficient creation of ultracold heteronuclear molecules via photoassociation. Using this technique, we have been able to create excited
heteronuclear ${ }^{6} \mathrm{Li}^{40} \mathrm{~K}^{*}$ molecules with a formation rate of $\sim 5 \times 10^{7} \mathrm{~s}^{-1}$. The results of this experiment will be the subject of a separate publication [12].

In this article we describe the design, implementation and characterization of a dual-species magneto-optical trap for ${ }^{6} \mathrm{Li}$ and ${ }^{40} \mathrm{~K}$ with large atom numbers. In a dualspecies MOT, the atom number is in general reduced compared to single-species MOTs due to additional interspecies collisions and to experimental constraints, such as the imperative to use the same magnetic field for both species or common optics. In other groups working with the ${ }^{6} \mathrm{Li}^{40} \mathrm{~K}$ mixture the following atom numbers have been achieved: in the Munich group [13] the dual-species MOT is loaded from a Zeeman slower for ${ }^{6} \mathrm{Li}$ and a vapor for ${ }^{40} \mathrm{~K}$, resulting in atom numbers of $\sim 4 \times 10^{7}\left({ }^{6} \mathrm{Li}\right)$ and $\sim 2 \times 10^{7}\left({ }^{40} \mathrm{~K}\right)$. In the Innsbruck group [14] the dualspecies MOT is loaded from a multi-species Zeeman slower and atom numbers of $\sim 10^{9}\left({ }^{6} \mathrm{Li}\right)$ and $\sim 10^{7}\left({ }^{40} \mathrm{~K}\right)$ are achieved. In the group in Amsterdam [15] two separate 2D-MOTs allow to load $\sim 3 \times 10^{9}\left({ }^{6} \mathrm{Li}\right)$ and $\sim 2 \times 10^{9}$ $\left({ }^{40} \mathrm{~K}\right)$. In our setup, the dual-species MOT is loaded from a Zeeman slower for ${ }^{6} \mathrm{Li}$ and a 2D-MOT for ${ }^{40} \mathrm{~K}$. It simultaneously contains $5.2 \times 10^{9}{ }^{6}$ Li-atoms and $8.0 \times 10^{9}$ ${ }^{40} \mathrm{~K}$-atoms, which represents a substantial atom number improvement.

For our application in particular a large atom number in the ${ }^{40} \mathrm{~K}$-MOT is of interest, since we intend to sympathetically cool ${ }^{6} \mathrm{Li}$ with ${ }^{40} \mathrm{~K}$, where ${ }^{40} \mathrm{~K}$ will be prepared and cooled in two different spin states. This approach has been implemented by Tiecke et al. [11] and proved to be an efficient cooling method, as it can be realized in a magnetic trap. In this cooling process mostly ${ }^{40} \mathrm{~K}$-atoms will be lost.

In future experiments, the atoms stored inside the dual-species MOT will be polarized and magnetically transported to an ultra-high vacuum (UHV) environment with large optical access. There the atom cloud will be evaporatively cooled to quantum degeneracy in an optically plugged magnetic quadrupole trap. Finally it will be transferred into an optical trap to investigate many-body phenomena in lower dimensions.

This article is organized as follows. In Section 2 the experimental setup, including the vacuum assembly and the laser systems, is described. In Section 3 we present the design and the performance of the atom sources, which are used to load the dual-species MOT, i.e. a Zeeman slower for ${ }^{6} \mathrm{Li}$ and a 2D-MOT for ${ }^{40} \mathrm{~K}$. In Section 4, the dualspecies MOT is characterized and a study of light-induced interspecies collisions is presented.

## 2 Experimental setup

### 2.1 Vacuum system

A three-dimensional view of the vacuum system is shown in Figure 1. It consists of two atom trap chambers and three flux regions. The first chamber is a central octagonal chamber where the ${ }^{6} \mathrm{Li}^{40} \mathrm{~K}$ dual-species MOT is prepared.


Fig. 1. (Color online) Schematics of the vacuum assembly. The dual-species MOT is loaded from a 2D-MOT for ${ }^{40} \mathrm{~K}$ and a Zeeman slower for ${ }^{6} \mathrm{Li}$. A magnetic transport allows to transfer the cloud to a UHV science cell with large optical access.

The second chamber is a glass science cell, in which we will evaporatively cool the mixture to quantum degeneracy.

The three flux regions are all connected to the octagonal chamber and are divided in two parts. First, the atom sources, namely a $2 \mathrm{D}-\mathrm{MOT}$ for ${ }^{40} \mathrm{~K}$ and a Zeeman slower for ${ }^{6} \mathrm{Li}$. Second, a magnetic transport connecting the octagonal chamber to the final science cell. This magnetic transport consists of a spatially fixed assembly of magnetic coils which creates a moving trapping potential of constant shape by applying time-varying currents [16]. It has already been implemented in our system and will be described in a separate publication.

The octagonal chamber can be isolated from the source regions and the science cell by all-metal UHV valves, which allow for separate baking and trouble-shooting. The 2D-MOT and the Zeeman slower region are pumped by one and three $20 \mathrm{~L} / \mathrm{s}$ ion pumps, respectively. The octagonal chamber is pumped by a $40 \mathrm{~L} / \mathrm{s}$ ion pump and the science chamber by a $40 \mathrm{~L} / \mathrm{s}$ ion pump and a titanium sublimation pump. Differential pumping tubes connect the source regions to the octagonal chamber in order to create a high vacuum environment in the octagonal cell. In a similar way, the science chamber is connected to the octagonal chamber via a combination of standard CF16and homemade vacuum tubes of 1 cm diameter to further increase the vacuum quality. The glass science cell has a large optical access and permits the installation of an objective for high-resolution imaging.

### 2.2 Laser systems

The dual-species MOT requires separate laser systems and optics for the two different atomic transition wavelengths $671 \mathrm{~nm}(\mathrm{Li})$ and $767 \mathrm{~nm}(\mathrm{~K})$. The laser systems provide several beams with different frequencies and intensities for slowing, trapping and probing each atomic species. A sketch of the energy levels of the atomic species and the


Fig. 2. (Color online) Level diagrams for the ${ }^{6} \mathrm{Li}$ and ${ }^{40} \mathrm{~K} \mathrm{D}_{2^{-}}$ lines with their respective hyperfine structures, showing the frequencies required for the dual-species MOT operation. The diode lasers are locked to the indicated saturated absorption crossover signals $2 \mathrm{~S}_{1 / 2}(F=1 / 2, F=3 / 2) \rightarrow 2 \mathrm{P}_{3 / 2}$ of ${ }^{6} \mathrm{Li}$ and $4 \mathrm{~S}_{1 / 2}(F=1, F=2) \rightarrow 4 \mathrm{P}_{3 / 2}$ of ${ }^{39} \mathrm{~K}$.
frequencies of interest are shown in Figure 2. The laser systems are set up on separate optical tables and the generated laser beams are transferred to the main experimental table using optical fibers. A simplified scheme of the laser systems is shown in Figure 3. Each one consists of a single low output-power frequency-stabilized diode laser (DL) and three tapered amplifiers (TAs) used for light amplification. Due to the small hyperfine splittings of both ${ }^{6} \mathrm{Li}$ and ${ }^{40} \mathrm{~K}$, the required frequencies of the various laser beams are conveniently shifted and independently controlled by acousto-optical modulators (AOMs).

The diode lasers are homemade tunable external cavity diode lasers in Littrow configuration. The laser diode for Li (Mitsubishi, ref. ML101J27) is of low-cost due to its mass production for the DVD industry. Its central free running output wavelength at room temperature is 660 nm which can be shifted into the range of 671 nm by heating the diode to $80^{\circ} \mathrm{C}$. In external cavity configuration its output power is 40 mW at a driving current of 150 mA . Under these conditions the laser diode reaches a typical lifetime of 6 months. It can be mode hop-free tuned over a range of 5 GHz . The laser diode for K is an anti-reflection coated Ridge-Waveguide Laser (Eagleyard, ref. EYP-RWE-0790-0400-0750-SOT03-0000), whose central free running output wavelength at room temperature corresponds to the desired wavelength. In external cavity configuration its output power is 35 mW at 90 mA and it has a typical lifetime of one year. It can be mode hop-free tuned over a range of 10 GHz .

The tapered amplifiers are commercial semiconductor chips which are mounted on homemade supports. We developed compact support designs with nearly no adjustable parts, which allow for a quick temperature stabilization, do not require running water for heat dissipation and allow for an easy installation process. The support designs are described in detail in the appendix.


Fig. 3. Laser systems for ${ }^{6} \mathrm{Li}$ and ${ }^{40} \mathrm{~K}$. The frequencies and amplitudes of the various beams are controlled by AOMs in single pass ( sp ) or double pass ( dp ) configuration. The EOMs are used to phase modulate a part of the beam for the diode laser's frequency stabilization. Single mode polarization maintaining fibers (FI) are used for beam shaping and spatial filtering. The indicated AOM frequencies allow to generate the required beam frequencies (see Fig. 2).

We have also developed an all-solid-state laser for lithium delivering more than 630 mW output power, with which we intend to increase further the number of lasercooled Li atoms. The setup of this light source is described elsewhere [17].

The frequency of each diode laser is stabilized via saturated absorption spectroscopy for which a small part of the DL's output is used (see Fig. 3). A 20 MHz electro-optical modulator (EOM) is employed to modulate the phase of the spectroscopy laser beam yielding the derivative of the absorption signal through a lock-in detection. The resulting error signal is transferred to both the diode's current (via a high frequency bias-tee), and, via a PID-controller, to a piezo that adjusts the external cavity's length with a 4 kHz bandwidth. An AOM is used to offset the frequency of the diode laser with respect to the absorption line used for locking. It allows for fine adjustments of the frequency while the laser is locked.

The Li diode laser frequency is shifted by -331 MHz from the ${ }^{6} \mathrm{Li} 2 \mathrm{~S}_{1 / 2}(F=1 / 2, F=3 / 2) \rightarrow 2 \mathrm{P}_{3 / 2}$ crossover signal and the K diode laser frequency is shifted by +240 MHz from the conveniently located $4 \mathrm{~S}_{1 / 2}(F=1$, $F=2) \rightarrow 4 \mathrm{P}_{3 / 2}$ crossover signal of ${ }^{39} \mathrm{~K}$. Note that the small excited state hyperfine structures of both ${ }^{6} \mathrm{Li}$ and ${ }^{39} \mathrm{~K}$ are unresolved in the spectroscopy.

The saturated absorption spectroscopy for lithium is realized in a heat pipe of 50 cm length, in which a natural Li sample (with the isotopic abundances ${ }^{7} \mathrm{Li}: 92 \%$,
$\left.{ }^{6} \mathrm{Li}: 8 \%\right)$ is heated to $350^{\circ} \mathrm{C}$ to create a sufficiently high vapor pressure for absorption. The heat pipe consists of a standard CF40 tube with the Li-sample placed at its center. The tube is heated with a pair of thermocoax cables which are wound around the tube in parallel with opposite current directions in order to prevent magnetic fields to build up. Condensation of lithium atoms on the cell windows needs to be inhibited as Li chemically reacts with glass. This is achieved by adding an argon buffer gas at $\sim 0.1$ mbar pressure, as $\mathrm{Ar}-\mathrm{Li}$ collisions prevent Li to reach the cell windows in ballistic flight. The optimum argon pressure was chosen such that it provides enough collisions, but does not substantially collision-broaden the absorption spectrum. Water cooling of the metallic parts close to the windows leads to condensation of the diffusing lithium-atoms before those can reach the windows. To avoid that lithium slowly migrates to the colder surfaces, the inside of the tube is covered with a thin stainless steel mesh (Alfa Aesar, ref. 013477), which induces capillary forces acting on the condensed atoms. Since the surface tension of liquid lithium decreases with increasing temperature [18], the capillary forces cause the atoms to move back to the hotter surfaces.

The saturated absorption spectroscopy for potassium is realized in a cylindrical glass vapor cell of 5 cm length, in which a natural K-sample (with the isotopic abundances $\left.{ }^{39} \mathrm{~K}: 93.36 \%,{ }^{40} \mathrm{~K}: 0.012 \%,{ }^{41} \mathrm{~K}: 6.73 \%\right)$ is heated to $40{ }^{\circ} \mathrm{C}$. Here, a small non-heated appendix of the cell serves as a cold point to prevent condensation of K-atoms on the surfaces crossed by the laser beam.

In both laser systems the frequency stabilized master laser beam is immediately amplified by a first TA and subsequently injected into a single-mode polarization maintaining optical fiber (FI) for beam shaping and spatial filtering (see Fig. 3). The output beam of the optical fiber is split by a series of polarizing beam splitters into several beams whose frequencies and intensities are independently shifted and controlled with AOMs in single or double pass configuration. The various beams are then recombined with a pair of polarizing beam splitters to linearly polarized bichromatic beams consisting of one cooling and one repumping frequency. Those are then either directly injected into a fiber or into another TA for further amplification. The fibers finally transfer the beams to the main experimental table.

The injection of a bichromatic beam into a TA, whose gain-medium is non-linear, is accompanied with the creation of sidebands [19]. The sideband creation is due to parametric amplification of the gain medium by the beating between the two injected frequencies. In general, sidebands represent a loss of the power available in the injected frequencies and can excite unwanted transitions. In our case, where the two injected beam components have significantly different powers and frequencies (differing by $\sim 228 \mathrm{MHz}$ for ${ }^{6} \mathrm{Li}$ and by $\sim 1286 \mathrm{MHz}$ for ${ }^{40} \mathrm{~K}$ ), the power losses are below $10 \%$. No unwanted transitions are excited by the amplified bichromatic beams, except for the Zeeman slower beam, as that is detuned close to an integer multiple of 228 MHz and would thus perturb the
atoms in the MOT. For this beam the injection of both frequency components into the same TA was thus avoided (see Fig. 3).

Acoustically isolated homemade mechanical shutters are placed in front of each fiber on the optical tables allowing to switch off the laser beams when required. The shutters consist of a low-cost solenoid-driven mechanical switch (Tyco Electronics, ref. T90N1D12-12) and a razor blade attached to it via a small rigid lever arm. These shutters typically have a closing time of $\sim 100 \mu$ s when placed in the focus of a laser beam and a sufficiently reproducible time delay of the order of 3 ms .

## 3 Atom sources

Magneto-optical traps can be loaded in different ways. The most efficient is the loading from a beam of slow atoms. This scheme allows isolating the MOT from the atom source region with a differential pumping tube, through which the beam is directed. The MOT thus can be located in a UHV chamber where collisions with the residual gas are minimized. Furthermore, the MOT will be quickly loaded when the atomic beam is cold and has a high flux. The most efficient methods to create such beams are Zeeman slowers and 2D-MOTs. For both atomic species ${ }^{6} \mathrm{Li}$ and ${ }^{40} \mathrm{~K}$, both, Zeeman slowers [14,20,21] and 2D-MOTs [22], have been realized in the past. In our setup we chose to implement a Zeeman slower for ${ }^{6} \mathrm{Li}$ and a $2 \mathrm{D}-\mathrm{MOT}$ for ${ }^{40} \mathrm{~K}$.

## $3.1{ }^{6} \mathrm{Li}$ Zeeman slower

### 3.1.1 Introduction

Zeeman-tuned slowing represents one of the earliest and most widely used techniques to slow down atoms from an oven [23]. A Zeeman slower longitudinally decelerates an atomic beam using the radiative force of a counterpropagating resonant laser beam. The Doppler effect accumulated during the deceleration is compensated by the Zeeman effect, induced by an inhomogeneous magnetic field, which maintains the atoms on resonance and provides a continuous deceleration.

Two types of Zeeman slowers are commonly used: the positive-field and the sign-changing field ("spin-flip") Zeeman slower [24]. We have implemented a spin-flip Zeeman slower since it brings about several advantages. First, a smaller maximum absolute value of the magnetic field is required. Second, the Zeeman laser beam is nonresonant with the atoms exiting the slower and thus does not push them back into the slower, neither it perturbs the atoms trapped in the ${ }^{6} \mathrm{Li}-\mathrm{MOT}$. However, the spinflip Zeeman slower requires repumping light in the region where the magnetic field changes sign and thus makes the optics system slightly more complicated.

### 3.1.2 Experimental setup

The Zeeman slower consists of two distinct parts: the oven, which creates an atomic beam of thermal atoms, and an assembly of magnetic field coils. In the oven a nearly pure ${ }^{6} \mathrm{Li}$ sample $(5 \mathrm{~g})$ is heated to $500{ }^{\circ} \mathrm{C}$ and an atomic beam is extracted through a collimation tube. The magnetic field coils create an inhomogeneous magnetic field along the flight direction of the atoms.

The oven consists of a vertical reservoir tube (diameter: 16 mm , length: 180 mm ) and a horizontal collimation tube (diameter: 6 mm , length: 80 mm ), which is attached to it (see Fig. 1). The upper end of the reservoir tube and the free end of the collimation tube are connected to CF40-flanges. The flange of the reservoir tube is sealed and allows connecting a vacuum pump for baking purposes. The flange of the collimation tube connects the oven to the rest of the vacuum chamber. All parts of the oven are made of stainless steel of type 302L and connected using nickel gaskets instead of copper gaskets as they stand higher temperatures and react less with lithium. The heating of the oven is realized with two high power heating elements (Thermocoax, ref. SEI 10/50-25/2xCM 10), wound around both, the reservoir and the collimation tube.

The temperature of the oven needs to be stabilized precisely, since the atomic flux critically depends on the temperature. This is accomplished by an active stabilization circuit and an isolation with glass wool and aluminum foil. Along the collimation tube a temperature gradient is maintained in order to recycle lithium atoms sticking to the inner tube walls through capillary action, as explained above. In order to amplify the effect of capillary action, a thin stainless steel mesh with a wire diameter of 0.13 mm (Alfa Aesar, ref. 013477) is placed inside the tube. This wire decreases the effective diameter of the collimation tube to $\sim 5 \mathrm{~mm}$. For the operating temperature of $500^{\circ} \mathrm{C}$, the vapor pressure of lithium in the oven amounts to $4 \times 10^{-3}$ mbar.

A computer controlled mechanical shutter (Danaher Motion, ref. BRM-275-03) in front of the oven allows to block the atomic beam during experiments or when the ${ }^{6} \mathrm{Li}-\mathrm{MOT}$ is not in operation.

The oven is pumped through the collimation tube with a $20 \mathrm{~L} / \mathrm{s}$ ion pump and isolated from the main chamber via three differential pumping stages and the tube of the Zeeman slower. The pumping efficiency through the collimation tube is $\sim 0.19 \mathrm{~L} / \mathrm{s}$ resulting in a pressure drop of a factor $\sim 100$. The second and third differential pumping tubes both have a length of 100 mm and a diameter of 5 mm and 10 mm , respectively. A $20 \mathrm{~L} / \mathrm{s}$ ion pump is placed after each tube. In total a pressure drop of a factor of $\sim 2.5 \times 10^{6}$ between the oven and the main chamber is obtained.

The assembly of the oven is a three-step procedure. First, the metallic parts of the oven are pre-baked at $600{ }^{\circ} \mathrm{C}$ during 48 h . Then, the oven is filled with the lithium sample under air atmosphere and baked again at $600{ }^{\circ} \mathrm{C}$ during 12 h in order to eliminate the impurities in the lithium sample (mostly LiH). Typically $50 \%$ of the sample is lost during this procedure. Then, the oven is


Fig. 4. (Color online) ${ }^{6}$ Li Zeeman slower coil assembly and generated axial magnetic field profile. The thermal atoms coming from the ${ }^{6}$ Li-oven enter the coil assembly at the position 0 , and a fraction of them is slowed down and finally captured in the ${ }^{6} \mathrm{Li}-\mathrm{MOT}$, which is located at 71.4 cm . A compensation coil placed on the opposite side of the MOT (at 84.1 cm ) ensures that the magnetic field is zero at the position of the MOT.
connected to the rest of the vacuum chamber under an argon atmosphere, since argon does not react with lithium. Since argon damages ion pumps, the vacuum chamber is first pumped by a turbo molecular pump during 12 h before the ion pumps are finally launched and the oven is operational.

The Zeeman slower coils are mounted on a 65 cm long standard CF40 tube placed between the oven and the MOT chamber. A sketch of the coil assembly and the generated axial magnetic field profile are shown in Figure 4. The coil assembly extends over $L=55 \mathrm{~cm}$ and is separated from the position of the MOT by 16 cm . The coils are connected in series and were designed such that the desired magnetic field profile is generated for a moderate driving current of 12 A . The axial magnetic field of the slower along the flight direction of the atoms is measured to be 570 G at the entrance and -220 G at the exit.

The magnetic field of the Zeeman slower is non-zero at the position of the MOT and hence compensated by a coil placed opposite to the slower coils at a distance of 12.7 cm from the MOT (see Fig. 4). The compensation coil consists of 4 coil layers wound around a 10 cm long CF40 standard tube. They are powered by a separate power supply for fine adjustments. When compensated, the magnetic field has an axial gradient of $0.5 \mathrm{G} / \mathrm{cm}$ at the position of the MOT.

The cables of the Zeeman slower coils (APX France, ref. méplat cuivre émaillé CL H $1.60 \times 2.50$ ) stand bake out procedures up to $200^{\circ} \mathrm{C}$. One layer of a heating cable (Garnisch, ref. GGCb250-K5-19) is permanently placed underneath the magnetic field coils for these bake out procedures. To avoid heating of the vacuum parts during the Zeeman slower's operation, two layers of water coils were wound underneath the coil layers.

Slowing and repumping light for the Zeeman slower is derived from a bichromatic laser beam which is provided by an optical fiber originating from the laser system.

It has a total power of $P_{\text {fiber }}=50 \mathrm{~mW}$ and its frequencies are both red detuned by $\Delta \omega_{\text {slow }}=\Delta \omega_{\text {rep }}=75 \Gamma$ from the $2 \mathrm{~S}_{1 / 2}(F=3 / 2) \rightarrow 2 \mathrm{P}_{3 / 2}\left(F^{\prime}=5 / 2\right)$ slowing and the $2 \mathrm{~S}_{1 / 2}(F=1 / 2) \rightarrow 2 \mathrm{P}_{3 / 2}\left(F^{\prime}=3 / 2\right)$ repumping transition (see Fig. 2). The intensity $I_{\text {slow }}$ of the slowing light is 8 times bigger than the intensity $I_{\text {rep }}$ of the repumping light. Both beam components have the same circular polarization ( $\sigma^{+}$at the position where the atoms enter the slower).

The detuning of the slowing light and the axial magnetic field at the entrance of the coil assembly define the so-called capture velocity $v_{\text {cap }}^{\text {Zee }}$ of the Zeeman slower. All atoms with a velocity smaller than $v_{\text {cap }}^{\text {Zee }}$ are expected to be decelerated to the same final velocity $v_{\mathrm{fi}}^{\mathrm{Zee}}$ at the exit of the slower, provided that they initially populate the correct internal atomic state. The resonance condition for the atoms inside the slower yields $v_{\text {cap }}^{\text {Zee }} \sim 830 \mathrm{~m} / \mathrm{s}$ and $v_{\mathrm{fi}}^{\text {Zee }} \sim 90 \mathrm{~m} / \mathrm{s}$. The exit velocity of the slower is thus larger than the capture velocity of the ${ }^{6} \mathrm{Li}-\mathrm{MOT}$, which is estimated to be $\sim 50 \mathrm{~m} / \mathrm{s}$. However, the atoms are still decelerated significantly in the region between the slower exit and the MOT and are thus expected to be captured by the MOT. The capture velocity of the Zeeman slower is smaller than the most probable thermal speed of the atomic beam, which is given by $v_{p}=\sqrt{2 k_{\mathrm{B}} T / m}=1464 \mathrm{~m} / \mathrm{s}$ at $T=500^{\circ} \mathrm{C}$, where $k_{\mathrm{B}}$ denotes the Boltzmann constant and $m$ the mass of the ${ }^{6} \mathrm{Li}$-atoms.

The bichromatic Zeeman slower beam is expanded and focused by a lens pair. The focusing of the beam accounts for the divergence of the atomic beam and the loss of beam power due to absorption and thus yields an efficient utilization of the available laser power. In addition, it induces a small cooling effect along the transverse direction [24]. The $1 / e^{2}$-diameter at the position of the MOT is 31 mm and the focus is at a distance of 120 cm from the MOT, 10 cm behind the oven.

The divergence of the atomic beam is an important parameter characterizing the Zeeman slower. Three factors contribute to it: first, the geometry of the oven's collimation and the subsequent differential pumping tubes, second the atom's deceleration inside the slower, and third the transverse heating due to the scattered photons during the slowing process. In order to estimate the divergence of the atomic beam, we calculate the maximum possible deflection of an atom which exits the oven with a longitudinal velocity $v_{\text {cap }}^{\text {Zee }}$. An atom with this velocity needs $\sim 1.1 \mathrm{~ms}$ to reach the exit of the Zeeman slower and additional $\sim 1.8 \mathrm{~ms}$ to reach the MOT. Due to the geometry of the collimation and differential pumping tubes it can have a maximum transverse velocity of $\sim 16 \mathrm{~m} / \mathrm{s}$. The change in transverse velocity due to the heating is calculated to be $\sim 2.5 \mathrm{~m} / \mathrm{s}$ [25] and is thus negligible with respect to the maximum transverse velocity determined by the tube geometry. The final transverse displacement of the atom with respect to the beam axis at the position of the ${ }^{6} \mathrm{Li}-\mathrm{MOT}$ would thus be $\sim 5 \mathrm{~cm}$, resulting in an effective beam divergence of $\sim 90 \mathrm{mrad}$. This divergence requires ${ }^{6} \mathrm{Li}-\mathrm{MOT}$ beams of a large diameter.

Table 1. Optimized values for the parameters of the ${ }^{6} \mathrm{Li}$ Zeeman slower, yielding a ${ }^{6} \mathrm{Li}-\mathrm{MOT}$ capture rate of $\sim 1.2 \times$ $10^{9}$ atoms/s at an oven temperature of $500{ }^{\circ} \mathrm{C}$. The definition of the symbols is given in the text. The natural linewidth of ${ }^{6} \mathrm{Li}$ is $\Gamma /(2 \pi)=5.87 \mathrm{MHz}$. The length of the Zeeman slower coil assembly is 55 cm .

|  | Li Zeeman slower |  |
| :---: | :---: | :---: |
| $P_{\text {fiber }}(\mathrm{mW})$ | 50 |  |
| $\Delta \omega_{\text {slow }}(\Gamma)$ | -75 |  |
| $\Delta \omega_{\text {rep }}(\Gamma)$ | -75 |  |
| $I_{\text {rep }} / I_{\text {slow }}$ | $1 / 8$ |  |
| $B_{\max }(\mathrm{G})$ | 570 |  |



Fig. 5. (Color online) ${ }^{6} \mathrm{Li}-\mathrm{MOT}$ capture rate as a function of (a) the power of the Zeeman slowing light for a constant repumping light power of 5.6 mW and (b) the intensity ratio between repumping and slowing light of the Zeeman slower for a constant slowing light power of 45 mW . The intensities of the superimposed beams depend on the position inside the slower, since the beams are focused toward the oven. At the position where the magnetic field changes sign, a power of 10 mW corresponds to an intensity of $2.5 I_{\text {sat }}$, with the saturation intensity $I_{\text {sat }}$ given in Table 3.

### 3.1.3 Experimental results

For our application the essential parameter which characterizes the performance of the Zeeman slower is the capture rate of the ${ }^{6} \mathrm{Li}-\mathrm{MOT}$. We studied its dependence as a function of several Zeeman slower parameters, such as: the temperature of the oven, the power of the slowing light, the magnitude of the magnetic field and the intensity ratios between the repumping and slowing light. The optimized values of these parameters are displayed in Table 1, leading to a ${ }^{6} \mathrm{Li}-\mathrm{MOT}$ capture rate of $\sim 1.2 \times 10^{9}$ atoms/s. The capture rate was deduced from a very short loading of the MOT, for which atom losses can still be neglected ( $\sim 250 \mathrm{~ms}$ ).

Figure 5a shows the dependence of the ${ }^{6} \mathrm{Li}-\mathrm{MOT}$ capture rate on the power of the Zeeman slowing light. The curve increases with increasing beam power and indicates saturation for higher powers. In the experiment the slowing light power is 45 mW , for which the curve in Figure 5a starts to saturate, demonstrating that the size of the slowing beam is well chosen. In particular it shows that the beam is not absorbed significantly by the atoms inside the slower.

The dependence of the ${ }^{6} \mathrm{Li}$-MOT capture rate on the intensity ratio between repumping and slowing light of the Zeeman slower is depicted in Figure 5b. The curve


Fig. 6. (Color online) ${ }^{6} \mathrm{Li}-\mathrm{MOT}$ capture rate as a function of (a) the axial magnetic field of the Zeeman slower and (b) the temperature of the Li-oven. Circles represent the experimental data and the solid curve the theoretical prediction from equation (3).
increases with increasing repumping intensity and saturates for higher intensities. For the intensity ratio $I_{\text {rep }} / I_{\text {slow }} \sim 0.1$ the repumping intensity in the region where the magnetic field of the Zeeman slower changes sign, is of the order of the saturation intensity. Therefore the transition probability of the repumping transition saturates at $I_{\text {rep }} / I_{\text {slow }} \sim 0.1$, explaining the behavior in Figure 5b. The graph shows that the Zeeman slower only requires a small repumping intensity. It is important that the repumping light has the same circular polarization as the slowing light, since it helps to optically pump the atoms to the cycling transition used for slowing.

Figure 6a shows the ${ }^{6} \mathrm{Li}-\mathrm{MOT}$ capture rate as a function of the magnitude of the axial magnetic field of the Zeeman slower. The position of the maximum depends on the detuning of the slowing light.

Figure 6 b shows the dependence of the ${ }^{6} \mathrm{Li}-\mathrm{MOT}$ capture rate on the oven temperature $T$ (circles) as well as a (scaled) theoretical prediction (solid curve) for the experimental data. The curve shows a nearly exponential increase of the capture rate with the temperature. The theoretical prediction is based on a model which assumes no collisions between the atoms (i.e., no intrabeam collisions and no collisions between the beam and the MOT atoms). It is derived as follows.

In the absence of collisions, the normalized velocity distribution of the Zeeman-slowed atoms exiting the slower does not depend on the temperature of the oven. Assuming that the ${ }^{6} \mathrm{Li}-\mathrm{MOT}$ captures mainly atoms which have been slowed by the Zeeman slower, the capture rate $\dot{N}_{\mathrm{M}}$ of the ${ }^{6} \mathrm{Li}-\mathrm{MOT}$ is a temperature-independent fraction of the flux $\dot{N}_{\mathrm{Z}}$ of the Zeeman-slowed atoms: $\dot{N}_{\mathrm{M}}(T)=\kappa_{1} \dot{N}_{\mathrm{Z}}(T)$. The proportionality constant $\kappa_{1}$ depends on the divergence of the atomic beam and the capture velocity of the ${ }^{6} \mathrm{Li}-\mathrm{MOT}$. The flux of the Zeeman-slowed atoms $\dot{N}_{\mathrm{Z}}$ is given by the flux of the oven atoms which have a speed smaller than the Zeeman slower's capture velocity $v_{\text {cap }}^{\text {Zee }}$ and which are in the correct internal atomic state to be decelerated by the Zeeman slower (i.e. $F=3 / 2, m_{F}=3 / 2$ ). Assuming the oven to be in thermal equilibrium, $\dot{N}_{\mathrm{Z}}$ is given by $[22,26]$

$$
\begin{equation*}
\dot{N}_{\mathrm{Z}}(T)=\kappa_{2} n_{\mathrm{s}}(T) A \int_{0}^{\Omega_{\mathrm{Z}}} d \Omega \frac{\cos \theta}{4 \pi} \int_{0}^{v_{\mathrm{cap}}^{\mathrm{Ze}}} v f(v, T) d v \tag{1}
\end{equation*}
$$

with a temperature-independent constant $\kappa_{2}$, which equals the fraction of atoms which are in the correct internal atomic state. $n_{\mathrm{s}}(T)$ is the atomic density in the oven, $A=2 \times 10^{-5} \mathrm{~m}^{2}$ the aperture surface of the oven, $\Omega_{\mathrm{Z}}=A^{\prime} / l^{2}=5 \times 10^{-4}$ the solid angle of the atomic beam (with $A^{\prime}$ the aperture surface of the last differential pumping tube and $l$ the distance between the two aperture surfaces $A, A^{\prime}$ ) and $d \Omega=2 \pi \sin \theta d \theta$, with $\theta$ the emission angle with respect to the oven axis. $f(v, T)$ is the normalized speed distribution function given by

$$
\begin{equation*}
f(v, T)=\sqrt{\frac{2 m^{3}}{\pi k_{\mathrm{B}}^{3} T^{3}}} v^{2} \exp \left(-\frac{m v^{2}}{2 k_{\mathrm{B}} T}\right) . \tag{2}
\end{equation*}
$$

Since the solid angle of the atomic beam is small, it is $\cos \theta \approx 1$ and thus $\int_{0}^{\Omega_{\mathrm{Z}}} d \Omega \cos \theta \approx \Omega_{\mathrm{Z}}$.

The explicit temperature dependence of the ${ }^{6} \mathrm{Li}-\mathrm{MOT}$ capture rate is then obtained via $\dot{N}_{\mathrm{M}}(T)=\kappa_{1} \dot{N}_{\mathrm{Z}}(T)$ by substituting into equation (1) the ideal gas equation $n_{\mathrm{s}}(T)=p_{\mathrm{s}} /\left(k_{\mathrm{B}} T\right)$ and the relation $p_{\mathrm{s}}=$ $p_{\mathrm{a}} \exp \left[-L_{0} /\left(k_{\mathrm{B}} T\right)\right]$ for the saturated vapor pressure $p_{\mathrm{s}}$, with $p_{\mathrm{a}}=1.15 \times 10^{8} \mathrm{mbar}$ and the latent heat of vaporization $L_{0} / k_{\mathrm{B}}=18474 \mathrm{~K}[27]$. This relation applies to the temperature range $300-500{ }^{\circ} \mathrm{C}$ with an accuracy of $5 \%$. Thus, we have
$\dot{N}_{\mathrm{M}}(T)=\kappa A \Omega_{\mathrm{Z}} p_{\mathrm{a}} \sqrt{\frac{m^{3}}{8 \pi^{3} k_{\mathrm{B}}^{5} T^{5}}} e^{-\frac{L_{0}}{k_{\mathrm{B}} T}} \int_{0}^{v_{\text {cap }}^{\mathrm{Zee}}} v^{3} e^{-\frac{m v^{2}}{2 k_{\mathrm{B}} T}} d v,(3)$
with $\kappa=\kappa_{1} \kappa_{2}$. Scaling equation (3) to the experimental data for a given (low) temperature $\left(T=350{ }^{\circ} \mathrm{C}\right)$ yields the theoretical prediction for the curve shown in Figure 6. The scaling yields $\kappa=10^{-3}$, thus $0.1 \%$ of the atoms, which enter the Zeeman slower with a velocity smaller than $v_{\text {cap }}^{\text {Zee }}$, are captured by the ${ }^{6} \mathrm{Li}-\mathrm{MOT}$.

The main contribution to the small value of $\kappa$ is the large divergence of the slowed atomic beam: $\kappa$ is proportional to the ratio of the atomic beam cross section and the capture surface of the ${ }^{6} \mathrm{Li}-\mathrm{MOT}$, which is estimated to $\sim 10^{-2}$ (assuming the ${ }^{6} \mathrm{Li}$-MOT capture surface to be a circle of 1.1 cm diameter). Two-dimensional transverse laser cooling of the atomic beam could vastly increase the value of $\kappa$. The remaining $10 \%$ are due to an inefficient capture of the ${ }^{6} \mathrm{Li}-\mathrm{MOT}$ and to a significant fraction of oven atoms occupying the incorrect internal atomic states.

The obtained theoretical prediction agrees well with the experimental data for temperatures below $475^{\circ} \mathrm{C}$ (see Fig. 6b). For temperatures above $475^{\circ} \mathrm{C}$, the experimental data deviate from the prediction indicating that intrabeam collisions or collisions between the atoms in the beam and the MOT become important. We found that for $T=500{ }^{\circ} \mathrm{C}$ collisions between the thermal ${ }^{6} \mathrm{Li}$ beam and the trapped ${ }^{6} \mathrm{Li}-\mathrm{MOT}$ atoms indeed take place, which we verified by measuring the lifetime of the ${ }^{6} \mathrm{Li}-\mathrm{MOT}$ in presence and absence of the thermal ${ }^{6} \mathrm{Li}$ beam, making use of the mechanical block placed at the exit of the oven. The lifetime was found $10 \%$ larger for the case where the thermal ${ }^{6} \mathrm{Li}$ beam was blocked. In a similar way the thermal ${ }^{6} \mathrm{Li}$ beam also affects the lifetime of the ${ }^{40} \mathrm{~K}-\mathrm{MOT}$.

In order to avoid a reduction of the number of trapped ${ }^{40} \mathrm{~K}$ atoms in the dual-species MOT, we therefore limit the ${ }^{6} \mathrm{Li}$-oven temperature to $500^{\circ} \mathrm{C}$.

With the help of equation (1) the lifetime of the oven can be estimated. Assuming that the collimation tube of the oven recycles all atoms sticking to its wall and the vacuum pumps have no impact on the Li pressure in the oven, the total atomic flux through the collimation tube is obtained by replacing $A^{\prime}=A, v_{\text {cap }}^{\text {Zee }}=\infty$ and $l=8 \mathrm{~cm}$ (the length of the collimation tube) in equation (1). For the working temperature $T=500^{\circ} \mathrm{C}$ the lithium vapor pressure is $p_{s}=4.8 \times 10^{-3} \mathrm{mbar}$, corresponding to a density $n_{s}=4.5 \times 10^{19} \mathrm{~m}^{-3}$. Thus, the atom flux through the collimation tube is $\dot{N}_{\mathrm{O}}=3.5 \times 10^{14} \mathrm{~s}^{-1} \hat{=} 3.5 \times 10^{-12} \mathrm{~kg} / \mathrm{s}$. With 3 g of ${ }^{6} \mathrm{Li}$ this corresponds to an oven lifetime of $\tau_{\text {oven }} \sim 25$ years. (The importance of the recycling becomes manifest when comparing this value to the hypothetical lifetime of the oven, would the collimation tube be replaced by an aperture of the same surface. In this case the atom flux through this aperture would be $\dot{N}_{\mathrm{O}}^{\text {hyp }}=\left(\pi l^{2} / A\right) \dot{N}_{\mathrm{O}} \sim 1000 \dot{N}_{\mathrm{O}}$ and thus $\tau_{\text {oven }}^{\text {hyp }} \sim 10$ days. $)$

## $3.2{ }^{40} \mathrm{~K}$ 2D-MOT

### 3.2.1 Introduction

2D-MOTs have been widely used over the past years to produce high flux beams of cold atoms [14,22,28-31]. In some cases they offer advantages over the more common Zeeman slowers. Even though Zeeman slowers can produce higher fluxes and are more robust, they have the following disadvantages. They produce unwanted magnetic fields close to the MOT which need to be compensated by additional fields, they require a substantial design and construction effort and are space consuming. The atomic beam source of Zeeman slowers needs to be operated at higher temperatures than the vapor cell used as source for 2D-MOTs and the material consumption can be high. In the case of the rare isotope ${ }^{40} \mathrm{~K}$, this drawback is major: no pure source of ${ }^{40} \mathrm{~K}$ exists and enriched ${ }^{40} \mathrm{~K}$ samples are very expensive ( 4000 Euros for 100 mg of a $4 \%$ enriched sample). Therefore a ${ }^{40} \mathrm{~K}$ Zeeman slower would be very costly. A 2D-MOT can be operated at lower pressures and is thus more economic. In addition it allows separating ${ }^{40} \mathrm{~K}$ from the more abundant ${ }^{39} \mathrm{~K}$, since it produces an atomic beam which nearly only contains the slowed atoms (i.e. no thermal background). These considerations motivated us to implement a $2 \mathrm{D}-\mathrm{MOT}$ for ${ }^{40} \mathrm{~K}$.

### 3.2.2 Principle of operation

In a 2D-MOT, an atomic vapor is cooled and confined transversally and out-coupled longitudinally through an aperture tube. The role of the aperture tube is two-fold. First, it isolates the 2D-MOT from the MOT chamber by differential pumping, and second, it acts as a geometric velocity filter, since only atoms with a small transverse velocity pass through. As the transverse cooling is more


Fig. 7. (Color online) Sketch of the parallelepipedical glass cell used for the ${ }^{40} \mathrm{~K}$ 2D-MOT. A mirror is placed inside the vacuum chamber to allow an independent control over the longitudinal beam pair. The mirror has a hole in its center and creates a dark cylindrical region in the reflected beams.
efficient for atoms which have a small longitudinal velocity - since those spend more time in the cooling region most of the transversally cold atoms are also longitudinally cold. Thus, the filter indirectly filters atoms also according to their longitudinal velocity. A 2D-MOT thus produces an atomic beam which is transversally and longitudinally cold.

The flux of a 2D-MOT can be improved by adding a longitudinal molasses cooling to the 2D-MOT configuration [28]. Thus, the atoms spend more time in the transverse cooling region due to the additional longitudinal cooling. The longitudinal beam pair is referred to as the pushing and the retarding beam, where the pushing beam propagates in the direction of the atomic beam (see Fig. 7). We implemented such a configuration, making use of a $45^{\circ}$-angled mirror inside the vacuum chamber. This mirror has a hole at its center which creates a cylindrical dark region in the reflected retarding beam. In this region, the atoms are accelerated along the longitudinal direction by the pushing beam only, which allows an efficient out-coupling of the atomic beam.

### 3.2.3 Experimental setup

The vacuum chamber of the 2D-MOT consists of standard CF40 components and a parallelepipedical glass cell (dimensions $110 \mathrm{~mm} \times 55 \mathrm{~mm} \times 55 \mathrm{~mm}$ ), which is depicted in Figure 7. Its long axis is aligned horizontally, parallel to the differential pumping tube and the direction of the produced atomic beam. The mirror inside the vacuum chamber is a polished stainless steel mirror with an elliptical surface (diameters 3.0 cm and 4.2 cm ). It is attached to the differential pumping tube inside the vacuum. It allows to overlap the two longitudinal laser beams whose powers and orientations can thus be independently controlled externally. The mirror's material has a reflectivity of only $50 \%$, but inhibits chemical reaction of potassium with its surface. The differential pumping tube intercepts the mirror at its center. The tube has a diameter of 2 mm over a distance of 1.5 cm and then stepwise widens up to 10 mm over a total distance of 22 cm . The ${ }^{40} \mathrm{~K}$-MOT
is located 55 cm away from the 2D-MOT center. Assuming a ballistic flight of the atoms, the geometry of the differential pumping tube defines an upper limit of the divergence of the atomic beam, which is calculated to be $\sim 35 \mathrm{mrad}$. The atomic beam thus is expected to have a diameter of $\sim 2 \mathrm{~cm}$ when it reaches the ${ }^{40} \mathrm{~K}-\mathrm{MOT}$. The differential pumping tube has a conductance of $0.04 \mathrm{~L} / \mathrm{s}$. The generated pressure ratio between the 2D-MOT and the 3D-MOT chambers is $\sim 10^{3}$.

The potassium source is an isotopically enriched ${ }^{40} \mathrm{~K}$ sample (containing 4 mg of ${ }^{40} \mathrm{~K}, 89.5 \mathrm{mg}$ of ${ }^{39} \mathrm{~K}$ and 6.5 mg of ${ }^{41} \mathrm{~K}$, from Technical Glass Inc., Aurora, USA), placed at a distance of 20 cm from the glass cell. It was purchased in a small ampule which was broken under vacuum inside a modified stainless steel CF16 bellow. The small vapor pressure of potassium at room temperature ( $10^{-8} \mathrm{mbar}$ ) requires heating of the entire 2D-MOT chamber. We heat the source region to $100^{\circ} \mathrm{C}$, all intermediate parts to $80^{\circ} \mathrm{C}$ and the glass cell to $45^{\circ} \mathrm{C}$. The gradient in temperature ensures that the potassium migrates into the cell and remains there. The resulting K-pressure in the glass cell was measured by absorption of a low intensity probe. We found $2.3 \times 10^{-7} \mathrm{mbar}$, which implies a partial pressure of the ${ }^{40} \mathrm{~K}$-isotope of $1 \times 10^{-8} \mathrm{mbar}$. In contrast to lithium, the source lifetime is mainly determined by the pumping speed of the ion pump. At the measured pressure the lifetime of the source is estimated to $\sim 2$ years.

Four air-cooled rectangular shaped elongated racetrack coils (dimensions $160 \mathrm{~mm} \times 60 \mathrm{~mm}$ ) are placed around the glass cell to produce a 2D quadrupole field with cylindrical symmetry and a horizontal line of zero magnetic field. This racetrack coil geometry allows an independent control of the transverse position of the magnetic field zero, and minimizes finite coil fringe effects at the coil ends. The coils are controlled by four separate power supplies. For optimized operation, the transverse magnetic field gradients are $\partial_{x} B=\partial_{y} B=11 \mathrm{G} / \mathrm{cm}$.

Cooling and repumping light for the 2D-MOT is derived from a bichromatic laser beam which is provided by an optical fiber originating from the laser system. It has a total power of $P_{\text {fiber }}=450 \mathrm{~mW}$ and its frequencies are red detuned by $\sim 3.5 \Gamma$ from the $4 \mathrm{~S}_{1 / 2}(F=$ $9 / 2) \rightarrow 4 \mathrm{P}_{3 / 2}\left(F^{\prime}=11 / 2\right)$ cooling and by $\sim 2.5 \Gamma$ from the $4 \mathrm{~S}_{1 / 2}(F=7 / 2) \rightarrow 4 \mathrm{P}_{3 / 2}\left(F^{\prime}=9 / 2\right)$ repumping transition (see Fig. 2). The beam is separated into four beams and expanded by spherical and cylindrical telescopes to create the transverse and longitudinal 2D-MOT beams. The transverse beams have an elliptical cross section ( $1 / e^{2}$-diameters: 27.5 mm and 55 mm ), are circularly polarized and retro-reflected by right-angled prisms, which preserve the helicity of the beams. The power losses in the surface of the glass cell and the prisms weaken the power of the retro-reflected beams by $\sim 17 \%$ (the loss contribution of the absorption by the vapor is negligible due to the high laser power). This power imbalance is compensated by shifting the position of the magnetic field zero. The longitudinal beams are linearly polarized and have a circular cross section ( $1 / e^{2}$-diameter: 27.5 mm ). $75 \%$ of the fiber output power is used for the transverse beams, $25 \%$

Table 2. Optimized values for the parameters of the ${ }^{40} \mathrm{~K} 2 \mathrm{D}$ MOT, yielding a ${ }^{40} \mathrm{~K}$-MOT capture rate of $\sim 1.4 \times 10^{9}$ atoms $/ \mathrm{s}$. The definition of the symbols is given in the text. The natural linewidth of ${ }^{40} \mathrm{~K}$ is $\Gamma /(2 \pi)=6.04 \mathrm{MHz}$.

|  | ${ }^{40} \mathrm{~K} 2 \mathrm{D}-\mathrm{MOT}$ |
| :--- | :---: |
| $P_{\text {fiber }}(\mathrm{mW})$ | 450 |
| $\Delta \omega_{\text {cool }}(\Gamma)$ | -3.5 |
| $\Delta \omega_{\text {rep }}(\Gamma)$ | -2.5 |
| $I_{\text {rep }} / I_{\text {cool }}$ | $1 / 2$ |
| $I_{\text {push }} / I_{\text {ret }}$ | 6 |
| $\partial_{x} B, \partial_{y} B(\mathrm{G} / \mathrm{cm})$ | 11 |
| K vapor pressure $(\mathrm{mbar})$ | $2.3 \times 10^{-7}$ |

for the longitudinal beams. The intensity ratio between pushing and retarding beam along the atomic beam axis is $\sim 6$ (for reasons explained below).

### 3.2.4 Experimental results

For our purpose the essential parameter which characterizes the performance of the 2D-MOT is the capture rate of the ${ }^{40} \mathrm{~K}$-MOT. We studied its dependence as a function of several 2D-MOT parameters, such as: the vapor pressure in the 2D-MOT cell, the total cooling light power, the detuning of the cooling frequency and the intensity ratios between the repumping and cooling light and between the pushing and retarding beam. The optimized values of these parameters are displayed in Table 2, leading to a ${ }^{40} \mathrm{~K}$-MOT capture rate of $\sim 1.4 \times 10^{9}$ atoms $/ \mathrm{s}$.

The mean velocity of the atoms in the atomic beam can be estimated as follows. It is approximately given by the average time required for the atoms of the 2D-MOT region to reach the 3D-MOT. This time was measured by recording the time delay of the onset of the ${ }^{40} \mathrm{~K}$-MOT loading after switching on the 2D-MOT beams. We measured a time delay of $\sim 23 \mathrm{~ms}$ and deduce a mean longitudinal velocity of the captured atoms of $\sim 24 \mathrm{~m} / \mathrm{s}$. At this velocity, the displacement due to gravity of the beam of atoms from the ${ }^{40} \mathrm{~K}$-MOT center is $\sim 2.6 \mathrm{~mm}$, which is negligible compared to the size of the ${ }^{40} \mathrm{~K}$-MOT beams and the divergence of the atomic beam.

Figure 8a shows the dependence of the ${ }^{40} \mathrm{~K}$-MOT capture rate on the detuning $\Delta \omega_{\text {cool }}$ of the 2D-MOT cooling light. The curve has a maximum at $\Delta \omega_{\mathrm{cool}}=-3.5 \Gamma$ and a full width at half maximum (FWHM) of $2.7 \Gamma$. The maximum is the result of two opposing effects: the scattering force of the 2D-MOT beams decreases with increasing detuning whereas the capture velocity increases [24]. The first effect implies a less efficient transverse cooling whereas the second leads to a more efficient capture of atoms. An additional effect might influence the shape of the curve: since the scattering force of the pushing beam depends on the detuning, also the mean-velocity of the atomic beam depends on it $[28,29,31]$. Since we measure the ${ }^{40} \mathrm{~K}$-MOT capture rate rather than the flux of the $2 \mathrm{D}-\mathrm{MOT}$, the mean-velocity might exceed the capture velocity of the ${ }^{40} \mathrm{~K}$-MOT. However, as shown in references $[28,29,31]$, the mean-velocity of the beam only


Fig. 8. (Color online) ${ }^{40} \mathrm{~K}$-MOT capture rate as a function of (a) the detuning and (b) the total power of the cooling light used for the 2D-MOT (for a constant intensity ratio between the cooling and repumping light). The total power refers to the sum of the powers in the six 2D-MOT beams, where a power of 470 mW corresponds to a total intensity of $\sim 47 I_{\text {sat }}$ at the center of the 2D-MOT, with the saturation intensity $I_{\text {sat }}$ given in Table 3.

Table 3. Characteristic parameters of the dual-species ${ }^{6} \mathrm{Li}^{40} \mathrm{~K}-\mathrm{MOT}$.

|  | ${ }^{40} \mathrm{~K}-\mathrm{MOT}$ | ${ }^{6} \mathrm{Li}-\mathrm{MOT}$ |
| :--- | :---: | :---: |
| $P_{\text {fiber }}(\mathrm{mW})$ | 220 | 110 |
| $\Delta \omega_{\text {cool }}(\Gamma)$ | -3 | -5 |
| $\Delta \omega_{\text {rep }}(\Gamma)$ | -5 | -3 |
| $\Gamma /(2 \pi)(\mathrm{MHz})$ | 6.04 | 5.87 |
| $I_{\text {cool }}$ per beam $\left(I_{\text {sat }}\right)$ | 13 | 4 |
| $I_{\text {sat }}\left(\mathrm{mW} / \mathrm{cm}^{2}\right)$ | 1.75 | 2.54 |
| $I_{\text {rep }} / I_{\text {cool }}$ | $1 / 20$ | $1 / 5$ |
| $\partial_{z} B(\mathrm{G} / \mathrm{cm})$ | 8 | 8 |
| $N_{\text {single }}\left(\times 10^{9}\right)$ | 8.9 | 5.4 |
| $N_{\text {dual }}\left(\times 10^{9}\right)$ | 8.0 | 5.2 |
| $n_{\mathrm{c}}\left(\times 10^{10}\right.$ at. $\left./ \mathrm{cm}^{3}\right)$ | 3 | 2 |
| $T(\mu \mathrm{~K})$ | 290 | 1400 |

slightly changes with the detuning, such that we expect this effect to only weakly influence the curve. From the shape of the curve we conclude that the ${ }^{40} \mathrm{~K}$-MOT capture rate is not very sensitive to changes of $\Delta \omega_{\text {cool }}$.

The dependence of the ${ }^{40} \mathrm{~K}$-MOT capture rate on the total power of the 2D-MOT cooling light is depicted in Figure 8b. The total power refers to the sum of the powers in the six 2D-MOT beams. According to the chosen beam sizes, the maximum power of 470 mW corresponds to a total intensity of $\sim 47 I_{\text {sat }}$ (for zero detuning) at the center of the 2D-MOT, with the saturation intensity $I_{\text {sat }}$ given in Table 3. The curve almost linearly increases with light power without a clear indication of saturation. The increase is due to two effects. First, the 2D-MOT capture velocity increases with laser power due to the power broadening of the atomic spectral lines. Second, the scattering force increases, resulting in a steeper transverse confinement, which facilitates the injection of the atoms into the differential pumping tube. At some point, the curve is expected to saturate, since the temperature of the cooled atoms and light-induced collisions between them increase with light power. These effects, however, are less limiting in a 2D-MOT as compared to a 3D-MOT, since the atomic density in a 2D-MOT is typically three orders of magnitude smaller due to the absence of a three-dimensional


Fig. 9. (Color online) ${ }^{40} \mathrm{~K}$-MOT capture rate as a function of the intensity ratio between (a) repumping and cooling light of the 2D-MOT for two different repumping detunings $\Delta \omega_{\text {rep }}$ and a constant total cooling light power of 300 mW (which corresponds to a total intensity of $\sim 30 I_{\text {sat }}$ ) and (b) the pushing and the retarding beams of the 2D-MOT. The intensities of the pushing and retarding beams refer to the intensities along the atomic beam axis.
confinement. Thus, in a 2D-MOT a high light power would be required to reach the regime of saturation.

Figure 9a shows the dependence of the ${ }^{40} \mathrm{~K}$-MOT capture rate on the intensity ratio between the cooling and repumping light of the $2 \mathrm{D}-\mathrm{MOT}$ for the two different repumping detunings $\Delta \omega_{\text {rep }}^{(1)}=-2.5 \Gamma$ and $\Delta \omega_{\text {rep }}^{(2)}=-6.5 \Gamma$ and for a constant total cooling light power of 300 mW . The graph shows that for both frequencies the ${ }^{40} \mathrm{~K}$-MOT capture rate increases with increasing repumping intensity and that it saturates at high intensities. It also shows that the maximum capture rate is bigger for the smaller detuning. The intensity dependence of the curves results from the likewise intensity dependence of the transition probability for an atomic transition. The maximum capture rate is bigger for the smaller detuning, since this detuning contributes more efficiently to the cooling process. In our experiment, a fixed total laser power is available for both repumping and cooling light. It is distributed such that the resulting capture rate is maximized. It was found to be maximum for an intensity ratio of $I_{\mathrm{rep}} / I_{\mathrm{cool}} \sim 1 / 2$. For that ratio the detuning $\Delta \omega_{\text {rep }}^{(2)}=-2.5 \Gamma$ also yields the maximum capture rate.

The dependence of the ${ }^{40} \mathrm{~K}$-MOT capture rate on the intensity ratio between pushing and retarding beam is depicted in Figure 9b. The curve has a maximum at $I_{\text {push }} / I_{\text {retard }} \sim 6$. It is zero for values of $I_{\text {push }} / I_{\text {retard }}$ between 0 and 3 , then increases until the maximum and falls off again with a smaller slope. From the curve we can extract information about the importance of the reflectivity of the mirror inside the vacuum and of the size of its hole. For a given intensity ratio $I_{\text {push }} / I_{\text {retard }}$ along the (horizontal) direction of the atomic beam, the mirror's reflectivity determines the intensity ratio $I_{\text {push }}^{*} / I_{\text {retard }}^{*}$ along the vertical direction above the reflecting surface of the mirror (see Fig. 7). If $I_{\text {push }}^{*} / I_{\text {retard }}^{*}$ differs from 1 , the atomic beam can experience a vertical deflection in this region. The hole inside the mirror creates a dark cylinder in the pushing beam after its reflection, so that in the region above the hole only light from the retarding beam has a
vertical direction, which can also give rise to a vertical deflection of the atomic beam.

In the following we estimate the deflection of the atomic beam, which is induced by the unbalanced retarding beam in the small region above the hole. Assuming the atomic beam to have reached its final longitudinal velocity of $24 \mathrm{~m} / \mathrm{s}$ when entering into the hole, the atoms spend $85 \mu \mathrm{~s}$ in the region above the hole. Neglecting Doppler shifts and the presence of the pushing beam along the horizontal direction (no transverse beams are present in the region above the mirror), the atoms will scatter $N_{\mathrm{ph}}=$ $R_{\mathrm{sc}} \times(85 \mu s) \sim 75$ photons, with $R_{\mathrm{sc}}$ being the scattering rate [24] for the given detuning $\Delta \omega_{\text {cool }}=-3.5 \Gamma$ and peak intensity $I_{\text {retard }}^{*}=2.5 I_{\text {sat }}$. The recoil velocity of ${ }^{40} \mathrm{~K}$ being given by $v_{\text {rec }}=0.013 \mathrm{~m} / \mathrm{s}$, each atom will accumulate a transverse velocity of $v_{\mathrm{dev}} \sim 1 \mathrm{~m} / \mathrm{s}$. This leads to a downwards deflection of the atomic beam by an angle of $\sim 40 \mathrm{mrad}$, which is more than a factor two bigger than the maximum deflection angle allowed by the differential pumping tubes. The atoms will thus not reach the ${ }^{40} \mathrm{~K}$ MOT.

This deflection needs to be anticipated by an intensity imbalance $I_{\text {push }}^{*}>I_{\text {retard }}^{*}$ in the region above the reflecting surface of the mirror, as that results in an upwards deflection of the atomic beam. For the given mirror reflectivity of $50 \%, I_{\text {push }}^{*}>I_{\text {retard }}^{*}$ is equivalent to $I_{\text {push }} / I_{\text {retard }}>4$, which corresponds to the experimental observation depicted in Figure 9b. The deflection of the atomic beam in the region above the hole could be avoided using a beam block which creates a dark cylinder in the region above the mirror which overlaps with the one in the pushing beam. In this configuration the position of the curve optimum in Figure 9b would change from $I_{\text {push }} / I_{\text {retard }}=6$ to $I_{\text {push }} / I_{\text {retard }}=4$. For mirrors with a reflectivity close to $100 \%$ the position of the curve optimum could thus even be changed to $I_{\text {push }} / I_{\text {retard }}=1$, for which the longitudinal optical molasses cooling would be most efficient leading to a maximum 2D-MOT flux. Due to the polarization gradients generated by the transverse 2D-MOT beams the longitudinal optical molasses cooling is, however, still very efficient even in case of an intensity imbalance of 6 along the atomic beam axis.

We now study the dependence of the ${ }^{40} \mathrm{~K}$-MOT capture rate on the vapor pressure of potassium (all isotopes) in the 2D-MOT cell, which is shown in Figure 10 (circles) together with a fit to a theoretical model (solid curve). The vapor pressure was measured by recording the absorption profile of a low intensity probe. The curve in Figure 10 has a maximum at a vapor pressure of $2.3 \times 10^{-7} \mathrm{mbar}$. In the absence of collisions, the curve should increase linearly with pressure, which is indeed observed for low pressures. For high pressures, collisions become important and limit the ${ }^{40} \mathrm{~K}$-MOT capture rate. The dependence of the ${ }^{40} \mathrm{~K}$ MOT capture rate $L$ on the pressure $p$ can be described by the function [31]

$$
\begin{equation*}
L=L_{0} \exp \left[-\left(\Gamma_{\text {coll }}+\beta \int n^{2}(\mathbf{r}) d^{3} r\right)\left\langle t_{\text {cool }}\right\rangle\right], \tag{4}
\end{equation*}
$$



Fig. 10. (Color online) ${ }^{40} \mathrm{~K}$-MOT capture rate as a function of the potassium vapor pressure (all isotopes). Circles: experimental data, solid curve: fit of the experimental data by equation (5). Due to the low abundance of the ${ }^{40} \mathrm{~K}$-isotope in our potassium sample $(4 \%)$, the ${ }^{40} \mathrm{~K}$-MOT capture rate is limited by collisions between the ${ }^{40} \mathrm{~K}$-atoms and the other K-isotopes in the 2D-MOT cell. At room temperature the potassium vapor pressure is $1 \times 10^{-8}$ mbar.
where $L_{0}$ denotes the hypothetical capture rate of the ${ }^{40} \mathrm{~K}-\mathrm{MOT}$ in the absence of collisions in the 2D-MOT chamber, $\Gamma_{\text {coll }}$ denotes the collisional loss rate due to collisions in the 2D-MOT chamber between the cooled atoms and the background atoms, $\left\langle t_{\text {cool }}\right\rangle$ is the average time which the atoms spend inside the 2D-MOT cooling region, $n(\mathbf{r})$ is the position-dependent atomic density in the atomic beam, and $\beta$ is the two-body loss rate coefficient which describes the cold collisions between the ${ }^{40} \mathrm{~K}$ atoms in the atomic beam. $L_{0}$ is proportional to the atomic density $n_{\mathrm{K}}$ in the vapor cell, and $\Gamma_{\text {coll }}=n_{\mathrm{K}} \sigma_{\text {eff }}\langle v\rangle$, where $\sigma_{\text {eff }}$ is the effective collision cross section, and $\langle v\rangle \sim 400 \mathrm{~m} / \mathrm{s}$ the mean velocity of the thermal potassium atoms. The term describing the cold collisions is approximately proportional to $n_{\mathrm{K}}^{2}$ due to the small density obtained in the 2D-MOT. For the investigated pressure range, the ratio $p / n_{\mathrm{K}}$ only changes slightly with temperature and can thus be considered constant. Therefore equation (4) can be written as

$$
\begin{equation*}
L(p)=\kappa_{1} p \exp \left(-\kappa_{2} p-\kappa_{3} p^{2}\right) \tag{5}
\end{equation*}
$$

with the constants $\kappa_{1}, \kappa_{2}, \kappa_{3}$, which are obtained from the fit shown in Figure 10. At the curve's maximum, the fit yields $\kappa_{2} p / \kappa_{3} p^{2}=8$, showing that the collisions which limit the ${ }^{40} \mathrm{~K}$-MOT capture rate are mainly the collisions with the hot background atoms, consisting mostly of ${ }^{39} \mathrm{~K}$.

The background atoms are predominantly potassium atoms. These can collide either with the excited or the non-excited ${ }^{40} \mathrm{~K}$-atoms of the atomic beam. Depending on the isotopes of the colliding partners, these collisions have different cross sections. Collisions between an excited and a non-excited atom of the same isotope usually have a very large cross section due to the strong resonant dipole-dipole interaction, described by a $C_{3} / R^{3}$-potential. In 2D-MOT systems of other atomic species these collisions have been identified as the ones which limit the
flux of the 2D-MOT [28,29,31]. In the case of ${ }^{40} \mathrm{~K}$, the scattering rate for these collisions is reduced by the small abundance of ${ }^{40} \mathrm{~K}$ in the vapor. Therefore other collisions might limit the flux. In order to identify the flux-limiting collisions we calculate the cross section of different possible collisions and deduce the corresponding collision rates. The cross sections can be calculated using the approach described in reference [32] for losses out of a cold atom cloud. The cross section for collisions involving an excited and a non-excited ${ }^{40} \mathrm{~K}$-atom is given by [32]

$$
\begin{equation*}
\sigma_{\mathrm{eff}}^{40,40^{*}}=\pi\left(\frac{4 C_{3}}{m v_{\mathrm{esc}}\langle v\rangle}\right)^{2 / 3} \tag{6}
\end{equation*}
$$

where $m$ is the mass of the ${ }^{40} \mathrm{~K}$-atom, $v_{\text {esc }} \sim 1 \mathrm{~m} / \mathrm{s}$ is the estimated transverse velocity kick needed to make an atom miss the ${ }^{40} \mathrm{~K}-\mathrm{MOT}$, and $C_{3}=5.4 \times 10^{-48} \mathrm{~J} \mathrm{~m}^{3}$ is the dispersion coefficient for the resonant dipole-dipole interaction [33]. The cross section for collisions involving a non-excited ${ }^{40} \mathrm{~K}$-atom and a non-excited K -atom of the different isotopes is given by [32]

$$
\begin{equation*}
\sigma_{\mathrm{eff}}^{40,39} \sim \sigma_{\mathrm{eff}}^{40,41} \sim \sigma_{\mathrm{eff}}^{40,40}=\pi\left(\frac{15 \pi C_{6}}{8 m v_{\mathrm{esc}}\langle v\rangle}\right)^{1 / 3} \tag{7}
\end{equation*}
$$

where $C_{6}=3.7 \times 10^{-76} \mathrm{~J} \mathrm{~m}^{6}$ is the dispersion coefficient for the underlying van der Waals interaction [33]. Substituting the experimental parameters, one obtains: $\sigma_{\text {eff }}^{40,40^{*}}=2.7 \times 10^{-16} \mathrm{~m}^{2}$ and $\sigma_{\text {eff }}^{40,39} \sim \sigma_{\text {eff }}^{40,41} \sim \sigma_{\text {eff }}^{40,40}=$ $1.3 \times 10^{-17} \mathrm{~m}^{2}$. The resulting collision rates are proportional to the atomic densities $n_{39}, n_{40}$ and $n_{41}$ of the corresponding isotopes in the vapor and the relative number of excited ${ }^{40} \mathrm{~K}$-atoms in the atomic beam, which was estimated to $P \sim 0.1$ for the given beam detunings and intensities. One obtains

$$
\begin{align*}
& \Gamma_{\text {coll }}^{40,40^{*}}=P n_{40} \sigma_{\text {eff }}^{40,40^{*}}\langle v\rangle=4.4 \times 10^{-16} n_{\mathrm{K}}  \tag{8}\\
& \Gamma_{\text {coll }}^{40,39}=(1-P) n_{39} \sigma_{\mathrm{eff}}^{40,39}\langle v\rangle=4.4 \times 10^{-15} n_{\mathrm{K}},  \tag{9}\\
& \Gamma_{\text {coll }}^{40,40}=(1-P) n_{40} \sigma_{\mathrm{eff}}^{40,40}\langle v\rangle=2.0 \times 10^{-16} n_{\mathrm{K}}  \tag{10}\\
& \Gamma_{\text {coll }}^{40,41}=(1-P) n_{41} \sigma_{\mathrm{eff}}^{40,41}\langle v\rangle=3.0 \times 10^{-16} n_{\mathrm{K}} \tag{11}
\end{align*}
$$

( $n_{\mathrm{K}}$ denoting the atomic density of potassium in the vapor cell). The dominant collision rate here is $\Gamma_{\text {coll }}^{40,39}$ (Eq. (9)) for collisions involving a non-excited ${ }^{40} \mathrm{~K}$-atom and a nonexcited ${ }^{39} \mathrm{~K}$-atom from the background. The largest collision rate for collisions between two ${ }^{40} \mathrm{~K}$-atoms, $\Gamma_{\text {coll }}^{40,40^{*}}$, is by a factor of 10 smaller than $\Gamma_{\text {coll }}^{40,39}$. Therefore, collisions involving two ${ }^{40} \mathrm{~K}$-atoms are not the collisions which limit the flux of the 2D-MOT. This is in contrast to 2D-MOT systems of other species. From the difference between $\Gamma_{\text {coll }}^{40,40^{*}}$ and $\Gamma_{\text {coll }}^{40,39}$ we conclude that the flux of the 2D-MOT for ${ }^{40} \mathrm{~K}$ could still be improved by about a factor of 10 by using a potassium sample of a higher isotopic enrichment.

## $4{ }^{6} \mathrm{Li}-{ }^{40} \mathrm{~K}$ dual-species MOT

### 4.1 Introduction

Previously, several groups have studied samples of two atomic species in a magneto-optical trap [13-15,34-37]. Here we report on the implementation and performance of our ${ }^{6} \mathrm{Li}^{40} \mathrm{~K}$ dual-species MOT and on the study of collisions between atoms of the different species. After a description of the experimental setup, we start with a characterization of the single-species MOTs and then focus on the collisions in the dual-species MOT.

### 4.2 Principle of operation

In a magneto-optical trap six counter-propagating reddetuned overlapping laser beams cool and magnetooptically confine atoms in a magnetic quadrupole field around its zero [24]. MOTs for alkali-atoms require laser light of two frequencies, namely the cooling and the repumping frequency. The latter ensures that the atoms stay in the cycling transition used for cooling. Typically the repumping light has a much lower power than the cooling light as the atoms principally occupy the states belonging to the cooling transition. For ${ }^{6} \mathrm{Li}$, however, the power of the repumping light needs to be relatively high, since ${ }^{6} \mathrm{Li}$ has a very small hyperfine structure in the excited state manifold (of the order of the linewidth). When laser cooled, ${ }^{6} \mathrm{Li}$-atoms thus very likely quit the cooling transition. Therefore, the repumping light needs to contribute to the cooling process. As a consequence it needs to be present in all six directions with the same polarization as the cooling light. Therefore, we use bichromatic MOTbeams containing both cooling and repumping frequencies. We adapt the same strategy also for ${ }^{40} \mathrm{~K}$.

### 4.3 Experimental setup

Light for the dual-species MOT is derived from two bichromatic laser beams, containing each a cooling and a repumping frequency, which are provided by two separate optical fibers originating from the respective laser systems. The beams are superimposed using a dichroic mirror and then expanded by a telescope to a $1 / e^{2}$-diameter of 22 mm . All subsequent beam reflections are realized by two-inch sized broadband mirrors (Thorlabs, ref. BB2-E02-10). The beam is separated by three two-inch sized broadband polarization cubes (Lambda Optics, ref. BPB-50.8SF2-550) into four arms that form a partially retro-reflected MOT, in which only the vertical beam pair is composed of independent counter-propagating beams. Each retro-reflected MOT beam is focused with a lens of focal length 10 cm , placed at a distance of $\sim 11 \mathrm{~cm}$ in front of the retroreflecting mirror, in order to increase the intensity and therefore compensate for the losses in the optics and the light absorption by the trapped atoms. The distribution of the light power over the MOT beams is independently
adjusted for the two wavelengths using a pair of custommade wave plates, placed in front of each broad-band splitting cube. The wave plate pair consists of a $\lambda / 2$ plate of order 4 for the wavelength 767 nm and a $\lambda / 2$ plate of order 4 for the wavelength 671 nm . To a very good approximation each of these wave plates can turn the polarization direction for one wavelength without affecting the polarization for the other one (since it is $4.5 \times 767 \approx 5 \times 671$ and $4.5 \times 671 \approx 4 \times 767$ ). The circular polarization of the MOT beams is produced by first order $\lambda / 4$ plates for 767 nm , which work sufficiently well also for 671 nm . All four frequency components thus have the same circular polarizations in each beam. A mechanical shutter is placed in the focus of the telescope allowing to produce total extinction of the MOT light in addition to the partial and fast switching by the AOMs.

The bichromatic beam for the ${ }^{40} \mathrm{~K}$-MOT has a total power of $P_{\text {fiber }}=220 \mathrm{~mW}$ and its frequencies are reddetuned by $\sim 3 \Gamma$ from the $4 \mathrm{~S}_{1 / 2}(F=9 / 2) \rightarrow 4 \mathrm{P}_{3 / 2}\left(F^{\prime}=\right.$ $11 / 2$ ) cooling and by $\sim 5 \Gamma$ from the $4 \mathrm{~S}_{1 / 2}(F=7 / 2) \rightarrow$ $4 \mathrm{P}_{3 / 2}\left(F^{\prime}=9 / 2\right)$ repumping transition (see Fig. 2). The intensity of the cooling light is $\sim 20$ times bigger than that of the repumping light. The bichromatic beam for the ${ }^{6}$ Li-MOT has a total power of $P_{\text {fiber }}=110 \mathrm{~mW}$ and its frequencies are red-detuned by $\sim 5 \Gamma$ from the $2 \mathrm{~S}_{1 / 2}(F=3 / 2) \rightarrow 2 \mathrm{P}_{3 / 2}\left(F^{\prime}=5 / 2\right)$ cooling and by $\sim 3 \Gamma$ from the $2 \mathrm{~S}_{1 / 2}(F=1 / 2) \rightarrow 2 \mathrm{P}_{3 / 2}\left(F^{\prime}=3 / 2\right)$ repumping transition (Fig. 2). The power of the cooling light is $\sim 5$ times bigger than that of the repumping light.

The magnetic field for the dual-species MOT is created by a pair of coils in anti-Helmholtz configuration. The magnetic field gradient along the vertically directed symmetry axis is $\partial_{z} B=8 \mathrm{G} / \mathrm{cm}$. This gradient yields an optimum atom number for the ${ }^{40} \mathrm{~K}$-MOT.

The atoms in the dual-species MOT are probed by absorption imaging. In order to obtain a two-dimensional density profile of the atom cloud, three pictures are taken and recorded by a CCD-camera (PCO imaging, ref. Pixelfly qe). The first picture is taken with the imaging beam tuned near resonance and thus records the shadow cast by the atom cloud on the CCD-chip of the camera. The second picture is taken with the imaging beam tuned far off resonance (by $-10 \Gamma$ ) and records the intensity profile of the imaging beam. The third picture is taken in absence of the imaging beam and records the background signal. The change of frequency of the imaging beam allows to take the first two pictures with a short time delay ( 2 ms ), while keeping the imaging beam at the same frequency would require to wait for the atom cloud to disappear before the second picture could be recorded. Thus, the intensity fluctuations of the imaging beam during the recording process are minimized and both pictures can be taken with the same intensity.

Each atomic species requires its own imaging beam, which is provided by a separate optical fiber originating from the respective laser system (see Fig. 3). The two imaging beams are superimposed using a dichroic mirror and expanded by a telescope to a $1 / e^{2}$-diameter of 27.5 mm . The imaging beams have low intensity ( $I_{\mathrm{img}} \sim$
$0.01 I_{\text {sat }}$ in the beam center), are circularly polarized and pass through the MOT along the horizontal direction, perpendicular to the axis of the quadrupole magnetic field of the MOT. No bias magnetic field is applied when absorption pictures are taken. The best atom number estimate from the measured absorption pictures is thus given by using an averaged squared Clebsch-Gordan coefficient, which is $C^{2}=0.5$ for ${ }^{6} \mathrm{Li}$ and $C^{2}=0.4$ for ${ }^{40} \mathrm{~K}$. Both beams are red detuned by $2 \Gamma$ from the $4 \mathrm{~S}_{1 / 2}(F=9 / 2) \rightarrow$ $4 \mathrm{P}_{3 / 2}\left(F^{\prime}=11 / 2\right)$ and the $2 \mathrm{~S}_{1 / 2}(F=3 / 2) \rightarrow 2 \mathrm{P}_{3 / 2}\left(F^{\prime}=\right.$ $5 / 2$ ) cooling transitions of ${ }^{40} \mathrm{~K}$ and ${ }^{6} \mathrm{Li}$, respectively (see Fig. 2), so as to reduce saturation effects. For the chosen length of the imaging pulses ( $100 \mu \mathrm{~s}$ ) no repumping is required during the imaging process (we verified for ${ }^{6} \mathrm{Li}$ that even in the case of a resonant imaging beam, the presence of a repumping beam would yield an increase of the detected atom number of only $8 \%$, which would be even less for ${ }^{40} \mathrm{~K}$ ). In order to image the total number of atoms in the MOTs the atom clouds are exposed for $500 \mu$ s to only the repumping light before the image is taken in order to optically pump all atoms to the hyperfine ground state which is imaged. The overall uncertainty of the absolute atom number determination is estimated to be $50 \%$.

### 4.4 Experimental results

In single-species operation we characterized the MOTs using the parameters for the optimized dual-species operation. We determined the atom numbers, the atomic densities in the cloud center, the loading times and the temperatures. Furthermore, we studied for each atomic species the dependence of the steady-state MOT atom number on the following parameters: the power and detuning of the cooling light and the intensity ratio between the repumping and cooling light. In dual-species operation, we studied the dependence of heteronuclear lightinduced cold collisions on the laser power used for the MOT-beams. The optimum parameters, which lead to atom numbers of $N_{\text {single }} \sim 8.9 \times 10^{9}$ in the ${ }^{40} \mathrm{~K}$-MOT and $N_{\text {single }} \sim 5.4 \times 10^{9}$ in the ${ }^{6} \mathrm{Li}-\mathrm{MOT}$, are displayed in Table 3 together with the characteristics of the MOTs (in dual-species operation, the atom numbers only slightly change due to the additional interspecies collisions to $N_{\text {dual }} \sim 8.0 \times 10^{9}$ in the ${ }^{40} \mathrm{~K}$-MOT and $N_{\text {dual }} \sim 5.2 \times 10^{9}$ in the $\left.{ }^{6} \mathrm{Li}-\mathrm{MOT}\right)$. The $(1-1 / e)$-loading times of the MOTs are $\sim 5 \mathrm{~s}$ for ${ }^{40} \mathrm{~K}$ and $\sim 6 \mathrm{~s}$ for ${ }^{6} \mathrm{Li}$.

Magneto-optical traps with large atom numbers have a high optical density and are optically dense for weak resonant laser beams. Therefore, when determining the atom number via absorption imaging, the frequency of the imaging beam has to be detuned, so not to "black out" the image.

Figures 11a, 11b depict the detected atom number of the two MOTs (circles) as a function of the detuning of the imaging beam. The detected atom number was derived from the measured optical density assuming the imaging beam to be resonant. The curves are expected to have the shape of a Lorentzian with the peak centered around zero detuning. The experimental data shown in


Fig. 11. (Color online) (a), (b) Detected atom number in the MOTs as a function of the detuning of the imaging beams. Circles correspond to the experimental data and solid curves to Lorentzian fits of the curve wings with an imposed width, which was determined by another measurement. (c), (d) Absorption images of the MOTs and the doubly-integrated optical density profile $\overline{\bar{n}}$, recorded with a resonant imaging beam. The graphs (a, c) relate to the ${ }^{40} \mathrm{~K}-\mathrm{MOT}$ and (b), (d) to the ${ }^{6}$ Li-MOT. The flat top of $\overline{\bar{n}}$ in the graphs (c), (d) and the saturation of the detected atom number for small magnitudes of the detuning in the graphs (a), (b) demonstrate that the MOTs are optically dense for the imaging beam when the detuning is small. Their (extrapolated) central optical densities for a resonant imaging beam are $\sim 20$ for ${ }^{40} \mathrm{~K}$ and $\sim 15$ for ${ }^{6} \mathrm{Li}$.

Figures 11a, 11b clearly deviate from a Lorentzian behavior - they saturate for small magnitudes of the detuning. This deviation demonstrates that the MOTs are optically dense for small detunings. A correct estimate of the atom number is obtained from an extrapolation of the experimental data to zero detuning based on a Lorentzian fit of the curve wings (solid curves). A reliable extrapolation, however, requires imposing the width of the Lorentzian fit. In order to determine this width, an additional experiment was done (not shown): the data in Figures 11a, 11b were again recorded and fitted by a Lorentzian for a MOT with a small atom number and a low optical density (obtained by a short loading of 250 ms ). The widths found by this additional measurement were $1.05 \Gamma$ for ${ }^{40} \mathrm{~K}$ and $1.5 \Gamma$ for ${ }^{6} \mathrm{Li}$. For ${ }^{40} \mathrm{~K}$ this width corresponds to the natural linewidth of the exited state addressed by the imaging transition. For ${ }^{6} \mathrm{Li}$ the width is larger than the natural linewidth, since the small excited hyperfine structure is unresolved and thus its width ( $\sim 0.5 \Gamma$ ) and the natural linewidth add up (this line broadening does not occur when a bias magnetic field is applied and a closed
transition is used for imaging). The peak values of the Lorentzian fits in Figures 11a, 11b finally yield the atom numbers in the MOTs, given in Table 3.

Figures 11c, 11d show images of the MOTs and their doubly-integrated optical density profiles $\overline{\bar{n}}$ for the case of a resonant imaging beam. The flat top of $\overline{\bar{n}}$ as a function of position shows that the MOTs are optically dense. Their central optical densities for the resonant imaging beam are determined to be $\sim 20$ for ${ }^{40} \mathrm{~K}$ and $\sim 15$ for ${ }^{6} \mathrm{Li}$ by the extrapolation technique described above. In addition, the density profiles in Figures 11c, 11d show that the MOTs have spatial extensions of the order of 1 cm .

The atomic density in the MOT center is extracted from the recorded two-dimensional density profile as follows. The recorded profile is proportional to the atomic density $n(x, y, z)$ integrated along the imaging beam direction $z: g(x, y) \propto \int n(x, y, z) d z$. When assuming that the MOT has cylindrical symmetry (with the symmetry axis along the $x$-direction), the local atomic density $n_{\mathrm{c}}$ at the MOT center is given by the maximum of the inverse Abel transform of $g\left(x_{\mathrm{c}}, y\right)$, where $x_{\mathrm{c}}$ is the $x$-coordinate of the MOT center

$$
\begin{equation*}
n_{\mathrm{c}}=\max _{r}\left(-\frac{1}{\pi} \int_{r}^{\infty}\left(\frac{\partial g\left(x_{\mathrm{c}}, y\right)}{\partial y}\right) \frac{d y}{\sqrt{y^{2}-r^{2}}}\right) \tag{12}
\end{equation*}
$$

with $r=\sqrt{y^{2}+z^{2}}$ denoting the distance to the MOT center [38]. Since the derivative $\partial g / \partial y$ is very sensitive to noise, the density profile $g$ is smoothened before its derivative is calculated. We obtain $n_{\mathrm{c}}^{\mathrm{K}} \sim 3 \times 10^{10}$ atoms $/ \mathrm{cm}^{3}$ and $n_{\mathrm{c}}^{\mathrm{Li}} \sim 2 \times 10^{10}$ atoms $/ \mathrm{cm}^{3}$, respectively.

The temperature of the MOTs in single-species operation was determined by the time-of-flight method [24]. The ${ }^{40} \mathrm{~K}$-MOT has a temperature of $290 \mu \mathrm{~K}$ and the ${ }^{6} \mathrm{Li}-\mathrm{MOT}$ of 1.4 mK . Both temperatures are higher than the Doppler cooling limit, because of the high intensity in the MOT beams. In addition, for ${ }^{6} \mathrm{Li}$, the unresolved excited hyperfine structure (see Fig. 2) inhibits sub-Doppler cooling effects. The same temperatures are found in dual-species operation. The measured temperatures and atomic densities yield the peak phase space densities $D_{\mathrm{K}}=n_{\mathrm{c}}^{\mathrm{K}} \Lambda_{\mathrm{K}}^{3} \sim$ $1.2 \times 10^{-7}$ and $D_{\mathrm{Li}}=n_{\mathrm{c}}^{\mathrm{Li}} \Lambda_{\mathrm{Li}}^{3} \sim 1.3 \times 10^{-7}$ with the thermal de Broglie wavelength $\Lambda=\sqrt{2 \pi \hbar^{2} /\left(m k_{\mathrm{B}} T\right)}$, respectively.

The dependence of the MOT atom number on the detuning of the cooling light is depicted in Figures 12a, 12b. The atom number is maximum at $\Delta \omega_{\text {cool }}^{\mathrm{K}}=-3 \Gamma$ for ${ }^{40} \mathrm{~K}$ and at $\Delta \omega_{\text {cool }}^{\mathrm{Li}}=-5 \Gamma$ for ${ }^{6} \mathrm{Li}$, and has a FWHM of $2.3 \Gamma$ and $4.1 \Gamma$, respectively.

Figures 12c, 12d show the dependence of the MOT atom number on the power of the cooling light per MOT beam. In the figures, a power of 10 mW corresponds to an on-resonance peak intensity of $\sim 3 I_{\text {sat }}$ (Fig. 12c) and $\sim 2 I_{\text {sat }}$ (Fig. 12d) in each of the six MOT beams. The atom number increases with increasing light power and saturates for higher powers. The saturation is due to several effects. First, the absorption probability for the cooling light saturates for high intensities. Second, the repulsive forces between the atoms due to rescattered photons and the temperature of the cloud increase with increasing light


Fig. 12. (Color online) MOT atom number as a function of (a), (b) the detuning and (c), (d) the power of the cooling light per MOT beam for a constant intensity ratio between the cooling and repumping light. The graphs (a), (c) relate to the ${ }^{40} \mathrm{~K}$ MOT and (b), (d) to the ${ }^{6} \mathrm{Li}$-MOT. For ${ }^{40} \mathrm{~K}$ a power of 45 mW corresponds to an intensity of $13 I_{\text {sat }}$, for ${ }^{6} \mathrm{Li}$ a power of 20 mW corresponds to an intensity of $4 I_{\text {sat }}$, with the respective saturation intensities $I_{\text {sat }}$ given in Table 3.
power [32]. Finally the scattering rate for light-induced cold collisions increases with increasing light power.

Figure 13 shows the dependence of the ${ }^{40} \mathrm{~K}$-MOT atom number on the intensity ratio $I_{\text {rep }} / I_{\text {cool }}$ between repumping and cooling light for three different repumping detunings $\Delta \omega_{\text {rep }}^{(1)}=-3 \Gamma, \Delta \omega_{\text {rep }}^{(2)}=-5 \Gamma$ and $\Delta \omega_{\text {rep }}^{(3)}=-7 \Gamma$ and a constant cooling light power of 18 mW per MOT beam. The curves have a maximum at different ratios $I_{\text {rep }} / I_{\text {cool }}$, the position of the maxima lying at higher ratios for lower detunings. Furthermore, the maxima have different values for the three curves. The maximum is biggest for the detuning $\Delta \omega_{\text {rep }}^{(2)}=-5 \Gamma$. The shape of the curves can be understood as follows. Each curve increases between $I_{\text {rep }} / I_{\text {cool }}=0$ and the position of the maximum, because the transition probability of the repumping transition increases with increasing repumping intensity. Thus the atoms are more efficiently cooled by the cooling light, as they are more efficiently repumped into the cycling transition. However, when the intensity of the repumping light becomes too large, the curve decreases again. Then, due to the strong repumping, the atoms are exposed to the more intense near-resonant cooling light, which causes light-induced cold collisions, leading to trap loss. At the maximum, the repumping is sufficiently strong to allow for an efficient cooling, and it is sufficiently weak to preserve the atoms from cold collisions induced by the strong cooling light. The value of the curve maximum is biggest for the detuning $\Delta \omega_{\text {rep }}^{(2)}=-5 \Gamma$. It is situated at $I_{\text {rep }} / I_{\text {cool }} \sim 1 / 20$, for which, as one can see below, only


Fig. 13. (Color online) ${ }^{40} \mathrm{~K}$-MOT atom number as a function of the intensity ratio between repumping and cooling light for three different repumping detunings $\Delta \omega_{\text {rep }}$ and a constant cooling light power of 18 mW per MOT beam (which corresponds to an intensity of $6 I_{\text {sat }}$ ).
$\sim 20 \%$ of the ${ }^{40} \mathrm{~K}$-MOT atoms occupy the cooling cycle states $F=9 / 2$ or $F^{\prime}=11 / 2$ (see Fig. 14), the others occupying the "dark" hyperfine ground state $F=7 / 2$.

For very small intensity ratios $I_{\text {rep }} / I_{\text {cool }} \leq 0.01$ the atom number in the ${ }^{40} \mathrm{~K}$-MOT is larger for higher repumping detunings (Fig. 13). This behavior might be a consequence of the fact that the ${ }^{40} \mathrm{~K}-\mathrm{MOT}$ is loaded from a slow atomic beam. The beam atoms, which have a negative Doppler shift of more than $5 \Gamma$ with respect to the counter-propagating MOT beams, might absorb the repumping light more likely when it has a higher detuning.

Figure 14 shows the fraction of atoms in the ${ }^{40} \mathrm{~K}$-MOT (circles) which populate the states $F=9 / 2$ or $F^{\prime}=11 / 2$ (i.e. the cooling cycle states, see Fig. 2) as a function of the intensity ratio $I_{\text {rep }} / I_{\text {cool }}$ between repumping and cooling light. In the experiment, the cooling light power was fixed to 18 mW per MOT beam, and the repumping detuning was $\Delta \omega_{\text {rep }}=-5 \Gamma$. The graph was recorded as follows. The absolute population of the states $F=9 / 2$ and $F^{\prime}=11 / 2$ was measured by simultaneously switching off both the repumping and cooling light of the ${ }^{40} \mathrm{~K}$-MOT $600 \mu s$ before taking the image (with the imaging beam being near-resonant with the $F=9 / 2 \rightarrow F^{\prime}=11 / 2-$ transition). During the $600 \mu s$ time delay, all excited atoms relax to one of the ground states. For the used detunings and intensities of the MOT-beams $\sim 90 \%$ of the excited atoms occupy the state $F^{\prime}=11 / 2$ and thus relax to the ground state $F=9 / 2$, which is imaged. Therefore, the image approximately yields the sum of the populations of the states $F=9 / 2$ and $F^{\prime}=11 / 2$. The total population of all states (i.e. the total number of trapped atoms) was measured as described in the previous paragraph.

The curve in Figure 14 is increasing with increasing ratios $I_{\text {rep }} / I_{\text {cool }}$ and it saturates for high ratios. For the ratio $I_{\text {rep }} / I_{\text {cool }}=1 / 5$ about $60 \%$ of the ${ }^{40} \mathrm{~K}$-MOT atoms occupy the cooling cycle states. For this ratio the fluorescence


Fig. 14. (Color online) Circles: measured fraction of atoms in the ${ }^{40}$ K-MOT populating the states $F=9 / 2$ or $F^{\prime}=11 / 2$ (cooling cycle states) as a function of the intensity ratio between repumping and cooling light for the repumping detuning $\Delta \omega_{\text {rep }}=-5 \Gamma$ and a constant cooling light power of 18 mW per MOT beam (which corresponds to an intensity of $6 I_{\text {sat }}$ ). For the ratio which maximizes the total atom number in the ${ }^{40}$ K-MOT, $I_{\text {rep }} / I_{\text {cool }} \sim 1 / 20$, only $20 \%$ of the trapped atoms occupy the cooling cycle states. Solid curve: a fit based on Einstein's rate equations.
emitted by the ${ }^{40} \mathrm{~K}$-MOT is found to be maximum. For the ratio $I_{\text {rep }} / I_{\text {cool }}=1 / 20$, which is used in the experiment, only $\sim 20 \%$ of the atoms occupy the cooling cycle states. Atom losses due to light-induced collisions are thus minimized.

The solid curve in Figure 14 shows a fit of the experimental data, based on a simple model, assuming ${ }^{40} \mathrm{~K}$ to be a four-level atom (with the states $F=9 / 2, F=7 / 2, F^{\prime}=$ $11 / 2$ and $\left.F^{\prime}=9 / 2\right)$. Einstein's rate equations yield that the curve obeys the law $P_{\text {ccs }}=1 /\left(1+a+b /\left(I_{\text {rep }} / I_{\text {cool }}\right)\right)$, with the fitting parameters $a=-0.11$ and $b=0.17$, which depend on the transition probabilities and the used intensities and detunings.

Figure 15 shows the dependence of the ${ }^{6} \mathrm{Li}$-MOT atom number on the intensity ratio $I_{\text {rep }} / I_{\text {cool }}$ between repumping and cooling light for the repumping detuning $\Delta \omega_{\text {rep }}=$ $-3 \Gamma$ and a constant cooling light power of 11 mW per MOT beam. In contrast to Figure 13, the curve does not have a maximum but rather increases with increasing $I_{\text {rep }} / I_{\text {cool }}$ and saturates. This behavior is a result of the important contribution of the repumping light to the cooling process, particular to ${ }^{6} \mathrm{Li}$, as it has an unresolved excited state hyperfine structure.

In a dual-species MOT, inelastic collisions between atoms of the two different species can occur and represent important loss mechanisms. Previous studies have shown that the principal loss mechanisms for heteronuclear collisions in dual-species MOTs involve one ground-state and one excited atom of different species [35,36]. Such atom pairs can undergo radiative escape or fine-structure changing collisions [39]. Both these loss processes require the


Fig. 15. (Color online) ${ }^{6} \mathrm{Li}$-MOT atom number as a function of the intensity ratio between repumping and cooling light for a constant cooling light power of 11 mW per MOT beam (which corresponds to an intensity of $2 I_{\mathrm{sat}}$ ). In comparison to ${ }^{40} \mathrm{~K}$ (Fig. 13), the optimum atom number requires a larger intensity in the repumping light, which is a consequence of the unresolved excited hyperfine structure of ${ }^{6} \mathrm{Li}$.
two atoms to approach each other sufficiently close such that a large enough interaction energy is gained to make the atoms leave the trap. The long-range behavior of the scattering potentials determines if the atoms can approach each other sufficiently. For LiK, the scattering potentials for a singly-excited heteronuclear atom pair are all attractive for the case where the K atom is excited and all repulsive for the case where the Li atom is excited [40]. As a consequence, a ground-state K atom and an excited Li atom repel each other and are prevented from undergoing inelastic collisions (optical shielding). Inelastic collisions involving singly-excited heteronuclear atom pairs thus always contain an excited K atom. In order to minimize the rate of heteronuclear collisions in the LiK-MOT, the density of excited K atoms must therefore be reduced. Furthermore, the atomic density in the trap as well as the relative speed of the colliding atoms, i.e. the temperature of the cloud, need to be minimized.

In our ${ }^{6} \mathrm{Li}^{40} \mathrm{~K}$ dual-species MOT the following strategy is applied in order to minimize inelastic heteronuclear collisions. First the use of very low magnetic field gradients ( $8 \mathrm{G} / \mathrm{cm}$ ), which decreases the atomic densities ( $n_{\mathrm{c}}^{\mathrm{K}} \sim 3 \times 10^{10}$ atoms $/ \mathrm{cm}^{3}$ and $n_{\mathrm{c}}^{\mathrm{Li}} \sim 2 \times 10^{10}$ atoms $/ \mathrm{cm}^{3}$ ). Second, low intensities in the repumping light for both, ${ }^{6} \mathrm{Li}$ and ${ }^{40} \mathrm{~K}$, are used in order to decrease the number of excited atoms. Decreasing the number of excited ${ }^{6} \mathrm{Li}$ atoms here a priori serves to decrease the temperature of the ${ }^{6} \mathrm{Li}$-cloud. Since that is much larger than the temperature of the ${ }^{40} \mathrm{~K}$-cloud, the relative speed of two colliding atoms and thus the collision rate can be efficiently decreased by minimizing the temperature of the ${ }^{6} \mathrm{Li}$-cloud. Finally a small mutual influence of the MOTs is obtained: the atom numbers in the MOTs decrease by $\sim 4 \%$ in the
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Fig. 16. (Color online) (a) Evolution of the atom number in the ${ }^{40} \mathrm{~K}$-MOT in the absence $(t<100 \mathrm{~s})$ and presence $(t>$ $100 \mathrm{~s})$ of the ${ }^{6} \mathrm{Li}-\mathrm{MOT}$ for an increased magnetic field gradient of $16 \mathrm{G} / \mathrm{cm}$. (b) Trap loss coefficient $\beta_{\mathrm{KLi}}$ for heteronuclear collisions as a function of the relative excited state population of the trapped ${ }^{6} \mathrm{Li}$ atoms.
${ }^{6} \mathrm{Li}$-MOT and $\sim 10 \%$ in the ${ }^{40} \mathrm{~K}$-MOT due to the presence of the other species.

The importance of decreasing the magnetic field gradients in order to minimize the heteronuclear collision rate in the dual-species MOT is demonstrated in Figure 16a, which depicts the effect of the ${ }^{6} \mathrm{Li}-\mathrm{MOT}$ on the ${ }^{40} \mathrm{~K}$-MOT atom number when a two-times larger magnetic field gradient ( $16 \mathrm{G} / \mathrm{cm}$ ) is used. At this gradient the atomic density in the ${ }^{6} \mathrm{Li}$-MOT is by a factor of 4 larger than at the gradient used for the optimized MOT. In the experiment, the ${ }^{40} \mathrm{~K}$-MOT was intentionally reduced in size (by decreasing the 2D-MOT flux) to ensure a better inclosure in the ${ }^{6} \mathrm{Li}$-MOT. The curve shows that $\sim 65 \%$ of the ${ }^{40} \mathrm{~K}$-MOT atoms leave the trap due to the enhanced heteronuclear collisions. Using a low magnetic field gradient is therefore helping significantly to decrease the heteronuclear collisions.

In the following we determine the trap loss coefficients for the (optimized) dual-species MOT in order to quantify the heteronuclear collisions. The rate equation for the atom number in a dual-species MOT (with species A and B) reads [35]

$$
\begin{equation*}
\frac{d N_{\mathrm{A}}}{d t}=L_{\mathrm{A}}-\gamma N_{\mathrm{A}}-\beta_{\mathrm{AA}} \int n_{\mathrm{A}}^{2} d V-\beta_{\mathrm{AB}} \int n_{\mathrm{A}} n_{\mathrm{B}} d V \tag{13}
\end{equation*}
$$

where $L_{\mathrm{A}}$ is the loading rate, $\gamma$ the trap loss rate due to collisions with background gas atoms and $n_{\mathrm{A}}, n_{\mathrm{B}}$ the local atomic densities. $\beta_{\mathrm{AA}}$ and $\beta_{\mathrm{AB}}$ denote the cold collision trap loss coefficients for homo- and heteronuclear collisions, respectively. $L_{\mathrm{A}}$ and $\gamma$ are determined from the loading and decay curves of the single-species MOTs. The obtained values for $L_{\mathrm{A}}$ are given in Table 3 and $\gamma$ is found to be $1 / 7.5 \mathrm{~s}^{-1}$. The homonuclear trap loss coefficients $\beta_{\mathrm{AA}}$ are determined from the steady state atom numbers in single-species operation using the measured density profiles. For the experimental conditions indicated in Table 3, we obtain

$$
\begin{align*}
\beta_{\mathrm{LiLi}} & =(8 \pm 4) \times 10^{-12} \mathrm{~cm}^{3} \mathrm{~s}^{-1}  \tag{14}\\
\beta_{\mathrm{KK}} & =(6 \pm 3) \times 10^{-13} \mathrm{~cm}^{3} \mathrm{~s}^{-1} . \tag{15}
\end{align*}
$$

The determination of the heteronuclear trap loss coefficients $\beta_{\mathrm{AB}}$ for the optimized dual-species configuration would require the knowledge of the mutual overlap of the MOTs, which is difficult to estimate when absorption images are taken only along one direction. We therefore choose a configuration, which makes the determination of $\beta_{\mathrm{AB}}$ less dependent on assumptions about the mutual overlap (but which does not change the value of $\beta_{\mathrm{AB}}$ ). We reduce the atom flux of species $A$, in order to decrease the spatial extension of the trapped cloud of species $A$ and to place it in the center of the cloud of species $B$. A video camera which records the fluorescence of the MOTs from a different direction than that of the absorption imaging verifies that this configuration is indeed achieved. Then, in equation (13) it is $\int n_{\mathrm{A}} n_{\mathrm{B}} d V \sim n_{\mathrm{c}}^{\mathrm{B}} N_{\mathrm{A}}$. Comparing the steady-state atom numbers for the different configurations then yields

$$
\begin{align*}
& \beta_{\mathrm{LiK}}=(1 \pm 0.5) \times 10^{-12} \mathrm{~cm}^{3} \mathrm{~s}^{-1}  \tag{16}\\
& \beta_{\mathrm{KLi}}=(3 \pm 1.5) \times 10^{-12} \mathrm{~cm}^{3} \mathrm{~s}^{-1} \tag{17}
\end{align*}
$$

for the experimental conditions indicated in Table 3. Comparing all four trap loss coefficients, the dominant is $\beta_{\text {LiLi }}$ (Eq. (14)) for light-induced homonuclear ${ }^{6} \mathrm{Li}^{6}{ }^{6} \mathrm{Li}$ collisions. This is a consequence of the large temperature of the ${ }^{6} \mathrm{Li}-\mathrm{MOT}$ and the unresolved hyperfine structure of ${ }^{6} \mathrm{Li}$ which prohibits the creation of a dark MOT, leading to a large excited state population. The much smaller homonuclear trap loss coefficient $\beta_{\mathrm{KK}}$ for ${ }^{40} \mathrm{~K}$ (Eq. (15)) is consistent with Figure 13 which shows that, for ${ }^{40} \mathrm{~K}$, small repumping intensities are favorable. The heteronuclear trap loss coefficients $\beta_{\mathrm{LiK}}, \beta_{\mathrm{KLi}}$ (Eqs. (16) and (17)) are also much smaller than $\beta_{\text {LiLi }}$, indicating that our applied strategy for decreasing the heteronuclear collisions is good. In the Amsterdam group the heteronuclear trap loss coefficients were found by a factor of about 2 larger than ours [15]. A dark SPOT MOT has been implemented in order to reduce the excited state population of the ${ }^{40} \mathrm{~K}$ atoms. In the next paragraph we show, however, that it is also important to reduce the excited state population of the ${ }^{6} \mathrm{Li}$ atoms.

Figure 16b depicts the dependence of the trap loss coefficient $\beta_{\text {KLi }}$ on the relative excited state population of the ${ }^{6} \mathrm{Li}$ atoms. The graph was obtained by recording the influence of the ${ }^{6} \mathrm{Li}$-MOT on the ${ }^{40} \mathrm{~K}$-MOT as the power of the ${ }^{6} \mathrm{Li}$-MOT beams was varied. For each power it was verified that the ${ }^{40} \mathrm{~K}$-MOT was placed in the center of the ${ }^{6} \mathrm{Li}-\mathrm{MOT}$ and the atomic density of the ${ }^{6} \mathrm{Li}-\mathrm{MOT}$ was recorded. In the experiment a magnetic field gradient of $16 \mathrm{G} / \mathrm{cm}$ was used. The central atomic density of the ${ }^{6} \mathrm{Li}-$ MOT was found to be approximately constant, when the power was varied ( $n_{\mathrm{c}}^{\mathrm{Li}} \sim 8 \times 10^{10}$ atoms $/ \mathrm{cm}^{3}$ ). The relative excited state population for a given beam power was estimated using Einstein's rate equations. In addition the variation of the excited state population was measured by recording the fluorescence emitted by the ${ }^{6} \mathrm{Li}-\mathrm{MOT}$ and by measuring the number of captured atoms. The latter changed by a factor of 1.5 in the considered range of beam powers. The graph in Figure 16b shows that the trap loss coefficient increases by more than a factor of 2
as the relative excited state population is increased from $\sim 7 \%$ to $\sim 16 \%$. The error bars shown in the figure refer to statistical errors. The uncertainty due to systematic errors is estimated to be $50 \%$. The significant increase of $\beta_{\mathrm{KLi}}$ demonstrates the importance of minimizing the number of excited ${ }^{6} \mathrm{Li}$ atoms (and not only that of the excited ${ }^{40} \mathrm{~K}$ atoms). One reason for this increase is the increase of temperature of the ${ }^{6} \mathrm{Li}-\mathrm{MOT}$, which changes from $\sim 1 \mathrm{mK}$ to $\sim 1.6 \mathrm{mK}$ when the beam power is increased. Another reason could be the occurence of collisions involving doubly-excited $\mathrm{Li}^{*} \mathrm{~K}^{*}$ atom pairs, the rate of which increases with the excited state populations. The scattering potentials for these collisions are known to be of a long-range, as they scale with the internuclear separation as $1 / R^{5}$ [41], whereas they scale as $1 / R^{6}$ for collisions involving a singly-excited heteronuclear atom pair [33].

## 5 Conclusions

We have produced a dual-species magneto-optical trap for fermionic ${ }^{6} \mathrm{Li}$ and ${ }^{40} \mathrm{~K}$ with large atom numbers. Two strategies have been applied in order to achieve this result. First, the dual-species MOT is placed in an ultra-high vacuum environment, being continuously loaded from cold atomic beams. The atomic beams originate from separate atom sources - a Zeeman slower for ${ }^{6} \mathrm{Li}$ and a 2D-MOT for ${ }^{40} \mathrm{~K}$ - which both yield a large flux of cold atoms. Second, the homo- and heteronuclear collisions have been minimized by using small magnetic field gradients and low light powers in the repumping light. The atom loss in each MOT due to the presence of the other species decreases by only $4 \%\left({ }^{6} \mathrm{Li}\right)$ and $10 \%\left({ }^{40} \mathrm{~K}\right)$ due to the heteronuclear collisions.

We have given a detailed description of the implemented apparatus, which we hope serves as a guideline for the construction of next generation experiments with fermionic ${ }^{6} \mathrm{Li}$ and ${ }^{40} \mathrm{~K}$.

The produced dual-species MOT represents the starting point for the production of a large-atom number quantum degenerate Fermi-Fermi mixture. The atoms trapped in the dual-species MOT have already been transferred into the magnetic trap and magnetically transported to the science chamber with large optical access and low background pressure. The large depth of magnetic traps as compared to optical traps allows for a large transfer efficiency, leading to smaller losses of atoms. In the science cell, the dual-species cloud will be evaporatively cooled in a plugged magnetic trap to quantum degeneracy and then transferred into an optical trap for investigation.
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Fig. 17. (Color online) Sketch of the tapered amplifier supports for (a) Li and (b) K. In the figure, TA Li and TA K refer to the respective tapered amplifier chips, CL1, CL2, CL3 and CL4 to the (only longitudinally adjustable) collimation lens supports and BCM to the isolated mount for the blade connectors used to power the chip for K. The supports for the output collimation lenses are CL2 and CL4.

## Appendix: Tapered amplifier mounts

We developed compact support designs for our tapered amplifier chips, in order to minimize the costs of the laser sources of our experimental setup. The TAs are commercial semiconductor chips which are mounted on homemade compact mechanical supports with nearly no adjustable parts. The support designs allow for an easy installation process, which does not require any gluing or the help of micrometric translation stages for the alignment of the collimation optics, as that can be accomplished by free hand. Furthermore, the design minimizes the heat capacity of the support and the produced temperature gradients, allowing for a quick temperature stabilization that makes the TAs quickly operational after switch-on. The temperature stabilization is accomplished using a Peltier element (Roithner Lasertechnik GmbH, ref. TEC112705T125) connected to a PID control circuit. The heat of( the chip is dissipated via an aluminum base plate which is economically cooled by air rather than running water (the base plate reaches a maximum temperature of $28{ }^{\circ} \mathrm{C}$ for diode currents of 2 A ).

The commercial TA chips are sold on small heat sinks which have different dimensions for the two different wavelengths. We thus had to design slightly different supports for the Li- and K-TAs, which are both schematically shown in Figure 17.

For lithium the semiconductor chip (Toptica, ref. TA-$670-0500-5$ ) is delivered on a heat dissipation mount of type "I". It is placed between two axially aligned cylindrical lens tubes (CL1 and CL2 in Fig. 17a), each of which containing an aspheric collimation lens of focal length 4.5 mm (Thorlabs, ref. C230TME-B). The support of the tubes and the chip are precisely machined such that the chip's output beam falls on the center of the respective collimation lens (CL2 in Fig. 17a). The tubes are supported by cylindrically holed tightenable hinges in which
A. Ridinger et al.: Large atom number dual-species magneto-optical trap for fermionic ${ }^{6} \mathrm{Li}$ and ${ }^{40} \mathrm{~K}$ atoms
they can move only longitudinally, along the direction of the amplified laser beam. This restriction of the tube's motion facilitates the alignment of the collimation lenses. The support design does not allow for a transverse alignment of the collimation lenses. Since this alignment is not very critical for the performance of the TA, we found it needless to allow this degree of freedom and relied on precise machining (possible imperfections could be compensated utilizing the mechanical play of the large attachment screw holes of the commercial heat sinks of the chips). When tightened by a screw, the hinges fix the position of the tubes. Since the tightening applies a force perpendicular to the longitudinal direction, it does not move the tubes along this (critical) direction. They might only move slightly along the transverse direction, which does not affect the final performance of the TA.

For potassium, the semiconductor chip (Eagleyard, ref. EYP-TPA-0765-01500-3006-CMT03-0000) is delivered on a heat dissipation mount of type "C". Placing this mount between two hinges as for the case of lithium is less convenient since the heat dissipation mount has to be attached by a screw in the longitudinal direction which requires access from one side. Therefore one hinge is replaced by a rail which guides a parallelepipedically formed mount for the second (output) collimation lens (CL4 in Fig. 17b). The motion of this mount is also fixed by tightening a screw applying forces perpendicular to the rail direction, which does not move the collimation lens along the critical longitudinal direction. For all our TAs, the positioning of the collimation lenses never had to be adjusted again once they were aligned.

The commercial heat dissipation mount of the potassium chip is inconvenient for a simple powering of the chip. The very fragile gold wire, which has to be connected to the negative source of the current supply, has to be protected by a mechanical support before being connected to a cable. Therefore we soldered it to a blade connector that is fixed by an isolated plastic mount (BCM Fig. 17b) and which is connected to the current supply. To avoid an overheating of the chip during the soldering process we permanently cooled the gold wire by blowing cold dry air from a spray can on it.

The output beams of the TA chips are astigmatic and thus require additional collimation. The choice of the collimation optics needs to be adapted to the specifications of the subsequent optical fiber, which in our case requests a collimated circular Gaussian beam of 2.2 mm $1 / e^{2}$-diameter for optimum coupling efficiency. The modematching was found optimum for a pair of lenses consisting of one spherical lens (with $f=15 \mathrm{~cm}$ for Li and $f=4 \mathrm{~cm}$ for K ) and a cylindrical lens (with $f=8 \mathrm{~cm}$ for Li and $f=2.54 \mathrm{~cm}$ for K ), which are placed outside the TA's housing. The cylindrical lenses are supported by rotatable mounts, in order to facilitate the mode-matching into the fibers. For all our TAs we achieve fiber-coupling efficiencies larger than $50 \%(\mathrm{Li})$ and $60 \%(\mathrm{~K})$.

When injected with 20 mW , the Li-TAs yield an output power of 500 mW at 1 A driving current and the KTAs yield an output power of 1500 mW at 2.5 A driving
current. In order to increase the lifetime of the chips, we limit the driving currents to smaller values and we switch the chips on only for periods of experimentation. When switched on, the TAs quickly reach a stable functioning (usually within 10 min ) due to the compactness of the mechanical support, which allows for a quick temperature stabilization.
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#### Abstract

We investigate the formation of weakly bound, electronically excited, heteronuclear ${ }^{6} \mathrm{Li}^{40} \mathrm{~K}^{*}$ molecules by single-photon photoassociation in a magneto-optical trap. We performed trap loss spectroscopy within a range of 325 GHz below the $\mathrm{Li}\left(2 S_{1 / 2}\right)+\mathrm{K}\left(4 P_{3 / 2}\right)$ and $\operatorname{Li}\left(2 S_{1 / 2}\right)+\mathrm{K}\left(4 P_{1 / 2}\right)$ asymptotic states and observed more than 60 resonances, which we identify as rovibrational levels of 7 of 8 attractive long-range molecular potentials. The long-range dispersion coefficients and rotational constants are derived. We find large molecule formation rates of up to $\sim 3.5 \times 10^{7} \mathrm{~s}^{-1}$, which are shown to be comparable to those for homonuclear ${ }^{40} \mathrm{~K}_{2}^{*}$. Using a theoretical model we infer decay rates to the deeply bound electronic ground-state vibrational level $X^{1} \Sigma^{+}\left(v^{\prime}=3\right)$ of $\sim 5 \times 10^{4} \mathrm{~s}^{-1}$. Our results pave the way for the production of ultracold bosonic ground-state ${ }^{6} \mathrm{Li}^{40} \mathrm{~K}$ molecules which exhibit a large intrinsic permanent electric dipole moment.


## I. INTRODUCTION

The recent realization of gases of ultracold polar molecules in their rovibrational ground state [1, 2] has opened a new frontier in atomic and molecular physics [3, 4]. Due to their long-range anisotropic dipole-dipole interactions and the possibility to trap and manipulate these molecules with external electric fields, they offer fascinating prospects for the realization of new forms of quantum matter $[5,6]$. Applications to quantum information processing $[7,8]$, precision measurements $[9,10]$ and ultracold chemistry [3] have been proposed.

The heteronuclear alkali dimer LiK is an excellent candidate for these studies. It has a large dipole moment of 3.6 D [11] in its singlet rovibrational ground state and both of its constituents, Li and K, possess stable fermionic and bosonic isotopes with which dipolar gases of different quantum statistics can be realized.

While atoms are routinely laser cooled to ultracold temperatures, the complex internal structure of molecules makes this direct method difficult (although possible [12]). So far the most efficient way to produce ultracold molecules has been to associate pre-cooled atoms. Two techniques have been established, namely magnetically tunable Feshbach resonances and photoassociation. Feshbach resonances allow the production of vibrationally excited molecules in the electronic ground state. In this way, ultracold heteronuclear ${ }^{6} \mathrm{Li}^{40} \mathrm{~K}$ molecules could recently be produced $[13,14]$. A combination of Feshbach resonances with a multi-photon state transfer may give access to the collisionally stable rovibrational ground state [1, 15]. Photoassociation can directly give

[^16]access to this state either via single-photon photoassociation and subsequent spontaneous decay [2] or by multicolor photoassociation [16].

In this letter we report on the production of ultracold heteronuclear excited ${ }^{6} \mathrm{Li}^{40} \mathrm{~K}^{*}$ molecules by single-photon photoassociation (PA) in a dual-species magneto-optical trap (MOT). We detect the molecule creation by a loss in the number of trapped atoms, which results from the molecules' spontaneous decay into either a pair of free untrapped atoms or a bound ground-state molecule.

Heteronuclear PA has so far been demonstrated for RbCs* [17], KRb* [18], NaCs* [19], LiCs* [2] and $\mathrm{YbRb}^{*}[20]$. As compared to homonuclear molecules, the PA rate for heteronuclear molecules is typically smaller due to the different range of the excited-state potentials. Whereas two identical atoms in their first excited state interact via the resonant dipole interaction at long range (with potential $V(R) \propto-C_{3} / R^{3}$ ), two atoms of different species interact via the van der Waals interaction $\left(V(R) \propto-C_{6} / R^{6}\right)$, leading, for the heteronuclear case, to molecule formation at much shorter distances where fewer atom pairs are available. Besides, it has been argued that among the heteronuclear dimers, $\mathrm{LiK}^{*}$ would be particularly difficult to photoassociate due to its small reduced mass and $C_{6}$ coefficients, which should lead to small PA rates of e.g. two orders of magnitude less than for the heavier dimers RbCs* and KRb* [21]. However, the PA rates we observe in our experiment are similar to those of the comparable experiment with $\mathrm{RbCs}^{*}$ [17] and those found for homonuclear $\mathrm{K}_{2}^{*}$. Our theoretical calculations are able to predict the large rates observed.

We perform PA spectroscopy in order to determine the long-range part of the excited-state molecular potentials. Previously, several molecular potentials of LiK have been determined by molecular [22-24] and Feshbach resonance spectroscopy [14, 25]. Our measurements give access to previously undetermined spectroscopic data of high precision and will allow the derivation of more precise molec-
ular potential curves facilitating the search for efficient pathways to produce LiK molecules in the rovibrational ground state.

Figure 1(a) shows the molecular potentials dissociating to the three lowest electronic asymptotes $2 S+4 S$, $2 S+4 P$ and $2 P+4 S$ of the LiK molecule. They have been calculated as described in ref. [11] and connected to the asymptotic form given in ref. [26] at large distances ( $R>40 a_{0}$ ). Note that as usual in alkali dimers, a strong spin-orbit coupling is expected between the $1^{3} \Pi$ and the $2^{1} \Sigma^{+}$states due to the crossing of their potential curves around $7.5 a_{0}$. Relevant for our experiment are the eight Hund's case $c$ potential curves dissociating to the $2 S_{1 / 2}+4 P_{1 / 2,3 / 2}$ asymptotes. Figure 1(b) displays their long-range part, which is obtained by diagonalizing the atomic spin-orbit operator in the subspace restricted to the Hund's case $a$ states correlated to $2 S+4 P$, for each of the symmetries $\Omega^{\sigma}=0^{+}, 0^{-}, 1,2$ (where $\Omega$ denotes the quantum number of the projection of the total electronic angular momentum on the molecular axis and $\sigma$ the parity of the electronic wave function through a symmetry with respect to a plane containing the molecular axis). These potentials are all attractive at long range, whereas the curves which dissociate to the asymptotes $2 P_{1 / 2,3 / 2}+4 S_{1 / 2}$ are all repulsive [21]. For the relevant asymptotes the dispersion coefficients $C_{6}$ assume only three different values due to the small atomic fine structure of the Li atom [27]. They have been calculated theoretically $[26,27]$ and they are determined experimentally in this work.

## II. EXPERIMENTAL SETUP

The ${ }^{6} \mathrm{Li}^{40} \mathrm{~K}^{*}$ molecules are created by a PA beam which is superimposed with the atoms trapped in the dual-species MOT. The MOT is continuously loaded from a Zeeman slower for ${ }^{6} \mathrm{Li}$ and a $2 \mathrm{D}-\mathrm{MOT}$ for ${ }^{40} \mathrm{~K}$, as described in ref. [29]. We record PA spectra by scanning the PA beam in frequency, simultaneously recording the steady-state atom number of each species via the emitted trap fluorescence. The signature of ${ }^{6} \mathrm{Li}^{40} \mathrm{~K}^{*}$ formation is a decrease of both the ${ }^{6} \mathrm{Li}$ and the ${ }^{40} \mathrm{~K}$ fluorescence. The PA laser is scanned red detuned with respect to one of the atomic transitions of ${ }^{40} \mathrm{~K}$ (see fig. 1(b)) and has no effect on a single-species ${ }^{6} \mathrm{Li}-\mathrm{MOT}$. The ${ }^{6} \mathrm{Li}$ fluorescence signal thus represents a pure heteronuclear PA spectrum, whereas the ${ }^{40} \mathrm{~K}$ fluorescence signal represents the sum of a heteronuclear ( ${ }^{6} \mathrm{Li}^{40} \mathrm{~K}^{*}$ ) and homonuclear ( $\left.{ }^{40} \mathrm{~K}_{2}^{*}\right)$ PA spectrum. The frequency of the PA laser is recorded by a wavelength meter (High Finesse, ref. WS-6) with an absolute accuracy of $\pm 250 \mathrm{MHz}$. Additionally, a Fabry-Perot interferometer is used to verify the laser's single-mode operation.

The PA light is derived from a homemade diode lasertapered amplifier system. It has a wavelength of 767 nm and a power of 660 mW at the output of a singlemode polarization-maintaining fiber. It is collimated and passes four times through the center of the MOT with a


FIG. 1: (a) Molecular potentials of the LiK molecule for short interatomic separations $R\left(a_{0}=0.0529177 \mathrm{~nm}\right)$. The upward arrow represents the energy delivered by the PA laser and the downward the spontaneous decay to electronic groundstate molecules. The vibrational state $X^{1} \Sigma^{+}\left(v^{\prime}=3\right)$ shown in the figure has a favorable overlap with the addressed excited states due to spatially coincident classical inner turning points. (b) Detailed view of the excited-state potentials, labeled by their Hund's case $c$ quantum numbers $\Omega^{\sigma}$ and an additional classification ("up/down") for unambiguous distinction. At short range, each of these potentials approaches one of those shown in fig. (a) as illustrated in ref. [28].
total peak intensity of $\sim 100 \mathrm{~W} / \mathrm{cm}^{2}$. The beam diameter of $2.2 \mathrm{~mm}\left(1 / \mathrm{e}^{2}\right)$ was chosen to match the size of the ${ }^{6} \mathrm{Li}$-MOT. Using the feed-forward technique [30], the laser's mode hop free continuous tuning range extends over $\sim 35 \mathrm{GHz}$.

For optimum experimental conditions, the PA-induced trap loss needs to be maximized and all other intrinsic losses that compete with it minimized [28]. Besides, the frequency of the PA beam needs to be scanned slowly enough ( $\sim 15 \mathrm{MHz} / \mathrm{s}$ ) to allow the trap loss to reach a quasi-steady state. To achieve these conditions the ${ }^{6} \mathrm{Li}-\mathrm{MOT}$ is reduced to a small atom number and volume (by lowering the loading rate) and placed at the center of the larger ${ }^{40} \mathrm{~K}$-MOT. Further, light-induced cold collisions are reduced by using small intensities for the MOT cooling and repumping light ( $I_{\text {cool }}^{\mathrm{Li}} \sim 1.5 I_{\text {sat }}^{\mathrm{Li}}$, $I_{\text {rep }}^{\mathrm{Li}} \sim 0.5 I_{\text {sat }}^{\mathrm{Li}}, I_{\text {cool }}^{\mathrm{K}} \sim 10 I_{\text {sat }}^{\mathrm{K}}, I_{\text {rep }}^{\mathrm{K}} \sim 3 I_{\text {sat }}^{\mathrm{K}}$ per beam, respectively). The detunings are $\Delta \nu_{\text {cool }}^{\mathrm{Li}}=\Delta \nu_{\text {rep }}^{\mathrm{Li}} \sim-3 \Gamma$, $\Delta \nu_{\text {cool }}^{\mathrm{K}}=\Delta \nu_{\mathrm{rep}}^{\mathrm{K}} \sim-4 \Gamma$ and the axial magnetic field gradi-
ent is $20 \mathrm{G} / \mathrm{cm}$. These parameters result in $N_{\mathrm{Li}} \sim 5 \times 10^{8}$ and $N_{\mathrm{K}} \sim 2.5 \times 10^{9}$ trapped atoms with central atomic densities of $n_{\mathrm{Li}} \sim 7 \times 10^{10} \mathrm{~cm}^{-3}$ and $n_{\mathrm{K}} \sim 5 \times 10^{10} \mathrm{~cm}^{-3}$ and temperatures of $T_{\mathrm{Li}} \sim 1.2 \mathrm{mK}$ and $T_{\mathrm{K}} \sim 300 \mu \mathrm{~K}$, respectively. At these temperatures only heteronuclear collisions of $s$ - and $p$-wave character (i.e., $\ell=0,1$, where $\ell$ is the rotational angular momentum of the atom pair) reach sufficiently short internuclear distances to allow for PA (the height of the $d$-wave rotational barrier being 13.4 mK ). If $J$ is the total angular momentum quantum number of the atom pair (including electronic angular momentum and rotation), molecule formation is thus restricted to the rotational levels $J=0,1,2$ for electronic states with $\Omega=0, J=1,2,3$ for $\Omega=1$ and $J=2,3$ for $\Omega=2$.

## III. RESULTS

Figure 2 (a-d) shows a compilation of our recorded spectroscopic data. Figures 2 (a) and (b) depict the heteronuclear PA spectra near the dissociation limits $2 S_{1 / 2}+4 P_{3 / 2}$ and $2 S_{1 / 2}+4 P_{1 / 2}$ for PA detunings $\Delta_{\mathrm{PA}}$ between 0 and -325 GHz and between 0 and -60 GHz , respectively. The graphs represent, respectively, an average of $\sim 6$ and $\sim 20$ recorded spectra for noise reduction and have been recorded in pieces and stitched together. The spectra contain 68 resonances whose contrasts decrease and whose mutual separations increase with increasing detuning. The maximum contrast amounts to $\sim 35 \%$ and is obtained for a detuning of $\Delta_{\mathrm{PA}}=-14.4 \mathrm{GHz}$ (see Fig. 2 (d)). The observed resonance widths (FWHM) vary between 80 and 300 MHz , primarily due to unresolved molecular hyperfine structure.
We have also recorded the heteronuclear+homonuclear PA spectra appearing on the K fluorescence signal, which contain all the resonances of fig. 2 (a,b) as well. A comparison between the two spectra is shown for a small part in fig. 2 (c). This figure shows comparable contrasts for the heteronuclear ${ }^{6} \mathrm{Li}^{40} \mathrm{~K}^{*}$ and homonuclear ${ }^{40} \mathrm{~K}_{2}^{*}$ PA signals. We identify the observed ${ }^{40} \mathrm{~K}_{2}^{*}$ resonances as excitations to $0_{\mathrm{u}}^{+}$states [31].

In the heteronuclear spectra of fig. $2(\mathrm{a}, \mathrm{b})$ we identify seven vibrational series (labeled with numbers), corresponding to seven of the eight molecular potentials dissociating to the $2 S_{1 / 2}+4 P_{1 / 2,3 / 2}$ asymptotes (see fig. 1 (b)). Each series contains up to five resonances, which appear in doublets or triplets due to resolved rotational structure. This structure is shown more clearly in fig. 2 (c) for a particular vibrational state. Some of the observed rovibrational resonances have a further substructure resulting from hyperfine interactions, which is shown for a particular resonance in fig. 2 (d).

In fig. $2(\mathrm{a}, \mathrm{b})$ and table I we present an assignment of the observed resonances, which was obtained by the combination of different assignment rules: the first is the rotational progression law $E_{\text {rot }}=B_{v}\left[J(J+1)-\Omega^{2}\right]$, with $J=\Omega, \Omega+1, \ldots$ for Hund's case $c$ molecules [28] combined with our theoretical calculations of the rotational
constants $B_{v}$. It allowed us to identify rotational progressions and to assign some $J$ and $\Omega$ based on the rotational spacing. The identification of the $\Omega=2$ vibrational series (series 1 in fig. 2 (a)) is particularly easy, because only two rotational lines per vibrational level are expected, as opposed to three for all other series. The second is the semi-classical LeRoy-Bernstein (LRB) law [32, 33] (see Eq. (1)) combined with the available calculated $C_{6}$ coefficients [26, 27]. It allowed us to identify vibrational progressions and to assign some $v$ and $\Omega$ based on the vibrational spacing. The third is the hyperfine structure law $E_{\mathrm{hfs}} \propto \Omega /[J(J+1)]$ for $\Omega=1$ and $E_{\mathrm{hfs}} \approx 0$ for $\Omega=0$ [34, 35]. It predicts small widths for resonances with $\Omega=0$ and particularly large widths for those with $\Omega=1, J=1$ making their identification possible. The fourth is the expected similar contrast pattern of the rotational lines of the same vibrational series, which helped us to identify vibrational progressions.
An application of the assignment rules allowed us to identify the observed vibrational series and to assign their quantum numbers except the parity $\sigma$ of the $\Omega=0$ electronic states. $\sigma$ can be determined from an analysis of the relative strength of the rotational lines: due to the selection rules, the parity of the total wave function of the system, i.e. the product of $\sigma$ and $(-)^{\ell}$ for the rotational part, changes sign during the transition. Further, $\sigma$ is conserved, namely only $X^{1} \Sigma^{+}\left(0^{+}\right) \rightarrow 0^{+}$and $a^{3} \Sigma^{+}\left(0^{-}\right) \rightarrow$ $0^{-}$are allowed for parallel transitions. In our experiment, $s$-wave collisions dominate, such that the total parity is $+(-)$ for the former (the latter) initial state. The parallel transition $X^{1} \Sigma^{+}\left(0^{+}, \ell=0\right) \rightarrow\left(0^{+}, \ell=1\right)$ is thus allowed enhancing then the $J=1$ line, while the parallel transition $a^{3} \Sigma^{+}\left(0^{-}, \ell=0\right) \rightarrow\left(0^{-}, \ell=1\right)$ is forbidden. Under the same approximation, the perpendicular transition $a^{3} \Sigma^{+}(1, \ell=0) \rightarrow\left(0^{-}, \ell=0\right)$ is allowed and enhances the $J=0$ line in the spectrum. Therefore we assign the $\Omega=0$ series with pronounced (reduced) $J=1$ line to the excited $0^{+}\left(0^{-}\right)$states.

## IV. DISCUSSION

Having assigned all observed resonances, the parameters of the different molecular potentials can be derived. We infer the $C_{6}$ coefficients from the measured vibrational binding energies $D-E_{v}=-\left(h \Delta_{\mathrm{PA}}-E_{\mathrm{rot}}\right)(D$ denoting the dissociation energy and $E_{v}$ the energy of the vibrational level $v$ ), using the LRB formula [32, 33]

$$
\begin{equation*}
D-E_{v}=A_{6}\left(v_{D}-v\right)^{3} \tag{1}
\end{equation*}
$$

with $A_{6}=64 \pi^{3} \hbar^{3} C_{6} /\left[B(2 / 3,1 / 2) \sqrt{2 \mu C_{6}}\right]^{3}$, where $B$ denotes the Beta-function $(B(2 / 3,1 / 2) \approx 2.587), \mu$ is the reduced mass, and $v_{D}$ the vibrational quantum number at dissociation (a constant between 0 and 1 so that the most weakly bound state has $v=1$ ). Figure 3 shows the plots of the $1 / 3$-rd power of the binding energies as a function of the vibrational quantum number for the five vibrational series dissociating to the $2 S_{1 / 2}+4 P_{3 / 2}$


FIG. 2: Heteronuclear PA trap loss spectra of ${ }^{6} \mathrm{Li}^{40} \mathrm{~K}^{*}$ below the asymptotes $2 S_{1 / 2}+4 P_{3 / 2}$ (a) and $2 S_{1 / 2}+4 P_{1 / 2}$ (b). The spectra contain seven vibrational series (labeled $N=1, \ldots, 7$ ) with resolved rotational structure, whose assignment is given in table I. (c) Zoom on the heteronuclear (upper trace, left axis) and heteronuclear + homonuclear (lower trace, right axis) PA spectrum below the $2 S_{1 / 2}+4 P_{3 / 2}$ asymptote showing the rotational structure of the $\Omega=1^{\text {up }}, v=3$ vibrational state of ${ }^{6} \mathrm{Li}^{40} \mathrm{~K}^{*}$ ( $v$ denoting the vibrational quantum number counted from dissociation) and three vibrational $0_{\mathrm{u}}^{+}$levels of ${ }^{40} \mathrm{~K}_{2}^{*}$, which show a resolved hyperfine ( $*$ and o) but no rotational structure. (d) Zoom on the $\Omega=1^{\text {up }}, v=2, J=1$ resonance of ${ }^{6} \mathrm{Li}^{40} \mathrm{~K}^{*}$, showing a nearly resolved hyperfine structure. The PA detuning $\Delta_{\mathrm{PA}}$ is specified relative to the ${ }^{40} \mathrm{~K}$ atomic transitions $4 S_{1 / 2}(F=9 / 2) \rightarrow 4 P_{3 / 2}\left(F^{\prime}=11 / 2\right)(\mathrm{a}, \mathrm{c}, \mathrm{d})$ and $4 S_{1 / 2}(F=9 / 2) \rightarrow 4 P_{1 / 2}\left(F^{\prime}=9 / 2\right)(\mathrm{b})$.
asymptote. The plots are predicted to follow straight lines whose slopes yield: $C_{6}=9170 \pm 940$ a.u. and $C_{6}=9240 \pm 960$ a.u. for the dyad potentials $\Omega=2,1^{\text {up }}$, $C_{6}=25220 \pm 600$ a.u., $C_{6}=25454 \pm 720$ a.u. and $C_{6}=24310 \pm 1710$ a.u. for the upper triad potentials $\Omega=1^{\text {down }}, 0^{+}, 0^{-}$and $C_{6}=12860 \pm 660$ a.u. for the lower triad potential $\Omega=0^{+}$(not shown in fig. 3), respectively, where the uncertainties represent statistical uncertainties for the fits. These values are in good agreement with the respective theoretical values $C_{6}=9800$ a.u., $C_{6}=$ 25500 a.u. and $C_{6}=13830$ a.u. predicted by Bussery et al. [26]. The agreement with the values $C_{6}=9520$ a.u., $C_{6}=22000$ a.u. and $C_{6}=15420$ a.u. predicted by Movre et al. [27] is not as good. The two predictions differ in their treatment of the interaction between the two asymptotes $2 S+4 P$ and $2 P+4 S$, which is taken into account in ref. [26] only, hinting its significance.

The uncertainty of the derived $C_{6}$ coefficients results from the following effects. First, the heteronuc lear nature of LiK and its small $C_{6}$ coefficients lead to molecule formation at small internuclear separations (of $R_{\text {eff }}=$ $\hbar / \sqrt{2 \mu B_{v}} \sim 18 a_{0}$ at $\Delta_{\mathrm{PA}}=-300 \mathrm{GHz}$ ) at which the exchange interaction and higher-order terms in the longrange multipole expansion of the molecular potential become important, which are neglected by the LRB law. Second, the small reduced mass of LiK leads to a low density of vibrational states and thus to a small number of states with long-range character available for fitting.

The measured rotational splittings allow us to infer the rotational constants and to confirm the assignments above. They are shown in fig. 4 for the five vibrational


FIG. 3: Plot of the $1 / 3$-rd power of the measured binding energies $D-E_{v}=-\left(h \Delta_{\mathrm{PA}}-E_{\mathrm{rot}}\right)$ (symbols) as a function of the vibrational quantum number counted from the dissociation limit for the five vibrational series dissociating to the $2 S_{1 / 2}+4 P_{3 / 2}$ asymptote. The slopes of the linear fits (solid lines) yield the dispersion coefficients $C_{6}$ according to eq. (1). The nearly identical slopes of the triad and dyad potentials demonstrate the equality of the respective $C_{6}$ coefficients.
series below the $2 S_{1 / 2}+4 P_{3 / 2}$ asymptote, together with their theoretical predictions, which we have derived from the potential curves of fig. 1. The agreement between the measured and predicted values is reasonable. The error bars account for the imprecision of the wavelength determination and of the resonance positions due to the unresolved hyperfine structure. Deviations from the theoretical predictions are likely to be due to the multichannel character of the vibrational levels.

| $\begin{array}{rcccccc} \hline N & \Omega & v & J-\Delta_{\mathrm{PA}} & \text { Contr. } \\ & & {[\mathrm{GHz}]} & {[\%]} \\ \hline \end{array}$ |  |  |  |  |  |  |  | $\begin{gathered} -\Delta_{\mathrm{PA}} \\ {[\mathrm{GHz}]} \end{gathered}$ | Contr. [\%] |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 2 | 12 | 0.37 | 1.1 | 4 | $0^{-}$ | 2 | 3.03 | 21.4 |
|  |  | 2 | 6.60 | 2.3 |  |  |  | 3.66 | 22.7 |
|  |  |  | 7.88 | 9.4 |  |  | 32 | 20.11 | 25.0 |
|  |  | 3 | 38.00 | 5.6 |  |  | 1 | 21.48 | 20.4 |
|  |  |  | 41.08 | 10.6 |  |  | 0 | 22.16 | 17.4 |
|  |  |  | 118.49 | 6.3 |  |  | 42 | 63.99 | 14.7 |
|  |  |  | 122.67 | 6.3 |  |  | 1 | 66.06 | 5.0 |
|  |  | 5 | 251.80 | 3.7 |  |  | 0 | 67.13 | 7.6 |
|  |  |  | 257.81 | 4.3 |  |  | 62 | 262.37 | 1.9 |
| 2 | $1^{\text {up }}$ | 1 | 0.37 | 1.1 |  |  | 0 | 266.75 | 1.9 |
|  |  |  | 1.34 | 6.1 | 5 | $1^{\text {down }}$ | 23 | 4.12 | 23.9 |
|  |  | 23 | 11.27 | 2.4 |  |  | 2 | 4.85 | 14.9 |
|  |  |  | 13.01 | 18.5 |  |  | 1 | 5.90 | 4.6 |
|  |  | 1 | 14.40 | 35.0 |  |  | 33 | 24.52 | 19.8 |
|  |  | 33 | 49.20 | 6.5 |  |  | 2 | 26.15 | 9.8 |
|  |  |  | 52.47 | 14.1 |  |  | 1 | 27.72 | 3.0 |
|  |  | 1 | 54.53 | 14.8 |  |  | 43 | 72.26 | 15.4 |
|  |  | 42 | 154.35 | 5.4 |  |  | 2 | 75.55 | 10.0 |
|  |  | 1 | 157.40 | 4.7 |  |  | 1 | 77.87 | 5.0 |
|  |  |  | 302.50 | 2.0 |  |  | 53 | 156.12 | 6.1 |
|  |  |  | 308.75 | 3.9 |  |  | 2 | 160.20 | 1.4 |
|  |  | 1 | 313.26 | 4.6 |  |  | 1 | 162.91 | 1.9 |
| 3 | $0^{+}$ | 22 | 1.34 | 6.1 |  |  | 62 | 296.51 | 1.8 |
|  |  | 1 | 2.35 | 11.0 |  |  | 1 | 299.57 | 1.8 |
|  |  | 0 | 3.03 | 21.4 | 6 | $0^{+}$ | 2 | 8.66 | 3.9 |
|  |  | 32 | 17.23 | 6.2 |  |  | 1 | 9.74 | 5.8 |
|  |  | 1 | 18.51 | 10.6 |  |  | 0 | 10.37 | 0.8 |
|  |  | 0 | 19.25 | 8.4 |  |  | 3 | 41.56 | 1.6 |
|  |  | 42 | 56.30 | 2.0 |  |  |  | 43.40 | 5.1 |
|  |  | 1 | 58.17 | 6.6 |  |  | 0 | 44.31 | 2.0 |
|  |  | 0 | 59.21 | 5.6 | 7 | 1 | 2 | 20.42 | 3.6 |
|  |  | 52 | 127.76 | 4.0 |  |  | 1 | 21.93 | 2.0 |
|  |  | 1 | 129.91 | 7.8 |  |  |  |  |  |
|  |  | 0 | 131.80 | 5.0 |  |  |  |  |  |
|  |  | 62 | 244.13 | 2.0 |  |  |  | Accu | racy |
|  |  | 1 | 247.07 | 5.2 |  |  |  | $\pm 0.25$ | $\pm 1.0$ |
|  |  | 0 | 249.01 | 2.2 |  |  |  |  |  |

TABLE I: PA resonances of ${ }^{6} \mathrm{Li}^{40} \mathrm{~K}^{*}$ observed below the $2 S_{1 / 2}+4 P_{1 / 2,3 / 2}$ asymptotes and their contrasts. $N$ denotes the number of the vibrational series given in fig. $2(a, b)$.

We have determined the ${ }^{6} \mathrm{Li}^{40} \mathrm{~K}^{*}$ molecule formation rate from the steady-state depletion of the ${ }^{6} \mathrm{Li}$ atom number induced by PA. For the resonance shown in fig. 2 (d) we obtain a lower bound of $\beta_{\mathrm{PA}} n_{\mathrm{K}} N_{\mathrm{Li}}^{\mathrm{PA}} \sim 3.5 \times 10^{7} \mathrm{~s}^{-1}$ and a PA rate coefficient $\beta_{\mathrm{PA}}=(2.2 \pm 1.1) \times 10^{-12} \mathrm{~cm}^{3} / \mathrm{s}$. This coefficient is larger by about a factor of two than the one found in the experiment with $\mathrm{RbCs}^{*}$ [17], showing that PA rates for $\mathrm{LiK}^{*}$ are much more favorable than previously expected [21], confirming the trend discussed


FIG. 4: Measured rotational constants (symbols) for the observed excited molecular states below the $2 S_{1 / 2}+4 P_{3 / 2}$ asymptote and their theoretical predictions for computed vibrational levels (dots, the lines serve to guide the eye), derived from the potential curves of fig. 1.
in ref. [36]. Using the approach described in ref. [37] we estimate the total PA rate coefficient for a computed $1^{\text {up }}$ level with -21 GHz detuning to $1.6 \times 10^{-12} \mathrm{~cm}^{3} / \mathrm{s}[31]$, in agreement with our measured value. The associated ${ }^{6} \mathrm{Li}^{40} \mathrm{~K}^{*}$ molecule formation rate is also found to be comparable to that for ${ }^{40} \mathrm{~K}_{2}^{*}$, which is derived from fig. 2 (c) to be $\sim 5.3 \times 10^{7} \mathrm{~s}^{-1}$, despite the much longer range of the excited ${ }^{40} \mathrm{~K}_{2}^{*}$ molecular potential. Using our model, which reproduces the observed rovibrational structure, we infer the rates for decay into bound levels of the $X^{1} \Sigma^{+}$state. The rates are found largest for the decay into the most weakly bound level, but are still significant for the decay into deeply bound levels such as the $X^{1} \Sigma^{+}\left(v^{\prime}=3\right)$ level ( $v^{\prime}$ counted from the potential bottom) for which it is $5 \times 10^{4} \mathrm{~s}^{-1}$ (see fig. 1). Since the ${ }^{6} \mathrm{Li}^{40} \mathrm{~K}^{*}$ molecule formation rate saturates in our experiment at moderate PA intensities of $\sim 80 \mathrm{~W} / \mathrm{cm}^{2}$, efficient coherent multi-photon population transfers to the molecular rovibrational ground state can be expected.

## v. CONCLUSION

In summary, we have investigated single-photon photoassociation of excited heteronuclear ${ }^{6} \mathrm{Li}^{40} \mathrm{~K}^{*}$ molecules. We have recorded photoassociation spectra and assigned all observed resonances. We have derived the longrange dispersion coefficients and rotational constants, which agree with the theoretical predictions of ref. [26] and our calculations, respectively. In particular, we have observed large formation rates for the heteronuclear ${ }^{6} \mathrm{Li}^{40} \mathrm{~K}^{*}$ molecules which are comparable to those found for homonuclear ${ }^{40} \mathrm{~K}_{2}^{*}$. These rates promise efficient creation of rovibrational ground-state molecules and show that photoassociation is an attractive alternative to Feshbach resonances, since those have a very small width for ${ }^{6} \mathrm{Li}^{40} \mathrm{~K}$ and are thus difficult to control [14].

For future research it will be interesting to combine ours and previously recorded data on LiK and to refine
the molecular potentials. Spectroscopic data is available for the potential $1^{1} \Pi[38]$, which correlates with the $\Omega=1^{\text {up }}$ potential, for which we measured the binding energies of the five previously undetermined least-bound vibrational states, such that a complete set of vibrational levels is now available for a high-precision refinement of this potential.
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[^0]:    1. This can be seen as follows: the probability for each atom to be located inside a sphere of volume $v=4 \pi R^{3} / 3$ around a given atom is $p=n v / N$, where $N$ denotes the total number of atoms. Thus, the probability to find at least one of the $N$ atoms inside this sphere is $P=1-(1-p)^{N}=$ $1-e^{N \ln (1-n v / N)} \approx 1-e^{-n v}=1-e^{-4 \pi n R^{3} / 3}$. The probability to find two atoms at a distance $R$ is then proportional to $P$.
[^1]:    2. $L^{\prime}$ is strictly speaking not a good quantum number, but it is reasonable to consider it to be one for the current purpose.
[^2]:    3. This also increases $n_{\mathrm{c}}^{\mathrm{Li}}$ and thus the last three terms in the denominator of Eq. (4.22). However, due to the presence and significance of the fourth term $\gamma$ in the denominator, the relative PA-induced loss generally increases when the atom densities are increased.
[^3]:    4. This estimation holds only for long-range molecules for which $\langle R\rangle \sim R_{v+}$, which is the case for the $\mathrm{K}_{2}^{*}$ molecules created in our experiment, but not for the shorter ranged $\mathrm{LiK}^{*}$ molecules.
[^4]:    5. These resonances can be assumed to be due to the formation of diatomic molecules, because the probability for the creation of molecules containing more than two atoms is negligible for the small atomic densities in the MOTs.
[^5]:    6. It might be that this resonance is simply suppressed by a node in the initial scattering wave function, which, however, is unlikely since we observe 15 resonances between -6 GHz and -28 GHz (see Tab. 4.5), whereas only one vibrational state per potential is expected in this range, suggesting that all five vibrational series are observed in this range and that no line suppression occurs.
    7. This has not been possible for ${ }^{40} \mathrm{~K}_{2}^{*}$, see Tab. 4.4.
[^6]:    8. For example, in the investigated range of PA detunings, 5 vibrational levels per potential were observed for ${ }^{6} \mathrm{Li}^{40} \mathrm{~K}^{*}$, whereas 48 were observed for ${ }^{40} \mathrm{~K}_{2}^{*}$.
[^7]:    9. Even though theoretically calculated potential curves cannot be invoked to predict the binding energies of weakly bound molecular levels, they are well adapted to the prediction of rotational constants, as those depend on the expectation value of the molecule's radius, which does not critically depend on the precise details of the potentials.
[^8]:    2. For the Paul trap potential the oscillation frequency $\Omega$ of the effective potential is much smaller than the maximum instantaneous oscillation frequency $\omega_{\text {osc }}$ of the oscillating potential. For the optical tweezers potential (5.3) both these oscillation frequencies are the same.
    3. The micromotion position $\xi$ however, can be neglected with respect to the mean position $X$ for large $\omega$, since this was the basic assumption for the time-independent description of the particle's mean motion.
[^9]:    4. on a time scale smaller than the period of $V$
[^10]:    5. This analogy only approximately holds for the particle's real motion, since the particle's micromotion is affected differently by a phase hop than by a collision: a phase hop induces an instantaneous change of the phase of the micromotion, whereas a collision would not [259].
[^11]:    6. A stationary mean-motion state obeys the relation $\phi_{n}^{\prime}\left(x, t_{\mathrm{ph}}\right)^{*} \phi_{n}\left(x, t_{\mathrm{ph}}\right)=\phi_{n}\left(x, t_{\mathrm{ph}}\right)^{*} \phi_{n}^{\prime}\left(x, t_{\mathrm{ph}}\right)$, because as an eigenstate of a time-independent Hamiltonian it can be written in the form $\phi_{n}(x, t)=$ $\xi_{n}(x) \exp \left(-i E_{n} t / \hbar\right)$. Thus, one has $\phi_{n}^{\prime}(x, t)=\xi_{n}^{\prime}(x) \exp \left(-i E_{n} t / \hbar\right)$ and thus $\phi_{n}^{\prime}\left(x, t_{\mathrm{ph}}\right)^{*} \phi_{n}\left(x, t_{\mathrm{ph}}\right)=$ $\xi_{n}^{\prime}(x) \xi_{n}(x)=\phi_{n}\left(x, t_{\mathrm{ph}}\right)^{*} \phi_{n}^{\prime}\left(x, t_{\mathrm{ph}}\right)$.
[^12]:    7. For example, in a typical ultracold atom experiment [262], in which an optical tweezers is used to confine (Lithium) atoms in the quantum regime, the experimental parameters are $m=1.15 \cdot 10^{-26} \mathrm{~kg}$, $\omega_{\text {osc }}=10^{5} \mathrm{~Hz}$ and the waist of the optical tweezers is $w_{0}=3 \cdot 10^{-5} \mathrm{~m}$. If one rapidly modulated the position of such an optical tweezers with an amplitude of $x_{0}=3 \cdot 10^{-5} \mathrm{~m}$, the value of the parameter $\omega_{\text {ref }}$ would be $\omega_{\mathrm{ref}} \approx 100 \omega_{\mathrm{osc}}$.
[^13]:    1. When different parts of the vapor cell have different temperatures, this assumtion is not a priori justified. However, in our 2D-MOT cell we find that the recorded transmission profiles (see Fig. A.1) are well fitted by Eq. (A.7) and we conclude that the underlying assumption is valid in our case. The temperature $T$ associated with each profile has to be considered an effective temperature.
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