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General introduction

This habilitation thesis is devoted to the analysis of time series of remote sensing data.
We in particular focus on two kind of imagery :

1. Low Spatial Resolution (LSR) remote sensing images ;

2. Very High Spatial Resolution (VHRS) remote sensing images.

Roughly, the associated spatial resolutions of these data are ∼ 3− 5km for LSR and < 2m

for VHSR. Due to current physical limitations related to the behavior of satellites, the rate
of acquisition of such images is inversely proportional to their spatial resolution. Therefore
with LSR images, the cadence is very high (for instance one image every 15min with MSG
–Meteosat Second Generation) and enables an analysis of the turbulent atmospheric flows
observed through the motion of the clouds, the oceanic circulation, ... On the other hand,
with VHSR images, the time between two data can be from several weeks to several months.
The related studies are rather concerned with the definition of advanced change detection
techniques to highlight the main structural changes between images. Some illustrations of
such data are visible in the top of figure Fig. 1.

Applications are numerous. Many domains related to geosciences exploit remote sensing
images in reason of the huge amount of spatial (and sometimes temporal) data that can
considerably supplement the local probes. Remote sensing from satellites give invaluable
information and knowledge on many topics related to environment as for instance :

– dynamics of the atmosphere ;
– dynamics of the ocean ;
– dynamics of landscapes ;
– analysis of soils ;
– ...

Informations that have to be extracted are related to the detection and tracking of extreme
events such as storms or cyclones, the monitoring of the evolution of river plumes, the
tracking of pollutants, the estimation of motions in ocean or atmosphere, the identification
of changed areas from data acquired several years apart, the identification of agricultural
parcels, of green areas in cities, ... The last decades remote sensing reached the opera-
tional level and led to the development of operational services for atmosphere monitoring
(storing, managing and distributing multimodal satellite observation data) or agriculture
management (identification of wetlands, of bare soils, of carbon, ...).

The potential of information extraction from remote sensing is however widely unex-
ploited since the analysis of such data remain a difficult task for several reasons. Let us in
particular note that :

– the complexity of the structures that appear in LSR data (deformable clouds sub-
mitted to sudden winds partially described by non linear equations of turbulence)
and

– the complexity of the structures involved in VHSR data (high internal variability
inside an object)

yield their recognition from images very difficult. This study is a contribution in the design
of tools for manipulating such data.

Although the information embedded in LSR and VHSR images are related to different
topics (atmosphere/ocean on the one hand, agriculture or urban monitoring on the other
hand), most of the applications of these researches were connected to the COSTEL group
(Climate and Land Cover with Remote Sensing) where the long term objectives concern
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High Resolution Image 
Analysis

Land Cover, Wetlands, 
…

Figure 1 – Examples of processed images and organization of the COSTEL group
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the analysis of relationships between climate and land cover using remote sensing data.
Therefore outputs of the methods that are presented in this document provide a contribution
in that direction. The organization of the COSTEL group is schematized in the second part
of figure Fig. 1.

This document is structured into two parts related to the analysis of LSR and VHSR
data respectively. In the first part, the challenges concern the design of tools for analyzing
turbulent motions and structures from images. It is composed of 3 chapters :

– The chapter 1 is concerned with the motion estimation problem from a pair
of images. It presents the general context of motion estimation and proposes some
techniques especially designed for fluid flows ;

– The chapter 2 is concerned with the motion estimation problem from a sequence
of images. In that context, the integration and the manipulation of dynamical laws
coming from fluid mechanics is exploited. We have in particular worked on the varia-
tional assimilation framework to design efficient tools ;

– The chapter 3 presents other applications of data assimilation for various com-
puter vision problems (segmentation, data reconstruction, multi-resolution and also
crowd analysis).

As for the second part, the topics refer to the analysis of objects observed in VHSR data
and to the change detection problem. It is also composed of 3 chapters :

– The chapter 4 presents a way to deal with the textured objects observed in VHSR
data. We present original descriptors based on a wavelet decomposition and an
original technique to compare them based on evidence theory ;

– The chapter 5 uses these descriptors in various remote sensing problem (seg-
mentation, classification, estimation of the orientation, front detection) ;

– Finally, the chapter 6 is devoted to the change detection problem. We propose
several solutions for binary and multi-label detection that are based on pre-segmented
images (that can in practice be provided by external sources) or not. In this latter
case we exploit patches of various size and model selection.

It should be pointed out that these works (and in particular the second part) have mainly
been motivated by the research challenges of the COSTEL group. As a matter of fact not
only the methodology was necessary but it was also required that possibly non-specialists
researchers (from an image processing and computer science point of view) can easily apply
the approaches to massive databases. This point has had an influence on some methodolo-
gical choices.

Let us now turn to the first part of this document.





Première partie

Low resolution remote sensing
images : flow analysis and tracking





Introduction

This first part concentrates on the analysis of Low Spatial Resolution (LSR) data.
Related applications mainly concern the dynamics of the atmosphere and the ocean since
the rate of acquisition of such images is high compared to the involved phenomena.

We first have worked on motion estimation techniques for such flows. We have dis-
tinguished the situations where only a pair of images (chapter 1) and where a complete
sequence (chapter 2) is available. The involved methodological tools indeed differ in the
sense that one can take benefit of some dynamical laws issued from fluid mechanics when a
sequence is accessible. Finally, in chapter 3 we present other works using the data assimila-
tion methodological framework presented in chapter 2 for various computer vision problems
(segmentation, data reconstruction, multi-resolution analysis and crowd analysis).





Chapitre 1

Motion estimation from a pair of
images
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1.1 Overview

The estimation of motion from a pair of images, commonly named “optical flow”, is the
task that consists in extracting the apparent velocity field between two images. This is an
open and intensively studied problem in computer vision since the seminal works of Horn
& Schunck [Horn 1981] and Lucas & Kanade [Lucas 1981].

It is obvious that applications of optical-flow are unlimited. As non-exhaustive examples,
one can cite works related to scene and action analysis [Yacoob 1996], video coding and
compression [Belfiore 2005], video surveillance [Cohen 1999], segmentation [Mémin 1998],
medicine [Cuzol 2007, Mikic 1998] or fluid and geophysical motion analysis [Corpetti 2002,
Heitz 2009, Papadakis 2008, Ruhnau 2004, Sakaino 2008]. This last application is stron-
gly connected to flows observed in Low Spatial Resolution images (LSR) and proposed
techniques of this document belong to this family of approaches. The reader can refer to
[Barron 1994, Galvin 1998, Mitiche 1996] for presentations and overviews of optical flow
techniques and to [Baker 2007] for an introduction to the middleburry web-site 1 which is

1. http://vision.middlebury.edu/flow/data/

http://vision.middlebury.edu/flow/data/
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devoted to the analysis and comparison of advanced optical flow techniques by providing
sequences and comparison tools.

To estimate the optical flow from a pair of images, one should start with a so-called
observation model that links the image luminance to the velocity to estimate. As we will
explain in the next section, a single observation model leads to ill-posed problems and we
need to add some constraints. These latter are generally issued from a spatial prior on the
distribution of the motion field and are either called smoothing or regularization terms.

The next section presents the general ideas of motion estimation techniques. In section
1.3 we discuss about optical flow estimation in physics and especially in applications rela-
ted to fluid flows. In sections 1.4 and 1.5 we present some contributions for fluid motion
estimation.

1.2 General principles

1.2.1 Notations

In this document, the velocity field is v(x) = (u(x), v(x))T and is defined at a position
x ∈ Ω between two images (generally It−1(x) = I(x, t−1) at time t−1 and It(x) = I(x, t)

at time t). When they are not needed for the comprehension, we omit the spatial or temporal
indexes.

1.2.2 Observation model

The most used and simple observation model proposed for optical-flow estimation is the
brightness consistency assumption :

dI

dt
=
∂I(x, t)

∂t
+ v(x, t) · ∇I(x, t) ∼ 0 (1.1)

and assumes that the points x keep their intensity along their displacements, the lumi-
nance I being viewed as a continuous function and ∇ = (∂/∂x, ∂/∂y)T being the gradient
operator. Applied to a pair of images this relation reads :

It(x+ ∆tv(x))− It−1(x) = 0⇒ It(x)− It−1(x)

∆t
+ v(x) · ∇It(x) = 0 (1.2)

where we have a first order Taylor development of the conservation constraint It(x +

∆tv(x)) − It−1(x) = 0 around ∆tv(x) and ∆t is the time between two images (by
convention we assume ∆t = 1). This creates a link between the displaced frame difference
It(x) − It−1(x), the spatial gradients of the second image ∇It(x) and the velocity. The
equations in (1.1-1.2) are commonly named the optical-flow constraint equations (ofce)
and are the basis of huge amount of studies 2. At this step, it is easy to observe that :

1. in homogeneous areas, all terms vanish and there is an infinity of solutions ;

2. because of the projection v · ∇I, only the normal component to the photometric
gradients can be extracted with such a formulation. This problem is known as the
“aperture problem”.

Therefore, the relation in (1.1) is in itself not sufficient to extract the velocity field. We
need to add some constraints on the velocity to estimate.

2. In the rest of the document, when we mention the ofce, we refer to the continuous version (1.1).
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1.2.3 Spatial constraints

All the existing constraints rely on a prior knowledge of the spatial distribution of the
velocity field. Roughly, one can classify the main ones into three families :

1. correlation based techniques : v(x) is locally estimated as the one which maximizes a
correlation criteria between a window centered in x in the first image and a displaced
window centered in x+ v(x) in the second image. The size of the correlation window
plays as a spatial prior knowledge on the velocity ;

2. Lucas & Kanade based techniques : v(x) is locally estimated by assuming that its
value is homogeneous in a neighborhood of x ;

3. Horn & Schunck based techniques : the velocity v is globally estimated on the whole
image plane Ω by minimizing a cost function composed of an observation and a
smoothing term.

Correlation

As mentioned above, the general principle is to find at each point x ∈ Ω the velocity
that maximizes a correlation criteria CW in a local window W(x) centered in x :

v = max
v={−U,...,U}×{−V,...,V }

∑

x∈W(x)

CW (I(x+ v, t), I(x, t− 1)) . (1.3)

The state space of possible solutions for v is discrete. Usually the correlation criterion CW
assumes the ofce and is either based on the displaced frame difference (first term of relation
(1.2)), the cross-correlation :

CW (I(x+ v, t), I(x, t− 1)) = I(x+ v, t)I(x, t− 1) (1.4)

or the normalized cross-correlation :

CW (I(x+ v, t), I(x, t− 1)) =
(I(x+ v, t)− I(x+ v, t))(I(x, t− 1)− I(x, t− 1))

σW,I(x+v,t)σW,I(x,t−1)
(1.5)

where I(•) and σW,I(•,t) are the empirical mean and standard deviation of I(•) in a window
W. Note that taking benefit of interesting properties of the Fourier transform, in particular
that a convolution product in the spatial domain becomes a simple product in the Fourier
space, very efficient correlation techniques can be implemented [Foroosh 2002, Jahne 1998].

Lucas & Kanade

In the work of Lucas & Kanade [Lucas 1981], the authors have assumed for each location
x that the velocity is locally constant. It is estimated as :

v = min
v=(u,v)T

∫

Ω

gσ ∗
(
∂I(x, t)

∂t
+ v(x, t) · ∇I(x, t)

)2

dx, (1.6)

where gσ is a Gaussian window of standard deviation σ in which the velocity v is assumed
to be homogeneous. When we cancel the derivative of the previous relation with respect to
v, one gets :

v = −
(
gσ ∗

[
I2
x IxIy

IxIy I2
y

])−1

gσ ∗
[
IxIt
IyIt

]
, (1.7)

where I• = ∂I/∂•. To guarantee a good conditioning of the previous matrix to invert,
the spatial gradients must not vanish. The gaussian smoothing aims in fact at alleviating
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homogeneous areas by capturing the spatial information at a scale related to σ. Therefore
the estimated velocity is intrinsically related to this scale σ. Its choice is then crucial : a
too small value is likely to keep constant areas whereas large values will smooth out the
fine scale structures. If one is able to fix it, the Lucas & Kanade estimator is very efficient
and because of its simplicity, it is still largely used in many vision systems [Baker 2004].

Horn & Schunck

In the work of Horn & Schunck [Horn 1981], the authors have combined the brightness
consistency term with the minimization of a first-order spatial regularizer that promotes
solutions with a global consistency of the motion field. Therefore, the velocity is estimated
by minimizing :

v = min
v=(u,v)T

∫

Ω

(
∂I(x, t)

∂t
+ v(x, t) · ∇I(x, t)

)2

+ α
(
|∇u(x)|2 + |∇v(x)|2

)
dx, (1.8)

where α is a parameter balancing the relative influence of the observation model and the
smoothing term. This regularization aims at generating smooth velocity fields with low
spatial gradients.

1.2.4 Related works

A substantial number of approaches has been proposed for various video applications
based on the ofce and some spatial constraints. Correlation techniques are for instance the
basis of almost all video-compression methods [Girod 2005, Wiegand 2003]. As the Lucas
& Kanade technique gives in a fast way a valuable motion information, it can efficiently
be used as a dynamic information for a tracking system or for any process requiring a
consistent (but not very precise) motion information. The reader can refer to [Baker 2004]
for a presentation of applications related to Lucas & Kanade. The last three decades, huge
number of methods have been proposed by the computer vision community on the basis of
Horn and Schunck’s seminal work. One of the key issue comes from the fact that the first
order smoothing term in (1.8) can be viewed as the convergence of an isotropic diffusion
with a constant parameter : 




∂u

∂τ
= ∆u = div(g∇u)

∂v

∂τ
= ∆v = div(g∇v),

(1.9)

where g = 1, τ is an artificial time, ∆ = ∂2/∂x2 + ∂2/∂y2 is the Laplacian ope-
rator and divv = ∂u/∂x + ∂v/∂y is the divergence. This is easily demonstrated
using the Euler-Lagrange equations associated to the functional in (1.8). The fact
that g = 1 indicates an isotropic diffusion in any directions. Therefore, it removes
noisy distributions but on the drawback, discontinuities are not well extracted. Many
authors have then designed very efficient techniques for diffusing in a proper way
around the discontinuities, in particular based on new regularization terms or advan-
ced minimization and representation strategies [Black 1992, Brox 2004, Fitzpatrick 1988,
Lempitsky 2008, Mémin 1998, Nagel 1990, Nesi 1993, Papenberg 2006, Schunck 1986,
Sun 2010a, Sun 2010b, Tetriak 1984, Weber 1995, Wedel 2008, Weickert 2001a, Xu 2008].
Comparative performance evaluations of some of these techniques can be found in
[Baker 2007, Barron 1994, Galvin 1998] and in the middleburry website.

Apart from the correlation techniques, the Lucas & Kanade and Horn & Schunck are
based on the differential version of the ofce and therefore only hold for small displace-
ments. To accurately measure the large displacements likely to occur, many authors have
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proposed a multi-resolution framework [Bergen 1992]. The general idea consists in succes-
sively estimating fine displacements that correspond to a specific range of the motion. A
usual way to do it is to divide J times the size of the lines and rows of image by a factor
2 and to perform the estimation from the coarsest to the finest image (more details about
multi-resolution are presented in section 3.4 of chapter 3).

Leu us now focus on the motion estimation problem for physical images and in particular
fluid flows.

1.3 Application for fluid dynamics

Many domains related to physics exploit image sequences to observe a target event :
meteorology, oceanography, biology, fluid mechanics, medicine, ... Depending on the acqui-
sition process, the resulting images are often specific and need a dedicated processing to
assess the cinematic information.

The correlation techniques are intensively used in meteorology and experimental
fluid mechanics. In meteorology, operational centers estimate winds from the displace-
ments of clouds observed on images using correlation-based approaches. Several strategies
for fast implementations, velocity post-processing or temporal consistency have been pro-
posed as for examples methods in [Fujita 1968, Leese 1971, Menzel 2001, Schmetz 1987,
Smith 1971, Wu 1995, Wu 1997]. The reader will find in [Menzel 2001] references concer-
ning correlation techniques for meteorology. In experimental fluid imagery, it is common
to visualize and analyze flows with particles : the fluid flow is seeded with small par-
ticles and enlighten through a laser sheet. These techniques are usually referred as PIV
(Particles Image Velocimetry) methods. On such PIV data, the most efficient available
tools rely on advanced correlation techniques, as for instance using adaptive window search
[Adrian 1991, Adrian 2005, Becker 2008, Raffel 2007, Tropea 2007]. Even if correlation tech-
niques enable to extract only displacement vectors on the image lattice, many extended me-
thods have been proposed to achieve “sub pixel” accuracy. All these correlation techniques
share nevertheless some common limitations which prevent a comfortable use :

1. due to the finite size of the interrogation area (and particle drop out in PIV), a “ loss
of pairing” may alter the estimation. In this case, the maximum of correlation does
not correspond to the actual motion. The definition of the size of the interrogation
window is indeed very problematic to extract a relevant motion in accordance with
the observed phenomenon ;

2. The existence of velocity and speeding gradient in the interrogation region introduces
a bias towards the lower displacements and higher seeded sub-regions as a result of
the more frequent pairings. For large interrogation windows, this is very problematic.
It is nevertheless important to note that this can be (at least partially) overcome
using variable size windows and deformable grids ;

Roughly, these techniques perform well for large scales but appear too limited for smaller
scale structures.

Since one decade, global approaches using the minimization of a cost-function spe-
cifically designed to fluid flows have been proposed in order to cope with the difficulties
associated to correlation. One can cite techniques embedding a more physically-based ob-
servation term issued from fluid mechanics laws [Arnaud 2006, Cassisa 2010, Corpetti 2002,
Corpetti 2006, Fitzpatrick 1988, Haussecker 2001, Héas 2007, Liu 2008]. Such terms allow
for instance to deal with the influence of small-scale structures or changes of density (and
therefore of luminance if the image is linked to the density) submitted by a fluid along its
displacement (dilatations, dissipation, ...). As for the spatial constraints, let us first note
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that any velocity field v can be decomposed in an irrotational virr, a solenoidal vsol and a
harmonic vhar component yielding the so-called Helmholtz decomposition. The irrotational
term has no rotation (or curl) whereas the solenoidal part has no divergence. The harmonic
component is div-curl free. For a 2D velocity field v = (u, v)T , the divergence and curl are
defined as : 




divv = ∇ · v =
∂u

∂x
+
∂v

∂y

curlv = ∇∧ v =
∂v

∂x
− ∂u

∂y
.

(1.10)

The figure Fig. 1.1 illustrates this decomposition.
It can be shown that a first order smoothing term as the one in (1.8) tends to promote

velocity fields with low vorticity and divergence (see [Corpetti 2002] for the demonstra-
tion). This is problematic since these quantities are often used as reliable descriptors of the
flow. Therefore several authors have proposed motion estimation techniques able to recover
more accurately these quantities. Related approaches either use a representation of the ve-
locity on some basis dedicated to fluids (like div-curl splines [Suter 1994] or vortex particles
[Chorin 1973], see [Amodei 1991, Cuzol 2005, Cuzol 2008, Isambert 2008, Suter 1994] for
examples) or use an advanced smoothing terms based on a physical law or on the preser-
vation of the divergence and the vorticity [Corpetti 2002, Corpetti 2006, Ruhnau 2007,
Yuan 2007] (the next section presents the specific smoothing term we proposed in
[Corpetti 2002]). Note that recently, Héas and coworkers have proposed a smoothing based
on the spectrum of the vorticity [Héas 2009].
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Figure 1.1 – Helmholtz decomposition (a) : a motion field ; (b) its solenoidal part ; (c) its
irrotational part ; (d) its harmonic part

Finally, to take advantage of local approaches that estimate well the large scales and
global approaches that deal in a proper way with the fineer scale structures, some au-
thors have proposed hybrid techniques [Alvarez 2009, Bruhn 2005, Héas 2008, Héas 2007,
Heitz 2008, Sugii 2000]. The reader can refer to [Heitz 2009] for a recent and very complete
overview of motion estimation techniques for fluid flows. In the next section we introduce
briefly the fluid dedicated estimator we proposed in [Corpetti 2002, Corpetti 2006].

1.4 A proposed fluid motion estimator

In 2002, we have proposed a technique for estimating dense fluid flows. We started from
two observations :

1. the observation of compressible fluids or of integrated quantities along the vertical axis
(as in meteorology) generate a 2D divergence in the image plane where a variation of
density along the displacement is likely to appear. This generates a loss of intensity
along the displacement which is in contradiction with the ofce, as illustrated in figure
1.2 ;
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2. it can easily be proved by writing the Euler-Lagrange equations that minimizing a
first order smoothing term is equivalent to minimize the divergence and the vorticity
of the flow. This is prejudicial for fluids since these quantities can reach high values.

Figure 1.2 – A convective cell phenomenon. Because of the vertical motions, we have a 2D
divergence that generates a loss on intensity along the displacement of each points.

To answer to these difficulties, we have proposed dedicated observation and smoothing
terms.

1.4.1 Continuity equation based observation model

If the image irradiance is related to the density of a physical quantity (mass in trans-
mittance imagery, dye, smoke, particle concentration in particle image velocimetry, heat in
infrared imagery, the reader will find in [Corpetti 2002, Fitzpatrick 1988, Haussecker 2001]
an analysis of this link depending on the visualization process) transported by the flow
under a global conservation constraint, this density ρ obeys the continuity equation :

∂ρ

∂t
+ div(ρV ) = 0, (1.11)

where V is the three-dimensional velocity field. This equation derives from the global conser-
vation assumption by stating that the temporal variation of the quantity under considera-
tion within an infinitesimal volume amounts exactly to the flux of this quantity through
the boundary surface of the volume.

One can then assume by analogy that the two-dimensional image brightness I and the
apparent velocity v satisfy :

∂I

∂t
+ div(Iv) = 0. (1.12)

For incompressible fluids such as water, the three-dimensional flow is divergence free. Assu-
ming the resulting apparent bi-dimensional flow is divergence free as well, the bi-dimensional
continuity equation above amounts exactly to the brightness constancy constraint (1.1),
since div(Iv) = v · ∇I + Idivv. In other cases, i.e. when flows are compressible such as in
meteorological satellite imagery, the brightness constraint expressed by (1.12) differs from
the standard one, (1.1), by the additional term Idivv. This terms links the divergence to
the loss of intensity in images.

It is then possible to apply this new observation term as an alternative to the ofce in
(1.1). In addition, by analogy to the integrated version of the ofce in (1.2) that holds
what ever the magnitude of the displacement is, it is possible to design an integrated
version of the relation in (1.12). To this end we first rewrite (1.12) using the identity
div(Iv) = Idivv +∇I · v and the definition dI

dt = ∂I
∂t +∇I · v of the total derivative. We

get :
dI

dt
+ Idivv = 0. (1.13)

Integrating this ordinary differential equation with initial condition I(x, t− 1) yields :

I(x+ ∆tv(x), t) = I(x, t− 1) exp (−∆tvv(x)) . (1.14)
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where ∆tv(x) is the displacement between the images (usually by convention ∆t = 1).
According to this constraint, the brightness is scaled by the factor exp

(
−div∆tv

)
. It

decreases (resp. increases) for motions with positive (resp. negative) divergence. When the
divergence is zero, this constraint amounts exactly to the ofce (1.2).

1.4.2 Div-Curl smoothing term

As already mentioned, the key information included in divergence and vorticity will be
partly ignored with a first-order regularization. Furthermore, in the prospect of using an
observation model which makes explicit use of the divergence like the one of the previous
section, an under-estimation of the divergence field would be critical.

Hence, we have proposed to use a second-order regularization. Since the divergence and
the vorticity of the flow are much more physically meaningful than the spatial gradient, the
second-order div-curl regularizer introduced by Suter [Suter 1994]

min
v

∫

Ω

|∇divv|2 + |∇curlv|2 (1.15)

is particularly appealing. We have however modified it by introducing two auxiliary sca-
lar fields, ζ and D, which will constitute direct estimates of the divergence and vorticity,
respectively. The regularizer is then given by :

min
v,D,ζ

∫

Ω

|divv −D|2 + λf2(|∇D|) +

∫

Ω

|curlv − ζ|2 + λf2(|∇ζ|), (1.16)

where f2 is a quadratic or a more sophisticated penalization term that prevents from dis-
continuities [Delanay 1998, Geman 1992, Huber 1981]. The first part of each integral en-
courages the displacement to comply with the current divergence and vorticity estimates
D and ζ, through a quadratic goodness-of-fit. The second part equips the divergence and
the vorticity estimates with a robust first-order regularization favoring piece-wise smooth
configurations. The benefit of this smoothing term, compared to the one in (1.15) is two-
fold. First, it prevents from dealing with fourth order partial differential equations (PDE)
resulting from the associated Euler-Lagrange equations. Second, the two scalar fields D and
ζ permits to introduce even more sophisticated priors on the divergence and the vorticity
of the imaged flow, for instance coming from in situ measurements.

1.4.3 Some results

The figure Fig. 1.3 presents an example of motion estimation on LSR images issued
from the water vapor channel of the Meteosat sensor. We used an estimator composed
of the two energy terms of the last section, applied on successive pair of images. The
sequence exhibits a rotating structure on the left part and an explosion of convective cells
(characterized by strong divergence values) on the right part 3. On Fig. 1.3(a,b) we have
superimposed to the last image of the sequence the reconstructed trajectories obtained
by integrating the successive instantaneous velocity fields using the proposed approach
(Fig. 1.3(a)) and a Horn & Schunck based one (Fig. 1.3(b)). On these images, the luminance
is poorly contrasted and the estimation in Fig. 1.3(b) is mainly influenced by the first-order
smoothing term, yielding a quite smooth motion field without the rotating and diverging
structures. At the opposite, the trajectories in Fig. 1.3(a) are more in accordance with the
observed phenomenon. These observations are confirmed on the instantaneous velocity field

3. The complete sequence and other results can be seen at
http://www.irisa.fr/vista/Themes/Demos/MouvementFluide/fluide.html

http://www.irisa.fr/vista/Themes/Demos/MouvementFluide/fluide.html
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illustrated in the second line of the figure. The last line presents the maps of divergence and
vorticity corresponding to the velocity field in Fig. 1.3(c) where the different structures are
clearly highlighted.

Continuity equation + Div-curl Horn& Schunck
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Figure 1.3 – Motion estimation on LSR data issued from Meteosat. (a,b) : reconstructed
trajectories integrated from estimated motion fields and (c,d) an instantaneous velocity field of the
sequence obtained with our proposed estimator and a Horn & Schunck [Horn 1981] based one. In
(e,f) are presented the maps of estimated vorticity ζ and divergence D for the velocity field in (c)

More complete quantitative and qualitative results are in [Corpetti 2002, Corpetti 2006].
In order to assess the quality of the estimator with respect to fluid mechanics properties, we
have analyzed several specific flows observed with PIV techniques with known properties.
Here we focus on the study of an area located behind a cylinder submitted to a homogeneous
flow, as illustrated in figure Fig. 1.4 (a). We have compared our motion estimation technique
to the PIV software of La VISION 4 based on correlation. In figure Fig. 1.4(b-c), we present
two instantaneous velocity fields on which we can observe that they are in accordance each
others. However, the one issued from our technique is dense (one vector per pixel) whereas
the one issued from PIV has one vector out of 32 pixels, because of limitations due to the
size of the interrogation window. On figure Fig. 1.4(d-e), we have depicted for a series of
3000 experiments the velocity profiles taken vertically just after the cylinder of the mean
horizontal u and vertical v component. As one can observe, they are in accordance but the
one we propose has the advantage to provide dense velocity fields.

This estimator performs then efficiently. The introduction of some physical knowledge
in the observation and smoothing terms enables to recover more properly the different
structures of the flow. However, let us note that the physical models are defined in a
continuous formalism whereas the data are available only on some discrete grid points.

4. http://www.lavision.de/

http://www.lavision.de/
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Further improvements could be obtained using a robust
penalty function f2 is the second part of the regulariza-
tion term of Eq. 15:
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Such a penalty term should be able to obtain better
estimates of the motion fields and in particular to extract
better local extrema of the Reynolds stress. Neverthe-
less, this form yields to the definition of an other
threshold parameter. In order to quantify the effect of a
robust penalty function, new research studies with ded-
icated experiments are currently in progress in our lab-
oratories. For x/D=3.6, the differences between the two
approaches were consistent with the distinct estimation
of the recirculation region, seen above for the formation
length.

8 Conclusion

In this paper, we have experimentally evaluated a new
method for estimating instantaneous velocities of fluid

flows from image sequences. This method is an extension
of the standard optical-flow based approaches used in
computer vision where a robust objective function is
minimized. The two parts (i.e, the data term and the
regularizer) of the novel cost function have been spe-
cifically designed to suit image sequences of fluid flows.

The data term is based on a continuity equation, as a
more physically-grounded alternative to the usual
brightness constancy assumption. To be compatible with
large displacements, we chose to use it in an integrated
form. Such situations occur when the imaged flow is fast
(like in most of the fluid experiments), or when the
temporal sampling rate is low (as with satellite images).

As for the regularization, we state that only a second-
order regularizer is able to preserve completely the
divergence and vorticity structures of the flows. Using
the div–curl formalism, we thus introduced a second-
order regularizer which captures the divergence and
vorticity of the unknown flow.

The developed approach has been tested on synthetic
images (issued from the VSJ) and on two experimental
flows representing a mixing layer and the near wake of a
circular cylinder, respectively. In each case, we com-
pared our results with the ones issued from PIV. It can
be pointed out that main parameters values extracted
with both methods had the same order of magnitude.
The relevance of the obtained motion fields was then

Fig. 9 Comparison of profiles of mean velocity components U and V at two locations downstream of the cylinder: continuous line, optical-
flow measurements; open diamond, PIV measurements
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(d) (e)

Figure 1.4 – “Cylinder” experiment. (a) : a scheme of the analyzed area ; (b) an instantaneous
velocity field estimated with our technique (1 vector over 128 is depicted) ; (c) : an instantaneous
velocity field estimated with La VISION software (1 vector over 16 is depicted) ; (d-e) : mean ver-
tical velocity profiles just after the cylinder of the u and v components (plain lines : our technique,
circles : La VISION)

Recently, we have proposed an extension of the formulation of the total derivative dI that
takes into account the uncertainty between grid points (and more generally uncertainty due
to homogeneous areas). This is realized using a stochastic formalism and is presented in the
next section.

1.5 An alternative observation model based on stochas-
tic uncertainties

As just mentioned, the conventional optical flow constraint relation (1.1) or alternative
formulations as the one we proposed in (1.13) are defined on the basis of the differential
dI of the luminance function known only on spatial and temporal discrete point positions
(related to the image sequence spatio-temporal lattice). This is somewhat a strong constraint
since in practice, the grid points on which is defined the luminance is transported by a
flow itself known only up to the same discrete positions. It results from this discretization
process an inherent uncertainty on the point locations that can reveal to be of important
magnitude when are involved strong motions, large inter frames lapse rate or crude spatial
discretization (associated for instance to large spatial scales measurements). The idea is
therefore to encode such a location uncertainty as a random variable and to incorporate the
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(a) : Grid at time t− 1 (b) : Displaced grid at time t

Figure 1.5 – Displacement of the grid of points. The initial grid at time t − 1 in (a) is
transported by the velocity field v to reach the configuration at time t represented in (b), up to
some uncertainties (dashed lines).

uncertainty transportation into the various observation terms (in this part we use only the
ofce to validate the principle). Stochastic calculus provides the differentiation rules needed
to formalize such evolution law of uncertainty terms. To this end, we rewrite the evolution
of the image luminance on an image grid where these uncertainties are integrated. This is
the scope of the next section.

1.5.1 Stochastic luminance function

Representing as a vector X = (X1, . . . ,Xm)T a grid of 2D points (Xs ∈ R2), the
“pixel” grid Xt−1 of the images is represented by the position of a grid X at the initial
time, set to t − 1 (see figure 1.5 (a)). This grid is driven by a velocity field v(Xt−1, t − 1)

defined on the initial grid Xt−1 to generate the new point positions Xt at time t (see figure
1.5 (b)). We then rewrite the image luminance as the function of a stochastic process related
to the position of image points. As the velocity v to estimate transports the grid fromXt−1

to Xt up to a Brownian motion, we can write :

dXt = v(Xt−1, t− 1)dt+ Σ(t,Xt)dBt, (1.17)

where Bt = (B1
t , ...,B

m
t )T is a multidimensional standard Brownian motion of R2m, Σ a

(2m×2m) covariance matrix and dXt = Xt−Xt−1 represents the difference between the grid
positions. The luminance function I usually defined on spatial points x = (x, y) (as in the
previous section) at time t is here defined on the grid as a map from R+×R2m into Rm and is
assumed to be C1,2(R+,R2m). Its differential is obtained following the differentiation rules
of stochastic calculus (the so called Îto formulae) that gives the expression of the differential
of any continuous function of an Îto diffusion of the form (1.17) (see [Oksendal 1998] for an
introduction to stochastic calculus) :

dI(Xt, t) =
∂I

∂t
dt+

∑

i=(1,2)

∂I(Xt, t)

∂xi
dXi

t+

1

2

∑

(i,j)=(1,2)×(1,2)

∂2I(Xt, t)

∂xi∂xj
d <Xi

t ,X
j
t > .

(1.18)
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The term < Xi
t ,X

j
t > denotes the joint quadratic variations of Xi and Xj and can be

computed according to the following rules :

< dBi, dBj >= δijt

< h(t), h(t) >=< h(t), dBi >=< Bj , h(t) >= 0,
(1.19)

where δij = 1 if i = j, δij = 0 otherwise and h(t) is a deterministic function. Compared
to classical differential calculus, new terms related to the Brownian random motions have
been introduced in this stochastic formulation. A possible way to represent the stochastic
part of (1.17) is to use an isotropic uncertainty variance map σ(Xt, t) : R+ × R2m → Rm

Σ(Xt, t)dBt = diag(σ(Xt, t))⊗ I2dBt, (1.20)

where I2 is the (2×2) identity matrix and ⊗ denotes the Kronecker product. Alternatively,
one can use anisotropic intensity-based uncertainties along the normal (with a variance ση)
and the tangent (with a variance στ ) of the photometric contour following :

Σ(Xt, t)dBt = diag(ση(Xt, t))⊗ ηdBηt + diag(στ (Xt, t))⊗ τdBτt . (1.21)

The vectors

η=
1

|∇I|

(
Ix
Iy

)
, τ =

1

|∇I|

(
−Iy
Ix

)
,

represent respectively the normal and tangent of the photometric isolines, Bη and Bτ are
two scalar independant multidimensional Brownian noises of Rm and I• = ∂I(Xt, t)/∂• for
• = (x, y). Let us now express the luminance variations dI(Xt, t) under such isotropic or
anisotropic uncertainties.

Isotropic uncertainties

Applying Îto formula (1.18) to the isotropic uncertainty model yields a luminance va-
riation defined as :

dI(Xt, t) =

(
∂I

∂t
+ ∇I · v +

1

2
σ2∆I

)
dt+ σ∇I · dBt. (1.22)

Anisotropic uncertainties

Considering the anisotropic uncertainty model (1.21), the corresponding quadratic va-
riations read :

d<X1
t ,X

1
t > =

1

|∇I|2 (σ2
ηI

2
x + σ2

τI
2
y )dt, (1.23)

d<X2
t ,X

2
t > =

1

|∇I|2 (σ2
ηI

2
y + σ2

τI
2
x)dt, (1.24)

d<X1
t ,X

2
t > =

1

|∇I|2 (IxIy)(σ2
η − σ2

τ )dt, (1.25)

and the variation of luminance, dI, reads now :

dI(Xt, t)=

(
∂I

∂t
+∇I · v+

∇IT∇2I∇I

2|∇I|2 (σ2
η − σ2

τ )

+
σ2
τ∆I

2

)
dt+ ση‖∇f‖dBηt + στ∇IT τdBτt︸ ︷︷ ︸

=0

.
(1.26)
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In this brightness variation model the stochastic term related to the uncertainty along the
tangent vanishes (since the projection of the gradient along the level lines is null).

It is straightforward to remark that the standard brightness consistency assumption is
obtained from (1.22) or (1.26) using zero uncertainties (σ = ση = στ = 0). The proposed
stochastic formulation enables thus to use a softer constraint. From this formulation, let
us now derive generic models for the evolution of the image luminance transported by a
velocity field with local uncertainties.

1.5.2 Uncertainty models for luminance conservation

Starting from a known grid Xt−1 and its corresponding velocity, the conservation
of the image luminance can be quite naturally defined as the conditional expectation
E (dI(Xt, t)|Xt−1) between t − 1 and t. To compute this term, we exploit the fact (as
shown in [Corpetti 2011]) that the expectation of any function Ψ(Xt, t) of a stochastic
process dXt (as in (1.17)) knowing the grid Xt−1 reads :

E(Ψ(Xt, t)|Xt−1) = Ψ(Xt−1 + v, t) ∗ N (0,Σ), (1.27)

where N (0,Σ) is a multidimensional centered Gaussian. This latter relation indicates that
the expectation of a function Ψ(Xt, t) knowing the location Xt−1 under a Brownian uncer-
tainty of variance Σ is obtained by a convolution of Ψ(Xt−1+v, t) with a centered Gaussian
kernel of variance Σ.

Assuming Σ known, our new conservation model H(I,v) for the luminance evolution is
hence defined as :

H(I,v) = gΣ ∗ (dI(Xt−1 + v, t))

= gΣ ∗
(
∇I · v +

∂I

∂t
+ F(I)

)
,

(1.28)

where the operator F(I) depends on the uncertainty model. For an isotropic diffusion, this
latter relation reads

H(I,v) = gσ ∗

∇I · v +
∂I

∂t
+

1

2
σ2∆I︸ ︷︷ ︸
F(I)

 , (1.29)

whereas for the anisotropic version it is :

H(I,v) = gΣ ∗

∇I ·v+
∂I

∂t
+

∇IT∇2I∇I

2|∇I|2 (σ2
η − σ2

τ ) +
σ2
τ∆I

2︸ ︷︷ ︸
F(I)

 . (1.30)

Comments

If the brightness conservation constraint strictly holds, one obtains σ = ση = στ = 0 ;
the Gaussian kernels turn to Dirac distributions and relations (1.28), (1.29) and (1.30)
correspond to the ofce in (1.1). The proposed model provides thus a natural extension of
the usual brightness consistency data model.

In addition, it is very interesting to observe that the model in (1.29) is closed to
turbulence-based models of the form

∂I

∂t
+ ∇I · v + τ∆I = 0, (1.31)
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where τ is a dissipation coefficient and depends among others on the influence of the finer
(unobserved) scales. Its value is the object of numerous studies related to turbulence and
Large Eddy Simulation (LES).

In the next section we propose a way to estimate the uncertainties ση and στ .

1.5.3 Uncertainty estimation

Assuming an observed motion field vobs that transports the luminance is available (we
describe in [Corpetti 2011] a local technique for this estimation), it is possible to estimate
the uncertainties ση(x, t) and στ (x, t) for each location x at time t.

Estimation of ση

Computing the quadratic variation of the luminance function dI between t − 1 and t

using the properties in (1.19) yields, for the isotropic or anisotropic version :

d〈I(Xt, t), I(Xt, t)〉 = σ2
η(Xt, t)‖∇I(Xt, t))‖2, (1.32)

where σ = ση in the isotropic formulation. This quadratic variation can also be approxima-
ted from the luminance I by :

d〈I(Xt, t),I(Xt, t)〉 ≈ (I(Xt, t)− I(Xt−1, t− 1))
2
. (1.33)

Considering now that the conditional expectation of both previous terms should be identical,
one can estimate the variance by :

ση(Xt) =

√
E (I(Xt, t)− I(Xt−1, t− 1))

2

E (‖∇I(Xt, t))‖2)
. (1.34)

The expectation in the numerator and denominator are then computed at the displaced
point Xt−1 + vobs(Xt−1) through the convolution of variance Σ(Xt−1, t − 1). A recursive
estimation process is thus emerging from equation (1.34). In the case of an anisotropic noise
model the uncertainty along the tangent is also needed.

Estimation of στ

It is not possible to estimate uncertainty along the tangent of the photometric contours
in a similar way since, as shown in (1.26), this quantity does not appear in the noise
associated to the luminance variation and therefore is not involved in the corresponding
quadratic variations. Writing the Îto diffusion associated to the velocity projected along
the tangent yields

vTobsτ = v(Xt−1, t− 1)T τdt+ στ (t,Xt)dB
τ
t . (1.35)

This scalar product constitutes a scalar Gaussian random field of mean µ = v(Xt−1, t−1)T τ

(assuming v(x, t) is a deterministic function) and covariance (diag(στ )). We assume that
the scalar product vT τ and the tangent uncertainty στ (t,x) are sufficiently smooth in space
and can be respectively well approximated by the local empirical mean and variance over
a local spatial neighborhood N(x) of point x. Therrfore we estimate στ using :

µ =
1

|N(x)|
∑

xi∈N(x)

(vobs(xi, t− 1)T τ ), (1.36)

σ2
τ =

√√√√ 1

|N(x)| − 1

∑

xi∈N(x)

(vobs(xi, t− 1)T τ − µ)2. (1.37)
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Summary

The relations (1.29) and (1.30) provide new models for the variation of the image lu-
minance under isotropic or anisotropic uncertainties. In section 1.5.3 we have presented a
technique to estimate such uncertainties from an available velocity field. A complete lo-
cal technique based on Lucas & Kanade and these new observation terms is presented in
[Corpetti 2011]. In consists in a multi-resolution and incremental framework using these
observation terms. The multi-resolution is also interpreted as a stochastic process (this is
introduced in section 3.4.1 of chapter 3), yielding a natural framework to deal with large
displacements. The next section focuses on the application of those extended brightness
consistency models for motion estimation.

1.5.4 Some results

PIV synthetic data

To validate quantitatively our new observation terms that take into account the discrete
nature of the images, we have developed an incremental local motion estimation technique
based on Lucas & Kanade that embeds our proposed observation models and estimates
the uncertainties (see [Corpetti 2011]). We have used a synthetic pair issued from Direct
Numerical Simulation of Navier-Stokes equations representing a 2D turbulent flow to test
the technique. The sequence simulates PIV data and one image is visible in figure Fig. 1.6
(a). Numerical values of average angular error (AAE) [Barron 1994] and of the Root Mean
Square Error (RMSE) are used as criteria to compare our estimators (isotropic and ani-
sotropic) with some of the state-of-the-art approaches and are depicted in table 1.1. The
techniques to which the proposed estimators are compared are :

– a Horn & Schunck estimator (HS) [Horn 1981]
– a commercial software based on correlation (DaVis 7.2 from La Vision GmbH)
– a pyramidal incremental implementation of the Lucas-Kanade estimator – LK –
[Lucas 1981]

– a proposed framework completely described in [Corpetti 2011] with the ofce as an
observation model – ofce – (i.e with a zero uncertainty)

– two fluid-dedicated dense motion estimators based on a Div-Curl smoothing with
different minimization strategies (DC1–DC2, [Corpetti 2002, Yuan 2007]).

– a fluid-dedicated dense motion estimator based on a turbulence subgrid model in the
data-term (TUR, [Cassisa 2010]).

The pyramidal Lucas and Kanade corresponds to our estimator with zero uncertainty
and a specific scale parameter (see [Corpetti 2011] for details).

In figure Fig. 1.6, we present an image of the sequence, the estimated flow with the
proposed method (anisotropic version) and the error flow field. We have also plotted in
figure 1.7 the velocity spectra of the different techniques and compared them with the
ground truth. These spectra are represented in a log-log coordinate (figure Fig. 1.7(a)) and
a standard-log coordinate system (figure Fig. 1.7(b)) in order to highlight small and large
scales respectively.

On table 1.1, one can immediately observe that compared to the other local approaches,
our method provides very good results since the global accuracy is highly superior than the
Lucas-Kanade (LK) and the commercial software (COM). Compared to dense techniques
(HS, TUR, DC1 and DC2), our numerical results are in the same order of magnitude which
is a very relevant point. They are competitive with some dense estimation techniques dedica-
ted to fluid flows analysis (TUR–DC1–DC2, [Cassisa 2010, Corpetti 2002, Yuan 2007]). The
comparison between the results OFCE, ISO and ANI is very interesting since it highlights
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LK COM HS DC 1 DC 2 TUR OFCE ISO ANISO
AAE 6.07o 4.58o 4.27o 4.35o 3.04o 4.49o 4.53o 3.59o 3.12o

RMSE 0.1699 0.1520 0.1385 0.1340 0.09602 0.1490 0.1243 0.1072 0.0961

Table 1.1 – Quantitative comparisons on the DNS sequence with a Pyramidal Lucas-
Kanade (LK, [Lucas 1981]), a commercial technique based on correlation (COM, La Vision sys-
tem), Horn & Schunck (HS, [Horn 1981]), two fluid dedicated motion estimators with div-curl
smoothing terms (DC 1 : [Corpetti 2002] ; DC2 : [Yuan 2007]), a fluid dedicated motion estimator
with turbulence sub-grid models in the data term (TUR, [Cassisa 2010]), our approach using the
classic Optical-Flow Constraint Equation (OFCE), our approach in isotropic (ISO) and anisotropic
(ANISO).

the benefit of the stochastic formulation of the image luminance. These three results have
indeed been estimated with the same incremental estimation framework of [Corpetti 2011]
but using an observation model respectively based on the usual OFCE, an isotropic un-
certainty (equation (1.29), technique ISO) and an anisotropic uncertainty (equation (1.30),
technique ANI). From the corresponding quantitative errors it is obvious that the uncer-
tainty modeling greatly improves the results, especially in the anisotropic approach.

If now one observes the spectra of the velocity shown in figure Fig. 1.7, we see that
the small scales (right part of the graph) are much better recovered with the proposed
estimators than with the dense ones. The fine scales are generally difficult to estimate and
are often smoothed out with the spatial regularizers introduced in the dense techniques.
Even if the Lucas-Kanade method seems to exhibit better results on small scales, when
observing the figure Fig. 1.7(b), it is obvious to note that large scales are badly estimated
with this approach and this yields a very poor overall accuracy (see table 1.1). As for the
large scales the results are comparable with the best dense dedicated techniques. We believe
hence that our estimator constitutes an appealing alternative observation model adapted
to PIV data.

Let us now analyze a result of the anisotropic version on a pair of LSR images issued
from radar.

Radar data

We have tested the technique on a pair of radar data given by Meteo France, the french
institute for research and operational meteorology. An image is shown in figure Fig. 1.8
(a). As one can observe, the available data do not cover the whole image. Therefore global
methods are tricky to use on such images since the conservation assumptions are corrupted
in many locations (note that it is however possible to use non-quadratic penalizations to
remove outliers [Huber 1981, Delanay 1998, Geman 1992]). The velocity field obtained with
the local technique of [Corpetti 2011] using anisotropic uncertainties is shown on Fig. 1.8
(b) (one vector out of 20 is shown) and the associated uncertainty on Fig. 1.8 (c). On figure
Fig. 1.8 (d) we have plotted the results obtained by the operational tool of Meteo France
based on correlation (all vectors are represented). From these images we observe that both
velocity fields are similar which indicates that the proposed approach is as consistent as
operational tools. In addition, we provide more data (1 vector per km with our technique
compared to 1 vector every 32km with correlation-based techniques used in the operational
tool) and our process also extracts the uncertainty map which reveals interesting properties
on Fig. 1.8 (c) (in particular, the estimation is not confident at the border). This experiment
proves that the technique performs efficiently on LSR data.
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Figure 1.6 – Results on the DNS sequence : Top (a) : an image of the sequence ; (b) : the
estimated flow ; (c) : the real flow ; (d) : the difference flow represented with the coding color in
(i) ; Bottom (e) : the coding color vor vector flow representation ; (f-g-h) vector representation of
the estimated motion field, the ground truth and the difference field (×25).
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Figure 1.7 – Spectra of the velocity compared with ground truth and several me-
thod (a) : log-log representation (highlights small scales on the right part) and (b) : non log-log
representation (highlights large scales on the left part). Color are : Red : ground truth ; Green :
our approach (anisotropic version) ; Blue : Lucas-Kanade [Lucas 1981] ; Purple : Horn and Schunck
[Horn 1981] ; Cyan : Div-Curl smoothing [Corpetti 2002] and Black : Div-Curl in mimetic discre-
tization [Yuan 2007].
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Figure 1.8 – Results on a pair of radar images (a) : a radar data (b) : our velocity field
(one vector out of 20 is plotted) ; (c) : associated uncertainty and (d) : the velocity issued from the
meteo france tool (all vectors are plotted).

As our observation terms hold not only for fluid and turbulence, we have applied it on
usual images. The results can be seen in [Corpetti 2011].

1.6 Summary

In this chapter we have been focused on frame-to-frame motion estimation techniques.
We have presented the main foundations and some contributions for fluid flows, both on
observation and smoothing terms. Even if fluid based spatial priors are more adapted, they
still rely on assumptions but do not on physical laws. When a sequence is available, it is
then of prime importance to exploit the available dynamical models. This is the scope of
the next chapter.
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2.1 Overiew

In the previous chapter we have addressed the problem of motion estimation from a
pair of images. In this chapter we are interested in image sequences. The computation of
the optical flow over a complete sequence remains a difficult problem if one wishes expli-
citly to maintain a relevant global spatio-temporal coherence. Even if some spatio-temporal
estimators have been proposed in previous studies [Black 1991, Brox 2004, Nagel 1990,
Weickert 2001b], none of them introduce an explicit dynamic law as a temporal consis-
tency, except the two frames Stockes regularization of [Ruhnau 2007]. As a matter of fact,
spatio-temporal regularizers as introduced in [Black 1991, Weickert 2001b] only consider a
crude stationary local prior. Moreover, strong artifacts are managed with difficulty. Such
approach can not be used to enforce on the whole sequence a solution minimizing an image
based discrepancy measure and in the same time that follows a given dynamical model.
This kind of tracking process, usually managed using stochastic techniques, is very difficult
to design in such application as the variable’s state space is of huge dimension (theoretically



30
Chapitre 2. Motion estimation from a sequence of images : introduction of

dynamical laws

infinite) and can not be efficiently handled with usual recursive Bayesian filters such as the
particle filter.

In this chapter, we rely on a variational technique which allows us to estimate a sequence
of dense motion fields guided by a given dynamical law. To that end, we suggest to exploit
recipes related to optimal control theory [Lions 1971, Le Dimet 1986, Talagrand 1997] and
variational data assimilation [Le Dimet 1986, Talagrand 1997]. In the same way as Baye-
sian smoothing, such techniques give a mean to estimate on the basis of noisy and possi-
bly incomplete observations a feature trajectory (a sequence of dense motion fields in our
application) respecting a specified evolution law. The associated minimization process is
efficiently expressed considering an adjoint formulation. The adjoint variable introduced
enables to compute the gradient of the cost-function from a forward-backward integration
of two coupled evolution models. This efficient procedure authorizes coping with state space
of very large dimensions.

The next section briefly introduces the variational assimilation whereas sections 2.3,
2.4 and 2.5 use this framework for several situations (atmospheric flows, pressure data and
general video sequences).

2.2 Data assimilation

In this section we present the main principles of variational data assimilation for an im-
perfect dynamic model. We refer the reader to [Bennett 1992, Le Dimet 1986, Lions 1971,
Papadakis 2007a, Talagrand 1987, Talagrand 1997, Vidard 2000] for complete methodolo-
gical aspects of data assimilation and applications concerning geophysical flows.

Our problem consists in recovering, from an initial condition, a system’s stateX partially
observed and driven by approximately known dynamics. This can be formalized as finding
X(x, t), for any location x at time t ∈ [t0, tf ], that satisfies the system :

∂X

∂t
(x, t) + M(X(x, t)) = νm(x), (2.1)

X(x, t0) = X0(x) + νn(x), (2.2)

Y(x, t) = H(X(x, t)) + νo(x, t), (2.3)

where M is the non-linear operator relative to the dynamics, X0 is the initial vector at time
t0 and (νn, νm) are (unknown) additive control variables relative to noise on the dynamics
and the initial condition respectively. In addition, noisy measurements Y of the unknown
state are available through the non-linear operator H up to νo. To estimate the system’s
state, a common methodology relies on the minimization of the cost function J :

J (X) =
1

2

∫ tf

t0

‖Y −H(X(νm, νn))‖2R−1dt

+
1

2
‖X(x, t0)−X0(x)‖2B−1

+
1

2

∫ tf

t0

‖∂X
∂t

(x, t) + M(X(x, t))‖2Q−1dt,

(2.4)

where we have introduced the information matrices R,B,Q relative to the covariance of the
errors (νm, νn, νo). The Mahalanobis distance that has been used reads, for an information
matrix A : ‖X‖A−1 = XTA−1X. The evaluation of X can be done by canceling the gradient
δJX(θ) = limβ→0

J(X+βθ)−J(X)
β of (2.4). Unfortunately, the estimation of such gradient is

in practice unfeasible for a large system’s state since it would be necessary to integrate
the dynamical model along all possible perturbations of the components of X. This is
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computationally impossible with actual hardwares when one deals with a complete sequence
of images. One way to cope with this difficulty is to write an adjoint formulation of the
problem. To that end, the adjoint variables λ that express the errors of the dynamic model
are introduced as :

λ = Q−1

(
∂X

∂t
+ M(X)

)
. (2.5)

Denoting
–
(
∂M
∂X̃

)
and

(
∂H
∂X̃

)
the linear tangent operators of M and H respectively. The linear

tangent of an operator A is the directional derivative of the operator (the Gâteaux
derivative) :

(
∂A
∂X̃

)
(dX) = lim

β→0

A(X̃ + βdX)− A(X̃)

β
, (2.6)

– (∂XM)
∗ and (∂XH)

∗ their adjoint operators. The adjoint A∗ of a linear operator A
on a space D is such as :

∀x1, x2 ∈ D, < Ax1, x2 >=< x1,A∗x2 > . (2.7)

It can be shown that canceling the gradient δJX(θ) with respect to the adjoint variables λ
leads to a retrograde integration of an adjoint evolution model that takes into account the
observations. Once the adjoint variables λ are estimated, one can recover the system state
X using relation (2.5). Finally, when dealing with non-linear models, recovering X leads to
the following incremental algorithm [Bennett 1992] :

1. Starting from X̃(x, t0) = X0(x), perform a forward integration : ∂X̃
∂t

+ M(X̃) = 0

2. X̃(x, t) being available, compute the adjoint variables λ(x, t) with the backward
equation :

λ(tf ) = 0 ;

− ∂λ

∂t
(t) + (∂XM)∗ λ(t) = (∂XH)∗R−1(Y −H(X̃))(t)

(2.8)

3. Update the initial condition : dX(t0) = Bλ(t0) ;

4. λ being available, compute the state space dX(t) from dX(t0) with the forward
integration

∂dX

∂t
(t) +

(
∂M
∂X̃

)
dX(t) = Qλ(t) (2.9)

5. Update : X̃ = X̃ + dX

6. Loop to step (2) until convergence

Intuitively, the adjoint variables λ contain information about the discrepancy between
the observations and the dynamic model. They are computed from a current solution X̃ with
the backward integration (2.8) that encompasses both the observations and the dynamic
operators. This deviation indicator between the observations and the model is then used to
refine the initial condition (step (3)) and to recover the system state through an imperfect
dynamic model where errors are Qλ (step (4)). It should be noted that if the dynamic is
perfect, the associated error covariance Q is zero and the algorithm only refines the initial
condition. However from an image analysis point of view, a perfect modeling is difficult to
obtain since the different models on which we rely are usually inaccurate due, for instance,
to 3D-2D projections, varying lighting conditions, completely unknown boundary conditions
at the image boarders, etc.
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This framework is then an appealing solution for large system states, as the ones we have
for the extraction of a complete sequence of dense motion fields. To design an assimilation
process, we need to define :

1. The system state ;
2. The dynamical model (and its adjoint) ;
3. The observation operator (and its adjoint) ;
4. The error covariance matrices.

Usually, in geosciences applications like meteorology, the quantity of interest is directly
observed and the dynamical models are perfect. However when one deals with images,
because of the reasons mentioned above, adapted operators (observation and dynamic) as
well as error covariance matrices have to be set up. In the next two sections we present two
motion estimators for fluid flows based on the variational assimilation framework.

2.3 Motion estimation for atmospheric flows

2.3.1 System state

Following the Helmholtz decomposition (see figure Fig. 1.1), any motion can be repre-
sented with its vorticity ζ, its divergence D and its harmonic component vhar. This latter
component is in practice estimated once using a Horn & Schunck estimator with a strong
balance of the smoothing term in order to extract only the div-curl free part of the flow.
Therefore only (ζ,D) are needed and the system state is X = [ζ,D]T . The knowledge of X
enables to recover the motion field through Biot-Savart law :

v = ∇⊥G ∗ ζ +∇G ∗D = HG(X), (2.10)

where we have introduced the operator HG : [ζ,D]T → v = [u, v]T such as HG(X) =

∇⊥G∗ζ+∇G∗D, ∇⊥ = (∂/∂y,−∂/∂x)T and G denotes the Green kernel (G = 1
2π ln(|x|))

associated to the Laplacian operator. This computation can be very efficiently done in the
Fourier domain [Corpetti 2003].

2.3.2 Dynamical model

Vorticity model

Following a mean incompressibility assumption (divergence is weak and the motion is
mainly influenced by horizontal scales), we rely on the vorticity velocity formulation of the
Navier-Stokes equation. This model reads :

∂ζ

∂t
+ v · ∇ζ − ν∆ζ = 0 (2.11)

where ν is a dissipation coefficient. For vorticity based large eddy simulation formulations,
we may either rely on

1. the Smagorinsky model : ν = (Cδx)2
√

2(u2
x + v2

y + (uy + vx)2) where C is the Sma-
gorinsky coefficient (which is usually fixed to 0.17) and δx the grid size ;

2. enstrophy-based sub-grid models [Mansour 1978]. This sub-grid dissipation mo-
del is based on Taylor’s vorticity transfer and dissipation by small scales theory
[Taylor 1932] and reads ν = (Cδx)2|ζ|.

In practice we use the second formula.
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Divergence model

Since at large scales, the divergence can be considered weak almost everywhere, we will
rely on an approximate evolution law. We assume that the divergence is advected by the
flow and a noise variable that encodes the uncertainty on the model. More precisely we
assume that the divergence map is a function of a stochastic process representing a particle
position and is driven by the following stochastic differential equation :

dXt = v(Xt)dt+
√

2νdBt. (2.12)

This equation states that the particle position is known only up to an uncertainty that
grows linearly with time. As in the previous chapter, Bt denotes a standard Brownian
motion of R2. The process Xt starts at point X0. It can be shown through the Îto formula
and Kolmogorov’s forward equation, that the expectation ξ(t,X) = E[divv(Xt)] at time t
of such divergence follows an advection diffusion equation [Oksendal 1998] :

ξt + v · ∇ξ + ξdiv(v)− ν∆ξ = 0,

ξ(0,X0) = divv(X0).
(2.13)

Assuming that for large scales the divergence of the flow is given by its expectation (D ≈ ξ),
one writes the simplified divergence model as :

∂D

∂t
+ v · ∇D +D2 = ν∆D (2.14)

In this model we assume that D is weak and is similar to the divergence expectation.
Following the relation (2.14), the expectation of the divergence value is advected by the
flow and dissipates due to a subgrid isotropic uncertainty. This hypothesis is quite natural
in large scale modeling.

Total model

Following equations (2.11-2.14), the dynamic system reads, with X = [ζ,D]T :

∂

∂t

[
ζ

D

]
+

[
v · ∇ζ − ν∆ζ

v · ∇D +D2 − ν∆D

]

︸ ︷︷ ︸
M(X)

= νm (2.15)

Tangent-linear, adjoint evolution model & implementation

This model is non-linear and its linear-tangent operator is, with X = X̃ + dX is :

(
∂M
∂X̃

)
(dX) =

[
HG(X̃) · ∇dζ + HG(dX) · ∇ζ̃ − ν∆dζ

HG(X̃) · ∇dD + HG(dX) · ∇D̃ + 2D̃dD − ν∆dD

]

=

[
HG(X̃) · ∇+∇ζ̃ ·HG − ν∆

HG(X̃) · ∇+∇D̃ ·HG + 2D̃ − ν∆

]
dX

(2.16)

The discretization of this model ought to be cautiously done. The advective terms of the
form w · ∇dX (where w is a vector) must be in particular treated specifically since they
are likely to introduce many numerical errors. In order to achieve an accurate and stable
discretization of the advection terms one must use conservative numerical schemes. Such
schemes are designed to exactly respect the conservation law within the cell by integrating
the flux value at cell boundaries. Total Variation Diminishing (TVD) schemes (which are
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monotonicity preserving flux) prevent from an increase of oscillations over time and enable
to transport shocks. In this work, we used semidiscrete central schemes [Kurganov 2000a,
Kurganov 2000b] associated to a second order accurate methods [Levy 1997] based on a
min-mod limiter for the vorticity reconstruction. The time integration is realized with a
third-order Runge Kutta scheme, which also respect the TVD property [Giles 2000].

The relation (2.8) requires the adjoint operator (∂XM)
∗ of the linear tangent

(
∂M
∂X̃

)
defi-

ned in (2.16). Its expression is not trivial as this operator is expressed through a convolution
product. It can be demonstrated in the Fourier space (see [Papadakis 2008] for details) that
the adjoint of HG is −HG. As for other terms, once the direct operators (advection, diffu-
sion) have been discretized, the corresponding adjoint is simply obtained using the transpose
of the direct models. More details about the construction of adjoint models can be found
in [Talagrand 1987].

2.3.3 Observation operator

For atmospheric flows we can either start from the ofce (if the divergence is weak) or
from the mass conservation law :

∂I

∂t
+∇I · v + Idivv = 0. (2.17)

The ofce corresponds to the previous relation without the term Idivv. Noting that v =

HG(X) and divv = D , the observation system Y = H(X) is constructed from the available
images with :

Y =
∂I

∂t
and H(X) =

(
−∇ITHG − [0, I]

)
X (2.18)

The adjoint (∂XH)
∗ of H is

(∂XH)
∗

= HG∇I − [0, I]T (2.19)

It should be noted that this observation operator is submitted to the aperture problem.
Difficult situations, in particular in homogeneous areas, are then not exploitable and have
to be addressed in the error covariance matrix R. If such situations are likely to be numerous,
it is also possible to assume, like the Lucas & Kanade technique, that the unknown velocity
at location x is constant within some local neighborhood and to convolve relations (2.18)
and (2.19) with a Gaussian kernel.

2.3.4 Error covariance matrices and initialization issues

Observations

We have proposed two different solutions for the error covariance matrix R related to
the observations. The first one relies on the magnitude of the gradient :

R(x) = Rmin + (Rmax −Rmin) exp−‖∇I(x)‖2
σ2
obs

(2.20)

where Rmin, Rmin and σobs are fixed and depend on the data. The uncertainty on the
observation operator, related to the value of R(x), is then maximal (resp. minimal) when
‖∇I(x)‖ is low (resp. high), which is consistent with observations of the previous chapter
stating that the quality of the estimation of the motion is strongly related to the importance
of ‖∇I(x)‖.
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The second solution can be applied if one uses external motion fields or advance motion
estimation techniques. In this case the estimation is less related to the magnitude of the
gradient and one can define R−1 as :

R−1(x) = Rmax exp− [Y −H(X)]2

σ2
obs

(2.21)

As shown in [Corpetti 2009], this penalization amounts to considering a robust norm on the
first term of the cost-function in (2.4). Such a robust function allows the discarding of points
having large “residual” values of the observation error [Y − H(X)] (called outliers in the
Robust Statistics literature [Huber 1981, Geman 1992, Delanay 1998]). In our application,
it enables to properly deal with corrupted areas that do not fit our data model exactly.

Initial conditions

We have chosen to represent the covariance matrix B of the initial condition as B =

Id− exp
{
−|Y(t0)−Y(X0)|/σ2

B

}
where σB is a parameter to fix. Here again, it is related

to the adequacy of the current state at time t0 and the initial condition.

Dynamic model

The covariance matrix Q has been fixed to a constant diagonal matrix as we have no
prior on the spatio-temporal adequacy of the dynamical model.

2.3.5 Some results on meteorological sequences

We applied this technique on two infra-red meteorological sequences showing several
cyclones. The first sequence (top of figure Fig. 2.1) was acquired on October, 9th 2005 and
corresponds to the “Vince” cyclone. We present the estimated motion fields superimposed
to their corresponding image for three frames of the sequence (first line). The second line
presents the corresponding vorticity and the third line the vorticity obtained with the
dedicated fluid motion estimator we proposed in [Corpetti 2002]. As many location of the
image plane are disturbed by non-valid data, it can be observed that the dedicated estimator
presents some temporal inconsistencies and discontinuities in terms of vorticity. These noisy
values are completely removed by the technique presented which provides smooth and
coherent vorticity maps. More consistent evaluations with quantitative experiments can
be found in [Papadakis 2007b]. The second sequence at the bottom of figure Fig. 2.1 was
acquired in 1998 and represents a depression in the south of Europe. We have blurred several
input data, as shown in Fig. 2.1 (j–m). The images in Fig. 2.1 (n–q) represent the motions
obtained with the presented assimilation technique whereas the last line (Fig. 2.1 (r–u))
exhibits the corresponding motion fields without any temporal consistency (estimator in
[Corpetti 2002]). One can observe that our technique significantly improves the consistency
of the results. Let us now turn to experiments on pressure image data.

2.4 Pressure image assimilation for various atmospheric
layers

We have addressed the problem of estimating motion fields from pressure data at various
atmospheric depths for a whole image sequence. Such data correspond to pressure differences
hk(x) = pk(x) − pk of a given pressure pk(x) and its mean value pk over a layer k of the
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Figure 2.1 – Experimental results on real Meteosat data TOP : Vince sequence : (a–
c) : three images and the corresponding motion field ; (d–f) : the estimated vorticity ; (g–i) :
the vorticity obtained with a fluid dedicated estimator without any temporal consistency.
BOTTOM : a depression sequence : (j–m) 4 images of the sequence where some of them are
blurred ; (n–q) motion fields with the assimilation process ; (r–u) motion fields without any
temporal consistency
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(a) (b) (c) (d)

Figure 2.2 – Pressure image observations issued from METEOSAT (Northern Atlantic
Ocean on June 2004 from 13h30 until 15H45 UTC). (a) : cloud top pressure image ; (b) :
pressure difference of the higher layer ; (c) : pressure difference of the intermediate layer ;
(d) : pressure difference of the lower layer. Black regions correspond to missing observations
and white lines represent coastal contours, meridians and parallels (every 10o).

atmosphere. They are routinely provided by the EUMETSAT consortium 1 and the figure
Fig. 2.2 gives an illustration. As one can observe, most layers exhibit important areas
of missing data and it is obvious that a frame-to-frame motion estimator would lead to
inconsistent values.

Based on a vertical decomposition of the atmosphere, we have proposed two dynamically
consistent atmospheric motion estimators relying on slightly different multi-layer dynamic
models :

1. The first one assimilates the data hk and the velocity vk at large scales under a
perfect dynamical model where only hk is observed. Therefore, the velocity is extracted
uniquely on the basis of pressure difference observations and no motion estimation
equation is needed. As we will see, this technique works efficiently but requires a
perfect modeling and extracts only the large scale structures ;

2. The second one relaxes the perfect dynamical model assumption and estimates the
vorticity and the divergence of the different flows under a simplified shallow-water
vorticity-divergence system.

These estimators are roughly presented in the two next sections and more details can be
found in [Corpetti 2008a, Corpetti 2008b, Corpetti 2009]. They are based on the shallow-
water approximation (horizontal motion much greater than vertical motion under the as-
sumption of incompressibility) [Saint-Venant (De) 1871] where the filtered horizontal mo-
mentum equations for atmospheric motion read :

{
dũ
dt + p̃x

ρ0
− ṽfφ = νT∆ũ

dṽ
dt +

p̃y
ρ0

+ ũfφ = νT∆ṽ
(2.22)

where
– Kδx is a gaussian kernel of standard deviation δx ;
– p̃ = Kδx ∗ p is the filtered pressure p at scale δx ;
– ṽ = (ũ, ṽ)T = Kδx ∗ (u, v)T is the filtered velocity field at scale δx

with
– ρ0 : local mean density
– fφ : Coriolis factor depending on latitude φ
– νT : turbulent viscosity produced at sub-grid scales [Frisch 1995]. In practice we use
the same as the previous section.

Let us now describe how we proposed two assimilation systems based on the model in (2.22).

1. http://www.eumetsat.int/, consortium in charge of the management of Meteosat data

http://www.eumetsat.int/
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2.4.1 Perfect dynamical model

The model in (2.22) is valid for the upper range of mesoscale analysis in a layered
atmosphere. Considering horizontal scales of order of 100 km, combined with layer depths
of order of 1 km, makes the shallow-water approximation relevant. Therefore, in order to
obtain a valid dynamical model on a pixel grid of resolution δp in kilometers, we can filter
the dynamical equations with a Gaussian kernel function Kδx of standard deviation equal
to δx = 100δ−1

p , where δp denote the image pixel resolution in kilometers.
After several manipulations that consist in :
– expanding total derivatives in isobaric coordinates ;
– using the fact that we have incompressible flows ;
– performing a vertical integration of the shallow-water equations and using the conti-

nuity equation ;
one obtain independent shallow-water equation systems for atmospheric layers k ∈ [1,K]

that read :





∂h̃k

∂t +div(q̃k) = 0

∂(q̃k)
∂t +div( 1

h̃k
q̃k ⊗ q̃k)+ 1

2ρk
∇xy(h̃k)2+

[
0 −1

1 0

]
fφq̃k=νkT∆(q̃k),

(2.23)

with :
· q̃k = h̃kṽk and

· div( 1
h̃k

q̃k ⊗ q̃k) =

[
∂(h̃k(ũk)2)

∂x + ∂(h̃kũkṽk)
∂y

∂(h̃kũkṽk)
∂x + ∂(h̃k(ṽk)2)

∂y

]

The first relation of (2.23) is simply the mass conservation law whereas the second one is
an advection-diffusion process where vertical interactions and Coriolis effects are taken into
account. The k index expresses a quantity related to the kth layer.

On the basis of this system, we have developed an assimilation process where the system
state is X = [h̃k, q̃k]T and the observation are simply provided by the data of pressure
differences h̃kobs :

{
Y = h̃kobs = Kδx ∗ hkobs
H = [Id, 0]

. (2.24)

As one can see, no motion observation equation is introduced. The overall system (as-
sociated linear tangent operator, adjoints, covariances, ...) is described in details in
[Corpetti 2008a, Corpetti 2009]. The figure Fig. 2.3 illustrates some results for the lowest
layer of the atmosphere available in our data. As one can observe, results are interesting
since we recovered consistent large scale data related to h̃kobs. In addition, let us outline
that the velocity fields have been estimated without any motion observation equation but
they only rely on corrections with respect to the dynamical model. This is, to our opinion,
a very relevant way to recover motion fields. Qualitative and quantitative results can be
found in [Corpetti 2008a, Corpetti 2009]. Despite a good accuracy, only the large scales
structures can be extracted since we assumed a perfect dynamical model that only manage
large scales. The overall equations that include fine scales without any simplifications yield
indeed a too complex system with several unknown quantities that can not be used for the
assimilation. In order to relax the layering assumption, we describe in the next section the
evolution of the filtered state variables using a simplified version of the previously introdu-
ced shallow-water equations and perform assimilation using an imperfect modeling scheme.
As will be illustrated, this authorizes the extraction of finer structures.
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t=0 min t= 1h15min t= 2h30min

Figure 2.3 – Horizontal wind fields and large scales pressure data recovered by assi-
milation with a perfect model. First line : input pressure data for the lowest layer available ;
second line : recovered large scales pressure and associated wind fields.

2.4.2 Imperfect dynamical model

In order to overcome the limitations mentioned above, we have described the evolution
of the filtered state variables from a simplified version of the previously introduced shallow-
water equations and performed assimilation using an imperfect modeling scheme. After
several manipulations that consist in :

– rewriting the system in (2.23) in terms of vorticity ζk (this has the advantage to
provide an independency from pressure) ;

– assuming that the divergence model in (2.14), quite natural for large scale modeling,
holds for the divergence Dk at each layer k,

one gets the system :
∂ζk

∂t + vk ·∇ζk + (ζk + fφ)Dk − νT∆ζk ≈ 0
∂Dk

∂t
+vk ·∇Dk + (Dk)2− νT∆Dk

︸ ︷︷ ︸
dynamic model M(ζk,Dk)

≈ 0 . (2.25)

for any velocity field Xk = [ζk, Dk] at each layer k of the atmosphere. Concerning the vor-
ticity equation, this model is an advection-diffusion influenced by the Coriolis force and the
vertical motions (term (ζk+fφ)Dk). The observation model used here is the same than the
one proposed in (2.18) and is based on the mass conservation law that is valid for pressure
data. The overall system (associated linear tangent operator, adjoints, covariances matrices
and implementation issues) is described in details in [Corpetti 2008a, Corpetti 2009]. The
figure Fig. 2.4 illustrates some results for the images of the first line of figure Fig. 2.3
(lowest layer of the atmosphere). The motion fields as well as their associated vorticity
and divergence are depicted and compared with the ones extracted by a frame-to-frame
motion estimator adapted to layers and described in [Héas 2007]. From these results, it
should de noted that the motion of some small cloud structures have been well characteri-
zed by this assimilation scheme. This is due to the fact that the shallow-water assumption
is not assumed to be strictly respected everywhere. Thus, small scale information from the
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image observations may locally generate a motion field which significantly departs from
the shallow-water solution. This constitutes a benefit of our approach since our preliminary
experiments of the previous section and described in details in [Corpetti 2008a] have shown
that the motions of small structures can not be extracted from an assimilation scheme com-
bining a primitive shallow-water model (2.23) and pressure image measurements. It can be
observed, from a visual comparison between the vorticity-divergence components estimated
by [Héas 2007] and by the proposed assimilation system, that both fields are similar. Time-
persistent large structures of the flow are accurately estimated by both methods while noise
and time-inconsistent structures have been removed only with the assimilation approach.

Let us now briefly describe a more generic time consistent estimator for general images.

2.5 Other application : rigid motion estimation

Although the main application concerns the analysis of flows in remote sensing data,
such variational assimilation framework can also be applied for generic images. This is the
scope of this section where we present a time consistent motion estimation technique for
usual video data.

2.5.1 System state and dynamic model

As there is no reason to be based on the divergence and the vorticity for usual videos
involving rigid objects, the system state reads X = v = [u, v]T . As for the evolution model,
no universal physical law can be stated for general videos showing moving objects of different
nature. It is therefore difficult to propose a generic formulation that describes accurately
the evolution of the velocity. However, one can rationally assume over a short range of
time that the velocity is transported by itself up to a Gaussian discretization error. Using
stochastic rules introduced in the previous chapter, it can be shown that this yields the
following dynamical model :

dv

dt
=
∂v

∂t
+ ∇v · v = ν∆v (2.26)

where ν is to be fixed (but could be considered as a model’s parameter to assimilate). The
operator M is then :

M(X) = X ·∇X − ν∆X. (2.27)

2.5.2 Observation system

As the relation in (2.27) is rather a prior knowledge than a pure dynamic model, we
prefer to apply a more suitable observation operator based on the optical flow constraint
equation accompanied with a first order robust smoothing. The motion field v to extract
may be formulated as :

v(x, t) ≈ min
v(x,t)

∫

Ω

f1

(
[∇I(x, t) · v(x, t) + It(x, t)]

2
)

+ α

∫

Ω

f2(|∇u|2) + f2(|∇v|2),

(2.28)

where Ω is the image plane, α is a smoothing positive parameter and f1 and f2 are two
robust penalty functions such that f(

√
y2) is concave. A weighted quadratic formulation
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ṽk(0min) ṽk(1h15min) ṽk(2h30min) ṽk(2h30)− ṽk(1h15)

ζ̃k(0min) ζ̃k(1h15min) ζ̃k(2h30min)

D̃k(0min) D̃k(1h15min) D̃k(2h30min)

ζ̃k(0min) ζ̃k(1h15min) ζ̃k(2h30min)

D̃k(0min) D̃k(1h15min) D̃k(2h30min)

Figure 2.4 – Comparison of results from assimilation (top) and a frame-to-frame
technique (bottom) for the lower layer at t = 0min, t = 1h15min and t = 2h30min respectively.
First line : three assimilated motion fields and the difference ṽk(2h30)− ṽk(1h15) that illustrates
the temporal changes ; second and third lines : corresponding vorticity and divergence ; fourth and
fifth lines : corresponding vorticity and divergence estimated with [Héas 2007]. One can conclude
that both estimations are in accordance but the one from the assimilation has a better temporal
consistency.
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of these cost functions can then be obtained [Huber 1981, Delanay 1998, Geman 1992] and
one gets the following system :

v(x, t) ≈ min
v,δo,δu,δv

∫

Ω

δo [∇I(x, t) · v(x, t) + It(x, t)]
2

+ φ(δo) + α

∫

Ω

δu(|∇u|)2 + δv(|∇v|)2 + φ(δu) + φ(δv),

(2.29)

where the minimization w.r.t the additional outliers variables (δ•) is given explicitly through
the derivative of function f : δ̂•(y) = f

′

•(
√
y2) (see [Holland 1977] for more details). The

Euler-Lagrange equations of the previous functional may be written as the following system
of coupled equations :

δo∇I(x, t)
(
∇I(x, t)Tv(x, t) + It(x, t)

)
− αδu∆∇u− αδv∆∇v = 0 and

δ•(x) = f ′•(
√
x2).

(2.30)

The observation system for our tracking problem is thus defined as (with δ•(x) = f ′•(
√
x2)) :

H(X(t), t) =

[
δo∇I(x, t)∇I(x, t)T − α

(
δu∆ 0

0 δv∆

)]
X(t)

Y = −δo∇I(x, t)It(x, t)

Given the weights values (which are obtained explicitly for a value of the velocity and the
corresponding robust function argument) the operator H is linear w.r.t. the state function
v. All implementation details of this estimator can be found in [Papadakis 2007b].

2.5.3 Some results

To assess the benefit of the temporal model, we have blurred 3 images a sequence
representing the motion of a car as depicted in figure Fig. 2.5(b–d). This kind of artifacts
may appear when one wants to restore old videos for instance. The figures in Fig. 2.5
(e–h) represent 4 motion fields obtained with our approach whereas figures 2.5 (i–l) show
the corresponding motion fields obtained with a robust motion estimator [Mémin 1998].
Thanks to the optimal control process, the motion fields recovered are not affected by the
strong artifacts introduced. This kind of results might be interesting for applications in
the field of video coding and/or restoration. As for the computation time, this process
was two-times faster than the successive estimations of dense motion fields with the same
observation operator. Such an approach could be used also to estimate motion of temporarily
occluded objects in video, and as a consequence constitutes an important basic ingredient
for video object removing in video post-processing. To assess quantitatively the benefit of
such approach, we have processed the Yosemite sequence with our technique. One image
and three estimated motion fields can be seen in Fig. 2.6. In the table 2.1 we have depicted
the average angular errors obtained with the same observation operator without and with
a temporal consistency. From these values it is obvious that the assimilation improves the
quality of the results.

2.6 Summary

In this chapter a framework allowing to estimate and track dense motion fields with
a temporal consistency has been introduced. The approach is related to optimal control
theory. It authorizes through noisy and incomplete observations to estimate a sequence of
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Figure 2.5 – Result on a classic video sequence : (a) : initial image ; (b–d) : the three
blurred images of the sequence ; (e–h) measured motion fields between times (t = 1, t = 2),
(t = 2, t = 3), (t = 5, t = 6) and (t = 6, t = 7) with our approach ; (i–l) the corresponding
motion fields obtained without a temporal consistency.

Figure 2.6 – Yosemite sequence : an image and three estimated motion fields

err. #1 err. #2 err. #3
No assimilation 3.69◦ ± 2.20◦ 3.26◦ ± 2.13◦ 3.77◦ ± 2.49◦

Assimilation 1.60◦ ± 1.06◦ 1.80◦ ± 1.05◦ 1.63◦ ± 1.11◦

Table 2.1 – Yosemite sequence : average angular errors without and with assimilation using
the same observation operator
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motion fields guided by a dynamical model . To correctly deal with the huge state space we
are facing, the minimization is handled using an adjoint formulation. The resulting process
consists in alternating a forward integration of the state variable and a backward integration
of the introduced adjoint variables.

This technique has been successfully applied in different situations : atmospheric mo-
tions, pressure data and classic video sequences involving rigid objects. In the next chapter
we present other applications of the variational assimilation framework not directly related
to motion estimation in image sequences.
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3.1 Overview

In the previous chapter we have introduced the variational assimilation framework to
recover time consistent motion fields from image sequences. This framework has been able
to deal efficiently with the large system states composed by the velocity fields we were
focused on. Of course, the assimilation framework is not only devoted to the estimation of
motion fields but various parameters can be recovered.

In this chapter we present four other applications related to computer vision. The first
one, in section 3.2, concerns curve tracking where we aim at monitoring two curves cor-
responding to the heart and the active areas of some convective systems. The second ap-
plication is devoted to Sea Surface Temperature (SST) data reconstruction (section 3.3).
The third one in section 3.4 uses the framework of variational data assimilation to perform
efficient multi-resolution techniques (with applications to optical-flow computation), the
time being related to the different scales of the flow. Lastly, based on some studies that
create a link between very dense crowds and fluid flows, we use in section 3.5 techniques
issued from variational data assimilation to manage crowds with videos (estimation of the
velocities and other parameters, animation of crowded scenes).
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3.2 Convective cell tracking

Convective cells are atmospheric events that are known to be associated with hazardous
consequences, such as strong wind drafts, lightnings, heavy rainfalls, hails or even torna-
does. Over tropical areas such as central Africa, convective cells produce most of the rain
during the monsoon period. They are also indirectly linked to droughts and floods, which
might afflict this area. Their analysis and forecasting are thus of the utmost interest for
meteorologists and forecasters. They can be characterized by two distinct regions : the heart
(also named core, center or active part) where the strongest rains appear and the influence
area. An example of a convective cell phenomenon is illustrated in figure Fig. 1.2.

The measurement of the convective cells parameters can be done either by the use of
conventional probes or through satellite data. However, over remote areas (like the Ama-
zonian forest for instance), conventional sensors such as radiosonde, rain gauges, radars or
lightning detectors have a limited coverage. Satellite information constitutes therefore an
appealing alternative for the study of convective atmospheric activity over these particular
regions. In practice, such phenomena are analyzed using the temperature computed from
different channels of meteorological data. Our image observations I are then related to the
temperature.

In computer vision, a primal strategy to delineate the contours of complex objects
relies on the implementation of partial differential equations encoding the evolution of
parametric or non parametric curves toward the minimizers of an energy functional
[Caselles 1997, Chan 2001, Kass 1988]. The corresponding functionals include generally a
data term representative of a photometric distribution characterizing the object of inter-
est and some regularity constraints on the curves. These non linear deterministic mini-
mization strategies are in practice very sensitive to the initial curve location and topo-
logy. Among the different extensions of those methods, the Eulerian “level-set” approach
[Osher 1988, Sethian 1999] has been specifically proposed to alleviate such shortcomings. In
this framework, the contour’s shape is represented as the zero level-set of an implicit higher-
dimensional scalar function. The evolution of this implicit surface describes the contour’s
evolution and naturally enables the handling of topology changes. Such techniques have
been already proposed in a meteorological context [Cohen 1998, Papin 2000, Yahia 1998].
However they generally remain on static detection/segmentation approaches applied quasi-
independently on the images of the sequence with no temporal consistency guaranty on the
recovered shape sequences.

We have proposed to exploit the variational assimilation framework to simultaneously
track the two regions of interest of convective cells. This is briefly introduced in the next
sections.

3.2.1 System state and dynamical model

Within level sets, a curve at time t, Ct(p) = C(p, t) : [a, b] × R+ → R2, is implicitly
described by the zero level set of a scalar function φ(x, t) : Ω× R+→ R :

Ct(.) = C(., t) = {x ∈ Ω | φ(x, t) = 0}, (3.1)

where Ω stands for the image spatial domain. The surface is driven by the contours dynamics
and is chosen so as to have for instance positive values inside the curve and negative
values outside. A common choice for the implicit function is the signed distance but any
other surfaces whose level sets fits the curves of interest is possible. In order to encode the
description of a convective cloud system encapsulating a set of convective cells, the system
state X we used is then composed of two implicit surfaces :
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– The first one, φe, is devoted to the description of the external delimitations (i.e.
influence area) of the convective cells, Ce(t). These curves will be associated to a first
level of brightness temperature threshold Te.

– The second one, φc represents the cold core region of each cells, Cc(t). It is related to
a colder threshold value Tc of the brightness temperature.

The first level set is defined on the whole image domain Ω : φe(x, t) : Ω × R+ → R
whereas the second one is defined inside the domain encapsulated by the convective cells
contours, I = {x | φe(x, t) > 0} (i.e. the domain delineated by the zero level set of φe) :
φc(x, t) : I × R+→ R. Assuming that each curve is :

1. submitted to a motion field along its normal ;
2. propagated by this motion field ;
3. up to an uncertainty along its normal ;
4. up to an uncertainty along its tangent,

we can formalize, for any of the two curves :

dCit = (wi · ni)nidt+ σnn
idBn

t + στn
i⊥dBτ

t . (3.2)

Here nidBn and ni⊥dBτ are two independent Brownian motions directed along and perpen-
dicularly to the curves normals and σn, στ are the associated uncertainties. In this model,
the curve is transported by a deterministic drift associated to the velocity field (first term
of relation (3.2)) that is mitigated with isotropic Gaussian incertitudes –along the normal
and tangent– whose covariances grow linearly in time (second and third terms of (3.2)). As
mentioned previously, the curve location is defined from the evolution of an implicit surface
φi(x, t). Therefore this surface depends on the stochastic process Ct and its differential must
be defined using stochastic calculus differentiation rules and in particular the so called Îto
formula [Oksendal 1998], already introduced in chapter 1. We get the following stochastic
partial differential equation (in the following, for sake of clarity, we will drop the curve’s
index i = {e, c} unless explicitly needed) :


∂tφ+ w · ∇φ+

1

2

∑

{xi,xj}={x,y}

∂2φ

∂xi∂xj
d〈Cxit , C

xj
t 〉


 dt+ σn|∇φ|dB̂n

t = 0, (3.3)

where Cxt and Cyt correspond to the coordinates of the curve-points in the Euclidian plan at
time t. As previously, we have introduced velocity drifts w(x) and Brownian motions B̂n

t (x)

which are extensions on the whole plane of the curves drift and noise. For the drifts, we
considered a unique smooth velocity field defined on the whole plane for both curves. This
velocity field is in practice obtained by the estimator proposed in section 1.4 of chapter 1.
Developing the quadratic variations of the form 〈Cxit , C

xj
t 〉 yields :

( ∂φ

∂t
+ M(φ)

︸ ︷︷ ︸
dynamic model

)
dt+ σn|∇φ|dB̂ = 0, (3.4)

with

M(φ) = w · ∇φ+
σ2
τ

2
κ|∇φ|+ σ2

n

2|∇φ|2∇φ
T∇2φ ∇φ, (3.5)

where ∇2φ denotes the Hessian matrix and κ is the mean curvature : κ = curv(φ) =
1
‖∇φ‖ (∆φ−∇φT∇2φ ∇φ). The temporal expectation of relation (3.4) is its deterministic part
and gives our evolution models for curves φi, i = {e, c}. All details regarding this dynamical
model, the way we estimate the uncertainties (σn, στ ), the formulations of adjoints and the
implementations can be found in [Thomas 2009, Thomas 2010].
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Figure 3.1 – Convective cell tracking : sequence#1. 4 images of the sequence. The
first line corresponds to the contours obtained after the propagation of the initial contour
with the proposed level set’s dynamics ; the second line shows the final results after the
assimilation process. Influence area are in blue and active part in red.

3.2.2 Observation operator

It is not possible to construct an observation term that relies on a reference temperature
histogram since the spatial organization of the temperature inside a convective cell evolves
along time. Assuming, as it is commonly done in convective cells detection issues, that the
core’s activity (resp. its external area) lies in temperatures under a given threshold Tc (resp.
above Te), the function φ, whose zero-level corresponds to the border to extract, should be
such as :

H(I(x)− T•)(1−H(φ•(x))) +H(T• − I(x))H(φ•(x)) = ε, (3.6)

where • = {e, c} and H is the Heaviside function (H(x) = 0 if x < 0 and H(x) = 1

elsewhere). This relation is zero if I(x) > T• and φ(x) > 0 or if I(x) < T• and φ(x) < 0.
This measurement model favors thus the curve interior to be above of a given threshold and
the exterior to be lower of the same threshold. Otherwise this function is always positive.
Hence, this relation enables to define the observation system Y = H(φ) as :

{
Y = 0

H(φ) = H(I(x)− T•)(1−H(φ(x))) +H(T• − I(x))H(φ(x))
(3.7)

The operator H is non-linear with respect to φ. Its associated tangent linear operator,
adjoint operator, associated error covariance matrices and implementations issues can be
found in [Thomas 2009, Thomas 2010].

3.2.3 Some results

We have first tested the method on a sequence of images that exhibits the evolution of
an important convective cell. The assimilation results are shown in figure Fig. 3.1. The first
line represents four images of the sequence where the propagation of the initial contours
through the dynamical model are superimposed (the contour in blue represents the cell
and the one in red is related to the core). The second line exhibits the results after the
assimilation. On the first row of this figure, one can observe that the development of the
dynamical model provides already a coarse approximation of the final contour location for
the whole convective cell (larger contour). In this particular example, the cell development is
progressive and almost linear. The level set dynamical model has been able to predict quite
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Figure 3.2 – Convective cell tracking : sequence#2 : 4 images of the sequence where
the influence area of the cell (blue) and its heart (red) obtained after the assimilation process
are superimposed.

accurately the successive locations of the cell contours. At the opposite, the cell core is slowly
dissipating along the sequence and undergoes a far more chaotic behavior. The benefit of the
assimilation process clearly appears on the second line of the figure 3.1 since the estimated
curves related to the contour and the core of the cell are well in line with the visualized
sequence. The second experiment represents a more complex scene since it contains several
cells at different degrees of evolution. In addition, as no convective phenomena are initiated
in the first image, no curves were used for the initial condition. The very first forecast of
the initial flat temperature surface corresponding to this initial condition obviously failed in
predicting the first series of contours where new cells develop. Despite this, we can observed
on figure Fig. 3.2 that the assimilation process enables to estimate accurately the contours
of the convective cells and their hearts. These two experiments demonstrate the ability of
the proposed assimilation process to recover reliable curves related to the contour and the
heart of the convective cells.

Let us now turn to the reconstruction of sea surface temperature images.

3.3 Sea Surface Temperature reconstruction

Because of the cloud coverage, sea surface temperature (SST) images produced from
satellite recordings contain missing data, as illustrated in the first line of figure Fig. 3.3.
Usually, a preliminary step before any processing on the SST images is the missing data
interpolation. Many algorithms have already been proposed for missing data interpolation.
Up to now, most of the existing methods are based on Kalman Filtering or smoothing
frameworks [Belyaev 2001]. The main drawback of the Kalman filtering methods is that,
because of the large dimensionality of SST images, estimating the covariance matrix of
the states tends to be computationally expensive, as it requires the inversion of very large
matrices. We have proposed a method based on the variational data assimilation framework
to assimilate missing data in SST images.

To perform the assimilation, the system state X corresponds to the SST (also noted θ)
and the observation operator is the identity. Its dynamics follows the heat equation :

∂X

∂t
= ν∆X (3.8)

where ν is a diffusion coefficient. Adapting the observation error covariance matrix R (cf
relation (2.4)) to the presence/absence of data allows to recover the SST information at
each location of the ocean, as illustrated in the second line of figure Fig. 3.3. This temporal
regularity constraint has enabled to improve the interpolated SST data compared with
usual interpolation techniques. To carry on with the quality of the reconstruction, it should
be noted that at some locations, chlorophyll observations are available. This scalar quantity
evolves following an advection-diffusion process and has fronts at the same location than
SST ones. It is therefore possible to exploit this property by assimilating both SST and
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Figure 3.3 – Assimilation of Sea Surface Temperature (SST) images. First line : input
data corrupted with cloud coverage ; Second line : assimilated SST.

(a) (b) (c) (d)

Figure 3.4 – Joint assimilation of SST and chlorophyll images. (a-b) : input SST and
chlorophyll images ; (c-d) : corresponding assimilated results.

chlorophyll. The system state reads then X = [θ, χ]T where χ stands for the chlorophyll
concentration values. Therefore one rewrites the cost function of the variational assimilation
framework in (2.4) by adding a penalization term yielding :

J (X) =
1

2

∫ tf

t0

‖θobs − θ‖2R−1
θ

dt+
1

2

∫ tf

t0

‖χobs− χ‖2
R−1
χ
dt+

1

2
‖X(x, t0)−X0(x)‖2B−1

+
1

2

∫ tf

t0

‖∂X
∂t

(x, t) + M(X(x, t))‖2Q−1dt− 1

2

∫ tf

t0

gβ(|∇θ|)
〈 ∇θ
|∇θ| ,

∇χ⊥
|∇χ|

〉
dt,

(3.9)

where the evolution model is composed of the heat equation for θ and advection-diffusion
for χ. It reads :

M(X) =

(
−∆ 0

0 v · ∇ − ν∆

)(
θ

χ

)
(3.10)

where v is an external velocity field (provided by meteorological centers or estimated from
the data). The additional term of the cost-function (last part of relation (3.9)) aims at
imposing SST and chlorophyll fronts at the same locations. It is composed of an edge
detector : gβ(x) = 2/(1+βx)−1 that highlights SST fronts and the scalar product enforces
a same direction of the gradients ∇θ and ∇χ. The figure Fig. 3.4 illustrates some results.
It can be observed that fronts appear more clearly for both data and their locations are
consistent.

Despite an overall rating very efficient compared to existing approaches, it nevertheless
appeared during the validation step that most of the errors were concentrated on the fine



3.4. Data assimilation for multi-resolution 51

scale structures of the flow. Our current work is then concentrating on the use of more
adapted models for a better recovery of the fine scale structures. In particular we focus
on Surface Quasi-Geostrophic equations dynamical models [Lapeyre 2006]. They are based
on an advection-diffusion principle where the diffusion is “softer” than the usual Laplacian.
It corresponds to a diffusion of a scalar θ of the type

√
∆θ instead of ∆θ. It is proved in

[Lapeyre 2006] that such models are more adapted to the fine scales. To solve mathemati-
cally the problem, we are rewriting the assimilation system in a spectral domain in order
to simplify the computational aspects related to this new diffusion.

Let us now introduce the way we used the variational assimilation framework for multi-
resolution analysis.

3.4 Data assimilation for multi-resolution

In this section we briefly introduce the principle of the multi-resolution process (next
paragraph), then we highlight some difficulties (in section 3.4.2) and in section 3.4.3, we
propose an original way based on variational assimilation to perform the multi-resolution.
This work is under process and preliminary results are exhibited here.

3.4.1 General principle of multi-resolution

Many computer vision techniques (related to motion estimation, segmentation, charac-
terization, ...) can be seen as finding a variable X by solving an equation H(X, I,X0) that
depends on the image luminance I and the pixel grid X0.

Because most of the assumptions used often only hold in a linear case (as the optical
flow constraint equation of relation (1.1) which is valid only for small displacements), it is
common to embed the resolution of H(X, I,X0) in a so-called “multi-resolution” scheme.
The main principle consists in redefining the images on smaller grids XN that correspond
to the initial grid X0 divided by a factor N . On such “coarse” images, we assume that de
resolution of H(X, I,XN ) can be done under linear constraints and this provide a coarse
approximation XN of the final solution X. In a step forward, this approximation XN is
used as an initial condition for a new problem where the goal is to extract a refinement
dX (with X = XN + dX) that can be estimated from XN using linear constraints. Such
process is commonly repeated for several levels of resolutions yielding a succession of linear
problems.

To get such “coarse” data on which the problem is solved, a usual strategy consists in
using a pyramidal decomposition of the images, for instance with wavelet decompositions or
gaussian filtering followed by decimations, as illustrated in Fig. 3.5(a) for a factor N = 2.
The estimation is then performed first from the smallest images (under linear constraints)
and the solution is reprojected to the following level. Another possibility that we have
proposed in [Corpetti 2011] consists in obtaining X` (related to the solution of a problem
H(X, I,X`) at a resolution `) by performing a convolution of H(X, I,X0) by a gaussian
kernel of standard deviation `. Indeed, a multi-resolution scheme consists in redefining the
problem on a grid X` which can be viewed as a coarse representation of the initial grid
X0 = X with a Brownian isotropic uncertainty of constant variance ` (see the illustration
in figure 3.5(b)) :

X` = X0 + ` I2dB. (3.11)

where B is a standard Brownian motion and I the 2D identity matrix. Any solu-
tion X` of a problem H(X, I,X`) defined on a grid X` should satisfy the expectation
E(H(X, I,X`)|X0) which is equivalent (see [Corpetti 2011] for the demonstration) to
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(a)

grid X0

grid X l

(b)

Figure 3.5 –Different representations of the multiresolution. (a) : a usual pyramidal
decomposition ; (b) a stochastic process where green circles represent the original pixel grid
and red circles represented the grid at a given resolution `.

a convolution of H(X, I,X0) with the isotropic gaussian N (O, `). Therefore the multi-
resolution can be performed by solving a family of problems g` ∗H(X, I,X0) at the various
resolutions `. A main advantage of such a formulation of the multi-resolution setup is to
naturally get rid of the use of a pyramidal image representation. Instead of dealing with
successive decimations of factor 2 of the initial image to fix the different multiresolution
levels, the evolutions of the levels ` are much flexible here.

3.4.2 Difficulties

Whatever the multi-resolution setup chosen, one of the main difficulty remains on the
succession of independent problems : at a given resolution `n, the problem consists in finding
dX`n using X`n+1 as a coarse approximation : X`n = X`n+1 + dX`n . Once X`n estimated,
its value is kept during the rest of the process. This is somewhat prejudicial since it is now
recognized that small scales (related to finer resolutions) interact with larger scales. With
such schemes, at a given resolution `n, the information related to smaller scales ` < `n can
not be taken into account. In addition, any error in the estimation of X`n will also be kept
and propagated across the resolutions without any possibilities of correction.

To deal with these difficulties, we propose in the following section a solution based on
data assimilation.

3.4.3 Variational assimilation for multi-resolution

In this section we illustrate the way we exploit the variational assimilation framework
for efficient multi-resolution schemes.

The usual temporal variable t is now connected to the different resolutions. We rather
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prefer to represent its value with the parameter ` : ` = 0 corresponds to the “plain” resolution
at the image grid and we assume that the system state X evolves across the resolutions
following :

∂X

∂`
=

1

2
∆X. (3.12)

Indeed, it can easily be demonstrated that the solution of the previous relation is

X` = X(`) = g√` ∗X(0), (3.13)

where g√` is a gaussian kernel of standard deviation `. As shown in the previous paragraph,
this relation enables to accede to the various scales of X. The model in (3.12) is then a
perfect modeling for an exploration of X at different resolution levels.

The multi-resolution estimation procedure consists now to estimate X(0) at the initial
artificial time ` = 0 (which corresponds to the image grid) under the perfect model of
relation (3.12). The initial condition X0 is set to zero and the observation system Y(X0) =

H(X0, X0) defined at the image grid X0 reads for any resolution ` > 0 :
{

Y(X`) = g√` ∗Y(X0)

H(X`, X`) = g√` ∗H(X0, X0).
(3.14)

Following the algorithm described in section 2.2 of chapter 2, as the first integration of the
dynamic model in (3.12) with null initial condition gives zeros, the process is expressed
as (with B and R the error covariance matrices related to the uncertainty on the initial
condition and the observations) :

1. X̃(`) = 0 ∀` ∈ [0, `f ] compute the adjoint variables λ(`) with the downscaling equa-
tion :

λ(`f ) = 0 ;

− ∂λ

∂`
(`)− 1

2
∆λ(`) =

(
∂XH`

)∗
R−1(Y(X`)−H(X`, X̃`))

(3.15)

2. Update the correction at the image grid : dX(0) = Bλ(0) ;

3. Assess to the correction at all the resolution levels dX(`) from dX(0) with the upscaling
equation :

∂dX

∂`
=

1

2
∆dX (3.16)

4. Update : X̃ = X̃ + dX, ∀` ∈ [0, `f ]

5. Loop to step (1) until convergence

The first step corresponds to the usual downscaling approach : from coarse to fine
resolutions, we compute and propagate the errors. This enables to refine the solution at
the image grid (step 2). Unlike the classic multi-resolution, we then re-propagate this
correction at the various resolutions (step 3) and the process is repeated until convergence.
This framework enables to modify former solutions at given resolution ` = L by taking
into account their influence on smaller scales ` < L. This answers a difficulty mentioned in
section 3.4.2 and authorizes a correction of the estimations at the resolution levels.

3.4.4 Some results

We have tested this framework for the motion estimation issue. The system state X =

v = [u, v]T represents the velocity field to estimate between images I(X0, t−1) and I(X0, t).
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COM HS DC 1 DC 2 ANISO LK OFCE AMR
AAE 4.58o 4.27o 4.35o 3.04o 3.12o 6.07o 4.53o 3.74o

RMSE 0.1520 0.1385 0.1340 0.09602 0.0961 0.1699 0.1243 0.1057

Table 3.1 – Quantitative comparisons on the DNS sequence with a commercial tech-
nique based on correlation (COM, La Vision system), Horn & Schunck (HS, [Horn 1981]), two
fluid dedicated motion estimators with div-curl smoothing terms (DC 1 : [Corpetti 2002] ; DC2 :
[Yuan 2007]), the stochastic approach presented in chapter 1 in anisotropic version (ANISO), a
Pyramidal Lucas-Kanade (LK, [Lucas 1981]), a Lucas-Kanade term embed in a multi-resolution
scheme with successive convolutions without any assimilation (as presented in section 3.4.1, OFCE)
and the proposed multi-resolution using variational assimilation (AMR).

Using a Lucas-Kanade technique (presented in section 1.2.3 of chapter 1) at a resolution `
yields an observation system defined as :

{
Y(X`) = g√` ∗ gσ ∗

(
I(X0, t)− I(X0, t− 1)

)

H(X`, X`) = −g√` ∗ gσ ∗∇IT (X0, t)
(3.17)

where the adjoint
(
∂XH(X`, X`)

)∗ reads −g√` ∗ gσ ∗∇I(X0, t) and gσ is a convolution
with a gaussian of standard deviation σ related to the Lucas & Kanade strategy. It should
be outlined that this observation model is implemented for a testing issue but obviously,
one of the main advantage of this framework is its possibility to naturally embed in the
observation term some physical models accurately defined at a given resolution ` (sub-grid
models in particular).

We have tested this technique on the synthetic particle images represented in the figure
Fig. 1.6 of chapter 1. We also have re-depicted some of the numerical values of table 1.1
in table 3.1 where we have compared the proposed strategy with other techniques. It is
very interesting to observe on this sequence that, for the same simple observation term
related to the ofce but embed in various multi-resolution strategies (LK : pyramidal,
OFCE : access to the resolution levels but convolutions, AMR : the proposed technique),
the presented one is the most efficient. We also outline from this table that the pyramidal
technique usually exploited to obtain the various scales is less performing than a series of
convolutions. Compared to more advanced techniques related to optical-flow or devoted
to fluid images, the improvement obtained with this framework yields this technique very
competitive.

More advanced evaluations are in progress. Let us now turn to the application of the
assimilation framework for the analysis of crowds.

3.5 Application to other “flows” : crowd motion analysis

We also have used the variational assimilation framework for the analysis of crowds.
Although the application is completely different, we have been based on some works (in
particular [Hughes 2002, Hughes 2003]) that use fluid mechanics properties to model dense
crowds. Analyzing crowd footages is of prime interest in a variety of problems : it can help
to i) better understand crowd dynamics or the related behaviors [Helbing 2007], ii) develop
surveillance or crowd control systems [Mehran 2009], iii) design and configure public spaces
or as well iv) enrich computer animation models used in the context of video games or special
effects [Courty 2007a, Courty 2007b, Lee 2007]. In the two last decades, two main strategies
have been carried out to represent crowds :
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1. representation at the pedestrian level : each individual is an entity/particle driven in
a Lagrangian framework. The crowd representation results from the combination of
a large number of entities.

2. the crowd is modeled in a continuous framework related to some scalar/vectorial
characteristic quantities (density or displacement field for instance). The governing
equations are represented in an Eulerian context and the individual notion is vanished.

The assimilation framework is adapted to this last representation. We have worked into
three directions. First, we have proposed a simple crowd evolution model based on conti-
nuous laws. Roughly, this model states that the pedestrians aim at reaching their optimal
direction (depending on their goal, position and obstacles) while preventing from dense
areas. In a second step, this model has been exploited in a completely continuous way to
recover the motion fields and the associated density of pedestrians. Lastly, a mixed conti-
nuous/discrete version of the model has been used to animate various crowd scenarios with
specific properties fixed by the user. This is presented in the next sections.

3.5.1 Dynamic crowd model

We start from a scene with obstacles where all humans share the same goal. Reasonably
assuming that each pedestrian aims at minimizing his travel time to his objective, the
optimal direction P at a given location can be derived from the gradient of a potential
function φ defined over the whole domain Ω. It can be shown that this potential is the
solution of the classical Eikonal equation which has among others been widely used in
the context of path planing [Kimmel 2001]. For a given scene, we then derive an optimal
normalized direction field P = (U, V )T = ∇φ/‖∇φ‖ of the pedestrians that corresponds
to the theoretical normalized direction of a pedestrian without any constraints. If now
the pedestrians evolve in a crowded environment, we assume that the deviations of their
velocity from the optimal direction is due to the density that prevents from aiming the
optimal direction. Therefore, we propose the following dynamical model :

v(x, t) = α(ρ)
(

P (x, t)︸ ︷︷ ︸
wished direction

− β(ρ)∇ρ(x, t)︸ ︷︷ ︸
density repulsion

)
(3.18)

where α and β depend on the density ρ and need to be defined. The rule of α is to precise
the global magnitude of the velocity of the pedestrians. As for parameter β, it aims at
specifying the way the density influences the optimal direction. Their exact definition is
presented in [Allain 2009], as well as strategies to avoid pedestrian collision. The output of
the simulation model in (3.18) can be used as the input of a rendering processes in order
to animate some flows using various conditions (lighting, shooting angle, ...). The figure
Fig. 3.6 gives an example of some produced scenarios with various obstacles. This model
has been validated from the point of emergent situations where we have demonstrated
that some known emerging phenomena (depending on density/obstacles) are accurately
reproduced.

3.5.2 Crowd analysis using variational assimilation

The aim is to extract the velocity and the density of the crowd. The estimation of the
density is a tricky task in crowd analysis and the assimilation framework gives an appealing
solution. The system’s state X is composed of the two components of the velocity field
v = (u, v)T and of the density of the crowd ρ (X = (u, v, ρ)T = (v, ρ)T ). The dynamic
model for the velocity is described in relation (3.18). As for the density we assume that
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(a) (b) (c) (d)

Figure 3.6 – Crowd simulation model. (a) : a real crowd picture ; (b–d) : some simulations
provided by our model

this quantity is transported by the motion field and is diffused along time with a coefficient
β(ρ(x, t)). It then obeys to a classical advection-diffusion relation and the overall dynamic
model is (the spatio-temporal indexes (x, t) being removed) :

[
v
∂ρ
∂t

]
+




0 α(ρ)β(ρ)∇

0 v ·∇− β(ρ)∆




︸ ︷︷ ︸
M(X)

[
v

ρ

]
=

[
α(ρ)P

0

]
+ νm (3.19)

where νm is an uncertainty.
The observation system Y = H(X) + νo is defined on the basis of the ofce (relation

(1.1) which is valid for such rigid bodies) for the velocity field and no observations are
available for the density. Therefore it reads

Y =
∂I(x, t)

∂t
and H =

[
−Ix(x, t), −Iy(x, t), 0

]
. (3.20)

This observation operator involves only the motion field. This means that the density cor-
rection will be achieved only from deviations of the dynamic model.

An illustration of the assimilation results on a real sequence representing a crowd en-
tering a railway station in the city of Monaco is in Fig. 3.7. This example is interesting
since a variety of phenomena are present : a continuous flow at the beginning followed by a
compression of some peoples in the left part of the images. In addition, the limit of the door
is a barrier that creates an opposite flux in the crowd flow. In this example, our method
has detected (cf. images 3.7.(g-h)) two sensible areas where the density is growing larger :
the end of the barrier and the wall on the right of the image. This kind of information
associated to the density is very useful in many topics related to security, design, ... and is
difficult to achieve with usual computer vision techniques. The reader can find more details
in [Allain 2009].

3.5.3 Crowd animation using variational assimilation

In this section we aim at simulating some crowds with specific properties.
Simulating crowd of individuals has drawn a lot of attention over the past decades

for the potential interests of computer graphics but also for safety engineering or robotics
applications. Controlling a crowd to achieve a given effect is a rather difficult task, mostly
because the only control parameters are those of the simulation model, which are generally
not designed for it. We have proposed to solve this problem using data assimilation.
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t = 1s t = 70s t = 140s t = 240s

Figure 3.7 – Results on a real crowd flow representing the entrance of a subway. (a–
d) : 4 images of the sequence (t = 1s, 70s, 140s, 240s) where the obstacles are superimposed
(in white) ; (e–h) : estimated density and some level-lines ; (i–l) estimated motion fields for
t = 1s, 70s, 140s, 240s.
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t = 1s t = 5s t = 7s

t = 12s t = 15s t = 17s

Figure 3.8 –Crowd animation : snapshots of a sequence obtained by imposing a constant
vorticity of the motion field at time t = 7s in the left part of the image and at time t = 15s

in the right part.

The crowd is composed of a set of N pedestrians and the system’s state is of the form
X = [x1,v1, ...,xN ,vN ]T where i = {1, ..., N} and components xi (resp. vi) are related to
their positions and velocities. We have adapted the dynamical model in (3.19) to this new
representation and we also included some constraints to avoid pedestrian collisions. The
problem is now : how to find a complete sequence of states X(t) submitted to a dynamical
model where at some locations ti we expect some components of the system state (position
or velocity or both) to reach a given configuration fixed by the user. To answer this question,
one can use the assimilation framework where the observation model Y(t) = X(t) reads :

Y(t) = [xobs(t),vobs(t)]
T (3.21)

where xobs and vobs are the wishes positions and velocities. The associated error covariance
matrix R−1(t) is diagonal and of the form :

R−1(t) =

[
R−1

x 0

0 R−1
v

]
(3.22)

where 0 is a null diagonal matrix of size N × N . The matrices R−1
x and R−1

v are also
diagonal of size N × N . Their corresponding values are 0 when the user has no specific
requirements and 1 otherwise.

Using the strategy of section 2.2 with these system state and observations models autho-
rize the computation of the sequence X(t) that corresponds to the positions and velocities
of each pedestrians, under the constraints fixed by the user. For instance, in figure 3.8, we
have plotted 8 images of an animated sequence of 20s. Pedestrians aim at going on the
right part of the image. We have imposed the vorticity of the global velocity field to reach
constant homogeneous areas at time t = 7s in the left part of the image and t = 15s in the
right part. The process has then builded a consistent set of trajectories for all the pedes-
trians, as we try to illustrate in figure 3.8. Note that if the observations are issued from real
measurements (on image sequences) one gets a mean to produce a synthetic animation of
an observed crowd.
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3.6 Summary

In this section we have presented several computer vision tools based on assimilation
techniques. We have in particular proposed approaches able to track curves, reconstruct
missing data, perform multi-resolution and analyze crowd behaviors. For all these applica-
tions, the assimilation framework is an appealing solution for dealing in an efficient way
with the large system state and the potentially lack of data. In addition, as shown in the
crowd example, this tool is very promising for the estimation of unobserved parameters
(like the density for crowds). We then believe that the data assimilation framework is very
well adapted to the analysis of image sequences.





Conclusion of the first part

In this first part, we have been focused on the analysis of Low Spatial Resolution image
sequences. On such data, atmospheric flows and oceanic circulations are visible and we
have been focused on the definition of tools for motion estimation, curve tracking or data
reconstruction for such specific motions.

To this end, we have first proposed original techniques for the motion estimation pro-
blem from a pair of images. The solutions include new observation terms either based on
physical laws or on a stochastic interpretation of the luminance associated with adapted
smoothing priors. When a sequence of image is available, we have been based on the va-
riational assimilation framework which is an elegant way to efficiently deal with dynamical
constraints, large system states and noising and/or missing observations. Several motion
estimation techniques have been introduced, as well as tools for curve tracking and data
reconstruction.

As the processing of such LSR data require some techniques issued from computer vision,
we also have proposed more generic tools for time-consistent motion estimation and multi-
resolution analysis. In addition, we have presented an original way to manipulate crowds.
In this latter situation, more than the application, an original technique to simulate and
deal with discrete objects (pedestrians) submitted to continuous flows has been introduced.

In the second part of this document, we now focus on the analysis of Very High Spatial
Resolution remote sensing images.





Deuxième partie

Very high resolution remote
sensing images : pattern analysis

and change detection





Introduction

As mentioned in the general introduction, the global context and long term objective
of the researches that are developed concern the analysis of relationships between climate
and land cover. Remote Sensing images are a privilege source of observation.

In that context, VHSR (Very High Spatial Resolution) data provide a valuable source of
information for the analysis of land cover. However analyzing the patterns of VHSR images
is more complex than with medium or low resolution data. As a matter of fact, VHSR
images contain many relevant information but they also embed non-informative structures
such as shadows, cars, animals, ... Many commercial tools exist for the manipulation of
such data (such as IDRISI c© 1, ENVI c© 2 or eCognition c© 3) but they appear to be limited
for advanced studies related to agriculture characterization or change detection. In this
part, we are then focusing on the definition of techniques mainly (but not only) focused on
the manipulation of agricultural data. It should be noted that these works have been done
within the COSTEL group where not only the methodology was necessary but it was also
required that possibly non-specialists researchers (from an image processing and computer
science point of view) can easily apply the approaches to massive databases. This point has
had an influence on some methodological choices.

This second part is structured as follows :
– The chapter 4 presents a general framework for the characterization and compa-
rison of agricultural parcels and more generally textured patterns ;

– The chapter 5 gives some applications of the previous descriptors for the segmen-
tation and the classification of agricultural parcels, the estimation of the orientation
and the detection of textured fronts ;

– Finally the chapter 6 is devoted to the change detection problem where we pro-
pose several tools that either rely on the works of the previous chapters but we also
introduce more generic approaches.

1. http://www.clarklabs.org/
2. http://www.ittvis.com/ProductServices/ENVI.aspx
3. http://www.ecognition.com/

http://www.clarklabs.org/
http://www.ittvis.com/ProductServices/ENVI.aspx
http://www.ecognition.com/
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4.1 Overview

In this chapter we are focused on some specific patterns that appear in several remote
sensing data. These patterns can either be related to :

– agricultural parcels : the different kind of cultures in crops, the different ways of
diggings, ... make some specific textured patterns whose analysis is crucial in order to
monitor the vegetation (see Fig. 4.1(a–c)) ;

– specific organization of clouds : for instance, the clouds generated at the so-called “sea
breeze front” are natural markers of the limit of the penetration of the sea breeze
inland, as illustrated in figure Fig. 4.1(d).

From these illustrations it is obvious that patterns are well discriminated by their orienta-
tion, scale, texture, ... Therefore a multi-scale analysis at different orientations appears to
be a rational choice. In that context, wavelets consists in an appealing solution. In addition,
as we will observe in the next chapter, we will have to compare some parcels whose size are
different. The descriptors have then to be insensitive to the size of the patterns.

We then suggest to represent the different properties of the textured areas on the basis
of the distribution of their wavelet coefficients. A general introduction and the underlying
assumptions on which we rely are addressed in section 4.2. The section 4.3 presents our
descriptors and section 4.4 introduces the way we compare two regions.
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(a) (b) (c) (d)

Figure 4.1 – Illustration of textured patterns ;(a–c) : VHSR data representing cereals,
sowed meadow and forest ; (d) : LSR data where the white line corresponds to the coast line
whereas the red line corresponds to the sea breeze front, identify by the limit of a textured
area composed of a line of cumuliform clouds.

4.2 Generalities about wavelet & assumptions

4.2.1 Wavelet decomposition of signals and images

Noting f(x) a real signal (1-dimensional for the sake of clarity), its continuous wavelet
decomposition F is :

F(a, b) =

∫ ∞

−∞
f(t)

1√
a
ψ

(
t− b
a

)
dt (4.1)

where ψ stands for the analyzing wavelet, ψ being the complex conjugate of ψ and a (resp. b)
is a scaling (resp. position) parameter. Any combinations of scaling and position parameter
are possible. For digital signals I[n], a discrete transform can be defined as :

I[j, k] =

N/2∑

n=−N/2
I[n]2−

j
2ψ
[
2−

j
2 (n− k)

]
(4.2)

for a position k and a scaling factor j. The support of the wavelet ψ is [−N/2, N/2]. It
can be shown (see [Mallat 1989] for instance) that the family ψj,k = ψ(2−

j
2 (n − k)) for

(j, k) ∈ Z2 constitutes an orthonormal basis and any digital signal I can be represented as :

I[n] =
∑

k

A[k]φJ,k[n] +
−1∑

j=−J

∑

k

I[j, k]ψj,k[n] (4.3)

where φ is the scaling function. The coefficients A[k] correspond to an approximation (also
named continuous component) of the initial signal I at resolution J and all I[j, k] are the
details associated to the scale j. The total numbers coefficients A and I equals the number
of elements of I. For 2D discrete signals like digital images, the extension of the orthonormal
basis gives a wavelet decomposition that highlights an approximation band and three kinds
details : horizontal, vertical and diagonals, as shown in figure 4.2(a-b).

4.2.2 Assumption related to wavelet coefficients

In a given sub-band of the wavelet decomposition, S.G. Mallat verified that the distri-
bution of the wavelet coefficients related to details I[j, k] of any texture pattern follows a
Generalized Gaussian Density (GGD) function [Mallat 1989]. The GGD reads :

p(x;α, β) =
β

2αΓ(1/β)
e−( |x|α )

β

, (4.4)
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Figure 3. Décomposition en ondelettes d’une image : a. Image originale, b. compo-
santes issues de la transformée, c. notations des composantes

En pratique, ces coefficients sont calculés par l’application successive de filtres
miroir en quadrature (Van de Wouwer et al., 1999) sur les rangées et les colonnes de
l’image (Figure 2). À chaque étape de filtrage, nous obtenons une série de coefficients
pour une résolution donnée : IJ,n correspond à une image basse ré solution et les séries
wj,n comportent 3 images de détails. Comme les images de détails sont obtenues en
appliquant horizontalement et verticalement un filtre passe-haut et un filtre passe-bas,
elles contiennent les directions verticales, horizontales et diagonales. Enfin, l’image
basse résolution peut à son tour être décomposée pour obtenir une nouvelle série de
coefficients à plus grande échelle. La figure 2.1 donne un exemple de décomposition
d’une image ainsi que la représentation de l’organisation des composantes qui en ré-
sulte. Si le nombre de niveaux de décomposition est suffisant, alors on peut associer
les informations de luminance des objets à la composante d’approximation, tandis que
les informations de textures correspondant aux variations locales de la fonction de lu-
minance sont captées par les composantes de détails. Dans cet article, l’ensemble des
composantes sont utilisées, ce qui permet de prendre en compte à la fois les propriétés
de luminance et de texture des images.

(a) (b) (c)

Figure 4.2 – Example of a wavelet decomposition : (a) : an input image ; (b) its
decomposition on an orthonormal basis where the approximation band and the horizontal
(resp. vertical, diagonal) are shown for 2 levels of decomposition. The vertical orientation
of the pattern in (a) clearly appears in the vertical bands and does not affect other ones ;
(c) : distribution and corresponding GGD for the vertical coefficients in the first level of
the decomposition

and is characterized by two cœfficients : the scale parameter α and the shape parameter
β 1. The term Γ(t) =

∫ +∞
0

e−zzt−1dz is the mathematical Gamma function. Figure 4.2(c)
illustrates the GGD distribution of the coefficients in a sub-band of a wavelet decomposition.

4.3 Characterization of agricultural parcels

Under the representation with GGD, any texture pattern can be characterized by a
sequence :

T = (αj,Z , βj,Z) (4.5)

where J ≤ j ≤ −1 is the scale analysis and (αj,Z , βj,Z) are coefficients related to GGD in
the Z = {H,V,D} directions (corresponding to the horizontal, vertical or diagonal band).
In practice, the estimation of parameters (αj,Z , βj,Z) from a set of data is performed using
a maximum-likelihood technique, as detailed in [Varanasi 1989]. The representation in (4.5)
does not take into account the approximation of the original signal and is therefore only
related to the texture components. In general the distribution of the approximation band
does not a fit a GGD. If one desires to embed such continuous part in the representation,
the descriptor is defined as :

T = (p, αj,Z , βj,Z) (4.6)

where p is a smooth histogram of the empirical distribution of the coefficients A[k]. We
prefer to rely on histograms in order to guarantee an independency with respect to the
spatial location of the coefficients. The smoothing prevents from bad interpretations of the
empirical distributions that are likely to be locally noisy. The technique used to smooth
histograms is a kernel method [Bowman 1997].

The descriptors in (4.5-4.6) characterize our textured pattern issued from remote sen-
sing data. As we use either a parametric representation of the distribution of coefficients
(through GGD) or a smoothed histogram, some uncertainties ∆ = (∆p,∆j,Z) are introdu-
ced compared to the empirical distributions. They are computed from the root mean square

1. A gaussian distribution corresponds to β = 2
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error of the estimation :

∆• =

√
1

x2 − x1

∫ x2

x1

(p•(x)− p•(x))2dx (4.7)

where p•(x) (resp. p•) ∈ [x1, x2] is the empirical (resp. smoothed) distribution in the band
•. The next section proposes a way to compare two regions Ra and Rb characterized by
Ta and Tb (relations (4.5) or (4.6)) and their associated uncertainties ∆a and ∆b (relation
(4.7)).

4.4 Comparison of agricultural parcels with data fusion

To be more general, we assume that our descriptors include the approximation part
(formulation in (4.6)). We aim at comparing two regions Ra and Rd described with
Ta = (pa, αa,j,Z , βa,j,Z) and Tb = (pb, αb,j,Z , βb,j,Z). We first define one similarity indi-
cator L(Ra, Rb) based on the luminance and several similarity indicators Tj,Z(Ra, Rb) (j
corresponding to the scale and Z to the horizontal, vertical or diagonal band of the wavelet
decomposition) based on the texture. All the indicators are then fused in a step forward to
define a unique similarity criterion.

4.4.1 Comparison of luminance

The luminance information is embedded in the approximation part. A criterion based
on the Bhattacharyya formula is used :

L(Ra, Rb) =

(
1−

∫ √
pa(x)pb(x)dx

)
. (4.8)

This criterion L is null for two identical distributions and grows up to 1 when they differ.
The associated incertitude is derived following uncertainty computations stating that any
function f(pa,pb) such that pa(x) = pa(x)±∆pa and pb(x) = pb(x)±∆pb is associated to
an uncertainty ∆f(pa,pb) that reads :

∆f(pa,pb) =

∣∣∣∣
∂f

∂pa
(pa,pb)

∣∣∣∣∆pa +

∣∣∣∣
∂f

∂pb
(pa,pb)

∣∣∣∣∆pb. (4.9)

This latter relation comes from the Taylor’s theorem where all uncertainties have positive
contributions. We then associate an uncertainty ∆L to the criterion (4.8) which is :

∆L(Ra, Rb) =

∫ (∣∣∣∣
pb

2
√
papb

∣∣∣∣∆pa +

∣∣∣∣
pa

2
√
papb

∣∣∣∣∆pb
)
, (4.10)

4.4.2 Comparison of texture

We are based on the Kullback-Leibler criterion. This latter is defined between distribu-
tions pa and pb as :

KL(pa,pb) =

∫ +∞

−∞
pa(x) log

pa(x)

pb(x)
dx (4.11)

This criterion is non-symmetric. Depending on the application, it might be useful to use a
symmetric version of the type KLS(pa,pb) = (KL(pa,pb) +KL(pa,pb))/2. For instance,
if one wants to compare two regions, a symmetric version is useful. At the opposite, if we
expect to highlight transitions between two parcels, a non-symmetric version is preferred.
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For two GGD pa and pb defined with (αa, βa) and (αb, βb), this similarity measurement
reads [Do 2002] :

KL(αa, βa, αb, βb) = log

(
βaαbΓ(1/βb)

βbαaΓ(1/βa)

)
+

(
αa
αb

)βb Γ((βb + 1)/βa)

Γ(1/βa)
− 1

βa
. (4.12)

Its value is null for two identical distributions and progressively grows up when the dis-
tributions differ. To derive a criterion measurement in [0, 1] from the KL dissimilarity,
we hence apply a function g of the type g : [O,+∞[−→ [0, 1[. The function g used is
g(x) = x2/(σ2 + x2) and the critera Tj,Z(Ra, Rb) for all pair {j, Z} are finally defined by :

Tj,Z(Ra, Rb) = g(KL•(pa,pb)) (4.13)

where KL• is either the criterion in (4.11) or its symmetric version. The associated uncer-
tainty reads (for KL• = KL) :





∆Tj,Z (Ra, Rb) =
2σ2KL(pa,pb)

(σ2 +KL(pa,pb)2)2
∆KL(pa,pb) with

∆KL(pa,pb) =

∫ +∞

−∞

∣∣∣∣1−
pb(x)

pa(x)
+ log

pa(x)

pb(x)

∣∣∣∣∆padx
. (4.14)

It is important to outline that one could have use other similarity criteria, like the Bhatta-
charyya one, which has the advantage to directly be in the interval [0, 1]. However, in our
experiments, this latter was less discriminative than Kullback-Leibler [Lefebvre 2009]. Fur-
thermore, to the best of our knowledge, the Kullback-Leibler criterion between two GGD
is the only one that can be expressed in an analytic way, which simplifies many practical
aspects.

A set of P indicators C = {L(Ra, Rb), Tj,Z(Ra, Rb)} (J ≤ j ≤ −1, Z = {H,V,D})
with associated incertitudes ∆C = {∆L(Ra, Rb),∆T (Ra, Rb)} is then available to sense the
similarity between regions Ra and Rb on the basis of their luminance and texture. From C
and ∆C , the next section proposes a way to derive a unique similarity criterion.

4.4.3 Fusion of similarity criteria

For each criterion C(`), ` = 1...P , we define three mass functions mA(C(`)), mB(C(`))
and mA∪B(C(`)) related to the belief on three hypotheses :

1. Hypothesis A : regions Ra and Rb are similar following criterion C(`) ;
2. Hypothesis B : regions Ra and Rb are not similar following criterion C(`) ;
3. Hypothesis A∪B : uncertainty about the similarity of the regions following criterion
C(`) ;

where mA(C(`))+mB(C(`))+mA∪B(C(`)) = 1. The way we get m from any criteria in C(`)
is only a normalization step :

S = 1 + ∆C(`) and





mA(C(`)) =
(

1− C(`)
)
/S

mB(C(`)) = C(`)/S
mA∪B(C(`)) = ∆C(`)/S

(4.15)

The values mA(C(`)), mB(C(`)) and mA∪B(C(`)) constitute mass functions commonly used
in evidence theory and can then be fused together. Among the available fusion approaches,
we chose the Dempster’s fusion rule issued from the well-known Dempster-Shafer theory
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[Shafer 1976] that has proved to be very efficient in such context. This latter reads, for any
hypothesis H 6= ∅ and mass functions m1 and m2 to fuse :

m(H) = [m1 ⊕m2] (H) =

∑
H1∩H2=H

m1(H1)m2(H2)

1− ∑
H1∩H2=∅

m1(H1)m2(H2)
(4.16)

where K =
∑

H1∩H2=∅
m1(H1)m2(H2) measures the conflict between sources m1 and m2. It

should be noted that this fusion rule holds for independent sources of data. For that reason,
we use wavelet packet decomposition since the related coefficients are less correlated
together. In the future we will use Dempster-Shafer’s based technique that take into
account a dependency between sources of informations [Denoeux 2008]. As the Demps-
ter’s fusion rule is associative, one can apply the following algorithm to fuse all our criteria :

%Initialization at ` = 1:
PA(Ra, Rb) := mA(C(1))
PB(Ra, Rb) := mB(C(1))
PA∪B(Ra, Rb) := mA∪B(C(1))
%Fusion of all the criteria
for ı = 2 to P

PA(Ra, Rb) =

mA(C(ı))PA(Ra, Rb) + PA(Ra, Rb)m
A∪B(C(ı)) +mA(C(ı))PA∪B(Ra, Rb)

1− (PA(Ra, Rb)mB(C(ı)) +mA(C(ı))PB(Ra, Rb))

PB(Ra, Rb) =

mB(C(ı))PB(Ra, Rb) + PB(Ra, Rb)m
A∪B(C(ı)) +mB(C(ı))PA∪B(Ra, Rb)

1− (PA(Ra, Rb)mB(C(ı)) +mA(C(ı))PB(Ra, Rb))

PA∪B(Ra, Rb) =

mA∪B(C(ı))PA∪B(Ra, Rb)

1− (PA(Ra, Rb)mB(C(ı)) +mA(C(ı))PB(Ra, Rb))

end

Finally, the similarity measurement between regions Ra and Rb retained is
κ(Ra, Rb)±∆κ(Ra, Rb) ∈ [0, 1] such as :

{
κ(Ra, Rb) := PA(Ra, Rb)

∆κ(Ra, Rb) = PA∪B(Ra, Rb)
. (4.17)

4.5 Summary

In this chapter we have proposed some descriptors for the characterization of texture
patterns. They are based on a representation of the detail coefficients (and eventually on
the approximation component) of a wavelet decomposition. As for the approximation part,
it can be useful if one compares patterns in similar conditions (same image for instance)
but this component is often not used when we deal with images of different sensors.

We have assumed that the distribution of the coefficients follows a generalized gaussian
density and this distribution can therefore be characterized only with two parameters related
to the scale and the shape.This drastically reduces the size of the descriptor. In addition,
the associated uncertainties related to the fitting of each GGD are extracted.
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We have introduced a way to compare regions identified by the proposed descriptors.
This relies on similarity measurements (Kullback-Leibler) from which we define mass func-
tions that are fused together. It results in a unique similarity criterion with an associated
uncertainty.

In the next chapter we present applications using such descriptors.
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5.1 Overview

In this chapter we apply the descriptors of the previous chapter to several open remote
sensing problems : segmentation, classification, detection of fronts and estimation of the
orientation of the digging for some agricultural parcels. It should be noted that the presented
techniques can also be applied in other fields than remote sensing.

5.2 Segmentation of agricultural parcels

A very important panel of methods is available for segmenting an image [Pal 1993]
and this task is a crucial step in many computer vision problems. As for the Very High
Spatial Resolution (VHSR) remote sensing images, a large amount of approaches has already
been proposed and the reader can refer to [Carleer 2005, Dey 2010] for an overview. Due
to the complexity and the variety of the input data, each approach is often devoted to
a specific kind of imagery. In many practical applications, researchers or engineers use
commercial multi-resolution segmentation softwares to extract regions at different scales
based on several consistency criteria learned on training samples. Despite the efficiency of
such approaches, this requires some features selection and thresholds to tune the classifier
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[Schiewe 2001]. As a consequence an expert knowledge is needed and this makes impossible
the generalization of such a process for various types of data.

We have proposed an unsupervised segmentation adapted to gray-scale images which
requires few input parameters and produces regions of different sizes and different shapes.
It is devoted to gray-scale images in order to process any kind of optical image and to be as
transposable as possible. The idea consists in performing in a first step an over-segmented
map where the objects are merged in a second step, according to the criterion presented in
chapter 4.

The preliminary segmentation step is based on the combination of a wavelet trans-
form and a watershed segmentation algorithm. This method has been introduced by
[Jung 2007, Kim 2003]. We have been based on such approach since it is simple to im-
plement and it detects properly the regions edges. Nevertheless it remains over-segmented
objects, especially when one is dealing with highly textured pattern, like those included in
VHSR remote sensing images. It is then of prime importance in a second step to merge
similar regions. This is presented in the two next paragraphs.

5.2.1 Previous step : wavelet watershed segmentation

Here we rely on a watershed associated to the detail cœfficients at a given resolution
of the image [Jung 2007, Kim 2003]. The resolution level is chosen by the user. It is in
practice related to the spatial resolution of the input data and corresponds to the limit of
an “entity” that composes an object. For instance in the case of an agricultural parcel, we
assume that this latter is composed of several textured patterns (i.e. entities) generated by
the digging and the spatial organization of plants. The choice of the resolution level is such
that a single pattern will appear as a more or less uniform object at the chosen resolution.
As a consequence, the application of a watershed process makes sense.

As will be shown in the experimental part, such a process results in over-segmented
regions that need to be merged. This is the scope of the next section.

5.2.2 Merging agricultural parcels

In order to organize the different regions issued from the watershed step , we use Region
Adjacency Graph (RAG) [Sonka 1993]. This is an non-oriented graph where the nodes
correspond to the regions centroids and the edges represent a common border between
regions. For each nodes we evaluate the similarity between its connected regions. They are
then fused if a similarity criterion is validated. When no regions can be fused, the process
is stopped.

As already mentioned, for VHSR data, the texture is often a reliable descriptor. However
for very small objects, like the ones often extracted with a watershed technique, the notion
of texture is ambiguous since the spatial information is too poor. For these kind of patterns,
we rather prefer to rely on their gray-level to evaluate their similarity :

d(Ra, Rb) =
√

(Ma −Mb)2, (5.1)

whereMa (resp.Mb) is the mean luminance of the region Ra (resp. Rb). The overall process
consists then in performing a watershed segmentation, building a Region Adjacency Graph,
merging small similar objets based on the criterion on (5.1) and merging large objects based
on the criterion of the previous chapter. All details can be found in Antoine Lefebvre’s PhD
[Lefebvre 2011a]. This is summarized in figure Fig. 5.1. An example on a aerial photograph
is displayed in figure 5.2. The subfigure (a) shows the output of our watershed segmentation,
subfigure (b) corresponds to the merging of small elements whereas subfigure (c) depicts the
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and
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4. Large region merging
on the basis of proposed criteria

FINAL MAP

Figure 5.1 – Unsupervised segmentation process that consists in 2 merging step.
Ellipses are data, rectangles are operations, arrows are outputs, dotted lines are input.

(a) (b) (c)

Figure 5.2 – Segmentation of an aerial photograph. (a) : results after the watershed
segmentation (step 1) ; (b) : results after the merging of small entities ; (c) : results after
the merging of similar objects

final segmentation where similar objects have been merged following the presented method.
This example highlights its efficiency. We indeed observe that the watershed segmentation
detects accurately the edges of each geographical entities but provides over-segmented ob-
jects. In a step forward, small similar objects from a luminance point of view are merged
and the segmentation in (b) is generated. Lastly, the proposed merging step based on the
criterion (4.17) of the previous chapter allows to separate the geographical entities according
their texture and intensities. On this example, the ability to merge highly textured patterns
of the different vineyards and roads is demonstrated : some large regions, fitting correctly
with the edges of each vine plots, associated with long and thin regions representing roads,
are extracted. More experiments can be seen in [Lefebvre 2010c, Lefebvre 2011a].

5.3 Estimation of the orientation of textured patterns

5.3.1 Problematic and related works

Here we are interested in the estimation of the dominant orientation of textured pat-
terns that appear in a number of images. The applications are numerous (remote sensing
but also biology or natural sciences for instance). In remote sensing, the main orienta-
tion of agricultural parcels often indicates relevant properties with regards to the topo-
logy and the underlying soil. Among the existing approaches related to orientation esti-
mation, one can roughly classify them into gradient-based [Freeman 1991, Germain 2003,
Le Pouliquen 2005, Michelet 2007] and spectral-based approaches [Jafari-Khouzani 2005,
Josso 2005]. Techniques of the first family extract an orientation vector at each location of
the image, which is not desired in our application since we rather prefer to extract a single
vector representing the orientation of a whole object. Most of methods of the second family
fail when multiple and sometimes non-rectangular objects occur in a single image. As a
matter of fact, they are all based on the Fourier transform and the lack of space informa-
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tion prevents from the localization of any structured pattern. We then propose to rely on
wavelets to solve this problem.

5.3.2 Proposed solution

The strategy is based on the maximization of a criterion that deals with the coefficients
enclosed in the different bands of a wavelet decomposition of the original image. More
precisely, we search for the orientation that best concentrates the energy of the coefficients
in a single direction (chosen as vertical here) :





θ̂ = max
θ

(
E(D, {Iθ})

)
=
{
θ|E(D, {Iθ}) = Emax

}
, where

E(D, {Iθ}) =
J∑

=0

(D(V θ , H

θ) + D(V θ , D


θ)) .

(5.2)

where H
θ (resp. V θ , D


θ) represents the horizontal (resp. vertical and diagonal) band along

the th level of the wavelet decomposition of an original pattern I rotated by an angle
θ. Here, D(•1, •2) is a symmetric similarity measurement between the distribution of the
coefficients in the bands •1 and •2 based on the representation of the previous chapter. The
relation (5.2) reaches its maximum for the angle θ that corresponds to the rotation required
to align the main orientation of the analyzed pattern to the vertical axis.

The way we optimize the function in (5.2) is detailed in [Lefebvre 2010b, Lefebvre 2011a].
It should be noted that the proposed technique is able to evaluate whether a given texture is
oriented or not. This is done using the different values reached by E during the optimization
process (that are connected to an isotropy degree).

5.3.3 Some results

The articles in [Lefebvre 2010a, Lefebvre 2010b, Lefebvre 2011a] contain complete qua-
litative and quantitative evaluations of the technique and comparison with other ones. Here
we present a snapshot of result. We have estimated the orientation angle on a set of 150

pre-segmented patterns extracted on remotely sensed images of 60cm resolution issued from
different sensors : very high spatial resolution data, grey scale aerial photographs and pan-
chromatic satellite images. Five classes of land coverage have been distinguished : meadow,
bare soil, forest, cereals, and vineyard. Among them, bare soils, meadows and forests are
considered as “non-oriented” (or isotropic) textures whereas the cereals and vineyards are
“oriented” (or anisotropic).

First, the rate of correct classification between oriented and non-oriented textures is
96.7% with our approach whereas it is of 82.7% with the approach in [Josso 2005]. For
some important differences in the estimation of angles, we have plotted in figure 5.3 the
re-oriented patterns along the vertical axis with both estimated angles. From these figures,
it is clear that the accuracy is more important with the proposed technique since our re-
oriented patterns fit better with the vertical axis. We also have applied the framework to
estimate the orientation at each location of PTV (Patricle Tracking Velocimetry) images.
This technique of visualization enables to observe the motion of particles in a fluid flow
using their trace in images, yielding oriented patterns (cf figure Fig. 5.4(a)). The process
has been applied on a patch around each position. On the estimated angles of figure 5.4(b),
it is very promising to observe that they are consistent with the flow where the different
areas are accurately extracted (disturbance just after the obstacle and homogeneous flow
outside).
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(a) (b) (c)

Figure 5.3 – Reorientation of the patterns for some agricultural parcels (top and bot-
tom). (a) represents the input textures ; (b) rotation of (a) along the vertical axis according
to the proposed method ; and (c) rotation of (a) according to [Josso 2005]

Figure 5.4 – Estimation of the orientation on PTV (Particle Tracking Velocime-
try) images. Left : a PTV image ; right : estimated angles at each location
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Figure 6.5 – Supervised segmentation Two VHSR images from 1978 and 2001, the
associated segmentation and the legend.

tation of section 6.1.1. Based on samples, any class can be characterized using the proposed
descriptors of previous chapter and compared together with our proposed criterion. However
for agriculture applications, a recurrent problem when one performs supervised segmenta-
tion comes from the digging which in general is different when samples are taken at different
locations. As a consequence, two agricultural parcels with the same land cover but different
diggings are likely to be labelled in different classes. We then propose to re-orient all the
pre-segmented objects on a common axis using the approach of the previous section.

Some results are depicted in figure 6.5 for 6 classes related to . More examples with
detailed quantitative comparisons are in [?, Lefebvre 2011].

6.4 Detection of sea breeze fronts

6.4.1 Problem of front detection and tracking

6.4.2 Proposed solutions

1978 2001

Figure 5.5 – Supervised segmentation Two VHSR images from 1978 and 2001, the
associated segmentation and the legend.

5.4 Classification and supervised segmentation of agri-
cultural parcels

Classification in remote sensing is a key issue and has been widely studied over
the last decades (see for instance [Benediktsson 1990, Bruzzone 2009, Bruzzone 2010,
Chanussot 2010, Heermann 1992, Tison 2007] for applications and reviews related to re-
mote sensing).

With the framework of section 5.2, it is possible to design in an easy way an object
classification technique (and therefore a supervised segmentation if one classifies the objects
issued from the watershed segmentation of section 5.2.1). Based on samples, any class can
be characterized using the descriptors of previous chapter (relations (4.5) and (4.6)) and
compared with other objects using the proposed criterion in (4.17) of the previous chapter.
However for agriculture applications, a recurrent problem when one performs supervised
segmentation comes from the digging which in general is different when samples are taken
at different locations. As a consequence, two agricultural parcels with the same land cover
but different diggings are likely to be labelled in different classes. We then propose to re-
orient all the pre-segmented objects in a common axis using the approach of the previous
section.

Some results are depicted in figure 5.5 for 6 classes related to woodlands, bare soil,
vegetation, roads, builded areas and water. The training step was the same for both images.
It is interesting to outline that the overall accuracy is good and we observe that such
approach is able to efficiently segment and classify objects of various shapes (linear or not),
textures and at various scales. More examples with detailed quantitative comparisons are
in [Lefebvre 2011a, Lefebvre 2011b]. Let us now turn to the identification of texture fronts.

5.5 Detection of sea breeze fronts

5.5.1 Problem of front detection and tracking

This study was motivated by the necessity to automatically detect the sea breeze fronts
(see an example in figure Fig. 4.1(d)) that appears as a textured front in the images.
Physically, the sea breeze is a wind issued from the contrast between sea and land surface
temperatures. The onset of the sea breeze causes a sudden squall at the inland boundary
of the sea breeze circulation, which is called the sea breeze front. The rising air near the
sea breeze front often condenses and allows the development of clouds. Therefore, the sea
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Figure 5.6 – Regions Rθ1 and Rθ2 depending on the angle θ for each location x.

breeze front can be deduced from the appearance of a line of cumuliform clouds parallel
to the coast and pushed inland by the sea breeze circulation. The identification of these
cloud patterns in MSG images can be used to determine how far the sea breeze spreads
into inland. From a climatic point of view, the sea breeze front moves according to the
seasons and its diurnal evolution as well as its consequences on the local climate are not
still completely known.

The difficulty to face here is that the sea breeze front does not appear clearly through
a limit in terms of luminance but is rather characterized by the limit of two textured areas
composed on the one side of a cloud-free region and on the other side of a zone with cu-
mulus clouds. Therefore usual front extraction/characterization techniques, as for instance
contrast-invariant image representations [Alvarez 1993, Monasse 2000] or approaches based
on Lyapunov coefficients are inefficient here.

5.5.2 Proposed solution

We have proposed to solve this problem of edge detection by the definition of a potential
map P related to the presence/absence of fronts on which a segmentation technique (active
contour [Kass 1988] in our situation) is applied. At each location x of an image, we have
computed the potential P such as :

P (x) = max
θ

{
κ(Rθ1 , Rf )κ(Rθ2 , Rf ) + κ(Rθ1 , Rf )κ(Rθ2 , Rf )

}
(5.3)

where
· θ is an angle ;
· Rf is a region, pre-selected once by the user, that is representative of the area of
cumulus that limits the sea breeze penetration ;
· Rθ1 and Rθ2 are two adjacent regions around location x delineated with the angle θ
(see the illustration in figure 5.6) ;
· κ(Rθ` , Rf ), ` = {1, 2} is the similarity criterion between regions Rθ` and Rf defined
in (4.17) and
· κ(Rθ` , Rf ) = 1− κ(Rθ` , Rf )−∆κ(Rθ` , Rf ) is the belief in the fact that region Rθ` is
different than region Rf

This potential extracts the maximum value stating that the region Rθ1 (resp. the region
Rθ2) belongs (resp. does not belong) to the region Rf or conversely. It is therefore related
to the presence/absence of fronts delineated by an area similar to Rf . More details, and in
particular the way one can deal with transparency, can be found in [Corpetti 2010]. Once
the potential P is estimated, we have embed it in an active contour framework [Kass 1988]
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eventually using minimal paths (if the end points are known due to physical limitations)
[Cohen 1997] in order to extract the fronts.

5.5.3 Some results

The figure Fig. 5.7 (a) represents an image issued from the visible channel of the Me-
teosat Second Generation satellite on the Brazilian coast where we have superimposed the
initial snake (at the coast line). One can observe the sea breeze front on the north of the
image. Figure 5.7 (b) is a detail of fig. 5.7 (a) to accurately observe the texture border
and some clouds which create a phenomenon of transparency. To compare with usual tech-
niques, we present in 5.7 (c-d) the final snake obtained with the classic potential term
P (x) = λ‖∇I(x)‖ based on the norm of the gradient of the luminance to detect edges. The
associated potential P is shown in 5.7 (e). The Fig. 5.7 (c) (resp. Fig. 5.7 (d)) is the front
extracted when the first and last points are unknown (resp. known). The corresponding
final snakes obtained by the proposed method are represented in 5.7(f,g) as well as the
associated potential function in a narrow band around the final snake in 5.7(h). On this
real example, it appears clearly that our potential map is consistent. As a consequence,
the resulting fronts are correctly segregated in both situations (known and unknown limit
points). The same consequence does not hold with a classic approach (fig 5.7 (c,d)) where
the final contour is attracted by high-gradient areas and it is obvious that they do not
correspond to any physical front. This experience shows our method is efficient to identify
the sea breeze fronts in meteosat images. We also have tested the approach for general
texture data. We aim at detecting the central texture pattern of figure 5.8 (a) which exhi-
bits an object on two different backgrounds. This original synthetic image has been blurred
by transparency on three areas at the boundaries. This is represented in Fig. 5.8 (d) in
which the initial contour is superimposed. Figure 5.8 (b) shows the final snake obtained
with our approach and Fig. 5.8 (e) represents the proposed potential function P computed
on the whole image. To compare with usual active contour approaches, we have depicted
in figure 5.8 (c) the final snake obtained with a classic potential term based on the norm
of the gradients, this latter being represented in figure 5.8 (f). It is interesting to observe
that the proposed potential clearly highlights the boundaries of the desired structure and
consequently, the final snake has correctly extracted the region of interest. At the opposite,
a usual potential term attracted by high gradients fails in identifying the expected border.
Quantitative evaluations and other experiments can be found in [Corpetti 2010].

5.6 Summary

In this chapter, we have successfully design techniques based on the descriptors presented
in chapter 4 devoted to various tasks : segmentation, classification, estimation of the orien-
tation, front detection. All these experiments prove that such descriptors are sufficiently
generic to provide reliable solutions for remote sensing data and texture analysis.
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(a) (b)
limit points unknown limit points known potential function P

(c) : classic approach (d) : classic approach (e) : classic approach

(f) : proposed solution (g) : proposed solution (h) : proposed solution

Figure 5.7 – Sea breezee front detection : (a) : original satellite image with the initial
snake ; (b) : detail of the area in the square of (a) where one can observe that a cloud
disturbs the visualization of the front ; (c,f) : the final contour obtained respectively with
a classic approach (based on the norm of the gradients) and our technique when the limit
points are unknown ; (d,g) : same as (c,f) when the limit points are known ; (e,f) : associated
potential maps
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Our technique Classic potential

(a) : Input data (b) (c)

(d) : Initial snake (e) (f)

Figure 5.8 – Synthetic texture example : (a) : original image ; (d) : the initial snake
superimposed to the blurred image ; (b) : the final contour obtained with the proposed
approach ; (e) : the associated potential scalar ; (c) : the final contour extracted with a
usual potential P (x) = λ‖∇I(x)‖, this latter being in (f).
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6.1 Overview

This chapter is concerned with “structural” change detection in pair of images. This is
a challenging and open problem in computer vision in general and in remote sensing in
particular since the difficulties stemming from the confusion between real changes (depen-
ding on the objects/structures inside the images) and visual changes (observed through the
difference in terms of image luminance) are numerous. Many applications are concerned
with this crucial task including video surveillance, event detection and of course remote
sensing [Bosc 2003, Collins 2000, Lu 2004, Radke 2005].

From two images of possibly different nature (different sensors in remote sensing, dif-
ferent lighting conditions or viewpoint for instance), the problem consists in identifying the
areas where a structural change has appeared. Such changes can be generated with the appa-
rition/disparition of objects, cars, man-made structures (roads, bridges, buildings, houses,
industries, ...), different exploitation of the agriculture (fusion/merging of fields, change of
type of culture), etc. They are generally caused by changes of rhythms and patterns ranging
either from abrupt (on large areas) to subtle (small regular surfaces like agricultural parcels
or urban sprawl) differences. They obviously differ from the observed alterations in terms
of image luminance in the sense that these latter include differences due to various lighting
conditions, view angles, shadows, camera or scene noise which do not correspond to the
real semantic changes. Moreover the intrinsic variability inside a specific object introduces
some bias that makes the change recognition task extremely difficult.

Applications of change detection techniques are numerous. In video-surveillance, identi-
fying new people, cars, objects, ... in a scene is naturally of prime importance. In biology, the
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changes endured by proteins help the understanding of some phenomena [Pecot 2009]. In
remote sensing, because of the large time rate between two satellite images, highlighting the
urban or agricultural changes from two images acquired several years apart is of prime im-
portance for environment monitoring. Several techniques have already been proposed in that
context (see in particular [Radke 2005]) for medium and high resolution data (roughly from
250m to 1m resolution). However since one decade, the images provided by new VHSR re-
mote sensors have generated a valuable source of data and opened a wide domain of research
concerning their analysis. The very precise nature of the embedded information requires in-
deed new developments for recognition, detection, classification, ... and in particular change
detection of sensed objects. At the moment, most of the change detection methods routi-
nely used by experts on remote sensing data (such as [Lu 2004, Radke 2005, Ridd 1998]
applied in urban and peri-urban areas) have been developed to highlight abrupt changes of
land use from remote sensing images at low or medium resolution using almost exclusively
the spectral response of the pixels. This performs efficiently when such spectral response
is a reliable descriptor of the different objects. Obviously this is not sufficient with VHSR
data or with any kind of images whose embedded objects exhibit heterogeneous luminance
values.

Historically the change detection problem was faced using a thresholding on the image
luminance differences. Such natural approach is efficient but is nevertheless strongly related
to the value of the considered thresholds (see [Otsu 1979, Rosin 2002]) and appears limited
for textured objects or structures with high internal variability. More advanced methods
have been developed as for example predictive and patch-based models exploiting the spatial
(and temporal when more than two images are available) relationships between points
[Aach 1993, Kervrann 2009, Pecot 2008], statistical hypothesis tests [Hsu 1984] or texture
based similarity criteria [Lefebvre 2009]. Post classifications techniques on pre-segmented
objects have also been efficiently designed in [Bruzzone 2002, Deer 2002]. We refer the reader
to the very complete reviews of change detection algorithms in [Lu 2004, Radke 2005] for
more information.

We have worked on several directions. As we already have proposed, in section 5.4 of the
previous chapter, some tools for the classification of objects, it is then obvious that from
two classified images, one can easily qualify the changes. This is illustrated in figure Fig. 6.1
from the images of Fig. 5.5 where we have qualify 4 types of changes : no changes (between
artificial surfaces or not), surfaces that became artificial and delayering of soils. However
such kind of solution is not optimal since errors of the segmentation and the classification
steps for both images contribute to the uncertainty of the final result. We then suggest
in sections 6.3 and 6.4 more advanced techniques that directly deal with images without
pre-segmentation/classification steps.

Before describing these techniques, the next section proposes a change vector based on
the descriptors of chapter 4 that enable to qualify the nature of the change between two
(non classified) objects.

6.2 Change detection using pre-segmented maps

The goal of this section is to provide measurements able to qualify the different type
of changes between two pre-segmented maps. In practice these segmentations can either be
provided by specialists (from expert knowledge on soils for instance) or extracted with an
image processing tool (as the one proposed in section 5.2 or using a commercial software).
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Figure 7.1 – Change detection using pre-classified objects on the two images of
Fig. 6.5 between 1978 and 2001

the moment, most of the change detection methods routinely used by experts on remote
sensing data (such as [?, ?, ?] applied in urban and peri-urban areas) have been developed
to highlight abrupt changes of land use from remote sensing images at low or medium reso-
lution using almost exclusively the spectral response of the pixels. This performs efficiently
when such spectral response is a reliable descriptor of the different objects. Obviously this
is not sufficient with VHR data or with any kind of images whose embedded objects exhibit
heterogeneous luminance values.

Historically the change detection problem was faced using a thresholding on the image
luminance differences. Such natural approach is efficient but is nevertheless strongly related
to the value of the considered threshold (see [?, ?, ?]) and appears limited for textured
objects or structures with high internal variability. More advanced methods have been
developed as for example predictive and patch-based models exploiting the spatial (and
temporal when more than two images are available) relationships between points [?, ?, ?],
statistical hypothesis tests [?] or texture based similarity criteria [?]. Post classifications
techniques on pre-segmented objects have also been efficiently designed in [?, ?, ?]. We
refer the reader to the very complete reviews of change detection algorithms in [?, ?] for
more information.

We have worked on several directions. As we already have proposed, in section ?? of
previous chapter, some tools for the classification of objects,it is then evident that from
two images they can be used and the differences in terms of classification directly enables
to qualify the changes. This is illustrated in figure Fig. 7.1. However such kind of solution
is not optimal since errors of the segmentation and the classification steps for both images
contribute to the uncertainty of the final result. We then suggest in sections 7.2 and 7.3 more
advanced techniques that directly deal with images without pre-segmentation/classification
steps. Before describing these techniques, the next section presents some proposed measure-
ments based on the descriptors of chapter 5 that enable to qualify the nature of the change
between two objects.

Figure 6.1 – Change detection using pre-classified objects on the two images of
Fig. 5.5 between 1978 and 2001

6.2.1 Measurements to qualify the changes from segmented objects

Here we consider that the luminance information is irrelevant since the images are issued
from sensors with different properties. Only the texture is required for characterizing the
changes. We perform a wavelet decomposition of each image and each pre-segmented object
Oa is characterized by a vector Ta = (αa,j,Z , βa,j,Z) where (α•, β•) are scale and shape
parameters related to the GGD (see relation (4.4)) that characterize the distribution of the
wavelet coefficients (the reader can refer to section 4.2 of chapter 4 for more details). From
two entities (Oa,Ob), characterized with (Ta, Tb), the goal is then to identify the nature
of the change. To that end we rely on the values of the Kullback-Leibler dissimilarities
between each GGD characterized with (αa,j,Z , βa,j,Z) and (αb,j,Z , βb,j,Z) and computed
using relation (4.12).

In the field of change analysis for remote sensing data, it is assumed that a change is
characterized by its scale (small-scale, large-scale or both), its intensity and can in addition
be subtle or abrupt. To identify the nature of the observed change, we then propose to define
a change vector D composed of 5 indicators :

1. the average for the overall KL in all bands of the decomposition : this discriminates
an abrupt change to a subtle one ;

2. the ratio between the dissimilarity of one coefficient and the sum of others : this
highlights the components that best measure the differences between textures ;

3. the standard deviation of the dissimilarities over the different scale levels (j variable)
for a same kind of detail (horizontal, vertical or diagonal, i.e. Z is fixed) : this detects
changes occurring only in some scale levels ;

4. the standard deviation of the dissimilarities of a same scale level (j fixed) in the 3
types of detail (Z variable) : this detects changes that occur only in a particular
direction ;

5. The degree of isotropy issued from section 5.3 : this discriminates changes from ho-
mogeneous to oriented changes.

All the components of D enable to highlight the different changes. For instance, a large-
scale change will exhibit dissimilarities in the detail bands that increase when the scale
increases, as illustrated for diagonal details in figure Fig. 6.2. In this particular example,
the 3rd component of D brings out the change.
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Figure 6.2 – Abrupt change between two homogeneous textures. The amplitude of the
KL dissimilarity grows with the scale analysis of a given detail band (diagonal here)

6.2.2 Some results

To validate such change vector, we have characterized changes on all pairs of images
issued from a benchmark of 2400 agricultural parcels extracted on airborne images with a
spatial resolution of 50cm. We identified six types of textures that correspond to different
land use and five classes of changes are possible :

1. large-scale, abrupt and oriented-change (example : transition from cereals to a – sowed
or not – meadow) ;

2. large-scale, subtle and oriented-change (example : transition from a meadow to sowed
meadow) ;

3. change between two homogeneous textures with the same scale (example : transition
from corn to meadow) ;

4. large-scale and small-scale, abrupt and oriented-change (example : transition from a
sprayed corn to meadow) ;

5. large-scale change between two homogeneous textures (example : transition from a
meadow to a forest) ;

The classification of changes is performed using decision trees [Breiman 1984, Friedl 1997].
The vector D was used to compare the textures. For each class, a set of 30% of the samples
is chosen for the construction of the tree and 70% is used for the evaluation. The table 6.1
exhibits the rate of good detection for each of the 5 types of changes previously mentioned.
As one can observe, the rate of good detection is very high. In addition, we have depicted
the most discriminative component of D corresponding to the change. This experience on a
real benchmark proves the ability of the proposed change vector to accurately discriminate
the textures and to analyze their changes.

We also have characterized changes on a real situation between the two images of figure
Fig. 6.3. The first one is a scanned aerial photograph dating from 1970. Its noise is high
and its spatial resolution quite low (≈ 1m). The second image is issued from the Quickbird
satellite and was acquired in 2003 with 61cm resolution. We are interested on three kind of
particular changes : 1– “subtle agricultural changes” (changes in terms of type of culture) ;
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Type of Change Rate good det. Main comp. of D
1 92% 1–5
2 98% 1–2–4–5
3 86% 1–5
4 98% 1–2–5
5 93% 3

Table 6.1 – Rate of good detections and main component of D exploited for the change
classification on agricultural benchmarks.

(a) : 1970 (b) : 2003 (c) : change map

Figure 6.3 – Change detection (a–b) : input images ; (c) : the change detection. Yellow : change
of cultures ; Blue : abrupt changes ; Red : new roads.

2– “abrupt changes” (from culture to forest, farms, orchard or inversely) ; 3– new roads. To
identify these changes, the 3rd and 4th components of D (changes only in some scales and
oriented changes) were used to isolate the class 1. Class 2 has been detected with the 2nd

and 3rd components (scale changes associated or not to subtle changes) and class 3 with the
2nd and 4th components (scale and oriented changes). Results are shown on figure 6.3(c).
One can observe that the different changes have correctly been identified, despite the fact
that the input images were very different in terms of quality and resolution.

These experiments demonstrate the ability of our vector D to discriminate the type of
changes on pre-segmented objects images. The reader can find quantitative evaluations in
[Lefebvre 2009, Lefebvre 2011a]. In the next section we focus on a more general situation
where pre-segmentations are not available.

6.3 Change detection without pre-segmented maps
using patches of various size

6.3.1 Overview

We have proposed a technique for detecting changes in various kind of imagery. This
is formalized as the extraction of a binary map `(x) ∈ {0, 1} (also named “change mask”)
that classifies the changed (`(x) = 1) and non-changed (`(x) = 0) regions between two
input images It(x) and It+1(x). This section briefly presents the core of the technique but
more details regarding the specific pre-processing step, the construction of change maps
and minimization issues can be found in [Gong 2010].

The approach relies on a Bayesian formalism : we aim at maximizing the posterior
probability of a label configuration ` depending on the image data I and some modelsM
creating a link between the data I an the change label ` :

P(`|I,M) =
P(I|`,M)P(`|M)

P(I|M)
=

likelihood× prior
evidence

. (6.1)
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In general the model M is fixed whatever the data are and the denominator of the pre-
vious relation has no influence. It can then be ignored in the optimization process. Using
Gibbs distributions to model the involved probabilities, the previous maximization equals
to minimize a cost function composed of a data term and a prior smoothing.

In this work, the global-cost function embeds several criteria issued from statistics on
local patches. The optimization is performed using an efficient min-cut/max-flow strategy.
The energy to minimize consists in N thresholding of value τi on N change maps Xi,
i = {1, ..., N} (related to the change measurements between the two images) and a simple
smoothing term :

E(`(x), I(x)) =
∑

x∈Xt

N∑

i=1

kαiφ1(Xi(x), τi, `(x)) + kβ
∑

(x,y)∈V
φ2(I, `(x), `(y)), (6.2)

where Xt is the image grid, V a neighborhood system, kαi and kβ are coefficients, φ1 is a
function related to the thresholding (i.e. φ1 is minimal if Xi(x) > τi (resp. Xi(x) < τi) and
`(x) = 1 (resp. `(x) = 0)) and function φ2 is a compactness prior, eventually equipped with
a strategy to alleviate over smoothing effects around edges in the different change maps.
The value of the thresholds τi can in practice be automatically fixed for instance using
cross-validation but we observed quite stable results with natural values fixed by hand. The
next section coarsely introduces the change maps Xi we defined on patches.

6.3.2 Change maps

Before describing the change maps, we indicate a way to represent the images. This
point of view enables to define a strategy for the estimation of the size of the patches.

Image representation

As already done, we assume that the grid Xt on which is defined the image It follows
a so-called Îto process defined as :

dXt = 0 · dt+ Σ(t,Xt)dBt = Σ(t,Xt)dBt, (6.3)

where dBt is a standard Brownian motion of R2, Σ a 2 × 2 covariance matrix and dXt =

Xt+1−Xt represents the difference between the grid positions at time t and t+1. Roughly,
since the deterministic part of relation (6.3) vanishes, we assume that the grid of points Xt

and Xt+1 on which are defined It and It+1 are identical up to the “uncertainty” Σ(t,Xt).
High values (resp. small) of this latter parameter are related to large (resp. small) objects.
Each point is free to move anywhere inside this uncertainty area corresponding to the object,
as illustrated in figure 6.4.

A possible way to represent the stochastic part of (6.3) is to use an isotropic uncertainty
variance map σ(Xt) :

Σ(Xt, t)dBt = diag(σ(Xt))⊗ I2dBt, (6.4)

where I2 is the (2×2) identity matrix and ⊗ denotes the Kronecker product. The differential
of any continuous function f defined on such a diffusion process has already been introduced
in chapter 1 (section 1.5) and is reached with the Îto formula. Applied on the model grid
described in (6.3) we get :

df(Xt, t) =

(
∂f

∂t
+

1

2
σ2∆f

)
dt+ σ∇f · dBt. (6.5)
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Points of the grid Xt

A given object

A given point x ∈ Xt

Ex. of possible displacements in x

Associated uncertainty area of variance σ(t, x)

Fig. 1. Displacement of the grid of points. The initial grid at time t − 1 in (a) is transported by the velocity field to reach the configuration at time t
represented in (b), up to some uncertainties (dashed lines).

of a change or an homogeneous area whereas small values

are connected to small structures or no change locations.

If σ(t, Xt) is small whereas its value increase in presence
of a change.

The luminance function f usually defined on spatial points
x = (x, y) at time t is here defined on the grid as a map from
R+ × R2m into Rm and is assumed to be C1,2(R+, R2m).
Its differential is obtained following the differentiation rules

of stochastic calculus (the so called Îto formulae) that gives

the expression of the differential of any continuous function

of an Îto diffusion of the form 13 (see [?] for an introduction

to stochastic calculus):

A patch PI
x,q is the vector of (2q +1)× (2q +1) va lues of

image I around a local neighborhood of location x = (x, y) :

PI
x,q = [I(x − q, y − q), ..., I(x + q, y + q)]T (14)

we intend to adaptively select the patch size qx according to

the local property around x. the following is our procedure.

1) Initialize qx with a uniform patch size.

2) given patch size qx, compute similarity measurement

Dq,x

3) with the local property Dq,x,update qx =
√

Dq,x

‖∇Dq,x‖
4) goto step 2, until qx converges.

Size of the patches q. This parameter is Size of the
searching window r of relation (9). In our application,

the images have been coarsely aligned with geographical

coordinate. Therefore, the eventual registration errors are small

and we chose r = 3;

IV. EXPERIMENTAL RESULTS

In this part we aim at validating the proposed change detec-

tion strategy. We have tested our approach on images extracted

from a database composed of panchromatic Quickbird images

with a spatial resolution of 60cm/pixel, acquired in 2002
and 2003 in the urban area of Beijing, China. The various

images abound with heterogeneous content of different nature :

diverse structure of man-made building, greenland, water area,

... Examples can be seen in figures 2 to 4. Some pair of images

from this dataset have been manually labeled in 2005 by urban

specialists.

In section IV-B, the overall technique is applied on real data

with ground truth available in order to analyze quantitatively

our methodology and its sensitivity with respect to several

parameters (similarity criteria, smoothing filter σ and pre-

processing). The section IV-C presents some results on other

real data. Before entering into details, we first discuss about

some implementation details.

A. Implementation details

Several parameters are to fix for the algorithm:

• Parameter β of relation (4). In all problems related to
MRF and Bayes formulation, this parameter is crucial.

We chose β = 2.5 in order to homogenize the magnitudes
of terms V1 and V2;

• Parameters αi of relation (6). To ensure an equal

participation of the subtle and abrupt change criteria, we

chose α1 = α2 = 1/4 and α3 = 1/2;
• Thresholds τi of relation (6). The value of these

thresholds is very crucial. Concerning the ones related

to the subtle change similarity criteria Φ1 and Φ2, we

have fixed τ1 = τ2 = 0.65. This choice is based on
our experiments and is fixed in all our applications. We

plan to automatically adjust it in the future. Threshold τ3

related to the abrupt change criteria is τ3 = 1. Usually
when one deals with the L2-norm between two quantities

η1 and η2, a reasonable choice for a local threshold

τ(x) is τ(x) = max(var(η1(x)), var(η2(x))). In our
application, as the criteria Φ3 in (12) directly takes into

account the local variance, the choice τ3 = 1 appears
rational.

Let us now analyze quantitatively our approach.

B. Results on real data with ground truth

We have first applied our change detection method on the

pair of images in figure 2 (a-b). On these pair of images,

it is obvious to observe that the global luminance as well

as the remaining shadows arise from different nature. In the

image 2 (b), several large-scale buildings on the left part of

the image and small-scales constructions in the lower right-part

Figure 6.4 – Uncertainty related to the grid points of the images It and It+1. Any
point x ∈ Xt is free to move in its “uncertainty area” related to its underlying object
without modifying the content of any change criteria defined from the images

If one assumes the image luminance I as a continuous function, this latter relation holds
for f = I and we get

dI(Xt, t) =

(
∂I

∂t
+

1

2
σ2∆I

)
dt+ σ∇I · dBt. (6.6)

In this relation, the deterministic part would in practice correspond to the difference of
the two images (term ∂I/∂t) up to some uncertainties (term (σ2∆I)/2). Its value is small
when no changes appear and is large in presence of changes. This is a quite natural criteria
enabling to highlight the changes. However in this work, instead of using criteria only based
on the difference of images, we rather prefer to highlight the change areas using a set of N
stochastic criteria Zi, i = {1, ..., N} related to subtle and abrupt changes. Therefore, instead
of using the relation (6.6) based on dI(Xt, t), we rather prefer to start from a relation of the
type Zi(dI(Xt, t)) where Zi are functions allowing to measure the importance of specific
changes from I. Assuming functions Zi are linear (this assumption is discussed later in the
document and in [Gong 2010]), we then have

Zi(dI(Xt, t)) = Zi(I(Xt, t), σ(Xt))︸ ︷︷ ︸
Deterministic part

dt+ σ∇Zi(I(Xt, t))︸ ︷︷ ︸
Stochastic part

·dBt. (6.7)

Finally, the deterministic criteria Xi used in (6.2) to highlight the changes between images
It and It+1 are chosen as the expectation of Zi, yielding

Xi = E (Zi(dI(Xt, t))

= Zi(I(Xt, t), σ(Xt)).
(6.8)

In practice, for each x ∈Xt, we decide to compute the value of Xi(x) on patches whose size
is defined according to the uncertainty σ(Xt). Before describing the procedure to estimate
σ(Xt), we briefly talk about the change maps.

Change maps

As for the content of the change maps Xi, a large number is possible, depending of the
nature of the changes one desires to extract. For instance each Xi can be issued from one
component of the change vector D defined in section 6.2. However here in order to evaluate
the principle of the technique, we only used three subtle change criteria (based on the
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Kullback-Leibler distances between the detail coefficients in the 3 directions Z = {H,V,D}
of one level of a wavelet decomposition) and one abrupt change criteria based on a L2-norm
with information matrices, as in [Boulanger 2007].

Size of the patches

Statistics on patches are generally known to be reliable descriptors in many image pro-
cessing problems. However a sensible point remains on the definition of the size of the
patches which has a dramatic influence on the final result. We have proposed an original
way to fix this key parameter. We assume that a consistent patch of half-size q should be
related to σ(x) in relation (6.7). Computing the quadratic variation of the relation (6.7)
between t and t+ 1 and after several manipulations, one can estimate the size of the patch
as :

σ(Xt, t) =

√
AT b

ATA
with




A =

[
|∇X1(Xt))|2, ..., |∇XN (Xt))|2

]T is a N × 1 vector and

b =
[
X 2

1 (Xt), ...,X 2
N (Xt)

]T is a N × 1 vector.
(6.9)

Intuitively, such relation makes sense : when the position x is inside a large object,
the change maps Xi should be more or less spatially consistent and therefore exhibit
small gradients, which will enlarge the size of the patch. On the drawback, the gradient
‖∇Xi(Xt, t))‖ at a position near a frontier will increase and generate a smaller patch size
with relation (6.9). In the above relation both the numerator and denominator have to be
defined using maps Xi (that require the values of σ(Xt)). In addition as we have assumed
that functions Zi were linear which is not necessarily verified, we suggest a recursive
process to fix σ(Xt) and thus estimate the maps Xi as follows :

Incremental technique for fixing σ(Xt) and Xi(Xt)
– Initializations :

– k = 1 ;
– Fix an uncertainty σ1

1. Compute all maps X ki for each i, i = {1, ..., N} with a patch of size σk

2. Estimate σk+1 using X ki and relation (6.9)

3. k := k + 1

4. Loop to step 1 until convergence (|X k+1
i −Xni | < ε) ;

– Final maps Xi = X ki ,∀i = {1, ..., N}

Let us now turn to some experiments.

6.3.3 Some results

In [Gong 2010] we have tested and compared our technique with state-of-the art ones
on various kind of imagery. Here we first illustrate the benefit of the automatic selection
of the patch size. We have processed a synthetic pair of images artificially created from a
VHSR image visualizing the city of Beijing (China) by including small patterns onto real
images. This pair is visible in figure 6.5(a-b) and the ground truth is depicted in 6.5(c,f).
A gaussian noise of variance 25 has also been added in order to analyze the stability with
respect to noise. The results of the change detection technique using fixed and adaptive
patch-size are respectively represented in fig. 6.5(d) and 6.5(e). Concerning the fixed size,
several possibilities ranging from low (half-size q = 3) to high (q = 15) values have been
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(a) : image 1 (b) : image 2 (c) : ground truth in blue

(d) : estimated map with (e) : estimated map with (f) : ground truth in black &
fixed patch size adaptive patch size white

Figure 6.5 – Change detection results on synthetic data with adaptive and fixed patch
size.

tested and the best result is depicted in fig. 6.5(d). From these images, one can observe
that the change areas are better preserved within the adaptive selection process. This
observation is verified on the quantitative measurements of table 6.2. In this latter are
represented the average values of true/false positive/negative and their global accuracy
(ratio TRUE(positive-negative)/FALSE(positive-negative)) for the tested images. Apart
from the true positive situation (where the fixed size q = 7 performs better), all other
criteria, including the overall accuracy for positive and negative detection, exhibit their
best results with the adaptive patch size process. We then conclude that the proposed
technique is efficient and prevents from the delicate task of fixing a patch size.

We also have tested our approach on various pair of images : agricultural data
(Fig. 6.6(a,b)), urban data (Fig. 6.6(d,e)) and video data (Fig. 6.6(g,h)). Change detection
results are respectively in Fig. 6.6(c,f,i).

Concerning agricultural images, these latter are often affluent in anisotropic texture
due to the different type of crops, the digging, ... In addition, because of the lack of meta-
information in the first image, it is impossible to ensure a proper registration of the data.
On such situations, it is hence very difficult to extract spatially consistent change areas
without performing a pre-segmentation step. It is firstly promising to observe that the
extracted areas are quite compact despite the difficulties mentioned above. In addition, our
approach exhibits changed regions in accordance with the visual inspection one can perform
on this scene. For instance on the forest area (right part of the images), three different kind
of changes have appeared and correctly been detected :

1. the apparition of a new agricultural parcel (white band in the bottom part) ;
2. the change of land cover of the top-left part of the forest ;
3. the reforestation in the top right part.

The same conclusions hold when observing other changes. We then conclude that our tech-
nique is able to highlight correctly the changes in these difficult situations.

On the urban pair, many changes from different nature have occurred (apparition of
various kind of buildings, different land cover for instance). In addition, several effects due
to shadows (more important in the second image) or different shooting angles are likely
to disturb the estimation. One can observe that the estimated masks seem to correctly
segregate the various changes that have appeared. In addition, the strong shadows of the
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(a) : image 1 (1970) (b) : image 2 (2003) (c) : changes in blue

(d) : image 1 (2001) (e) : image 2 (2003) (f) : changes in blue

(g) : image 1 (h) : image 2 (i) : changes in blue

Figure 6.6 – Change detection results on various real data corresponding to agriculture,
urban and usual video. Left column : image 1 ; Middle column : image 2 ; Right column : estimated
change areas
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Table 6.2 – Quantitative detection indexes for fixed and variable size of the patches.
First column (resp. Fourth column) : True positive (resp. True negative) index ; Second column
(resp. Fifth column) : False positive (resp. False negative) index ; Third column (resp. Sixth co-
lumn) : Accuracy of positive dection : ratio True positive over False positive (resp. Accuracy of
negative dection : ratio True negative over False negative)

Patch Size True Pos. False Pos. Acc. Pos. True Neg. False Neg. Acc. Neg.
q = 3 92.9% 2.2% 42.0 99.6% 1.1% 90.6
q = 5 93.6% 2.5% 37.4 99.6% 1.0% 99.6
q = 7 93.6% 2.8% 33.9 99.5% 1.0% 99.5
q = 9 93.5% 3.0% 31.2 99.5% 1.0% 99.5
q = 11 92.7% 3.0% 30.9 99.5% 1.1% 90.5
q = 13 92.3% 3.1% 29.8 99.5% 1.2% 82.9
q = 15 91.9% 3.1% 29.4 99.5% 1.3% 76.5
adaptive 92.2% 1.9% 48.9 99.7% 0.9% 110.7

2003 image have not influenced the estimation. From these observations one can conclude
that the proposed technique performs efficiently on these tricky images.

It is remarkable to outline the reliable accuracy of the experiment in usual video
sequences, despite the fact that the couple of images exhibits different lighting conditions
(shadows not properly aligned, different global luminance, ...). For instance, let us point
out that the pedestrian has correctly been extracted while its shadows is not assigned to a
change area, which is to our opinion a very interesting behavior.

These experiments on various data demonstrate the ability of such approach to correctly
estimate changes in various situations. Others experiments can be seen in our web-page 1.

6.4 Multilabel change detection using model selection

6.4.1 Overview

This work, in progress, extends the methodology of the previous section to perform a
multi-label change detection. As :

– the changes come from different sources (change of scale, orientation, land cover, ...)
and ;

– several possibilities are available to sense these various changes (in particular using
criteria of the section 6.2),

the objective is now, for each location x of an image, to select the best change map Xi
depending on the data. The possible labels are then `(x) = 0 if no change appear or
`(x) = i if a change associated to the map Xi (subtle, abrupt, scale, ...) was involved. This
problem of multi-label change detection reduces then to a problem of model selection : how
to find the best modelMi (corresponding to a threshold on map Xi) depending on the data
I. As a consequence, it is now impossible to ignore the denominator of relation (6.1) as we
did in the previous section. We then need to rewrite the maximization process.

1. http://liama.ia.ac.cn/tipe/site/demos.html

http://liama.ia.ac.cn/tipe/site/demos.html


96 Chapitre 6. Change detection

6.4.2 Model selection

Each model Mi is related to a particular change and corresponds in practice to a
thresholding on the change map Xi. The associated probability reads :

P(I|`,Mi) =
1

CMi

exp−
∑

x

φ1(Xi(x), τi, `(x)) (6.10)

where CMi
is a normalization constant. Noting that the prior term P(`|Mi) reads :

P(`|Mi) =
1

Cp
exp−kβ

∑

(x,y)∈V
φ2(I, `(x), `(y)) (6.11)

where Cp is the associated normalization constant, from relation (6.1) we now need to find
i, `∗ such thatMi and `∗ maximize the relation :

max
i,`∗
P(I|`,Mi) =

1

CMi
CpP(I|,Mi)

exp−
(∑

x

φ1(Xi(x), τi, `(x))

+kβ
∑

(x,y)∈V
φ2(I, `(x), `(y))


 ,

(6.12)

In is shown in [MacKay 1992] that solving this 2-level of inference problem yields to :

1. a model fitting step. This is the first level of inference. All labels `i(x) are computed
for all modelsMi independently ;

2. a model comparison step. This is the second level of inference. We wish to infer which
model is most plausible given the data. The posterior probability of each model is
such that :

P(Mi|I) ∝ P(I|Mi)P(Mi). (6.13)

Assuming we have no reason to assign strongly differing priors P(Mi) to the alter-
native modelsMi, they are ranked by evaluating the evidence P(I|Mi).

The first step has no difficulties and is performed following the technique of the previous
section where the data term reduces to a single model Mi. The second step requires to
evaluate the evidence P(I|Mi) which is obtained by marginalization of P(I|Mi) :

P(I|Mi) =

∫
P(I|`,Mi)P(`|Mi)d`. (6.14)

Obviously its direct numerical evaluation is impossible since it would require too many
computations as the set of possible configurations of ` is huge. Moreover, the normalization
constants involved in relations (6.11-6.12) are unknown. In order to alleviate this problem,
let us note that the normalization constant Cp associated to the prior term in (6.11) does
not depend on the modelMi since it is a simple regularizer. Therefore we have :

P(I|Mi) ∝
∫
P(I|`,Mi) exp−


kβ

∑

(x,y)∈V
φ2(I, `(x), `(y))


. (6.15)

The evaluation of this term can be performed using the Metropolis-Hasting algorithm
[Hastings 1970, Metropolis 1953]. This generates in an efficient way and without the know-
ledge of CMi

a set of M samples `ı, ı = {1, ...,M} following the distribution P(I|`,Mi).
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From these M samples we get an approximation of the previous relation through :

P(I|Mi) ≈
1

M

M∑

ı=1

exp−


kβ

∑

(x,y)∈V
φ2(I, `ı(x), `ı(y))


. (6.16)

The evidence of each model can then be evaluated and we keep the one with the highest
value. The final technique for multi-label change detection reads then :

Multi-label change detection
– N maps Xi, i = {1, ..., N} associated to the confidence on the label i are available.
– For all locations x ∈Xt do :

– 1st level of inference. For i = {1, ..., N}
– Computed the value `i(x) on a patch around x by minimizing the cost-function in

(6.2) where only the map Xi is involved.
– if ∀i, `i(x) = 0, we have no change and `(x) = 0, else

– 2nd level of inference. For i = {1, ..., N}
– Creation ofM samples `ı, ı = {1, ...,M} of P(I|`,Mi) using a Metropolis algorithm ;
– Evaluate the evidence P(I|Mi) using relation (6.16) ;

– Final result :
– Select the model i with the highest value of the evidence P(I|Mi) ;
– If `i(x) = 0, no change appear and `(x) = 0 otherwise `(x) = i

It should be pointed out that most of the existing techniques for multi-label change
detection use some training samples and machine learning. This requires a fastidious task
of manually label the training set and yield some data-dependant techniques. The proposed
approach does not need any learning step which is to our opinion a key point. The process
is at the moment under development and we present preliminary results in the next section.

6.4.3 Preliminary results

We have tested the process on the synthetic pair of images depicted in figures
Fig. 6.7(a,b). The image Fig. 6.7(b) has been generated from the image in Fig. 6.7(a)
by blurring two parts : the top-left one with an abrupt change (the global luminance is
modified) and the bottom-right one with a subtle change (the global luminance is kept but
the internal texture is modified). The multi-label change detection strategy was used with
two change maps : an abrupt change one based on the difference in terms of luminance
and a subtle change one based on the Kullback-Leibler difference of the distribution of
the gradients of the luminance inside a given patch. Multi-label results are shown in figure
Fig. 6.7(c). It is very encouraging to observe that the two areas have been correctly labeled.
This synthetic example is a first validation of the methodology.

Using the same technique on real data requires to use more advanced change maps.
Indeed, the simple measurements based on the luminance and the gradients defined to
segregate abrupt and subtle changes are obviously too simple regarding the complexity of
the real structures encountered in remote sensing data. On such images, it is preferable to
use more advanced change maps as the components of the change vector D proposed in
section 6.2. This is under development.

Nevertheless to our opinion, the promising results on the synthetic pair of image already
validates this multi-label strategy which is of great importance since no training samples
are required.
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Fig. 1. Comparison of the multi-label change detection results. (a), (b): the
two input images; (c): results i; The green area stands for abrupt change, the blue area
stands for subtle change.
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6.1 Metropolis Hasting sampling

The Metropolis Hastings algorithm is a Markov chain Monte Carlo method for
obtaining a sequence of random samples from a probability distribution for which
direct sampling is difficult. This sequence can be used to approximate the dis-
tribution(i,e.,to generate a histogram), or to compute an integral(such as an
expected value).

The Metropolis hasting algorithm can draw samples from any probability dis-
tribution P (�), requiring only that a function proportional to the density can be
calculated. In Bayesian applications, the normalization factor is often extremely
difficult to compute, so the ability to generate a sample without knowing this
constant proportionality is a major virtue of the algorithm. The algorithm gener-
ates a Markov chain in which each state �t+1 depends only on the previous state
�t. The algorithm uses a proposal density Q(��; �t),which depends on the current
state �t, to generate a new proposed sample ��. This proposal is “accepted” as
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Figure 6.7 – Multi-label change detection results on a synthetic pair of images. (a,b) :
two input images with abrupt and subtle changes : (c) estimated labels of change areas

6.5 Summary

In this chapter we have proposed some solutions for the change detection problem. This
issue is very crucial in computer vision and in particular in remote sensing. Depending on
the input data and in particular on the availability of some pre-segmented maps or not, we
have proposed several tools for sensing the changes.

The first one is rather related to the measurements and aims at qualifying the na-
ture of the changes between two objects. It relies on some combinations at different
scales/orientations of similarity criteria between the distributions of coefficients issued from
a wavelet decomposition.

The second one does not rely on pre-segmented objects and labels the changes by mi-
nimizing a cost function on patches where we have proposed an original way to fix its
size.

These two techniques have been successfully validated on synthetic and real data.
We also have proposed the theoretical aspects of a multi-label change detection technique

that formalize the problem through a model selection one. We then need to calculate the
change for each model (related to a label) and then to evaluate the evidence, this latter being
approximated using Metropolis sampling techniques. This process is under development and
preliminary results on synthetic pair of images are encouraging.



Conclusion of the second part

In this second part, we were focused on the analysis of time series of Very High Spatial
Resolution (VHSR) remote sensing data.

To that end, we first have worked on the definition of descriptors. VHSR data indeed
embed very complex objets for which there is no general tools to describe them. We have
proposed an efficient and simple way to represent the different structures based on the dis-
tributions of the coefficients issued from a wavelet decomposition of the images. We in addi-
tion have introduced a technique that relies on evidence theory able to compare two entities
characterized with such descriptors. They have been successfully used for various remote
sensing problems including segmentation, classification, front detection, texture orientation
estimation and change detection.

Concerning this last application, we in addition have presented some techniques for
binary and multi label change detection based on patches, stochastic representation of the
data and model selection.





Troisième partie

Conclusion & Perspectives





General Conclusion &
Prespectives

Conclusion

In the presented works, we have proposed solutions for dealing with time series of Low
Spatial Resolution and Very High Spatial Resolution remote sensing images. The manipu-
lation of such data require indeed specific processing since the involved structures (clouds,
urban or agricultural parcels, ...) exhibit complex properties in terms of luminance (texture,
deformations, transparency, ...) that can hardly be managed using conventional tools.

The challenges related to LSR data that we have faced were concerned with motion
estimation, curve tracking and oceanic data reconstruction. We have mainly been based on
the variational data assimilation framework for which we have proposed adapted observation
operators, dynamical models and error covariance matrices that include recipes of image
processing.

As for VHSR images, we have proposed some descriptors of the textured entities that
appear (crops, urban, clouds, ...). They rely on wavelet coefficients. From two objects, we
have been based on the evidence theory to derive a unique similarity criterion between
them. These descriptors have been used for segmentation, classification and estimation
of the orientation of agricultural parcels. In addition, we have addressed the problem of
binary and multi-label change detection between two images. To that end we have computed
statistics on patches where an original technique for defining their size based on a stochastic
representation of the data has been proposed. As regards the multi-label issue, this has been
formalized as a model selection problem.

Although remote sensing was the privilege application, most of our tools have been
successfully used in other contexts as for instance usual video sequences (motion estimation,
change detection, texture description) or crowd analysis.

Let us now turn to the perspectives for the next years.

Perspectives

As for the future works, one can note that :

1. it has been observed in some applications that the dynamically consistent techniques
proposed for LSR images exhibit errors mainly concentrated at the fine scale struc-
tures. These latter are however crucial for the flow analysis. In addition, due to inverse-
cascade effects, a poor-estimation of fine scales (unresolved subgrid-scales) disturbs
the accuracy of the estimation on the larger structures of the flow. It is now of prime
importance to directly deal with models on the different scales of the flow ;

2. A very large number of VHSR satellites are launched. For instance, Quickbird, Geoeye
or Ikonos are at the moment available. In addition, very important missions such as
the Venus (CNES 2-ISA 3) and the Sentinel-2 (ESA 4) ones are expected in 2012 and

2. Acronym for : National Center of Spatial Studies
3. Acronym for : International Spatial Agency
4. Acronym for : European Spatial Agency
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2013. Therefore, this provides a more or less temporal consistency in VHSR observa-
tions of the land use of some relevant sites (intense agricultural areas in particular).
The analysis of such time series is of prime importance for all topics related to envi-
ronmental applications. However at the moment, no computer vision system is able
to deal with such specific time series, where the observations are issued from different
sensors.

As a consequence my future researches will continue to design some image processing me-
thods for time series of LSR and VHSR data in order to overcome the mentioned difficulties.
The following two paragraphs propose some directions that will be explored.

LSR data

Concerning the LSR data, we plan now to rely on advanced spatial models for subgrid-
scale modeling. The problem of turbulence, in particular the small scale turbulence (i.e.,
under pixel), is generally ignored in the flow equation of existing methods. However, in the
reality most of the fluid flows are highly turbulent : atmospheric motions, ocean currents,
vascular flows, ... The level of turbulence of the flow is controlled by the Reynolds number
Re = UL/ν where U , L are the velocity and length scales of the flow and ν the kinetic
viscosity of the fluid. For high Re, the flow is turbulent. The ratio between scale of large
eddy and smallest wave length of movement that can appear in the fluid (Kolmogorov scale)
is proportional to Re3/4. This implies that to get all scales which appear in the turbulent
flow, time and space resolution have to be equivalent to Re3/4 (for example, for atmospheric
flows Re ≈ 1010). Generally, time and space image resolution are much sparser than the
smallest scales. Depending on the rate of turbulence, missing information in the image
sequence may not be neglected. The influence of these small scales cannot be computed
but should be modeled. To this end, subgrid modeling developed in Large Eddy Simulation
of turbulent flows should be benefit. In particular, since last five years, L. Shao and his
collaborators develop in a physical and rational way a set of subgrid models, the so-called
ReDLES. The main point in this approach is to use statistical 2-point approach such as
the structure function and the multi-scale energy budget which are well adapted for taking
into account the interaction between different turbulent scales. This approach has been
proved to be more suitable for the physical modeling of the influence of the subgrid scale
[Cui 2007, Lévêque 2007]. We plan then to explore these kind of models to improve the
actual data assimilation techniques.

VHSR data

As for the VHSR images, biophysical variables derived from satellite observations like
the LAI (Leaf Area Index), fCOVER (fraction of vegetation cover) or fAPAR (fraction
of Absorbed Photosynthetically Active Radiation) are now widely used to monitor the
dynamics in canopy vegetation over large areas at global and regional scales. Biophysical
products derived from current coarse and medium sensors allow estimating changes in land-
scapes made of large patches. However in fragmented landscapes characterizing intensive
agricultural areas, the medium spatial resolution is not suited to identify changes in vege-
tation cover due to mixing effects. Higher spatial resolution is thus required to analyze the
vegetation. However, the models that extract bio-physical parameters have been built for
data with lower spatial resolutions. Thus, they have to be adapted, or other models that fit
with high spatial resolution data have to be conceived.

The COSTEL group (presented in the introduction), with the OSUR 5 (Observatory for

5. http://osur.univ-rennes1.fr/

http://osur.univ-rennes1.fr/
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Universe Sciences at Rennes, France) and their collaborators, are working on the design of
original approaches to estimate biophysical variables for VHSR sensors. More precisely, we
have worked together on the estimation of fAPAR, LAI and fCOVER based on a radiative
transfer model (PROSPECT-SAIL) [Lecerf 2005]. This results in time series of biophysical
data that however suffer from a lack of temporal consistency due to the temporal and
content heterogeneity of the data used.

Future researches will then consist in retrieving time consistent series of such biophysical
parameters. To that end, we plan to use tracking and filtering techniques in which we will
explore some agricultural models for vegetation evolution. We will first focus on BONSAI
and STICS (Simulateur mulTIdisciplinaire pour les Cultures Standard) models, developed
by INRA, that simulate the usual bio-physical variables (LAI in particular) and others
relevant variables like the total biomass [Brisson 2002]. We will also collaborate with the
ECO-INFO team of LIAMA which is working on the definition of plant growing models
[Cournède 2006, Fourcaud 2008]. We already have started to use the GreenLab model for
the assimilation of LAI [Kang 2011].

Context

We have created a new LIAMA team entitled TIPE 6 for “Turbulence, Images, Physics
and Environment”. I am the principal investigator of this group. This is a CNRS & Tsinghua
University joined project focused on the analysis of time series of remote sensing data, both
on low and very high spatial resolution images.

Involved CNRS partners are Ecole Centrale Lyon (especially with LMFA : Lab of Fluid
Mechanics & Acoustics 7) and OSUR (especially with COSTEL Lab). As for Tsinghua
University, the Turbulence Lab 8 of the Department of Engineering Mechanics is involved
in this team.

I then plan to develop these researches in the context on the TIPE group. An additional
important goal is to consolidate collaborations between french and chinese groups on these
topics.

6. http://liama.ia.ac.cn/tipe/
7. http://lmfa.ec-lyon.fr/
8. http://me.tsinghua.edu.cn/english/index.php3

http://liama.ia.ac.cn/tipe/
http://lmfa.ec-lyon.fr/
http://me.tsinghua.edu.cn/english/index.php3
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Abstract

This PhD Habilitation is devoted to the analysis of time series of Low Spatial Resolution
(LSR) and Very High Spatial Resolution (VHSR) remote sensing images. Events of interest
are related to meteorology and oceanography (for LSR data) and to agriculture and urban
applications (for VHSR data).

The rate of acquisition of satellite data is inversely proportional to their spatial resolu-
tion. Therefore with LSR images, the cadence is very high (for instance one image every
15min with MSG –Meteosat Second Generation) and enables an analysis of the turbulent
atmospheric flows observed through the motion of the clouds, the oceanic circulation, ...
Related computer vision problems concern motion estimation, curve tracking and missing
data interpolation. On the other hand, with VHSR images, the time between two data can
be from several weeks to several months. The related studies are rather concerned with the
definition of advanced change detection techniques to highlight the main structural changes
between images.

From a methodological point of view, we are based on the introduction of physical
knowledge in computer vision tools in order to define specific techniques for the analysis of
structures in LSR data. A large part is devoted to variational assimilation approaches. As
for VHSR images, we propose original descriptors to characterize the textured areas and
applied them for numerous problems (segmentation, classification, orientation estimation,
textured front detection). Finally, a chapter is especially devoted to the change detection
issue where we introduce techniques for binary and multi-label change detection.

Resumé
Ce document d’habilitation est consacré à l’étude de séries temporelles d’images de
télédétection à basse (LSR) et à très haute résolution spatiale (VHSR). Les phénomènes
étudiés concernent la météorologie et l’océanographie (données LSR) et l’agriculture et le
milieu urbain (données VHSR).

La fréquence d’acquisition des données satellites est inversement proportionnelle à la
résolution spatiale. Ainsi, pour des données LSR, la cadence d’acquisition est élevée (une
images pour 15min avec le satellite MSG –Météosat Seconde Génération) et cela autorise
l’étude des mouvement atmosphériques turbulents observés à travers le mouvement des
nuages, la circulation océanique, ... Les problèmes d’analyse d’images associés concernent
l’estimation du mouvement, le suivi de courbe ou encore l’interpolation de données man-
quantes. En ce qui concerne les données VHSR, la période séparant deux images peut varier
de quelques semaines à quelques mois. Les études associées sont alors dédiées à la détection
de changements structurels entre deux images.

Du point de vue méthodologique, l’analyse de données LSR est principalement réali-
sée en introduisant des connaissances physiques a priori dans les outils classiques d’ana-
lyse d’images. Une part importante est dédiée à l’utilisation de techniques d’assimilation
variationnelle de données. Pour l’analyse de données VHSR, nous proposons des descrip-
teurs spécifiques permettant de caractériser les motifs texturés que l’on a à manipuler. Ces
descripteurs sont ensuite utilisés pour résoudre différents problèmes d’analyse de données
VHSR tels que la segmentation, la classification, la détection de fronts texturés ou encore
l’estimation de l’orientation. Enfin, un chapitre est consacré à la détection de changements
où nous proposons des techniques pour le détection binaire et multi-labels.
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