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Résumé Français    
 
Les expériences de recherche de microlentilles ont montré que les objets massifs compacts 

ne représentent pas une composante importante de la matière noire baryonique. Par 

conséquent, l'hydrogène moléculaire diffus et froid peut être l'un des candidats ultimes à la 

composante baryonique cachée de la Galaxie. De tels nuages moléculaires, supposés 

primordiaux, auraient une température inférieure à 10 K, et donc un rayonnement 

thermique insignifiant. Par ailleurs, compte tenu de la symétrie de la molécule 

d'hydrogène, elle ne peut interagir de manière résonante avec les ondes électromagnétiques 

qu'aux longueurs d'onde plus courtes que l'ultraviolet, ce qui ne peut être détecté par un 

observateur terrestre. Ces nuages doivent donc être considérés comme essentiellement 

transparents.   Pour détecter cette matière gazeuse invisible, nous proposons de surveiller 

des étoiles d'arrière-plan avec une cadence élevée (de l'ordre d'une fois par minute) et 

d'analyser leurs courbes de lumière à la recherche de la signature d'effet de scintillation. Si 

la turbulence du milieu est suffisamment forte, elle peut produire des fluctuations de 

densité qui perturbent le front d'onde de la lumière d'une source d'arrière-plan. Le front 

d'onde, déformé par les retards de phase, se propage selon les lois de la diffraction 

optique, qui induisent des fluctuations d'intensité dans le plan d'un observateur. Etant 

donnés les mouvements relatifs entre le nuage et la ligne de visée, la figure de diffraction 

balaie le plan de l'observateur ce qui fait que la source en arrière-plan semble scintiller. Le 

contraste des variations lumineuses dépend des distances relatives entre la source, le nuage 

et l'observateur, et de l'importance des fluctuations de densité du nuage. Des échelles de 

temps caractéristiques régissent le phénomène, qui dépendent en particulier de la longueur 

d'onde. Il est alors possible de distinguer une source scintillante de toute autre variabilité 

intrinsèque (périodique ou non) par des observations à plusieurs longueurs d'onde. 

En observant un grand nombre d'étoiles situées derrière un milieu turbulent, on peut 

établir des limites à l'intensité des turbulences locales (liée au rayon de diffusion) le long 

de la ligne de visée et sonder les structures les plus fines du milieu.   Nous avons simulé 

numériquement l'effet de scintillation. En considérant les nuages comme des écrans 



minces, nous avons utilisé le spectre de la fonction 2D qui décrit les retards de phase à 

partir de la loi de Kolmogorov, afin de simuler des écrans de phase. Nous avons étudié 

l'impact des limitations du calcul numérique sur la génération de la fonction de retard de 

phase. La figure de diffraction produite par une source ponctuelle sur le plan 

d'observation a été obtenue par le calcul de l'intégrale de diffraction de Huygens-Fresnel. 

Nous avons établi que la figure produite par une source étendue s'obtient par convolution 

avec le profil de cette source, et quantifié la perte de contraste due à cette limitation de la 

cohérence spatiale. Grâce à la simulation, nous avons dérivé une relation entre la 

modulation des courbes de lumière de scintillation et le rapport du rayon projeté de la 

source à la longueur caractéristique de scintillation. Cette relation peut être utilisée pour 

relier la dispersion de flux observée d'une étoile à des paramètres de scintillation (rayon de 

diffusion, rayon projeté de l'étoile). Nous avons également examiné l'effet de la cohérence 

temporelle de la lumière en superposant des figures de diffraction produites à des 

longueurs d'onde proches.   Deux nuits d'observations ont été obtenues vers quatre 

directions avec le détecteur SOFI du NTT de l'ESO (en infrarouge proche). Trois des 

cibles étaient des nébuleuses sombres connues situées dans le disque galactique. Nous les 

avons utilisées pour tester la faisabilité de la détection de scintillation. La quatrième cible 

était le petit nuage de Magellan (SMC), choisi pour rechercher des structures turbulentes 

transparentes dans le halo de la Voie-lactée. Après réduction et nettoyage des données, 

nous avons sélectionné les courbes de lumière qui présentaient la plus grande variabilité 

(dispersion de flux). Grâce à notre méthode de sélection, nous avons (re)trouvé deux 

céphéides dans le SMC et un candidat à la scintillation vers la nébuleuse sombre Barnard 

68. Après avoir corrigé les magnitudes des étoiles observées à partir de la carte 

d'absorption de Barnard 68, nous avons pu tracer leur diagramme couleur-magnitude (Ks-

J), ce qui nous a permis de distinguer les étoiles de séquence principale (potentiellement 

plus fortement scintillantes) des géantes rouges. Le même travail a pu être mené pour les 

étoiles de SMC avec les bandes B et R, en utilisant de base de données de EROS. En 

estimant ainsi les types stellaires et les distances, nous avons calculé la taille angulaire des 

étoiles d'arrière-plan. A partir de cette taille apparente et de la dispersion des courbes de 



lumière, nous avons pu déduire les limites inférieures des rayons diffusion du gaz le long 

de chaque ligne de visée.  
Nous avons défini la profondeur optique de la scintillation comme la probabilité 

d'intercepter une structure turbulente avec un rayon de diffusion inférieur à une valeur 

donnée. Nous avons calculé la limite supérieure de cette profondeur optique en fonction 

d'un rayon de diffusion maximum selon chacune des directions étudiées. Un modèle de 

matière baryonique cachée sous forme de nuages moléculaires transparents prédit une 

profondeur optique de scintillation inférieure à un pour cent pour des rayons de diffusion 

supérieurs à ~20 km ; nous avons montré que l'observation de près d'un million d'étoiles x 

heures avec une précision photométrique meilleure que 1% est nécessaire pour confirmer 

ou exclure un tel modèle.  Au delà de la recherche de matière baryonique cachée, la méthode 

que nous proposons peut aussi être utilisé comme un outil pour étudier les fluctuations de 

densité locale du milieu interstellaire.  
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Chapter 1

Missing Baryon Problem

About 80 years ago the mass discrepancy for the cosmic structures was revealed by obser-
vations. Although it is widely believed that the major part of the dark matter consists of
Weakly Interacting Massive Particles (WIMPs, which are unknown non-baryonic matter),
there is also hidden parts for the baryonic component of the Universe. Through this chap-
ter, firstly we explain how observations point out the dark matter existence in section 1.1.
In section 1.2, the standard Big Bang nucleosynthesis is discussed and the observation of
the primordial light elements is given. Finally in section 1.3, the observed baryonic con-
tent of the cosmic structures is compared to the expectations from nucleosynthesis and
CMB observations.

1.1 Evidences for Dark Matter
In this section, we review some essential works in mass measurements at cluster and
galactic scales. Through these observations, we show that the dark matter is necessary in
order to explain the significant discrepancy between the luminous mass and the dynamical
mass obtained from rotation curves and velocity dispersions.

1.1.1 Dark Matter at Cluster Scale
The first astronomer who discovered the mass to light ratio discrepancy was F. Zwicky. In
1933, he determined the mass of the Coma cluster by measuring the radial velocity of the
galaxies and using the Virial theorem. He compared this dynamical mass to the luminous
mass of the galaxies using the stellar mass to light ratio and found the unexpected mass
deficit of a factor of ∼ 100 times compared to the luminous mass [Zwicky (1937)].

Virial Theorem

Consider a galaxy cluster of mass M with N galaxies of masses mi. Choosing the centre
of mass of the system as the origin of the reference frame, the total gravitational force

7
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acting on mass mi is:

Fi = mi
dvi

dt
, (1.1)

where vi is the galaxy velocity vector of galaxy i relative to the cluster centre of mass.
Scalar multiplication of this equation with ri gives:

ri.Fi =
1

2

d2

dt2
(mi r

2
i ) − mi v

2
i , (1.2)

where we have used vi = d
dtri. The scalar variables ri and vi are the modulus of the

distance and velocity vectors with respect to the mass centre. Summing this equation for
N masses we obtain:

1

2

d2

dt2
I =

N
∑

i

mi v
2
i +

N
∑

i

ri.Fi, (1.3)

where I =
∑

mi r2i is proportional to the system moment of inertia1. For the total kinetic
energy we have:

K =
1

2

N
∑

i

mi v
2
i =

1

2
M σ2v , (1.4)

where σ2v is the velocity dispersion of the galaxies2. The total gravitational energy is:

U =
N
∑

i

ri.Fi =
∑

i

∑

j<i

ri.
Gmimj

|ri − rj|3
(ri − rj). (1.5)

Considering two recent relations, the equation (1.3) can be re-written as:

1

2

d2

dt2
I = 2K + U, (1.6)

For a gravitationally bound system, the moment of inertia changes within a lower and
upper bands. Hence, for a sufficiently long time, τ (usually of the order of the time for a
galaxy to cross the cluster) the variation of I is zero in average:

1

2
<

d2

dt2
I >τ = 2 < K >τ + < U >τ , (1.7)

and the Virial theorem is written as:

2 < K >τ + < U >τ = 0, (1.8)
1It is exactly the moment of inertia, if (x, y, z) coordinates are chosen along the principal axis of the

system.
2We recall that in mass centre frame the mean velocity is zero.
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Figure 1.1: Coma cluster by Hubble space telescope.

Approximating a cluster with a homogeneous mass distributed in a sphere with radius R,
the total potential energy is given by:

U = −
5GM2

3R
. (1.9)

Substituting this equation and equation (1.4) in relation(2.12), we obtain a relation be-
tween the cluster mass and its dispersion velocity < σ2v >:

M =
3R < σ2v >

5G
. (1.10)

However, as shown in figure 1.1, Coma cluster is not exactly a uniform distribution of
galaxies. Since the inhomogeneities reduce the potential energy compared to uniform
mass distribution, Zwicky conservatively assumed a lower limit for potential gravity as:

U > −
5GM2

R
, (1.11)

and from the Virial theorem the lower limit of the cluster mass is obtained as:

M >
R < σ2v >

5G
. (1.12)

Zwiky observed the spectra of bright galaxies of Coma cluster and measured their radial
velocity dispersion:

< σ2r > = 5× 105 km2 s−2. (1.13)
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For a velocity dispersion of spherical symmetry we have < σ2v > = 3 < σ2r >. The
velocity dispersion is thus:

< σ2v > = 1.5× 106 km2 s−2. (1.14)

σ2v is computed by averaging the square velocity of each galaxy regardless of their masses.
It is not thus the exact weighted average computed from relation (1.4). This would not
affect the order of magnitude of the calculated M since the observed bright galaxies have
more or less all the same mass. Considering a size of R ∼ 1000 kpc for Coma cluster, the
minimum mass of the cluster through relation (1.12) is estimated as:

M > 4.5× 1013M", (1.15)

Zwicky had counted the number of galaxies as N = 1000. For a typical galaxy, he es-
timated a luminous mass of Mg = 8.5 × 107M" which gives the luminous mass of the
cluster as 8.5 × 1010M". Comparing this value to the mass computed in relation (1.15)
and assuming that light traces the mass, the mass to light ratio of Coma cluster is:

Γ∗ = 500
M"

L"

, (1.16)

which is a quite large number compared with Γ∗ = (1-3) M!

L!
observed in stellar systems.

This result is obtained by assuming that the cluster is a virialised system. This is a rea-
sonable assumption since the cosmic structures are existing for billions of years in grav-
itationally bound systems. Assuming the usual stellar mass to light ratio for the cluster
beside the observed dispersion velocity of ∼ 1000 km s−1 leads to K ! −U and the
galaxies would fly apart from each other. Therefore, the matter is missing by a factor of
∼ 100 at cluster scale. It was the first evidence for existence of the dark matter.

1.1.2 Dark Matter at Galactic Scale
The mass discrepancy became more crucial when astronomers began measuring the rota-
tional velocity of the galaxies. Consider a star located at the outer part of the luminous
disk of a spiral galaxy, rotating in a circular Keplerian orbit about the galactic nucleus,
the star rotation velocity Vc is given from Newton’s law:

Vc =

√

GMR

R
, (1.17)

where MR is the galactic mass inside radiusR and G is the gravitational constant. Through
this relation, we expect that the rotation velocity decreases by 1/

√
R while we pass be-

yond the galactic luminous disk. As an unexpected result, the Keplerian decline was
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Figure 1.2: Rotation curves of 21 Sc galaxies within optical disk ordered by increasing
size. Each curve is derived from mean velocities on both sides of the major axis. Dashed
lines from the nucleus indicate regions where velocities are not available due to the small
scale. Dashed lines at larger R indicate a velocity fall faster than Keplerian which is the
evidence for galactic streams at galactic arms [Rubin et al. (1980)].

not confirmed by the observed rotation curves3 for all disk galaxies. Instead, beyond the
galactic central part, a relatively constant Vc was observed.

During 70’s Rubin and her colleagues derived the rotation curves of some spiral galaxies.
In one of their works [Rubin et al. (1980)], they studied the rotational properties of 21 Sc
galaxies with luminosity range from 3 × 109 to 2 × 1011 L", masses from 1010 to 2 ×
1012 M" and radii from 4 to 122 kpc. The selected galaxies had inclinations larger than
50o to minimise the orbital velocity uncertainties. They determined the star velocities by
detecting Hα (λ = 6548 Å) and [NII] (λ = 6583 Å) emission lines. The spectroscopy was
done along the galactic plane by aligning the slit of the spectrograph with the galactic
major axis. The velocities were estimated from the measured red-shift (or blue-shift) of

3The rotation curve is the rotation velocity of the galactic components versus their distance from the
galactic centre.
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Figure 1.3: Radial velocity field in NGC 3198 superimposed on the optical image. The
number for each contour indicates the heliocentric velocity in km s−1 [Bosma (1981)].

the emission lines through the relation: V = c(λ− λ0)/λ0 with accuracy of ± 3 km s−1.

As illustrated in figure 1.2, no galaxy shows velocity which decreases significantly at
large nuclei distance. Most galaxies exhibit rotational velocities which are increasing to
the edge of the optical disk. It implies that rotation curves are still rising beyond the opti-
cal disk. The largest galaxies (e.g. UGC 2885) have flat rotation curves. All big and small
galaxies show similar patterns of rotation curves. The velocity rise significantly within
about 5 kpc and more slowly thereafter and the curve is flat at large R. Through these
behaviours, Rubin and her colleagues concluded that the mass is not centrally condensed
and significant mass is located at large R. The mass within the radius R should increase at
least as fast as R since from relation (1.17) for flat Vc we should have M ∼ R. The mass
does not seem to be limited at the edge of the optical disk and consequently, non-luminous
mass exists beyond the optical galaxy. The authors suggested that HI 21 cm observations4

can clarify this point.

In 1981, A. Bosma published the detailed HI line maps of 25 spiral galaxies by using the
Westbrok Synthesis Radio Telescope [Bosma (1981)]. The contours in figure 1.3 show
regions with same velocities for NGC 3198. The spatial resolution is roughly 2 kpc. As it

4The interaction between nuclear and electronic spins of the atomic hydrogen produces 21 cm emission.
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Figure 1.4: Rotation curves of 25 different spiral galaxies [Bosma (1981)].

is shown, the neutral hydrogen clouds are well distributed beyond the optical disk. Res-
olution depends on B/R ratio, where B is the telescope beam5 and R is the scale of the
observed region. If this ratio is larger than unity for inner parts the fast velocity change
remains undetected. Therefore, to derive the rotation curves, Bosma used the available
optical data for inner parts of the galaxies. It can be inferred from figure 1.4 that the
observed rotation curves are flat or decline slowly and none of them become Keplerian
in outer parts. The mass hence, does not converge to a final value at outermost observed
distance from nucleus.

Since the stability of the disk is in question if all unseen matter is distributed in galactic
plane, Ostriker, Peebles and Yahil proposed the existence of a massive hot halo, maxi-
mally extended up to 500 kpc, to stabilise the optical disk [Ostriker et al. (1974)]. In
1985, van Albada and his colleagues constructed a two-component mass model to fit the
rotation curve of NGC 3198. The model consists of an exponential disk and a spherical

5Field of view.
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Figure 1.5: Contribution of the maximum disk and spherical halo model to the observed
rotation curve of NGC 3198. The length scale of the disk is 2.68 kpc. The halo curve cor-
responds to a = 8.5 kpc and γ = 2.1 with ρ(R0) = 0.0040 M" pc−3. The points represent
the measured velocities including the error bars. Halo mass is ∼ 10 times the disk mass
[van Albada et al. (1985)].

dark halo [van Albada et al. (1985)]. They consider an exponential law, I(R) = I0 e−R/h,
for the light distribution where h is the characteristic length scale of galaxies. For Hubble
parameter H0 = 75 km s−1 Mpc−1, they found h = 2.68 kpc and measured the HI distri-
bution to 11 scale lengths. For the disk contribution, they considered a model with largest
disk mass (maximum disk considering the largest stellar mass to light ratio and 15% HI
contribution to the disk mass) with an exponential density profile of same length scale
as the light distribution. For density profile of the spherical dark halo they considered a
model as:

ρhalo = ρ0 [(
a

R0
)γ + (

R

R0
)γ]−1, (1.18)

where R0 is chosen to be 8 kpc. a and γ are free parameters which are related to the halo
core radius and density decreasing rate . The fit result is shown in figure 1.5. Within 30
kpc the measured mass (stars + HI) is 3.1 × 1010 M" computed from disk curve. The
halo mass is 1.5 × 1011 M".

1.2 Standard Big Bang Nucleosynthesis
When the Universe was 10−11 second old, all four fundamental forces were already dis-
tinct. At this epoch, the temperature of the Universe was ∼ 1015K (∼1000 GeV) and the
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Universe was filled with a soup of quarks, leptons, photons, anti-quarks and anti-leptons.
Such temperature is still too high to permit any stable baryon formation. By cooling the
Universe, more massive types of quarks and leptons decay to their lighter counterparts.
Matter and antimatter annihilate and at the end a small excess of matter left to form the
baryons. The baryon formation starts effectively at ∼ 10−5s, when the temperature is
∼ 1012K (∼1 GeV), by combining up and down quarks to create stable protons and neu-
trons. At this temperature protons and neutrons are in thermal equilibrium and convert to
each other via weak interactions6:

n ! p+ e− + ν̄e,

p+ ν̄e ! n+ e+,

n+ νe ! p+ e−. (1.19)

The statistics of the baryons are given by the Boltzmann distribution:

nb = 2(
mbkBT

2π!2
)
3
2 exp(−

mbc2

kBT
), (1.20)

where, nb, mb and kB are the baryon number density, the baryon mass and the Boltz-
mann’s constant respectively. Hence, the ratio between number densities of neutrons and
protons is given by the equation:

nn

np
= (

mn

mp
)
3
2 exp(−

Q

kBT
)

' exp(−
1.5 × 1010K

T
), (1.21)

where mp = 938.3 MeV and mn = 939.6 MeV are proton an neutron masses respectively;
Q = (mn−mp)c2 = 1.3 MeV ≡ 1.5 × 1010 K. Therefore, for temperatures ! 1010 K, there
are approximately equal numbers of neutrons and protons. By expanding the Universe and
reducing the temperature, the neutrons will more likely decay to protons than be created
from them, thus, the number of protons start to increase slightly.

The reactions (1.19) are dominant as long as the weak interaction rate (Γweak) is greater
than the expansion rate of the universe (H). In other words, when the characteristic
time scale of the weak interaction becomes smaller than the Hubble time, the neutrinos
decouple from the baryons and the thermal equilibrium is not hold anymore. The only
reaction which remains is the β decay of the free neutrons: n −→ p+ e− + ν̄e. The weak
interaction rate is proportional to G2

FT
5, where GF is Fermi’s coupling constant. From

Friedmann’s equation for a flat universe H2 = 8πG
3 ρ; during the radiative era ρ (total

6The general concepts and calculations of this section are gathered form [Coles & Lucchin (2002)],
[Liddle (2003)] and [Palanque-Delabrouille (1997)].
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density) is dominated by radiation and is proportional to NνT 4, where Nν is the number
of neutrino species. Thus:

Γweak

H
∼

G2
FT

5

T 2N
1
2
ν

,

Γweak

H
' (

kBT

0.8MeV
)3 = (

T

9.3× 109K
)3. (1.22)

At temperature Tdν ∼ 9.3 × 109 K, (t ∼ 1 s) the Universe expands faster than the weak
interaction rate, which means it is cool enough to let neutrinos decouple from the baryons.
From relation (1.21) the neutron to proton ratio freezes out at value:

(
nn

np
)freeze−out ' 0.2. (1.23)

1.2.1 Light Elements: Production
After neutrinos decoupling from baryons, synthesis of light elements (H, D, 3He, 4He, Li)
begins by producing deuterium:

n+ p −→ D + γ. (1.24)

At a temperature lower than the binding energy of deuterium (BD = 2.2 MeV), since
baryon to photon ratio is low (η = nb

nγ
∼ 10−10), the energetic photons of the tail of

Planck spectrum are sufficient to dissociate these “ bottle-neck“ deuteriums. The photo-
dissociation of deuterium prevents the creation of more complex nucleus, but this destruc-
tion gets less and less important as the Universe expands and becomes cooler. Finally, at
T ∼ 0.1 MeV the production of light nucleus is effectively finished (t ∼ 1 min.). Dur-
ing this epoch the density of the baryons is so low (∼ 10−3 g cm−3) that only two-body
reactions are possible (three-body chain reactions occur inside the stars). These reactions
include:

D + p −→ 3He,

D + n −→ 3H, (1.25)
D +D −→ 4He,

...

From freeze-out time of weak interactions (∼ 0.8 MeV) it takes about ∆t ∼ 400 s to the
end of the nucleosynthesis7. Since the lifetime of a neutron is τn = 886s, the β decay of
neutrons is not negligible during the synthesis process. So, the neutron to proton ratio at
T ∼ 0.1 MeV (t ∼ 1 min.)will be:

(
nn

np
) = (

nn

np
)freeze−out × 2−

∆t
τn ' 0.14. (1.26)

7In radiative era ( t

1s ) =
2×1010K

T
= 2MeV

kBT
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We may also take into account the increase in number of protons because of the neutron
decays but it is quite small fraction. The most abundant elements of the primordial nu-
cleosynthesis are hydrogen and helium. Helium is formed because it is the most stable
light element. Almost all neutrons combine with the same number of protons to produce
He nucleons. The rest of protons remain as hydrogen nucleons since there are no more
neutrons to bind with. The primordial helium content of the Universe is regarded as the
ratio between the produced helium mass to the total baryonic mass:

Yp =
MHe

Mb
, (1.27)

where Mb = (nn+np)mp. Since He nucleus consists of two neutrons and two protons, half
of the neutrons should bind with the same number of protons to form helium; so, MHe =
4mp × 1

2nn where proton and neutron masses are taken to be equal. The corresponding
helium fraction will be:

Yp =
2nn
np

1 + nn
np

= 0.25, (1.28)

where nn
np

is taken from relation (1.26). Therefore, about 25% of primordial baryons of the
Universe are in form of helium and 75% remaining are essentially hydrogen. The fraction
of produced helium slightly depends on η. Larger baryon to photon ratio results in less
photo-dissociation of the bottle-neck deuteriums which gives shorter time to neutrons to
decay. Therefore, the larger the amount of neutrons is, the larger the helium fraction will
be.

It is worthy here to mention that Nν (number of neutrinos species) affects the ultimate
number of neutrons by changing the freeze-out temperature of the weak interactions.
Higher Nν means greater Tfreeze−out which gives higher (nn

np
)freeze−out. This would pro-

duce larger fraction of 4He. Therefore, the observation of the primordial 4He constrains
the number of neutrinos species. One of the successes of the Big Bang nucleosynthesis
is that Nν = 3 gives the best agreement between the observations and what standard Big
Bang nucleosynthesis (hereafter SBBN) predicts.

Reaction chains of light element production during SBBN are sketched in figure 1.6. The
traces of remained deuterium can be combined with the protons to produce 3He. This
element can be made also from the decay of 3H which were formed from combination of
the deuterium with the rarely survived neutrons. The abundance of deuterium and 3He
decrease when η increases since larger η gives more neutrons that are more likely to be
incorporated in 4He.

The last production of the SBBN is 7Li which has a very small contribution to the pri-
mordial synthesised elements. The combination of the rare 3He or 3H with 4He make
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Figure 1.6: Reaction chain of the primordial light elements synthesis [Coc et al (2004)].

either 7Li or 7Be where the latter breaks to 7Li and neutrino by capturing a neutron. 7Li
abundance varies differently with respect to η. For smaller baryon to photon ratio (low
densities) 7Li is produced mostly from 3H and decreases with η; while in higher density
it is formed from decay of 7Be which were made from 3He and increases with η.

No elements remain with mass number of 5 and 8 and the BBN effectively stops at 7Li.
This occurs because in one hand, 4He is a tightly bound element and makes the heavier
elements unstable:

5Li −→ 4He+ p (τ ' 10−22),
5He −→ 4He+ n (τ ' 10−22),
8Be −→ 4He+4 He (τ ' 10−16).

On the other hand, as mentioned before, because of low density of baryons the three-body
reactions are negligible until the star formation begins.

1.2.2 Light Elements: Observations
According to the standard Big Bang nucleosynthesis, the primordial abundances only
depend on the baryon to photon ratio η. These dependencies are shown in figure 1.7.
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Figure 1.7: Numerical estimates of the primordial light element abundances as a function
of the baryonic density, determined from SBBN model. The yellow strip is the observed
range of η given from WMAP. The green lines come from direct observations of the
primordial elements which are presented more precisely in the next figures.
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Figure 1.8: 4He Mass fraction (Y) variations vs. metallicity in metal-poor regions of HII

Besides, determination of η value gives the current baryonic content of the Universe:

Ωb =
ρ(0)b

ρc
=

Mpnb

ρc

=
Mpnγ

ρc
η, (1.29)

where Mp is the proton mass and ρc is the critical density of the Universe8. From observa-
tion of microwave background radiation the current number density of photons is 9 nγ '
410.5 cm−3; so, equation(1.29) can be written as: ([Steigman (2006)]):

η10 = (273.9± 0.3)Ωbh
2

where η10 = η × 1010. Therefore, measuring the primordial light elements provides a
strong constraint on the baryonic content of the Universe.

Helium 4

After hydrogen, 4He is the most abundant element among others but its abundance has the
faintest dependency on η. The most accurate way to determine Yp is to search heliums in
extragalactic HII regions10 with low metallicity contributions to avoid stellar effect on He

8ρc = 3H2

8πG ' 1.8784× 10−29 gr cm−3.
9Assuming no extra photons were produced after finishing the BBN.

10Hot clouds of hydrogen which is ionised because of the radiations from the newly born stars.
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Figure 1.9: Determinations of primordial 4He during recent years. These values are mea-
sured from metal-poor HII regions. The last point is measured by [Peimbert et al. (2007)]
The horizontal solid line is the Yp computed from SBBN+ WMAP ([Peimbert (2008)])

synthesis. Figure 1.8 shows the variation of 4He vs. one of the metallicity indicators, O/H,
in an extragalactic metal-poor HII region. O is the Oxygen abundance, the most common
element used to quantify the metallicity since it is the most abundant heavy element11 in
the Universe and is easy to measure. As illustrated in the figure, the measured 4He varies
very slowly with the metallicity.

As explained by [Peimbert et al. (2007)], the measured value of Yp has increased during
recent years (Figure 1.9) due to the decrease in systematic errors. These systematics
arise mainly from two sources. The first one is the limit on the precision of atomic data
measuring the He I emission lines in HII regions. This means that observations with high
spectral resolutions are needed; and the second is the uncertainties in thermal modelling
of helium in HII regions. Considering these facts, Peimber et al. measured the following
value for Yp:

Yp = 0.2477± 0.0018± 0.0023, (1.30)

where the first error is due to the statistics and the second is the systematic error. For
the interval 4 ≤ η10 ≤ 8 or equivalently 0.2448 ≤ Yp ≤ 0.2512, we have the relation
([Steigman (2006)]):

Yp = 0.2375 +
η10
625

. (1.31)

11About 53% of heavy elements in O-poor HII regions is Oxygen.
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This relation is computed for τn = 886.7 ± 0.8. By remembering equation (1.30), Ωb,
according to the measured Yp, will be:

Ωb h
2 = 0.02122± 0.00663 ⇐⇒ η10 = 5.813± 1.81. (1.32)

Deuterium

Preliminary searches for primordial deuterium began by observing absorption lines from
the metal-rich ISM12 toward the QSOs13 [Rogerson et al. (1973)] and gave a limit on D/H
value ∼ 10−5. On the one hand deuterium is a weakly bound nucleus which is easily
destroyed and hardly created, on the other hand, it is highly probable that deuterium is
depleted due to stellar nuclear activities in metal-rich regions, therefore, the observations
give a lower limit on D/H value. Today, by using large telescopes and echelle spectrom-
eters 14, D/H values are essentially measured from the metal-poor HI clouds which are
minimally affected by stellar activity and located along the sightline of sufficiently bright
QSOs. These clouds should have large column density of hydrogen (NHI ∼ 1020 cm−2)
to give a significant column density ratio NDI

NHI
which measures D/H value. Moreover,

these gaseous media should be quiescent enough that absorption lines of higher order HI
and DI15 Lyman series can be resolved 16. These criteria make just about 1% of QSO
sightlines suitable for D/H measurements.

Figure 1.10 shows an example of HI and DI absorption lines toward QSO SDSS1558-
0031 at z∼2.7 observed by [O’Meara et al. (2006)]. The hydrogen column density is
large enough to produce a damped Lyα (DLA) system and shows damping wings, due to
absorption, in the Lyman α− γ transitions (top panels). This feature makes it possible to
fit the absorption profile and obtain a precise measurement of hydrogen column density.
The best estimate for HI is NHI = 1020.67±0.05 cm−2 and the width of velocity distribution
is 13.56 ± 1.0 km s−1. DI column density is also large, so the transitions line are saturated
within the core of the strong absorption lines, but the absorption lines due to transition
from higher atomic levels show unsaturated DI absorption (from Lyγ through Lyman-13,
lower panels) and are resolved. From this transition, DI column density was estimated to
be NDI = 1016.20±0.04 cm−2. These measurements imply a value of D/H = 10−4.48±0.06.

The gold-standard set of D/H measurements from quasar absorption lines survey of high z
metal-poor clouds, including the explained observations, is illustrated in figure 1.11. The
horizontal solid line shows the value of weighted mean of the data, D/H = 10−4.55±0.04.

12Inter Stellar Medium.
13Quasi-Stellar Object.
14high resolution spectrometers
15Neutral hydrogen and deuterium.
16Deuterium line has 82 km s−1 offset from hydrogen Lyman lines.
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Figure 1.10: HI and DI Lyman series absorption at z = 2.70262, DLA toward SDSS1558-
0031 (O’Meara et al. 2006). Lyα and Lyβ transitions are shown at two top panels and
the higher transitions are shown in lower panels. The dashed line shows the estimate for
the local continuum level. The solid green line shows the best single-component fit to DI
and HI absorptions. NHI is estimated from the damping wings present in Lyman α − δ
and NDI from the unsaturated DI Lyman-11 (∼ 918 Å wavelength in rest-frame). Lower
panels show the details of the damped region. Absorption at ∼ 82 km s−1 belongs to DI.
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Figure 1.11: Six measurements of D/H vs. logNHI . The right hand axis shows the
corresponding values of Ωbh2. The solid horizontal line is the weighted mean of the
measurements ([O’Meara et al. (2006)]) .

This value corresponds to:

Ωb h
2 = 0.0213± 0.0013 ⇐⇒ η10 = 5.8± 0.7.

From WMAP five-year result combined with the distance measurements from the Type
Ia supernovae (SN) and Baryonic Acoustic Oscillations (BAO), the baryonic content can
be estimated as Ωbh2 = 0.02265 ± 0.00059 [Komatsu et al. (2009)], within the 1σ error
of estimate from D/H measurements.

Lithium 7

[Spite & Spite (1982)] discovered that 7Li abundances of very metal-poor ([Fe/H] < -1)17

Pop II stars of the halo (old stars with effective temperatures Teff > 6000 K) are inde-
pendent of the temperature and metallicity. Since lithium has a fragile nucleus, it can be
depleted inside the core of a star with low mass18 which has a large convective zone. Thus,
the abundance of Li, ALi

19, decreases for lower temperatures. Figure 1.12 shows the vari-
ations of observed ALi with respect to the temperature and metallicity. The figure reveals
that stars with higher temperature do not suffer from such Li depletion and this explains
the flat plateau either vs. metallicity or vs. temperature. It should be mentioned that the

17[Fe/H] = log(Fe/H) - log(Fe/H)#.
18equivalently with lower surface temperature for main sequence stars.
19ALi=12 + log(Li/H)



1.2. STANDARD BIG BANG NUCLEOSYNTHESIS 25

Figure 1.12: Top: Abundance of 7Li in Spite plateau (Teff > 6000 k). The dotted line
shows the mean value of the observed abundances and the solid line indicates the pre-
dicted value by WMAP+SBBN. The error bars show 1 and 3 sigma dispersions where
σ = 0.05 dex. Bottom: The same as a function of Teff . The filled triangles are mea-
surements of the metal-poor stars with [Fe/H] ≤ -1.5 and the open correspond to [Fe/H]
> -1.5. The star (HD 106038) with highest Li abundance (open triangle inside the open
circle at teff ∼ 6000 K) is the star with peculiar abundances ([Nissen & Schuster (1997)])

amount of lithium increases for high metallicity stars (Pop I stars) due to cosmic ray pro-
cesses and stellar productions. Determining the temperature of the star atmosphere is the
most important parameter to obtain Li abundance. Since the metal-poor stars are very far,
it is not possible to measure their radii and estimate their temperatures. So, an indirect
method should be used. The uncertainties between the different methods cause differ-
ent reports on ALi. [Melendez & Ramirez (2004)] determined the lithium abundance in
62 halo dwarfs (Figure 1.12) by using the least model-dependent method of temperature
measurement. They obtained ALi = 2.37 dex or:

NLi

NH
= 2.34× 10−10 (1.33)

Comparing with the abundance derived from WMAP+SBBN, NLi
NH

= 4.26+0.49
−0.45 × 10−10

[Coc et al (2004)], we see that each other disagree by a factor of about 2. Several pos-
sibilities are proposed to explain this discrepancy but none of them is fully successful.
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One possibility is the existence of some unknown underestimated systematic errors, spe-
cially in the effective temperature estimate, or in the Li abundance measurements of the
observed stars. Another possibility is the depletion of 7Li in the plateau stars by diffusion
to layers in which 7Li can not be detected. This process needs some form of turbulence
at the bottom of convective zone; but the detected 6Li in the atmosphere of the plateau
stars rules out such turbulence mechanism as it destroys 6Li. It is also possible that the
Galactic chemical evolution has destroyed 7Li. Furthermore, we know that the systematic
uncertainties of the nuclear cross sections computing in SBBN model have to be taken
into account and also, some authors have proposed a non-standard model of nucleosyn-
thesis20.

1.3 Observed Baryonic Budget
As the observed light elements reveal a good agreement with the SBBN predictions, it
is reasonable to expect the same agreement for the total observed baryonic budget of the
Universe. In this section we summarise the observational measurements for the baryonic
large structures from dwarf galaxies to galaxy clusters. This leads to the fact that the
majority of baryons are hidden especially at galactic scales. At first, we explain how light
traces mass for a galaxy embedded in a dark halo through Tully-Fisher relation. This will
be followed by comparing the observed baryon fraction at different scales to the cosmic
baryon fraction.

1.3.1 Baryonic Tully-Fisher Relation
In 1977, B. Tully and R. Fisher published a paper showing a tight correlation between the
luminosity of ten nearby galaxies and their rotation curves at outer disks. Using a single-
dish radio telescope, the velocity of the rotation curves were deduced from the width of
HI 21 cm line profiles and the apparent inclination of the disks. By knowing the distance
and the apparent magnitudes of the galaxies, they computed their absolute magnitudes in
blue band [Tully & Fisher (1977)]. The variation of absolute magnitude versus logarithm
of velocity is illustrated in figure 1.13. The correlation between the galactic luminosity L
and the rotational velocity Vc is a power law:

L ∝ V b
c . (1.34)

This empirical relation is known as the Tully-Fisher relation. They computed the scaling
exponent as b = 3.1. Choosing appropriate mass-to-light ratio Γ∗ for the observed galaxy
stars, the Tully-Fisher relation can be expressed in terms of luminous mass of a galaxy:

M% = Γ% L,

M% = a∗ V
b
c , (1.35)

20To find the references look at [Hosford et al. (2009)].
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Figure 1.13: Linear correlation between absolute magnitude of nearby galaxies and log-
arithm of width of the 21 cm line. Crosses are M31 and M81, dots are M33 and NGC
2403, filled triangles are smaller systems in M81 group and open triangles are smaller
systems in the M101 group [Tully & Fisher (1977)].

where a∗ is a constant number. Γ∗ is given in M"/L" unit and is taken to be constant. It
changes for different passbands. It is observed that the infrared wavelengths give the best
correlation between star luminosity and mass.

In 2000, McGaugh and his colleagues extended the Tully-Fisher relation over five decades
in stellar mass and one decade in rotation velocity [McGaugh et al. (2000)]. They used
different samples of late-type rotation-supported galaxies observed in different wave-
lengths. They showed that for field galaxies with low surface brightness and Vc ≤ 90
km/s the luminosity versus line width relation is systematically below the Tully-Fisher re-
lation (figure 1.14a). Different colours stand for samples observed in different passbands;
Blue: B band with ΓB

∗ = 1.4, green: I band with ΓI
∗ = 1.7, red: H band with ΓH

∗ = 1.0,
black: K’ band with ΓK ′

∗ = 0.8 M"/L". Tthe field galaxies are faint but their gas content
overweighs the stars in most of them for any plausible stellar mass-to-light ratio. The gas
dominance allows us to determine the baryonic mass more precisely through HI 21 cm
measurements. In figure 1.14b, the luminous mass M∗ is replaced by the disk baryonic
mass, Md = M∗ + Mgas. The mass in gas is taken from the observed HI mass with the
standard correction for helium and metals: Mgas = 1.4 MHI . The authors assumed that
the contribution of molecular clouds is negligible in late-type galaxies disks. Including
the observed baryonic mass of the disk solves the discrepancy between the brighter and
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Figure 1.14: a: Luminous mass versus the rotational velocity in logarithmic scale for
different galaxies. The Tully-Fisher power law breaks for Vc ≤ 90 km/s. b: The mass
deficit in (a) has been fixed by including the gas mass. The solid line is an unweighted fit
to the red band data in (b) with slope of 4 [McGaugh et al. (2000)].

fainter galaxies. The baryonic Tully-Fisher relation hence is written as:

Md = a V b
c , (1.36)

where a = 1.57 and b = 4. It shows steeper correlation between the mass and rotation
velocity than the traditional relation (with b = 3.1). As one of the implications of this
study on baryonic TF relation, the authors compared the mass disk content to the whole
galactic baryon budget. The disk mass Md can be expressed as a fraction of the total
galactic mass (baryonic + non-baryonic) Mtot:

Md = fd fb Mtot, (1.37)

where fb = Ωb
Ωm

is the baryon fraction and fd is the detected baryon fraction associated to
the galactic disk. McGaugh et al. assumed that fd ≈ 1 because on the one hand, different
values of fd would induce scatters on the mass-rotation velocity diagram whereas they
are observed to be highly aligned. On the other hand, to have a constant (with negligible
scatter) fd < 1 for all galaxies, there need to be a fine tuning. They concluded there is no
need to have baryonic dark matter.

In 2005, Pfenniger and Revaz [Pfenniger & Revaz (2005)] showed that galactic disks can
contain dark baryons. Analysing the same sample used by McGaugh et al., Pfenniger
and Revaz proposed that increasing MHI by at least a factor of 3 would give better linear
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Figure 1.15: The best rms for linear least squares fit is obtained at c ≈ 3. Dotted line
mentions the rms of McGaugh et al. (c = 1) [Pfenniger & Revaz (2005)].

least-squares fit to mass-velocity distribution. It thus indicates that there can be some
unseen baryonic gas within spiral galaxies. They redefined the Tully-Fisher relation as:

log(M∗ + cMHI) = a + b logVc, (1.38)

where MHI is the observed galactic HI gas. They computed the least-squares fit to relation
(1.38) for c in the range [0,15] and plotted the χ2 rms against c value as illustrated in
figure 1.15. From this figure they inferred that firstly, including the observed gas content
of the galaxies decreases the rms by a factor of 1.6 from traditional TF relation (c = 0) to
baryonic TF (c = 1). Secondly, the optimal c value having the least rms is not c = 1 (rms =
0.329) but is c = 2.98 (rms = 0.316). Furthermore, the rms is still smaller than 0.329 for c
< 11.5. Obtaining smaller fit rms is not sufficient to prefer a 3-parameter model (equation
(1.38)) to a 2-parameter one (equation (1.36)). Through three different statistical methods,
Pfenniger and Revaz showed that data fits better expression (1.38) with fitted c ≈ 3 than
relation (1.36) (c = 1). There is a small probability (less than 0.01%) that the better χ2
obtained for the 3-parameter model is due to the error fluctuations. The result of linear fit
to equation (1.38) is shown in figure 1.16. They suggested that the dark component of the
baryons essentially consists of cold molecular clouds.

1.3.2 Missing Baryons at Different Scales
The baryon fraction fb = Ωb

Ωm
is the cosmic baryonic mass contribution to the total mass

(CDM + baryons). From WMAP five-year results, Ωbh2 = 0.02267 and Ωmh2 = 0.1358
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Figure 1.16: Least square fit to mass-rotation velocity curve including unseen gas with a
= 3.11, b = 3.36 and c = 2.98 [Pfenniger & Revaz (2005)].

[Komatsu et al. (2009)] which give fb ≈ 0.17. In 2009, McGaugh and colleagues com-
pared the observed baryonic budget M∗ +Mgas at different astronomical scales with the
cosmic baryon fraction [McGaugh et al. (2010)]. As the early universe is supposed to be
a homogeneous mix of cold dark matter and baryons, we expect to observe the same ratio
for the cosmological structures.

The authors grouped the virialised systems into rotation-supported and pressure-supported
systems. For rotating systems they distinguished between star dominant galaxies (early-
type spiral galaxies with M∗ > Mgas) and gas rich galaxies (late-type dim galaxies with
M∗ < Mgas). For the latter systems, the mass estimate is more accurate since the mea-
surement is insensitive to mass-to-light ratio. The gas mass and velocity are estimated
from HI 21 cm emission. Round symbols in figure 1.17 show the measured mass for
rotating disks against rotation velocity. Dashed line is the baryonic Tully-Fisher relation
(equation 1.36) which is observed for those systems and is generalised for larger mass
and velocity scales. The rotation-supported21 systems cover velocity range from 20 to
300 km/s.

Among the pressure-supported systems, the authors did not take into account the gi-
ant gas-free elliptical galaxies since the stars are not enough radially extended to mea-
sure the rotation velocity curve. On contrary, the small satellite galaxies (local group

21Like disk galaxy.
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Figure 1.17: Relation between baryonic mass and rotation velocity. The sum of detected
baryonic mass is plotted against the circular velocity of gravitationally bound extragalac-
tic systems. Round symbols represent rotationally supported disks while square symbols
represent pressure-supported systems. Larger symbols correspond to systems whose bary-
onic mass is dominated by gas and smaller symbols those dominated by stars. Dark blue
circles are for star dominated spirals [McGaugh (2005)]. Light blue [Stark et al. (2009)]
and green [Trachternach et al. (2009)] circles represent gas-dominated disks. Red squares
represent Local Group dwarf satellites [Walker et al. (2009)]. Purple squares represent
the mean of many galaxy clusters [Giodini et al. (2009)]. These pressure-supported sys-
tems fall close to, but systematically below the Baryonic Tully–Fisher relation defined
by the disks (dashed line). The mass enclosed whithin an over-density of 500 times the
critical density is shown by the upper abscissa assuming relation (1.39). If the structures
baryonic fraction is the cosmic fraction (fb = 0.17), they would fall along the solid line
[McGaugh et al. (2010)].
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Figure 1.18: Detected baryon fraction versus rotation velocity. The colours represent the
same as figure 1.17. Amount of undetected baryons increases significantly as the scale
gets smaller [McGaugh et al. (2010)].

dwarfs, M < 107M"), with their quasi-spherical morphology, make it possible to esti-
mate their stellar circular velocity from the observed sightline velocity dispersion. Red
symbols show the local group dwarfs in figure 1.17. From star population studies, Γ∗

= 1.3 M"/L". At the scale of galaxy clusters, the baryonic mass is dominated by hot
gas. The extension of a cluster is conventionally referred to its density contrast δ, with
respect to the universe critical density ρc. Assuming a spherical mass distribution, the
enclosed mass is derived as Mδ = 4/3πR3

δδρc. The cluster extension is referred to δ = 500
[Giodini et al. (2009)]. With the definition of the critical density ρc = 8πG/3H2

0 assuming
circular velocity we obtain:

M500 = (204552 km−3s3M") V
3
500, (1.39)

where H0 = 72 km s−1 Mpc−1 [Freedman et al. (2001)]. Since the rotation curves are
approximately flat within cluster halo, Vc ≈ V500. Violet squares in figure 1.17 represent
the observed baryonic mass of clusters and their rotation velocities. The solid line is the
plot of the baryonic mass at different scales assuming the cosmic baryon fraction and the
gravitational mass computed through relation (1.39).

The pressure-supported systems deviate from the generalised Tully-Fisher relation. The
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observed mass-velocity relation can be expressed as a broken power law with three dif-
ferent slopes at different scale ranges. While the slope slightly deviates from 4 for galaxy
clusters, it is significantly steeper for dwarf galaxies. Moreover, the observed baryonic
mass is always below the expectation from cosmic baryon fraction. From relation (1.39)
gravitating mass scales as M ∼ V 3

c but the detected mass-velocity always has a steeper
slope. Although the baryons approach their cosmic value at cluster scales, but there are
missing mass at galactic scales. The mass deficit is more than 99% for dwarf galaxies. If
fd is the detected baryon fraction at any scale, we have:

fd =
Mb

fbM500
, (1.40)

where Mb is the observed baryonic mass. Figure 1.18 show fd variation as a function of
the rotation velocity. About 60% of baryons of our Galaxy are hidden. fd < 1 at all scales
and it gets smaller for smaller systems. Where these missing baryons reside is yet to be
investigated. Also, the mechanism that gives a particular value of fd with small scatter to
a given scale is unknown. Since a dark halo consists of smaller sub-halos, it is not clear
how sub-halos “know” to increase right amount of baryons to their parent halo to give the
particular fd and finally to approach the cosmic value at cluster scale.



34 CHAPTER 1. MISSING BARYON PROBLEM



Chapter 2

Cold Molecular Clouds

During the 90s, the microlensing searches done by EROS and MACHO collaborations
revealed that there are not enough massive compact objects in the Galactic disk and halo
to supply the dark matter content of the Galaxy. As shown in figure 2.1, the 95% C.L.
exclusion limit of halo objects shows that less than 20% mass fraction of the halo can be
made of dark massive compact objects with mass range within [10−7 M", 4 M" ]. This
upper limit rules out MACHOs1 as one of the most significant candidates of the Galaxy’s
baryonic dark matter [Lasserre et al. (2000)].

Matter in gaseous form is one of the ultimate candidates for hidden baryonic matter.
In 1994, D. Pfenniger and F. Combes suggested the possibility of clouds made of cold
molecular hydrogen (plus 25% He) located outside the optical disks of spiral galaxies or
in their halos [Pfenniger & Combes (1994)]. These hypothesised clouds should be dif-
fuse enough to survive from star formation activities, and be cold because warm and hot
diffuse phases fill large space with too low density to contain large amount of baryonic
matter. Since these clouds should be located in outer parts of the Galaxy, far from strong
radiative sources, they can reach temperature < 10K. At such temperature and for certain
conditions, the cloud pressure is larger than hydrogen sublimation pressure and the solid
H2 can form2. The solid hydrogen can be in thermal equilibrium with CMB at tempera-
ture of ∼ 3K through its black body absorption/emission [Pfenniger & Combes (1994)].

Unlike the atomic hydrogen, it is not possible to detect H2 in 21 cm radio emission.
When two hydrogen atoms combine, the spins of their electrons are coupled and cancel
each other. For the same reason the degenerate vibrational and rotational states are not to
be excited by external fields. However, H2 absorbs photon in UV frequencies and excites
to higher Vi-Ro levels. The UV can be either emitted by the high-mass star birth regions
or the Active Galactic Nuclei (AGNs). Thus, in non-star formation clouds and far from
the galactic centres there is no significant UV radiations to excite or dissociate molecular

1MAssive Compact Halo Objects
2For this task, condensation sites (such as dust) are needed.

35
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Figure 2.1: Published constraints on the fraction f of the standard spherical Galactic halo
made of massive compact objects as a function of their mass M . The solid line labeled
EROS shows the EROS upper limit based on the combination of the EROS1 results with
the LMC EROS2 results. The dotted (incomplete) line takes into account the SMC search
direction, conservatively assuming that the observed candidate belongs to the halo. The
OGLE upper limit is shown with red line. The closed domain is the 95 % CL contour for
the f value claimed by MACHO [Moniez (2008)].

hydrogen. Therefore, low temperature and low metallicity primordial clouds, far from
UV sources, are transparent media and consequently invisible to the observer.

2.1 Cloud Model
In this section we explain the possibility of formation of self-similar molecular clouds
and derive some of their physical properties. We start by discussing the turbulence which
is one of the general observed properties of the ISM. Then, we briefly discuss the gas
fragmentation and the fractal nature of the ISM.

2.1.1 Turbulence in the ISM
The motion of a fluid with velocity v(r, t) and kinematic viscosity ν is described by
Navier-Stokes equations:

∂

∂t
v(r, t) + [v(r, t) .∇] v(r, t) = −

1

ρ
∇p+ ν∇2v(r, t). (2.1)

Where ρ and p are fluid density and pressure. The energy dissipation is described in
equation (2.1) by the Laplacian term and is proportional to the kinematic viscosity of the
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molecules. It is believed that the Navier-Stokes equation describes the fluid behaviour in
different regimes. In laminar regime, the fluid motion is dominated by viscosity term at
the right side of the equation. For chaotic motions, viscosity looses its relevancy in favour
of the non-linear term (at left side) which prevents us from obtaining analytical solutions.
[Wheelon (2001)]

To give a qualitative description of a turbulent fluid motion [Tatarski (1961)], we consider
a flow with characteristic kinematic viscosity ν and characteristic velocity vL where the
length L characterises the whole dimension of the flow given from the boundary condi-
tions. The regime of the fluid motion is determined by the Reynolds number:

Re =
LvL
ν

.

A flow is in laminar regime if its Reynolds number is smaller that a critical value of Rec3.
As long as the Reynolds number is smaller than the critical value, the viscous dissipation
is dominant. As Re increases beyond the critical value (e.g. by augmenting the velocity
vL), the contribution of non-linear term in equation (2.1) gets important and the instabili-
ties in fluid motion arise.

We suppose that through a uniform velocity background, a velocity fluctuation∆vl is pro-
duced in a region of characteristic size l. This fluctuation can be estimated to occur during
a characteristic time scale τ = l/∆vl. It contains an energy per unit mass of (∆vl)2, and
the energy per unit mass per unit time (power per unit mass) dissipated from the flow and
injected to the velocity fluctuation can be estimated as (∆vl)2/τ ∼ (∆vl)3/l. Meanwhile,
the velocity fluctuation induces a velocity gradient which dissipates the energy of flow
into heat from the viscosity (the term at right in equation (2.1)). The energy dissipation
per unit time per unit mass is of order of ε = ν(∆vl)2/l2. Therefore, the velocity fluctua-
tion can survive from transfering to heat if the energy injected from the flow is larger than
the energy dissipated by viscosity:

(∆vl)
3/l > ν(∆vl)

2/l2,
l vl
ν

> 1,

Rel > 1,

where Rel is the “inner” Reynolds number at scale l and velocity∆vl. Since the computed
relations only include the order of magnitudes and contain some unknown factors, the
criterion obtained here should be re-written more precisely as Rel > Rec. In general,
large scale velocity fluctuation, corresponding to large Rel, would be easily excited, but
if the largest Reynolds number (Re = LvL

ν ) is smaller than the critical value Rec the flow
does not loose its stability and remains in laminar regime. As Re gets slightly larger than

3usually about 2000.
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Rec the fluid starts loosing its stability and enters the turbulent phase. In turbulent regime
the velocity fluctuations are observed as eddies with the characteristic length l and “inner”
Reynolds number Rel. When the inner Reynolds number of an eddy with size l exceeds
Rec, the eddy becomes unstable and transfers its kinetic energy to the eddies with smaller
sizes according to a cascade process. The energy cascades from larger eddies and is
redistributed to eddies with smaller scales. The energy cascade occurs inertially because
for very large Re (large kinetic energy per mass) the dissipation effect of viscosity is
negligible since the non-linear term dominates the dissipative term. However, this process
does not continue to infinitely small scales. At Kolmogorov micro-scale l0 while the
fluctuation has the characteristic velocity ∆v0, the magnitude of the energy dissipation
rate by viscosity ε is of the same order of the injection rate of kinetic energy to the eddies
and hence, the viscous forces are sufficiently strong to destroy them. The turbulence stops
at this scale effectively. The micro-scale and the corresponding velocity depend only on
energy dissipation rate and viscosity. Since at this scale ε = ν(∆v0)2/l20 ∼ (∆v0)3/l0
we obtain:

l0 ∼ (
ν3

ε
)1/4,

∆v0 ∼ (ν ε)1/4.

The length scales L and l0 are usually mentioned as outer and inner scales of the turbulent
flow. Within the interval between these two length scales, the energy cascades inertially
and the fluid motion is highly non-linear with stochastic velocity field which consequently
allows us to study the physics of the turbulence from a statistical point of view. ε is the
constant power transferred per unit mass and is scale independent. Kolmogorov (1941)
assumed that during the energy cascade process, the turbulence is locally isotropic. It
is thus possible to derive a relation for the power spectrum of energy fluctuations as a
function of the wave number (q = 2π/l) in Fourier space with dimensional analysis. The
velocity fluctuation at scale l can be written as:

∆vl ∼ (ε l)1/3.

As mentioned before the energy fluctuations per unit mass of an eddy is proportional to
∆v2l :

El ∼ (ε l)2/3,

E(q) ∼ ε2/3 q−2/3.

The energy power spectrum in one dimensional Fourier space is:

P (q) =
d

dq
E(q) ∼ ε2/3 q−5/3.
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Figure 2.2: Spectral density of a turbulent flow. Energy cascades inertially from larger
eddies to smaller ones between outer and inner scales qout = L−1 and qin = l−1

0 . The
invariance of the dissipation power per unit mass (ε) leads to a power law spectrum.
[Wheelon (2001)]

Considering 3D isotropic turbulence, the volume element in Fourier space is dq3 =
4πq2dq, and the energy power spectrum is computed as:

P (q) =
d3

dq3
E(q) ∼ q−2dE(q)

dq
∼ ε2/3 q−11/3,

Therefore, the spectral density (S(q) = P (q)/V , where V is the spatial volume) of the
Kolmogorov turbulence can be written as:

S(q) = C2(ε) q−11/3, (2.2)

where C(ε) is a constant, to be measured experimentally, which indicates the intensity of
the turbulence power injection within a given scale interval, and q = (q2x + q2y + q2z)

1/2

is the wavenumber. A schematic sketch of the turbulence spectrum is presented in figure
2.2.

Turbulence usually exists in clouds with star formation and is also induced by shell ex-
pansion of supernovae. However, there are evidences which show there are cold gaseous
regions, for example in outer disks, that would be strongly gravitationally unstable if
they were not turbulent. This turbulence should be induced by engines other than star
formation. These engines include thermal instability, magnetic instabilities, large self-
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Figure 2.3: The velocity dispersion σ plotted versus region size L for clouds containing
one or more sub-regions. Straight lines connect the symbols for each sub-region and the
larger region or cloud of which it is a part. Dashed lines show D = 1.76 [Larson (1981)]
.

gravitational instabilities and unsteady spiral shocks [Ostriker (2007)]. Turbulence ob-
served in the interstellar medium involves both atomic and molecular hydrogen clouds.

2.1.2 Fractal Nature
Cold gas structures are observed to be self-similar for some order of magnitude in size and
density. Observations of nearby molecular clouds show their fractal nature in a range of
at least 104 in scales and densities [Pfenniger & Combes (1994)]. Different sources such
as self-gravity and turbulence may lead to cosmic fractal structures. Although the cold
gas has a shorter cooling time4 compared to its free fall time5, which manifests its Jeans
instability6, the fractal nature of the cloud, as will be explained, prevents gravitational
collapse and make the gaseous environment essentially a star non-formation medium as
what is observed for outer disk gases.

In 1981, R. B. Larson measured the gas velocity dispersion σv at different scales r for
some virialised clouds and also determined the gas mass M at each scale. Figure 2.3

4The cooling time is the time for a system to radiate all its thermal energy.
5The free fall time is the time for a gravitationally unstable structure to reach e−1 of its initial size.
6A structure is Jeans unstable when its gravitational energy exceeds twice its thermal energy.
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shows the velocity dispersion he observed as a function of scale. He found the follow-
ing scaling relations of the cloud mass, and of the velocity dispersion with the radius
[Larson (1981)]:

M ∼ rD,

σ2v ∼ rD−1, (2.3)

where D is the fractal dimension of the hierarchical cloud. From these relations, the
observations indicate D to be between 1.6 and 2. There is no global fractal dimension for
ISM in theory, but D varies with time since the cloud starts to fragment at D = 3 and the
cloud does not arrive immediately to its final fractal form [Pfenniger & Combes (1994)].

As explained by F. Hoyle, a gaseous system with the cooling time shorter than the free
fall time, can be considered as an isothermal medium. As an isothermal gas has a constant
internal thermal energy, there is no energy dissipation. The short range molecular forces
lead to equilibrium state at scales larger than molecules’ mean free path and make the
densities uniform. But a finite self-gravitating gas with no rotation can not remain in
static equilibrium. Gravity is a long range force which acts at all scales longer than the
molecular force range. The scale-free nature of the gravity leads to scale-free nature
of the isothermal gas and the system starts to fragment into sub-clouds [Hoyle (1954)].
This property of gravity can not hold out continually to the smaller scales. At some
small scale the free fall time equals the cooling time. The transition from isothermal to
adiabatic conditions occurs and fragmentation stops. These smallest cloudlets are called
clumpuscules which are the building blocks of the fractal cloud. The thermal transition
allows them to have large temperature fluctuations. If the near isothermal condition, at
clumpuscule scale, is not perturbed by star formation, a chaotic but weakly dissipative
regime can occur.

2.2 Clumpuscules
In this section, we derive some physical characteristics of the clumpuscules. Through
following sections, we show how the fractal dimension and the matter distribution at
different fractal levels prevent the clumpuscules from gravitational collapse and keep them
in statistical equilibrium through supersonic collisions.

We consider the free fall time tff and Kelvin-Helmholtz time tKH , which is the time scale
of thermal energy loss of the gas (cooling time) through black body radiation:

tff =
1√
ρG

,

tKH =
3

2

MkBT

µmp

1

4πR2fσT 4
.
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The denominator of the second equation is the Stephan-Boltzmann radiation where σ =
5.670 × 10−8 J s−1 m−2 K4, f is the emissivity equals to one for an ideal black body
radiation. The factor µ is the mean molecular weight7, it equals 2.3 for combination of
H2 and He (3/4 molecular Hydrogen and 1/4 Helium) and equals to 0.63 for combination
of ionised H and He. mp is the proton mass. M and ρ are the mass and the density of
the clumpuscule. Since tff = tKH for the clumpuscules, taking into account the mass-
temperature relation for a virialised system M = (3 kB T R)/(Gµmp), we can estimate
some physical quantity of the clumpuscules as a function of temperature, mean molecular
weight and emissivity:

M• ' 4× 10−3 T
1
4µ− 9

4 f− 1
2 [M"],

R• ' 1.5× 102 T− 3
4µ− 5

4 f− 1
2 [AU ],

L• ' 9.2× 10−7 T
5
2µ− 5

2 [L"],

ρ• ' 1.1× 108 T
5
2µ

3
2 f [H cm−3], (2.4)

P• ' 1.1× 108 T
7
2µ

1
2 f [K cm−3],

Σ• ' 3.2× 1023 T
7
4µ

1
4f

1
2 [H cm−2],

tff,• ' 9.2× 103 T− 5
4µ− 3

4 f− 1
2 [yr],

where M• is the mass, R• is the radius, L• = 4πR2fσT 4 is the (virtual) black body lu-
minosity, ρ• is the average density, P• is the average pressure, Σ• is the average column
density and tff,• is the free fall time of the clumpuscule. We comment below these quan-
tities:

Mass: The typical mass of the clumpuscules weakly depend on the temperature. The fact
that the cloudlet has Jupiter mass at low temperature and white dwarf mass at higher tem-
perature does not imply that it evolves to a star or a giant planet. As temperature increases
the cloudlet virial size (R•) decreases and a part of the mass evaporates to larger radii.
This is similar to what happens for red giants and globular clusters. At high temperature
(T > 2 ×103), the molecular hydrogen becomes ionised and µ decreases, thus, the molec-
ular weight decreases and the mass increases by a factor (2.3/0.63)9/4 ' 18.

Luminosity: The variation of the virtual luminosity (L•) with emissivity (f ) is canceled
due to R and T dependencies. The luminosity is virtual since the medium is nearly
isothermal and it can be shown that L• corresponds to gravitational power ∼ v5/G where
v is the clumpuscules velocity. We will derive the gravitational power exchange later (see
relation (2.21)).

Densities: The column density Σ• corresponds to a few grams of H, H2 and He in a
square centimetre; so, at low temperature, the clumpuscule can be considered as almost

7µ−1 =
∑

(xi/Ai), where xi is the specie fraction and Ai is the atomic (molecular) weight.
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completely transparent in optical band if the gas is primordial. However, we expect the
clumpuscules have inhomogeneities8. Therefore, ρ• and Σ•, which are the average densi-
ties, are only rough estimators of the clumpuscule’s opacity. Moreover, if a fraction of H2

gas freezes to H2 snows there is a possibility to have more opacity.

Time scales: Larger masses have shorter cooling time (tKH ∼ M−5) and are Jeans un-
stable. They cool rapidly and fragment to smaller clumps. Small masses cool in longer
time and, as will be diskussed, considering a fractal structure, clumpuscules survive from
collapsing by colliding to each other supersonically at the same rate of their adiabatic
contraction. They are never in a static state.

By computing the quantities given in expression (2.4) for molecular hydrogen at T = 3K
and 0.1 ≤ f ≤ 1, we can estimate some physical properties of the clumpuscules:

M• ∼ 0.8− 2.7× 10−3 [M"],

R• ∼ 23− 73 [AU ],

L• ∼ 1.8× 10−6 [L"],

ρ• ∼ 0.6− 6× 109 [H cm2−3], (2.5)
P• ∼ 0.5− 5× 109 [K cm−3],

Σ• ∼ 0.8− 2.7× 1024 [H cm2−2],

tff,• ∼ 1.2− 3.9× 103 [yr].

Thus, the hypothesised clumpuscules have Jupiter mass and are spatially extended to a
few tens of AU with column density of about 1024 H cm−2.

2.3 Scaling Relations in Fractal Clouds
Since the fragmentation process occurs for Jeans unstable gravitational systems, it is a
chaotic process and the produced clumps are not exactly self-similar. However we can
expect them to have statistically self-similar properties which means that in average they
fragment to sub-clumps according to a given probability distribution of number, mass
and size of sub-clumps9. As a fractal structure, each clump at level L consists of N
sub-clumps at level L − 1 distributed according to a given probability density law. The
recursive pattern continues until arriving to the 0th level in which the smallest mass unit
appears. These smallest cloudlets are the building blocks of the fractal cloud: the clum-
puscules.

8The idea of scintillation effect (explained in next chapter) is based on fluctuation of the column density
due to such inhomogeneities.

9For the model being introduced here, the probability distribution is used only for density. Number and
size of the sub-clumps are taken to be constants.
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Figure 2.4: Plummer density distribution. The hatching zone corresponds to r > rL and
contains η = 12% of the total mass.

A clump at level L in a fractal structure is defined with mass ML not necessarily dis-
tributed in a limited volume but characterised by a length scale rL following the den-
sity distribution ρ(r, rL). The mass within rL, should be large enough to contain sev-
eral sub-clumps at lower levels. Figure 2.4 shows the Plummer density distribution
ρ(r, rL) = ρ0/(r2 + r2L)

5
2 . The mass within r < rL contributes for 88% of the total

mass.

We consider a cloud of mass M with length scale r constructed from clumpuscules of
masses M0 with maximum of distribution around length scale r0. As a fractal object, the
whole cloud can be filled by (r/r0)D clumpuscules where D is the fractal dimension. For
a self-similar cloud the mass scaling relation is:

M/M0 = (r/r0)
D. (2.6)

Therefore, the fractal dimension can be written as:

D =
log(M/M0)

log(r/r0)
. (2.7)

By knowing the largest and the smallest length and mass scales, we can determine the
fractal dimension D of the cloud.
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The clump at levelL contains N sub-clumps at levelL−1 and ML = NML−1. Following
equation (2.6):

rDL = NrDL−1

α ≡
rL−1

rL
= N−D. (2.8)

If the ratio of the consecutive levels is limited by a maximum value, αmax, the number of
sub-clumps will have a minimum limit N > α−D

max.

The total number of sub-clumps up to level L is:

nL =
L
∏

i=1

Ni,

where Ni is the number of sub-clumps at each level lower than L. Through this model
the numbers of sub-clumps are taken independent of the level Ni = N . The corresponding
total mass is calculated as:

ML = nL M0 =⇒
rL
r0

= (nL)
1/D

The scaling of the average density of a cloud at level L, according to equation (2.6), is
obtained as:

〈ρL〉
〈ρ0〉

=
ML/r3L
M0/r30

= (
rL
r0

)(D−3) (2.9)

For D < 3, density increases at lower levels (scales). A similar relation can be derived for
average column density at level L:

〈ΣL〉
〈Σ0〉

=
ML/r2L
M0/r20

= (
rL
r0

)(D−2) (2.10)

For D > 2, average column density is larger for larger clumps while for D < 2 it is the
opposite. In the latter case, the probability that the clumps overlap through projection at
a given scale decreases for larger scales. α2 = (rL−1/rL)2 is the probability of having a
sub-clump at a given position inside cloud if this probability does not depend on position
(uniform probability). Probability of having n from N sub-clumps at the same position is
P (n) which is given by the binomial distribution:

P (n) =

(

N

n

)

(α2)n (1− α2)N−n

=

(

N

n

)

(N−2/D)n (1−N−2/D)N−n
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Figure 2.5: A fractal model with L = 4 levels and N = 5 clumps per level. From left to
right D = 3, 2, and 1.5. The lowest level clumps are shown as opaque balls. The circles
show the extensions of the higher level clumps. The background grid suggests a finite
resolution device. Cloudlets are generated according to density law: ρ(r, rL) ∼ 1

(r/rl)2
for

r < rL and ρ(r, rL) ∼ 0 for r > rL. [Pfenniger & Combes (1994)]

For larger D and N the probability approaches one. Thus, for smaller D, sub-clumps
are less likely to be superimposed and are denser at lower levels. However this is not the
realistic representation of sub-clumps’ distribution, since in reality the coverage proba-
bility varies with the position in the parent cloud and the position of the sub-clumps are
not independent but correlated. So, we are not allowed to use binomial probability to
generate a hierarchical cloud. Figure 2.5 shows the hierarchical clouds for different frac-
tal dimensions. In the generated clouds, the sub-clump existence probability decreases
with distance from the centre. The sub-clumps in larger D are more superimposed than
those of smaller dimensions. We can define a volume filling factor for a clump at level
L as the ratio of the total volume of clumpuscules to the clump volume, assuming the
clumpuscules have no overlap (D " 3):

fL =
nLr30
r3L

(2.11)

2.4 Properties of Virialised Fractal Clouds
If we approximate the total gravitational energy of a clump at level L as its own gravita-
tional energy, neglecting gravitational effects from other clumps, the effect of residual gas
located out of distance rL and possible magnetic pressures, we can use the virial theorem
to compute the velocities of clumps at level L:

v2L =
GML

rL
= v20 (

rL
r0

)D−1, (2.12)
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where v0 is the virial velocity of the clumpuscules. Therefore by measuring the velocities
of the largest and the smallest clumps, we are able to compute the fractal dimension D:

D = 1 + 2
log(vL/v0)
log(rL/r0)

(2.13)

From Larson’s observations, equations (2.3) gives v ∼ rk, where the exponent k varies
between 0.3 and 0.5 according to the observations [Elmegreen (1992)]. Therefore, from
the relation (2.13) we get 1.6 < D < 2.

Approximating the fractal clouds as virialised systems is perhaps the most critical as-
sumption since we neglect the outer clump gravitation and assume the gas contribution
outside rL is small. Furthermore, virial theorem is applied for bound systems where the
second time-derivative of their inertia moments must vanish. This condition should be
quite exceptional in a turbulent hierarchical cloud.

Dynamical (or crossing) time is defined as a time scale in which a clump at level L crosses
a distance rL with velocity vL:

τdyn,L =
rL
vL

= τdyn,0(
rL
r0

)
3−D
2 , (2.14)

for D < 3 the dynamical time decreases at lower levels.

Similarly, the mean collision time at level L is given as:

τcol,L = [
NL
4
3πr

3
L

π(2rL−1)
2 vL]

−1 =
τdyn,L
3NL

(
rL
rL−1

)2, (2.15)

where π(2rL−1)2 is the cross section of sub-clumps at level L−1. The system can survive
from internal collisions if the ratio:

Cint =
τcol,L
τdyn,L

=
1

3
N

2
D−1
L (2.16)

is larger than one which is equivalent to D < 2. Otherwise, the rate of internal collisions
would exceed the dynamical frequency and the sub-clumps would be dissolved. Using
the same logic, we compare the collision time with the dynamical time of the next lower
level to characterise the effect of external collisions on sub-clumps:

Cext =
τcol,L
τdyn,L−1

=
1

3
N

7−3D
2D

L , (2.17)

for D < 2.33, Cext is larger than one which prevents disruption of the fragments in sub-
clumps from external collisions. If the sub-clumps collide frequently the new virial equi-
librium is hard to be reached inside the sub-clumps. Figure 2.6 shows the ratios Cint and
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Figure 2.6: Ratios Cint (dash) and Cext (solid) in the N −D diagram for 2 < N < 103

Cext in the D vs. N diagram. For D < 2 and large N , the system tends to be less colli-
sional. At N < 10 and D > 1 the system is always collisional but much less collisional at
D ≈ 1-2 than at D > 2.

The collision strength is characterised by the Mach number ML:

ML =
vL
vL−1

= (
rL
rL−1

)
D−1

2 = N
1−1/D

2
L (2.18)

The collisions are supersonic at D > 1 since the collision speed is larger than internal sub-
clumps’ velocities. Hence, at D < 1 the collisions are subsonic. If 1 < D < 2 the collisions
are slightly supersonic, ML < 2 for N < 16. Let’s consider the shock condition in the
latter case. There are NL clumps at level L with the mass essentially concentrated within
the length-scale rL. The residual gas (at r > rL) is also supposed not to be a smooth gas
but consist of sub-clumps. These sub-clumps interact supersonically with other clumps.
We therefore expect shock production inside them. By applying shock condition to a gas
with adiabatic index γ one can obtain the density ratio before and after the shock as:

ρpost
ρpre

= [
2

γ + 1

1

M2
L

+
γ − 1

γ + 1
]−1. (2.19)

Regarding relation (2.18), the ratio of densities depends on NL, D and the adiabatic index
of the gas. In transition from the inner part of the clump (r < rL) to the outer part (r > rL)
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Figure 2.7: Real solutions for D of quartic equation (2.20) for η = 0.3 (bottom), 0.5
(middle) and 1 (top) in a (N − γ −D) diagram. [Pfenniger & Combes (1994)]

the ratio between inner and outer densities is a fraction of the density contrast (relation
(2.9)): η <ρL−1>

<ρL>
, where η (< 1) is the fraction of gas distributed at r > rL. We have:

ρpost
ρpre

= η
< ρL−1 >

< ρL >
.

Substituting from relations (2.9) and (2.19) and for x ≡ N1/D:

2x4 +N(γ − 1)x3 =
N2

η
(γ + 1), (2.20)

for N ≥ 2, γ ≥ 1 and 0 < η ≤ 1, only one of the four solutions is real. Figure 2.7 shows
real solutions of the equation (2.20) for different η values. For plausible values of N and
γ (for example, N = 10 and γ = 5/3) the fractal dimension D varies from 1.6 to 2 which
is compatible with exponents derived from Larson’s observations.

We can also compute the gravitational power exchange between the levels. Considering
the virial equilibrium, the power is the gravitational energy (two times of the kinetic
energy) divided by dynamical time:

PL = MLv
2
L

vL
rL

=
v5L
G
, (2.21)
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where we have used relation (2.12) to compute the last term. Hence, the power ratio
between a clump at level L and the clumpuscule is:

PL

P0
= (

vL
v0

)5 = (
rL
r0

)
5
2
(D−1), (2.22)

for D > 1, this power decreases from higher levels to lower ones. This power is virtual
since we have assumed the system to be virialised. If the equilibrium is perturbed, the
power might be exchanged between the levels. The most interesting scaling relation is the
scaling of the power per mass (ε) which is a crucial parameter in turbulence:

εL =
PL

ML
=

v3L
rL

,

using relation (2.12):
εL
ε0

= (
rL
r0

)(3D−5)/2. (2.23)

For D > 5/3, the power per mass in larger at larger scales and the inverse for D < 5/3.
When D = 5/3 (Kolmogorov turbulence), the power per mass is constant at all scales.

2.5 Stability, Turbulence and Star Non-Formation Con-
ditions

Stability

From equation (2.15), for D > 1.5 and with small N , clumps collide frequently at all
levels. Although the collisions happen supersonically (relation (2.18)), they should not
make strong gaseous shocks within the higher level clumps since the clumps encounters
are mainly gravitational. Two clumps attract each other gravitationally, they collide when
their spatial positions overlap and the collision continue through sub-clump scales. Ac-
cording to virial theorem, the collision of two clumps should lead to cooling of the final
clump after some τdyn. This happens because after the collision, in order to restore the
new virial equilibrium, the gravitational potential energy must be two times of the kinetic
energy excess produced by clump collision. This causes the expansion of the final clump
and temperature decrese.

At level of clumpuscules, the hydrodynamical regime changes to be smooth with adiabatic
condition. The heat produced by the shock travels with the same velocity of clumpuscule
expansion because τdyn,0 = τff = τKH . The shocks are not hypersonic since for 2 < N < 20
and 1 < D < 2 the Mach number is always smaller than 2.12 (relation (2.18)) which leads
to a temperature increase by a factor smaller than 3 ([Elmegreen (1992)]). Moreover,
the near isothermal condition and the expansion of the clumpuscules added to the virial
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condition, which transfers the produced kinetic energy to potential energy, prevents gas
from loosing much energy by radiating it away. Collisions of clumpuscules in a fractal
structure follow a loop of gaining (through shocks) and loosing (by radiation) the energy
which let them to expand, re-fragment and reform eternally if the rate of energy radiated
by shocks is equal to the energy gained by clumpuscules. Thus, the fractal gas can stay in
statistical equilibrium.

Turbulence

Suppose rL is the largest scale where energy can be transferred from the general galactic
differential rotation to the cloud by means of turbulence. The power per mass of the
turbulence produced from galactic rotation with angular velocity Ω at distance R from
galactic centre is computed as [Landau & Lifshitz (1971)]:

εg ≈ vLrL (R
dΩ

dR
)2

εg ≈ vLrL (
vc
R
)2 = vLrLΩ

2 (2.24)

where vc = RΩ is the constant rotation velocity at distance R from the galactic centre.
Equating εg to εL (the power per mass exchange at level L) in equation (2.23) we obtain:

rL
r0

= (
v0
vc

R

r0
)2/(3−D) (2.25)

The fractal dimension can be again computed from some typical values of R = 15 kpc, rL
= 1.5 kpc (outer scale of the turbulence), r0 = R• (relation (2.6)), v0 =

√

3kT/µmp and vc
= 200 km s−1. Using these values we get D = 1.60. Including relation (2.14), the energy
dissipation time can be computed as:

τdiss =
1

2

v2c
εg

=
1

2
τdyn,0 (

R

rL
)2 (

rL
r0

)(3−D)/2 (2.26)

For the same values of parameters given above, we have τdiss = 3.7 Gyr showing that these
fractal objects can live for cosmological times.

Clumpuscules dissipate the turbulence energy through black body radiation to reach their
final bound state. The energy per mass which is dissipated is the kinetic energy per mass ∼
1
2 (200 km s−1)2 = 2 × 1014 erg g−1 quite larger than the energy released by H2 formation
process ∼ 2.2 eV/mH = 2 ×1012 erg g−1. Thus, considering the corresponding values of
L• and M• for the clumpuscules we get the dissipation time scale as:

τ200 =
1
2(200 km s−1)2

L•/M•

= 16 T−9/4 µ1/4 f 1/2 [Gyr] (2.27)
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For T = 3 k, µ = 2.3 and f = 1 we get τ200 = 1.2 Gyr. So, after about a Gyr the clum-
puscules are bound and take their observed rotation velocities. The computed τ200 is the
lower bound of the dissipation time scale. Near isothermal condition provides a weakly
dissipative regime with a low energy dissipation by turbulence . Also, energy sources like
CMB decrease the dissipation rate.

Star Non-Formation

From relations (2.4) the increase in temperature makes the clumpuscules smaller and
the dynamical (free fall) time shorter which in turn, from relation (2.15), decreases the
collision rate. As an example, consider a cloud with mass of 106 M" and radius of 30 pc.
By substituting these values, from relation (2.4) to relation (2.7) we calculate the fractal
dimension as a function of µ and T with f = 1:

D(µ, T ) =
77.2− ln T + 9 ln µ

42.5 + 3 lnT + 5 ln µ
(2.28)

Figure 2.8 at top shows the variation of D with the temperature for µ = 2.3 and 0.63. The
fractal dimension falls as temperature increases. At bottom we have the ratio of clumpus-
cules collision time to their free fall time (relation (2.17)) for N = 10 and 100. τcol,1/τdyn,0
grows rapidly when the temperature increases specially for large values of N . As the
temperature augments the collision rate decreases and the clumpuscules remain longer in
adiabatic regime, they contract and get denser. Moreover, at T > 3000 K we have D < 1
and the collisions will be subsonic, which is a circumstance favourable to clumpuscules
contraction. These conditions increase the possibility of the star formation process. If
there is any nearby effect such as supernova explosion or large scale galactic disturbances
then the increase in clumpuscules’ temperature with T > 3000 K is possible and the stars
may form.

2.6 Conclusion
The fact that outer disk cold clouds can survive for ! 108 yr despite of their short cooling
time " 106 yr can be explained by taking into account the fractal form of the clouds
which is shaped essentially from gravitational interactions. From the scenario explained
in this chapter, the turbulence energy, originated from galactic rotation, cascades through
hierarchy until the last level and dissipate there through black body radiation at T < 10 K.
The time scale of radiation due to dissipation is of order of Gyr. If this slow energy transfer
from galactic rotation along the hierarchy occurs in a steady state then the power per mass
is constant and the fractal dimension will be D = 1.67 (equation (2.23)) corresponding to
Kolmogorov turbulence. The fragmentation stops at a scale where the transition between
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Figure 2.8: Top: dependence of the fractal dimension D as a function of T for a cloud
with M = 106 M" and a radius of 30 pc. At T < 3000 K, µ = 2.3 and at T > 5000 K,
µ = 0.63. Bottom: variation of the ratio τcol,1/τdyn,0 with the temperature for the same
condition, for N = 10 (solid) and N = 100 (dash) [Pfenniger & Combes (1994)].
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isothermal contraction and adiabatic contraction happens. These tiniest scales contain the
clumpuscules which are the building blocks of the fractal clouds. They contain objects
of Jupiter mass with size of ∼ 30 AU and a column density ∼ 1024 H cm−2. In a proper
range of fractal dimension, 1.5 < D < 2, and N ∼ 10, clumpuscules can experience
frequent supersonic collisions. The collision time is comparable to the time scale of the
adiabatic contraction (τff or τdyn,0). By colliding supersonically, the clumpuscules merge
and expand due to reheating caused by shocks. The process of coalescence, fragmentation
and disruption of clumpuscules continues in a statistical equilibrium. Far enough from
any external heating sources and energetics, the cloud can be assumed to be in thermal
equilibrium with cosmic background radiation and no star formation process take part.
Hence, the clumpuscules consist of hydrogen gas mainly in molecular phase.



Chapter 3

Scintillation Effect

We propose to use the refractive properties of the medium to detect the transparent clouds.
If turbulence occurs, the molecular density fluctuates stochastically causing refraction in-
dex fluctuations. Thus, a crossing wavefront experience variable optical path depending
on the location, which induce a stochastic phase delay to the wavefront. The propaga-
tion of the distorted wave produces an interference (illumination) pattern on the observer
plane. The relative motion between the pattern and the observer produces the apparent
scintillation of the background source.

3.1 Wave Propagation in a Dielectric Medium
We briefly review the propagation of the electromagnetic waves in a homogeneous, polar-
isable and magnetizable medium with electrical permittivity ε, magnetic permeability µ
and electrical conductivity σ. The propagation of electromagnetic waves is described by
Maxwell’s equations. Assuming the medium contains no free charge, the equations can
be written as1:

divE = 0,

curlE = −
µ

c

∂H

∂t
,

curlH =
ε

c

∂E

∂t
+

4πσ

c
E,

divH = 0, (3.1)

where E and H are electric and magnetising fields2 respectively. c is the light speed in
vacuum. Computing the curl of the two middle equations of relations (3.1) and substitut-
ing other two equations, we obtain the following equations for electric and magnetising

1CGS system is used.
2For magnetic field B, we have B = µ H.

55
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fields:

∇2E =
εµ

c2
∂2E

∂2t
+

4πµσ

c2
∂E

∂t
,

∇2H =
εµ

c2
∂2H

∂2t
+

4πµσ

c2
∂H

∂t
. (3.2)

As we are interested in a medium made of H2 molecules (which is an electrical insulator),
σ = 0 and relations (3.2) reduce to an ordinary wave equations. Since the wave is prop-
agating in a dense medium, the wave velocity is no longer the vacuum light velocity and
has the value c ′:

c ′ =
c

√
µε

.

Therefore, the optical refraction index, nr, of the medium is:

nr =
c

c ′
=

√
µε .

Assuming no magnetisation in the medium µ ≈ 1:

nr =
√
ε . (3.3)

This has been verified in radio and infra-red frequencies as well as for the optical part of
the electromagnetic spectrum for molecular hydrogen.

3.1.1 Dielectric Polarization
The external macrophysical field strength E causes the negative and positive charges of
the medium to be separated from each other making electric dipoles. This effect is called
polarisation. The dipole moment density per unit volume P is proportional to E:

P =
ε− 1

4π
E. (3.4)

If the medium is gaseous with negligible intermolecular interactions and assuming there
is no permanent dipole moment3, the external field, E, will be the only effective field seen
by the molecules. Therefore, the dipole moment induced from electric field is written as:

p = αE,

where α is the polarizability of the molecule. Assuming the molecular number density
per unit volume is n, the dipole moment density is given as:

P = nαE. (3.5)

Since, in general, molecules can be considered as long stretched structures which are not
isotropic, molecule’s polarisability differs by its different spatial orientation with respect
to the external field. Far from UV frequencies (resonance frequencies of H2), the mean
polarisability of H2 is α = 0.8032 × 10−30 m3 [CRC (1998-99)].

3Which is true for H2.
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3.1.2 Phase Delay due to Refraction
From relations (3.4) and (3.5) we compute the permittivity of the medium:

ε = 1 + 4π nα

Using equation (3.3) ] (nα" 1):

nr ≈ 1 + 2π nα. (3.6)

The variation of the refraction index is proportional to the density fluctuation of the
medium. The excess of optical path, δ, with respect to vacuum along the wave propa-
gation direction, z, is:

δ(x, y) =

∫ Lz

0

(nr − 1) dz = 2π α

∫ Lz

0

n(x, y, z) dz = 2π αNl(x, y). (3.7)

Where Nl is the column number density of the gaseous medium. One can calculate the
2D phase delay from equation (3.7):

φ(x, y) =
2π

λ
δ(x, y) =

(2π)2 α

λ
Nl(x, y) (3.8)

Considering a turbulent interstellar cloud, the 3D density is distributed stochastically and
inhomogeneously through various scales and this creates random fluctuations of the 2D
phase delay. The relation between the spectrum of the 3D density fluctuations and the
phase spectrum will be discussed in section 3.3.

3.2 Thin Screen Approximation
In addition to the phase delay produced by the fluctuations of the refraction index, there is
another source of phase delay due to the wave scattering from the inhomogeneities inside
the turbulent medium. In contrast to the phase delay induced by refraction, this latter case
is purely geometrical and the phase delay is produced by excess in (geometrical) optical
path. This effect can be neglected if the geometrical phase delay is negligible compared
to the refractive phase delay. This is the case if the deviation of the light trajectory from
the line of sight -due to scattering- is small and the medium can be considered as a thin
screen.

Figure 3.1 shows the ray trajectory through a turbulent medium deviated from a straight
line by the consecutive scatterings from inhomogeneities with size of l. The size l spans
the inner to the outer scales of the turbulent medium. For simplicity, we have chosen a
2D picture with transversal x and radial z coordinates. The wavefront enters the medium
along the z direction and scatters in x direction through its propagation inside the medium.
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Figure 3.1: Inside a turbulent cloud, an entering wave from z direction is scattered from
inhomogeneities with typical size of l along the transversal direction x. The cloud can
be considered to as a thin screen when the translation along x is smaller than size of
inhomogeneities [Hamidouche (2003)].

While the ray moves from z to z+∆z and scatters from inhomogeneity of size l, it gets a
transversal deviation of x(z +∆z) - x(z). The thin screen approximation is valid if each
of the transversal displacements is much smaller than l:

x(z +∆z)− x(z) " l =⇒ ∆z θr " l, (3.9)

where θr is the scattering angle at given z (see figure 3.1). According to figure 3.2,
light scatters from an inhomogeneity with size l. Considering a maximum phase delay φ0
induced on wavefront by the inhomogeneity, at first order the scattering angle is estimated
as:

θr '
φ0
kl

'
l

2f
, (3.10)

where k = 2π/λ is the wavenumber and f is the focal length of the inhogeneity. From
relations (3.9) and (3.10) we have:

∆z "
k l2

φ0
= 2f, (3.11)

—— crossing the total thickness of the cloud we should have ∆z = Lz (larger than the
outer scale of the turbulence Lout meaning that l is always < Lz). Therefore, the screens
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Figure 3.2: Schematic view of light scattering from an inhomogeneity with size l.

satisfies the thin screen approximation if:

Lout < Lz " 2f. (3.12)

To compute the total optical path excess δs due to scattering, we consider that for an
infinitesimal radial displacement dz there is a transversal translation dx = θr dz:

ds =
√
dx2 + dz2 =

√

1 + θ2r dz. (3.13)

To hold the approximation, θr should be a small angle:

ds = (1 +
1

2
θ2r) dz =⇒ s = Lz +

1

2
Lz θ

2
r , (3.14)

where we have integrated for z from 0 to Lz to compute the total distance s traveled by
the ray. The optical path excess is:

δs = s− Lz =
1

2
Lzθ

2
r . (3.15)

The total phase delay φs produced by scattering is given as:

φs = k δs =
1

2
Lz
φ20
k l2

=
1

4

Lz

f
φ0. (3.16)

From inequality (3.12), we get:

φs " φ0. (3.17)

For instance, an inhomogeneity inside a clumpuscule with size l < Lz = 30 A.U. can be
considered at first order as a spherical (biconvex) lens. Using the focal length relation4

and refraction index from equation (3.6), we compute f < 1026 m and always f ! Lz.
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Figure 3.3: Schematic view of refractive scintillation. The monochromatic plane wave
enters the turbulent screen. The phase is distorted after crossing the screen and shows
converging and diverging configurations. On the observer plane, the light intensity is
maximal at A, varies rapidly at B and is minimal at C. When there is a relative motion
between the screen and the earth, fluctuations in light intensity (scintillation) will be ob-
served from the earth. [Romani et al. (1986)]

Therefore, thin screen approximation is valid for clumpuscules.

By using the thin screen approximation, we consider a physical condition in which the
phase delay due to the geometrical increase of the scattered path is negligible compared
to the phase delay induced by the column density fluctuations. We can therefore describe
the cloud as a 2D screen where the distortions induced to the wavefront are mainly due to
fluctuations of the column density. The optical behaviour of such a screen is described by
a phase screen given by equation (3.8).

Figure 3.3 gives a general idea of the scintillation effect in refractive mode (see section
3.5.3). The wavefront is distorted after crossing the screen. Depending on the shape
of the distorted wavefront, light converges or diverges causing focusing/defocusing ef-
fects. Scintillation of a background star happens when the observer and the screen are
in relative motion. Here we have assumed that the observed flux fluctuations are pro-
duced essentially from the screen-observer relative motion and not by the evolution of
the screen’s structures (the frozen screen approximation). The typical relative velocity
of screen-observer is ∼ 100 km/s for the halo objects while the typical turbulence speed

4f−1 = (nr − 1)( 2
R
+ 2(nr−1)d

nrR
2 ) where R (= l/2) is the radius of the lens curvature and d (= l) is the

thickness of the lens.
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inside the cloud is ∼ 0.1 km/s.

3.3 Spectral Density of the Screen Phase
In the simulation chapter, we generate realisations of the phase screen from the spectral
density of the phase fluctuations, Sφ(qx, qy). As shown by R.V.E Lovelace (1970), this
spectrum is related to the three dimensional spectrum of the number density fluctuations
of the molecules, S3n. The Fourier transform of number density fluctuations, n(x, y, z)
is:

F3n(qx, qy, qz) =

∫∫∫ ∞

−∞

n(x, y, z) e−2πi(xqx+yqy+zqz) dx dy dz,

where qx, qy, qz are the coordinates in Fourier space. Now, we compute the Fourier
integral for qz = 0:

F3n(qx, qy, qz = 0) =

∫∫∫ ∞

−∞

n(x, y, z) e−2πi(xqx+yqy) dx dy dz

=

∫∫ ∞

−∞

[

∫ ∞

−∞

n(x, y, z) dz
]

e−2πi(xqx+yqy) dx dy

=

∫∫ ∞

−∞

Nl(x, y) e
−2πi(xqx+yqy) dx dy

= FNl
(qx, qy), (3.18)

which is the Fourier transform of column density fluctuations. From equation (3.8), the
Fourier transform of phase screen is Fφ = (2π)2α

λ FNl
. By substituting this relation in

equation (3.18):

Fφ(qx, qy) =
(2π)2α

λ
F3n(qx, qy, qz = 0).

Here, we will consider the average properties of a statistical set of screen realisations from
a given power spectrum 〈|F3n|2〉. The spectra are related as follows:

〈|Fφ(qx, qy)|2〉 = (
(2π)2α

λ
)2 〈|F3n(qx, qy, qz = 0)|2〉, (3.19)

where 〈 〉 shows ensemble averaging over all realisations of the 2D phase Fourier compo-
nents. Equation (3.19) can be re-written as:

Lx Ly Sφ(qx, qy) = (
(2π)2α

λ
)2 Lx Ly Lz S3n(qx, qy, qz = 0).

Lx, Ly and Lz are the dimensions of the box enclosing the cloud. The line of sight is
assumed to be along the z direction. The spectral density of the phase screen will be:

Sφ(qx, qy) = (
(2π)2α

λ
)2 Lz S3n(qx, qy, qz = 0). (3.20)
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S3n is a power law within inertial scale range of L−1
out < q < L−1

in (see section 2.1.1):

S3n(qx, qy, qz) = C2
n q−β, (3.21)

by substituting it in to equation (3.20), we obtain:

Sφ(qx, qy) = (
(2π)2α

λ
)2 Lz C

2
n q

−β. (3.22)

C2
n is a constant giving the strength of the turbulence spectrum, q =

√

q2x + q2y + (qz = 0)2

and β is the exponent of the power law spectrum (β = 11/3 for Kolmogorov turbulence).

3.4 Diffusion Radius
We can study the statistical properties of the phase screen also in the configuration space.
The phase structure function:

Dφ(x, y) = 〈[φ(x+ x ′, y + y ′)− φ(x ′, y ′)]2〉, (3.23)

gives the rms of the phase screen for different transversal separations (x, y). Assuming
an isotropic medium, Dφ depends only on transversal length and not on the direction.
Hence, Dφ = Dφ(r) where r =

√

x2 + y2. The difusion radius is defined as the transversal
separation for which the rms of the phase is 1 radian:

Dφ(Rdiff ) = 1 radian. (3.24)

The diffusion radius gives a general view of the turbulence strength. As Rdiff gets smaller
the fluctuation in phase (and consequently the fluctuation in column density) gets larger
for a given transverse scale. This means that more power is injected to the flow. In
contrast, larger Rdiff happens while the variation of the column density is slower and
there is less power injection to the turbulent flow.

Considering an isotropic turbulence with a given β within its inertial cascade, the phase
structure function can be written as:

Dφ(r) ∝ rβ−2, (3.25)

and from the definition of Rdiff we have [Narayan (1992)]:

Dφ(r) = (
r

Rdiff
)β−2. (3.26)
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We derive the diffusion radius as a function of the cloud turbulence and the geometrical
parameters:

Dφ(x, y) = 〈[φ(x+ x ′, y + y ′)− φ(x ′, y ′)]2〉
= 〈[(φ(x+ x ′, y + y ′)− 〈φ〉)− (φ(x ′, y ′)− 〈φ〉)]2〉
= 2

[

(〈φ2(x′, y′)〉 − 〈φ〉2)− 〈(φ(x′ + x, y′ + y)− 〈φ〉)(φ(x′, y′)〉 − 〈φ〉)
]

= 2 [ζφ(0, 0)− ζφ(x, y)] , (3.27)

where ζφ(x, y) is the 2D auto-correlation function of the phase screen. Here, we should
mention that the average of the phase fluctuations is zero (〈φ〉 = 0). The auto-correlation
is the inverse Fourier transform of the phase spectral density:

ζφ(x, y) =

∫∫ ∞

−∞

Sφ(qx, qy)e
2πi(xqx+yqy)dqxdqy. (3.28)

Substituting equation (3.28) in equation (3.27) we obtain:

Dφ(x, y) = 2

∫∫ ∞

−∞

Sφ(qx, qy)(1− e2πi(xqx+yqy))dqxdqy. (3.29)

By substituting equation (3.22) in equation (3.29), we compute the phase structure func-
tion in polar coordinates:

Dφ(r) = 2C2
nLz

[

(2π)2α

λ

]2 ∫ ∞

0

∫ 2π

0

q−β(1− e2πi r q cosθ)dθqdq, (3.30)

here q =
√

q2x + q2y and r =
√

x2 + y2. By integrating on θ:

Dφ(r) = 2C2
n(2π)Lz

[(2π)2α

λ

]2
∫ ∞

0

q1−β(1− J0(2πrq))dq, (3.31)

where J0 is the Bessel function of the first kind of rank zero. Computing the integral for
q:

Dφ(r) = 2C2
n(2π)

β−1f(β)Lz

[(2π)2α

λ

]2
rβ−2, (3.32)

where

f(β) =

∫ ∞

0

s1−β(1− J0(s))ds =
2−β β Γ(−β/2)

Γ(β/2)
. (3.33)

For Kolmogorov turbulence f(β = 11/3) ∼ 1.118. By definition of Rdiff from relation
(3.24) and using equation (3.32), we obtain:

Rdiff = [2C2
n(2π)

β+3f(β)Lzα
2λ−2]1/(2−β). (3.34)
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From Parseval’s theorem the integration of the spectrum in Fourier space is equal to the
total dispersion. Therefore, we can link the constant C2

n to the cloud’s parameters by
integrating the spectral density of the volume number density fluctuations:

σ23n =

∫ L−1
in

L−1
out

S3n(qx, qy, qz) dqx dqy dqz

=

∫ L−1
in

L−1
out

C2
nq

−β(4π)q2dq =
4πC2

n

β − 3
(Lβ−3

out − Lβ−3
in ), (3.35)

where σ3n is the dispersion of the density fluctuations. Considering the fact that Lout !
Lin we estimate C2

n for β = 11/3:

C2
n =

σ23n

6πL2/3
out

. (3.36)

If we assume that the outer scale of the turbulence is the same as the cloud size Lz = Lout,

C2
n =

σ23n

6πL2/3
z

. (3.37)

Using equations (3.34) and (3.37), Rdiff can be expressed as a function of the cloud’s
parameters and the wavelength:

Rdiff = 789 km
[

λ

1µm

]
6
5
[

Lz

10A.U.

]− 1
5 [ σ3n

109cm−3

]− 6
5
. (3.38)

For any existing local turbulence with outer scale smaller than the cloud size, we substi-
tute relation (3.36) in equation (3.34):

Rdiff = 744 km
[

λ

1µm

]
6
5
[

Lz

10A.U.

]− 3
5
[

Lout

10 A.U.

]
2
5 [ σ3n

109cm−3

]− 6
5
. (3.39)

(The constants of the two latter equations are different since they depend on different
numbers of parameters). The phase spectral density can be expressed as a function of the
diffusion radius by combining equations (3.22) and (3.34):

Sφ(qx, qy) =
R2

diff

2 (2π)β−1 f(β)
(Rdiff q)

−β. (3.40)

3.5 Fresnel Diffraction and Scintillation Regimes
So far, we have discussed one of the optical aspects of the turbulent cloud by studying
the statistical properties of the phase screen. Now, we consider the propagation of the
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A1 (x1,y1)'

A 00 (x ,y0)
A2 (x2,y2)
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Figure 3.4: Notations: The source is located in the (x2, y2) plane, the screen contains
the diffusive structure, and the observer is located in the (x0, y0) plane. A1(x1, y1) and
A′

1(x1, y1) are the amplitudes before and after screen crossing. [Moniez (2003)]

distorted wavefront and compute the corresponding illumination pattern on the observer
plane. The formation of dark/luminous regions on the observer plane is due to optical
diffraction as explained below.

Let A2(x2, y2) be the luminous (complex) amplitude produced on the source plane as
shown in Figure 3.4. For a monochromatic point-like source with wavelength λ and am-
plitude A located at (x2, y2) on the source plane, omitting the time periodic factor e−iωt,
the amplitude just before entering the screen is given by the spherical wave equation:

A1(x1, y1) = Aeikr12/r12 ' Aeikz1/z1, (3.41)

where k = 2π/λ is the wave number, and

r12 =
√

z21 + (x1 − x2)2 + (y1 − y2)2 (3.42)

= z1

√

1 + (
x1 − x2

z1
)2 + (

y1 − y2
z1

)2, (3.43)

r12 can be approximated by z1 in the denominator of the relation (3.41) as we will always
be in the situation where z1 ! x1 and y1 which means the distance of the background
sources is much larger than the cloud size. For the same reason, the phase kr12 can be
estimated by kz1. We can thus consider the waves entering the medium as plane waves.
The effect of the screen on the wave after crossing the screen can be represented by a
phase delay that depends only on x1 and y1:

A′
1(x1, y1) =

Aeiz1

z1
eiφ(x1,y1), (3.44)
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where φ(x1, y1) is the phase screen discussed in section 3.1.2. After subsequent propaga-
tion in vacuum the amplitude on the observer plane A0(x0, y0) is given by the diffraction
integral using Huygens-Fresnel diffraction principle:

A0(x0, y0) =

∫∫ +∞

−∞

A′
1(x1, y1)

eikr01

iλr01
cos θ dx1dy1, (3.45)

where

r01 = z0

√

1 + (
x0 − x1

z0
)2 + (

y0 − y1
z0

)2. (3.46)

cos θ = z0/r01, hence, θ is the angle of the direction defined by (x0,y0) on the observer
plane and (x1,y1) on the screen with respect to the normal. We use the stationary phase
approximation which states that the main contribution to integral (3.45) comes from the
regions in which the exponential argument is extremum (x1 = x0 and y1 = y0). Indeed, r01
varies very fast as soon as

√

(x0 − x1)2 + (y0 − y1)2 is larger than a few Fresnel radii and
the contribution of the corresponding (x1, y1) regions is cancelled by the fast oscillations
of the term eikr01 .

Another approximation applicable to the diffraction integral is the Fresnel approximation.
Let ρ2 = (x1 − x0)2 + (y1 − y0)2; equation (3.46) can be expanded in Taylor series:

r01 = z0 (1 + (
ρ

z0
)2)

1
2 = z0 +

ρ2

2z0
−
ρ4

8z30
+ ... (3.47)

Fresnel approximation consists in keeping only the two first terms of the expansion (3.47).
It is sufficient if the third term is such that k ρ4

8z30
" 2π or equivalently, ρ4

8z30λ
" 1. This

is the usual condition of our observations. As an example, for a nearby nebula at z0 ∼ 1
kpc, ρmax ∼ 30 A.U. and at infrared wavelength: ρ4

8z30λ
∼ 10−2. Thus, we approximate the

relation (3.46) as:

r01 ' z0

[

1 +
1

2
(
x0 − x1

z0
)2 +

1

2
(
y0 − y1

z0
)2
]

. (3.48)

Since eikz0
[

1+ 1
2 (

x0−x1
z0

)2+ 1
2 (

y0−y1
z0

)2
]

oscillates very fast when (x1, y1) is far from (x0, y0), we
can keep this expression for r01 up to infinite without changing the integral, thanks to the
stationary phase approximation. Moreover, as z0 is much larger than the screen size, we
can estimate cos θ ' 1 and r01 ' z0 on the denominator of integral (3.45). Applying these
approximations to equation (3.45), light amplitude on the observer plane is obtained as:

A0(x0, y0) =
eikz0

iλz0

∫ ∫ +∞

−∞

A′
1(x1, y1)e

ik
2z0

[(x0−x1)2+(y0−y1)2]dx1dy1

=
eikz0

2iπR2
F

∫ ∫ +∞

−∞

A′
1(x1, y1)e

i
(x0−x1)

2+(y0−y1)
2

2R2
F dx1dy1, (3.49)
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where RF =
√

z0/k =
√

λz0/2π is the Fresnel radius. RF is of order of 1500 km to
15,000 km at λ = 500 nm, for a screen located between 1 kpc to 100 kpc from us. This
length scale characterises the (x1, y1) domain that effectively contributes to the integral
for a given (x0, y0). When

√

(x0 − x1)2 + (y0 − y1)2) is larger than a few Fresnel radii,
the contribution to the integral vanishes due to the fast oscillation of the phase term.

Whether the diffraction type is Fresnel or Fraunhofer depends on the ratio of the screen
size and the Fresnel radius. In our case, the cloud size is some tens of A.U. and RF is
some thousands of kilometers. As Lz

RF
is always > 1, we are in Fresnel diffraction mode.

By substituting A′
1(x1, y1) from equation (3.44) to equation (3.49):

A0(x0, y0) =
eikz0

2iπR2
F

eikr12

z1
A

∫∫ +∞

−∞

eiφ(x1,y1)e
i
(x0−x1)

2+(y0−y1)
2

2R2
F dx1dy1 (3.50)

Relation (3.50) formulates the illumination pattern produced for a point-like source as
observed on the observer plane. As mentioned before, the illumination pattern sweeps the
observer plane if there is a relative transverse motion between the observer and the screen.
This induces a variation of the light from the source with the time, called scintillation.

3.5.1 Extended Source and Spatial Coherence
A star can be considered as an extended source made of incoherent point-like sources
distributed in a limb profile. The observed intensity from a point-like source, I0(x0, y0),
is:

I0(x0, y0) = |A0(x0, y0)|2 =
Ls

z21
h(x0, y0), (3.51)

where Ls = |A|2 is the luminosity of the source and

h(x0, y0) = |
1

2πR2
F

∫∫ +∞

−∞

eiφ(x1,y1)e
i
(x0−x1)

2+(y0−y1)
2

2R2
F dx1dy1|2. (3.52)

Let I0(x0, y0) be the illumination pattern of a point-like source located at (0,0) on the
source plane; if the source is translated to point (x2,y2) the intensity at (x0,y0) on the
observer plane will be I(x0, y0) = I0(x0 − x2z0/z1 , y0 − y2z0/z1). This means that by
changing the position of the point-like source on the source plane, the illumination pattern
just translates on the observer plane.

As a combination of incoherent point-like sources, the total intensity Iext(x0, y0) is the
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Figure 3.5: An extended source with radius rs (left plane) has a projected radius Rs =
(z0/z1) rs on the observer plane (right plane).

sum of intensities produced by each element of the extended source:

dIext(x0, y0) =
1

z21
h(x0 − x2

z0
z1
, y0 − y2

z0
z1
) dLs(x2, y2)

=
Ls

z21
h(x0 − x2

z0
z1

, y0 − y2
z0
z1
) p(x2, y2) dx2 dy2,

Iext(x0, y0) =
Ls

z21

∫∫

S.P.

h(x0 − x2
z0
z1

, y0 − y2
z0
z1
) p(x2, y2) dx2 dy2, (3.53)

where p(x2, y2) is the limb profile of the extended source,
∫∫

p(x2, y2) dx2 dy2 = 1 and Ls

is the total luminosity. S.P., the “Source Profile” is the integration domain limited by the
surface covered by the source profile on the source plane. By changing the variables X0

= x2z0/z1 and Y0 = y2z0/z1, we have:

Iext(x0, y0) =
Ls

z21

∫∫

(
z1
z0
)2 h(x0 −X0 , y0 − Y0) p(

z1
z0
X0 ,

z1
z0
Y0) dX0 dY0.(3.54)
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We define the projected luminosity profile of the extended source Pr(X0, Y0) = p( z1z0X0 ,
z1
z0
Y0).

The illumination pattern of an extended source is obtained as:

Iext(x0, y0) =
Ls

z20

∫∫

P.S.P.

h(x0 −X0 , y0 − Y0)Pr(X0, Y0) dX0 dY0

=
Ls

z20
Pr ∗ h

= (
z1
z0
)2 Pr ∗ I0, (3.55)

where P.S.P. (stands for “Projected Source Profile”) is the integration domain (the pro-
jected surface of the source profile on the observer plane, see figure 4.10). The final result
is that the illumination from an extended source is given by the convolution between the
illumination pattern of the point-like source, h(x0, y0), and the projected profile of the
extend source on the observer plane, Pr(x0, y0). Therefore, the illumination pattern of
an extended source is smoother than the pattern produced by a point-like source. The
projected radius of the source Rs acts as a low-passband spatial filter, and variations with
length scale smaller than Rs are washed out. We will discuss this point again in the next
chapter.

3.5.2 Weak Scattering Regime: Rdiff ! RF

The diffusion radius Rdiff is the length scale which characterises the transverse variations
of the phase screen. If Rdiff ! RF the phase does not change noticeably within a few
Fresnel zones, Dφ(RF ) " 1 and the wave front is only mildly perturbed.

For a constant phase, φ(x1, y1) = const., the point-like source illumination pattern h(x0, y0)
= 1. In weak scattering regime, there are small phase fluctuations and h(x0, y0) is weakly
perturbed from unity. If the phase screen is focusing in the first Fresnel zone around
(x0, y0) the propagation term (x0−x1)2+(y0−y1)2

2R2
F

is partly compensated by the variation of
φ(x1, y1) and h(x0, y0) > 1. The inverse result is obtained when the phase screen is defo-
cusing. The propagation term acts as a spatial low-passband filter with length scale RF .
Therefore, for a point-like source, in weak scattering regime, the flux variations on the
observer plane depend on the scale RF [Narayan (1992)].

The effect of the source extension on the illumination pattern in this regime depends on
the projected radius of the source Rs, compared to Fresnel radius. If RF > Rs the Fresnel
radius remains as the characteristic length of the scintillation, if not, the variations of in-
tensity are filtered by Rs. From observational view point, the Fresnel radius is usually of
order of hundreds of kilometers while the projected radius is ten thousands of kilometers
wide. Usually, the scintillation in weak scattering regime is washed out by the source
profile.
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Figure 3.6: 1D Young Experiment. Vertical axes show the relative intensity. Left: Diffrac-
tion pattern by a slit-pair scattering. Waves have the same phase φ1 while crossing the
slits. dark/luminous regions have the typical size of 10 m. Middle: Diffraction pattern
by five slit-pairs scattering. The light from the slit-pairs are at the same phase φ1. All
scattered waves interfere constructively at the same maxima as the double-slit (left panel)
experiment with narrower luminous distribution. Right: Same as the middle panel but
the phase of light varies stochastically from pair to pair. Here also the typical size of
dark/luminous regions are 10 m. An extra phenomenon is the speckles with typical sepa-
ration of ∼ 0.1 m.

3.5.3 Strong Scattering Regime: Rdiff " RF

Strong scattering happens when Rdiff " RF . The phase screen varies by many radians
within a Fresnel radius since Dφ(RF ) ! 1. RF is not anymore the length scale of scin-
tillation because Rdiff is the characteristic size of the (x1, y1) domain which contribute
coherently to integral (3.50) around (x0, y0). The contribution is assumed to be coherent
because the phase screen can be considered as sufficiently constant (within a radian) in
scale Rdiff to contribute to the integral. We can consider the screen as a 2D plane made
of many patches with size Rdiff located at distance Rdiff from each other. The phase
is nearly constant (within a radian) in each patch and varies stochastically from patch to
patch. To understand the physics of strong scattering regime we compare it to Young ex-
periment with multiple slits (see figure 3.6) [Narayan (1992)]. Here, each patch is similar
to a pair of slits with slits separated by distance of Rdiff from each other and emitting
light with the same phase φ1. Each pair is located at distance Rdiff from the next pairs.
Figures 3.6 compare Young experiments with multiple slits. Slits are at successive dis-
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tance Rdiff = 0.1 m, λ = 1 µm and the pattern is shaped at z0 = 1000 km. Left panel of
figure 3.6 shows the diffraction pattern of a double-slit scatterer. The initial phase of the
wave before crossing each slit is the same. As the light scatters from a patch with Rdiff

size, the angle between successive dark/luminous regions on the observer plane from the
screen is:

θscatt =
λ

Rdiff
. (3.56)

The corresponding distance on the observer plane is z0θscatt = z0λ/Rdiff = 10 m. We
define the refractive radius Rref , to be the typical size between dark/luminous regions:

Rref =
z0λ

Rdiff
= 2π

R2
F

Rdiff
, (3.57)

in our example Rref = 10 m.

In the middle panel, the number of slit-pairs (coherent patches) is five. All patches have
the same initial phase φ1. Since the light is scattered within angle θscatt from each patch,
each point on the observer plane receives light from all patches located inside angle θscatt
on the screen. This is called multipath propagation. The luminosity maxima remain at
the same positions as for the double-slit experiment, but the width of luminous regions
are narrower showing the dominance of destructive interferences between the maxima.
The right panel of figure 3.6 is the same as the middle one but the initial phases of the
slit-pairs vary stochastically from pair to pair (with corresponding phases φ1 to φ5). This
is similar to what happens in our turbulent phase screen. According to the figure, there
is a random diffraction pattern with two modes of intensity variations. The first one is
a global variation mode with length scale of Rref . The randomness of the initial phases
decreases the global contrast. This is called refractive scintillation. Within these large
structures, a highly frequent fluctuation of intensity produces the speckles. These random
speckles are due to multi-path propagation of light and have a characteristic separation ∼
λ/θscatt = Rdiff , producing the second type of scintillation called diffractive scintillation
[Narayan (1992)].

The equation (3.57) can be re-written as:

Rref(λ) =
λz0
Rdiff

∼ 30, 860 km
[

λ

1µm

] [

z0
1 kpc

] [

Rdiff (λ)

1000 km

]−1

. (3.58)

Taking into account the relative motion between the screen and the observer plane charac-
terised by VT , there are two time scales for the strong regime of scattering, tref = Rref/VT

and tdiff = Rdiff/VT :

tref(λ) ' 5.2min.
[

λ

1µm

] [

z0
1 kpc

] [

Rdiff (λ)

1000 km

]−1 [ VT

100 km/s

]−1

, (3.59)
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considering equation (3.39):

tdiff (λ) = 7.4 s
[

λ

1µm

]
6
5
[

Lz

10A.U.

]− 3
5
[

Lout

10A.U.

]
2
5 [ σ3n

109cm−3

]− 6
5

[

VT

100 km/s

]−1

.(3.60)

These are the characteristic times of the light curve for a point-like source. As discussed
before, the extension of the source has a crucial impact on the intensity variations of
the light curve and always tends to smooth the fluctuations. As we will see in the next
chapter, the projected star radius Rs is such that the speckles of the diffractive scintillation
are alway washed out since usually Rs > Rdiff . Thus, the refractive scintillation if Rref

> Rs is the only fluctuation mode observed from the strong regime.



Chapter 4

Simulation

The simulation of the scintillation effect allows us to link the observables -measured from
the light curves- to the physical properties of the turbulent medium. Through simulation
we can study the behaviour of a variety of generated light curves due to different values
of the scintillation parameters. We start with the simulation of a phase screen in section
4.1. The accuracy of the phase screen is checked by re-computation of Rdiff from the
generated phase. In section 4.2, we calculate the illumination pattern due to the prop-
agation of the wave surface after crossing the screen. The images of the illumination
patterns of a point-like and an extended source are produced. We discuss the sensitivity
of the illumination patterns to the sampling of the phase screen. The effect of the time
coherence of the source on the illumination patterns are also studied. In section 4.3, we
statistically link the modulation index to the geometrical parameters of the scintillation
effect. The light curves are extracted from the 2D illumination pattern. We have also
considered turbulence types other than the Kolmogorov one and compare their statistical
properties. After concluding, in section 4.4 we discuss the next steps for the future work.

4.1 Simulation of the Phase Screen

The two dimensional phase screen φ(x, y) can be simulated as a realisation of the phase
power spectrum Pφ(q) = Lx Ly Sφ(q) where Lx and Ly are the length and width of the
screen, q is the spatial frequency and the spectral density Sφ(q) is given by relation 3.40.
We begin by generating the 2D Fourier component of the phase screen (Fφ(qx, qy)) from
the spectrum Pφ(q) through a stochastic process. Then, by computing inverse Fourier
transform, the 2D phase screen is calculated:

φ(x, y) =

∫∫

Fφ(qx, qy) e
2πi (xqx+yqy) dqx dqy. (4.1)

73
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Figure 4.1: Red line: Initial phase spectrum. Blue points: Reconstructed spectrum from
a realisation of a screen generated from the initial spectrum.

4.1.1 Generating the Fourier Component of the Phase Screen
The phase power spectrum is the ensemble average of the square module of different
realisations of the phase Fourier components:

Pφ(q) = 〈|Fφ(qx, qy)|2〉q=√q2x+q2y
. (4.2)

The fact that Pφ only depends on q comes from the isotropy of the turbulence. By as-
suming the ergodicity of the process, one can generate a single realisation Fφ(qx, qy) by
selecting it stochastically from a Gaussian distribution with σ2 = Pφ(q). Through this
generation, the mean square of the generated Fφ(qx, qy) over the radius q =

√

q2x + q2y is
Pφ(q).

A discrete phase screen with size Lx = Ly = L is produced as a N ×N matrix with pixel
size ∆1 (L = N∆1)1. The corresponding Fourier space is also discrete with frequencies:

qx =
nx

N∆1
,

qy =
ny

N∆1
, (4.3)

1In general, the screen and the pixels need not to be necessarily square.
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where nx and ny are integers spanning 0 to N − 1. As we use FFT2 technique, we should
keep in mind that the Fourier components of positive frequencies are located in matrix
elements with nx,y = 0 to N/2 and the other elements belong to negative frequencies.
By using a double loop on nx and ny, we explore the (qx, qy) domain, we compute q
values for each pair of (qx, qy) and generate a value Fφ(qx, qy) from Pφ(q) as follows:
Fφ(qx, qy) is a random realisation of parameter fφ takesn from the Gaussian distribution

1√
2πPφ(q)

e−f2
φ/(2Pφ(q)). Both real and imaginary parts of Fφ(qx, qy) are generated from

this distribution and the final value is divided by
√
2. Figure 4.1 shows the initial phase

spectrum and the spectrum reconstructed from Fφ(qx, qy). The effect of the pixel size
(sampling noise) will be discussed in section 4.2.3.

4.1.2 The Phase Screen

After generating Fφ(qx, qy), the phase screen is computed from relation (4.1) by FFT.
Figure 4.2 shows an example of the simulated phase screen in grey scale. The dark and
bright structures correspond to regions with large and small column density. φ(x, y) is
generated in a 10000 × 10000 matrix with pixel size ∆1 = 32.6km. The original power
spectrum is assumed to be Kolmogorov with a diffusion radius Rdiff = 100 km. A hori-
zontal section of the screen is plotted in Figure 4.3 which shows the phase variations as
a function of the position along a transversal section of the screen. The larger structures
are clearly visible since the spectrum contains more power at large scales. The average
phase fluctuation should be one radian for transverse separation of Rdiff on the screen
(bottom of the figure). We discuss the accuracy of the reconstructed structure function in
the following sub-section.

Check of the Structure Function Reconstruction

To check the quality of the simulated phase screen, we reconstructed the phase structure
function from the simulated screen and re-calculated Rdiff . In this purpose, we computed
the reconstructed phase spectrum, S rec

φ (q), from the generated Fφ(qx, qy):

S rec
φ (q) =

〈|Fφ(qx, qy)|2〉q=√q2x+q2y

Lx Ly
, (4.4)

2Fast Fourier Transform.
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Figure 4.2: Simulated fluctuations of the phase screen with N = 10,000, ∆1 = 32.6 km
and Rdiff =100 km. Phase fluctuations are given in radian (grey scales in radian).
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Figure 4.3: Top: A horizontal section of the phase screen. Middle: Phase variations as
a function of position along the section. Bottom: Detailed phase variation within the
diffusion radius is about one radian (should be one on average, by definition).



78 CHAPTER 4. SIMULATION

00 100100 200200 300300 400400 500500 600600
00

0.20.2

0.40.4

0.60.6

0.80.8

11

1.21.2

r (km)r (km)

St
ru

c.
 F

un
c.

St
ru

c.
 F

un
c.

Figure 4.4: Phase structure function vs. transverse distance r with Rdiff = 500 km. Blue
line is the initial structure function. Red line is what we obtain from one of the realisations
of the phase screen through simulation. The black curve is the numerical computation of
the structure function from the phase spectrum with the same sampling used in simulation.
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where the average is made on |Fφ(qx, qy)|2 with the same q =
√

q2x + q2y . The recon-
structed phase auto-correlation function is given by Fourier transform:

ξrec(r) =

∫∫

S rec
φ (q) e2πiq.rdq,

ξrec(r) =

∫ qmax

qmin

∫ 2π

0

q S rec
φ (q)e2πi qrcosθdθ dq

=

∫ qmax

qmin

2πq S rec
φ (q) J0(2πqr) dq, (4.5)

where J0 is the Bessel function. The reconstructed structure function is given by D rec
φ (r)

= 2(ξ rec(0) − ξ rec(r)). In figure 4.4, we show the initial phase structure function of a
medium with Rdiff = 500 km by the blue curve, for which Dφ(500 km) = 1 radian by def-
inition. The red curve represents the reconstructed function from one of the realisations of
the screen. The reconstructed function equals one radian at r ≈ 540 km. To find the ori-
gin of the difference, we replaced S rec

φ (q) by the initial spectrum Sφ(q) in equation (4.5).
Then, we computed the integral numerically with the same sampling (number of pixels
N ∼ 14,000 with ∆1 = 28.85 km) and the same integration limits (qmin, qmax) 3 as the
simulation. The black curve shows the integration result which differs by a few percent
from the result of simulation (red curve). We showed that the black curve approaches
the blue curve when qmin → 0 and qmax → ∞. This means that sampling affects the
integration domain.

As a conclusion, since we are restricted by a finite number of pixels, we loose the contri-
butions of the large and small scales in the reconstructed Rdiff . The solution to avoid this
limitation is to generate larger screens (bigger N) with higher resolutions (smaller ∆1)
to cover wider interval of frequencies which in return need to use computers with higher
computational capacities.

4.2 Illumination Pattern
After the plane wave crosses the screen, light propagation is described by the Huygens-
Fresnel principle which leads to the computation of the diffraction integral. The geometry
of the diffraction is shown in figure 4.5. This Integral -that enters the calculation of the
intensity on the observer plane I(x0, y0) = I0h(x0, y0)- can be considered as a Fourier
transform by re-writing equation (3.52) as:

h(x0, y0) = |
1

2πiR 2
F

∫ +∞

−∞

∫ +∞

−∞
e
i (φ(x1,y1) +

x21+y21
2R 2

F
)
e
−2πi (

x0
2πR2

F
x1 +

y0
2πR2

F
y1)

dx1dy1 |2,

3in 1D: qmin = 1
N∆1

and qmax = 1
2∆1

.
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h(x0, y0) = |
1

2πR 2
F

FT ( e
i (φ(x1,y1)+

x21+y21
2R 2

F
)
) |2 (fx=x0/2πR2

F , fy=y0/2πR2
F ). (4.6)

Here, (x1, y1) are the screen’s coordinates. Fourier transform is taken on exponential of
φ(x1, y1) (the generated phase screen) plus a quadratic term x2

1+y21
2R 2

F
. The integrand of the

Fourier transform is:

G(x1, y1) = e
i (φ(x1,y1) +

x21+y21
2R 2

F
)
. (4.7)

Since we sampleG(x1, y1) withN points separated by∆1, the Fourier integral is a Fourier
series of a function with period L = N∆1

4. (x1, y1) coordinates take discrete values:

x1 = jx∆1,

y1 = jy ∆1, (4.8)

where jx and jy are integers spanning interval [0, N − 1]. The corresponding frequency
variables and domain are:

fx =
kx

N∆1
,

fy =
ky

N∆1
, (4.9)

where kx and ky are integer values spaning interval (−N/2, N/2]. The relation between
(x0, y0) and (kx, ky) is given by:

x0 = kx
2πR2

F

N∆1
,

y0 = ky
2πR2

F

N∆1
. (4.10)

The pixel size of the illumination pattern, ∆0, corresponding to kx = 1 in relation (4.10),
is given by 2πR2

F
N∆1

satisfying the relation:

N∆1∆0 = 2πR2
F . (4.11)

The optimum corresponds to the condition ∆1 = ∆0. In this case, the total size of the pat-
tern corresponds to the geometrical shadow imprint of the screen. This equation implies
that if we decide to increase the resolution on the screen we loose the resolution on the
illumination pattern. This effect can be compensated by increasing the number of pixels,
N , but it is restricted by computational capacity.
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Figure 4.6: The coordinate is shifted from the corner of the pixel to the centre.

The Quadratic Term

The term x2
1+y21
2R2

F
is the consequence of the propagation of spherical waves after crossing

the screen in the Fresnel diffraction. The quadratic term completely depends on the spatial
coordinates (x1, y1) . Technically, since we are dealing with discrete coordinates (jx, jy)
the program assigns these coordinates to the top left corner of each pixel, and we need
to convert them with respect to the geometrical centre of the pixels (see figure 4.6). This
correction is needed as we will compare the illumination patterns of a screen with dif-
ferent pixel sizes through image subtraction. We use therefore the following coordinate
transform:

jx → jx +
∆1

2
, jy → jy +

∆1

2
.

Image Centre

FFT puts the components with positive (fx, fy) at top left part of the result matrix. There-
fore, the origin of (x0, y0) is at the corner instead of the centre of the image (see equation
(4.6)). Suppose gkxky is the Fourier series of discrete G(x1, y1):

gkxky =
N−1
∑

jx=0

N−1
∑

jy=0

Gjxjy e2πi (jxkx+jyky)/N , (4.12)

where N (number of pixels at each axes) is the period of the series. To centre the origin
on the observer plane, we shift the frequencies by: kx → kx +N/2 and ky → ky +N/2.
The centred gckxky is given as:

gckxky =
N−1
∑

jx=0

N−1
∑

jy=0

(−1)(jx+jy)Gjxjy e2πi (jxkx+jyky)/N (4.13)

4The integral limits are no more infinite.
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Figure 4.7: Smoothing function S(x). L is the screen size. m is the length of the margin
from the screen borders.

This frequency shift does not affect the intensity computation since it is just a half period
shift in Fourier space. It just changes the frequency order of gkxky . We therefore multiply
Gjxjy by (−1)(jx+jy) factor before applying FFT.

Smoothing

Computing the integral (4.6) numerically limits the integration domain of (x1, y1) from
−N∆1

2 to +N∆1
2 rather than infinite limits. This is physically equivalent to compute the

Fresnel integral within a diaphragm with the size of the screen. In this case, we face an
extra effect: The light diffraction from the edges of the diaphragm. This effect causes
rapid intensity variations at the borders of the observer’s plane. To attenuate this effect
and remove the rapid oscillations, we used the smoothing function S(x):

S(x) =



























1
2(sin(3π2 − πx

m ) + 1) 0 ≤ x ≤ m,

1 m < x < L−m,
1
2(sin(3π2 − π(1 + x−L+m

m )) + 1) L−m ≤ x ≤ L,

0 otherwise,

where m is the length of the margin from the borders of the screen with size L. This
function is shown in figure 4.7. We multiplied the function G(x1, y1) with S(x1)×S(y1).

To illustrate the smoothing effect, we compute the diffraction integral for an aperture with
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Figure 4.8: A horizontal section of the illumination pattern in the absence of the cloud
(uniform phase screen). The red and the black curves are the results with and without
smoothing respectively. The lower panel shows a zoom of the upper one.
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size L and a constant phase function φ(x1, y1) = 0. The black curve in figure 4.8 shows
a section of the diffraction pattern computed without smoothing. If we were integrating
over an infinite (x1, y1) domain (no aperture), we would expect a uniform intensity on
the observer plane (h(x0, y0) = 1). By smoothing, this uniformity is achieved in a given
region on the observer plane called Fiducial zone (Red curve in figure 4.8). We have
chosen m = 10RF and added another 10RF to the margins on the observer plane to
avoid any perturbing effects on the estimated intensity. The final Fiducial zone is then a
square with distance of

d = 2m = 20RF (4.14)

from the borders of the observer plane (see figure 4.9).

4.2.1 Point-Like Source
Figure 4.9 shows the pattern produced by a turbulent medium with Rdiff = 100 km located
at 160 pc far from the earth at wavelength λ = 2.162 µm. The corresponding Fresnel
radius is RF = 1300 km which is larger than the diffusion radius and hence we are in
strong scintillation regime. The hot speckles (of typical size Rdiff = 100 km) can be
distinguished from the larger dark/luminous structures which have a typical size Rref =
2πR2

F
Rdiff

' 100,000 km.

4.2.2 Extended Source
As discussed in section 3.5.1, the extension of the source has a crucial impact on the
illumination pattern. From relation (3.55), the illumination pattern of an extended source
of luminosity Ls is the pattern of a point-like source convoluted by the projected limb
profile of the source Pr(x0, y0):

Iext =
Ls

z20
Pr ∗ h. (4.15)

We have approximated the limb profile as a uniform disk with sharp edges:

Pr(X0, Y0) =

{

1/πR2
s

√

X2
0 + Y 2

0 ≤ Rs

0 otherwise

where Rs = z0
z1
rs is the projected source radius on the observer plane. Inserting this

profile in equation (3.55) gives:

Iext(x0, y0) =

∫ y0+Rproj

y0−Rproj

∫ x0+
√

R2
proj−(y0−Y0)2

x0−
√

R2
proj−(y0−Y0)2

I(x0 −X0, y0 − Y0) dX0 dY0 (4.16)
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Figure 4.9: Typical illumination pattern of a point-like source: Rdiff =100 km, RF= 1300
km, Rref = 106500 km. The typical length scale of hot speckles is Rdiff and the scale
of the larger structures is Rref . The Yellow square shows the fiducial zone. Grey scale
shows the relative intensity fluctuations.
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Figure 4.10: Typical illumination pattern of an extended source with rs = 0.5 R" (Rs '
54,000 km). The hot speckles are washed out and only the larger scales survive. The
yellow square shows the new Fiducial zone. Grey scale shows the relative intensity fluc-
tuations.
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The convolution integral (4.15) is computed in Fourier space instead of configuration
space:

FT (Pr ∗ h) = FT (Pr) . FT (h) (4.17)

Figure 4.10 shows the convolution of the pattern shown in figure 4.9 with a projected
profile of a star with rs = 0.5R" located at 8 kpc (Rs = 54,600 km). The geometrical
configuration is the same as figure 4.9. High frequency fluctuations of the speckles disap-
pear and the pattern looses contrast. The variations at scales larger than Rs remain since
Rref > Rs.

As the convolution involves a disk of radius Rs, we can perform the calculation it only at
a distance larger than Rs from the borders. We therefore define a new Fiducial zone by
including a margin of 20RF + Rs from the initial borders. Any statistical analysis should
be made within this zone to be safe from any borer effect perturbation.

4.2.3 Effect of Sampling
In general, the screen should be sufficiently sampled to avoid the aliasing effects. Aliasing
happens when G(x1, y1) contains frequencies higher than the Nyquist frequency fNyq =
1/(2∆1). From relation (4.7), G contains two length scales, the diffusion and Fresnel
radii.

Rdiff is the characteristic length of the phase screen φ(x1, y1). It is at least necessary
that Rdiff > 2∆1 to sample phase variations within the diffusion radius. RF appears
in the quadratic term exp(i (x

2
1+y21
2R 2

F
)). This term oscillates faster as x1 and y1 increase.

Aliasing occurs if the distance between two consecutive peaks is smaller than 2∆1. In
one dimension we expect aliasing if:

(x1 + 2∆1)2 − x2
1

2R2
F

> 2π,

x1 > ∆1(π(
RF

∆1
)2 − 1). (4.18)

In terms of number of pixels n1 = x1/∆1:

n1 > π(
RF

∆1
)2 − 1. (4.19)

The condition RF = 2∆1 is obviously insufficient since after ∼ 11 pixel (
√

x2
1 + y21 > 11

pixel) the quadratic term is under-sampled. In practice, at infrared wavelengths and for
a screen located at ∼ 100 pc, the Fresnel radius is ∼ 1000 km. By choosing ∆1 ∼ 15
km, the aliasing starts at n1 ∼ 13,900 pixels from the centre of the image and hence, for
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Figure 4.11: Diffraction patterns of a point-like source with two different screen sam-
plings: ∆1 = 48 km (top) and ∆1 = 12 km (bottom). Middle: Superposition of two
horizontal sections (red lines) of the patterns shown by red points and black crosses.
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Figure 4.12: Convolution of figure (4.11) with an extended source profile. Superposition
of two sections of the corresponding regions are shown by red and black curves on the
middle panel.
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a simulation with N < 20,000, aliasing effect is usually avoided.

To check the numerical stability of the illumination pattern, we investigate the effect of
sampling of the screen on the computed illumination pattern. We consider a screen with a
given size and diffusion radius and also a given geometrical configuration. The screen is
sampled with two different pixel sizes∆1 and we compare the corresponding illumination
patterns.

To compare the two patterns, we need to do a pixel by pixel comparison. On the one hand,
we change the pixel size of the screen to obtain a different sampling and on the other hand,
the screen size Lscreen = N∆1 should be left unchanged. We proceed the resampling and
comparision process through the following steps:

• Change the screen sampling by h(> 1) factor: ∆1 → h∆1

• N(= Lscreen/∆1) → N/h

• From equation (4.11): ∆0 is unchanged

• Image size Lpattern(= N∆0) → Lpattern/h

• Extract the central region of the initial pattern and compare it with that of the re-
sampled one.

For instance, we produce a screen with Rdiff = 1000 km , RF = 886 km and Rs =
0.85R" in a N × N matrix with N = 8192 and ∆1 = 12 km. The corresponding illumi-
nation patterns of point-like and extended sources are shown on top of figures 4.11 and
4.12. We re-sample the generated screen by attributing the average phase of each 4 × 4
neighbour pixels in a new larger pixel. Thus, a new sampled phase screen is constructed
in a 2048 × 2048 matrix with ∆1 = 48 km5. The corresponding illumination patterns are
shown at the bottom of the figures 4.11 and 4.12. We superimpose the same horizontal
section of the illumination patterns (the middle panel of the figures). They vary quite
similarly.

To compare images in similar zones we subtract them from each other. Figure 4.13 shows
the subtraction of two illumination patterns of a point-like source with different screen
samplings. A horizontal section of the subtracted pattern is shown at the middle and the
distribution of the pixel differences is shown at the bottom. This distribution has a disper-
sion smaller than 1 percent. Figure 4.14 shows the same plots for an extended source. The
dispersion is smaller than 10−4 percent which is quite small. The subtraction distribution
is not Gaussian. We did not investigate the origin of this non-Gaussianity and felt satisfied
to obtain a small difference between patterns with different samplings.

5We also checked for 4096 × 4096 matrix with ∆1 = 24 km.
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The average values of both distributions are negative. Although the total flux power is the
same for both patterns (they are generated from the same power spectrum), on average the
power per pixel for pattern with N = 8192 is smaller than the pattern with N = 2048. We
have subtracted the central region of the larger pattern from the smaller one and hence,
the difference is negative on average.

4.2.4 Polychromatic Source
So far, the illumination pattern is computed for a monochromatic source (fixed λ). But
observations are done through filters with non-zero passbands. To take into account the
contributions of different wavelengths to the pattern, we superimpose the illumination
patterns obtained with the same diffusive structure (the same column density fluctuations)
at different wavelengths.

Scaling Laws

Since the Fresnel radius RF =
√

z0λ
2π depends on wavelength, according to equation (4.11)

the pixel size ∆0 of the pattern is proportional to λ. Therefore, for a given screen size, the
longer the wavelength is, the larger the illumination pattern will be. Wavelength variation
not only changes the Fresnel radius but also changes the diffusion radius. From definition
of Fresnel radius:

RF (λ) =

√

λ

λ′RF (λ
′

). (4.20)

A given screen is described by a column density, Nl(x1, y1), which produces a phase delay
φλ(x1, y1) that depends on λ. Therefore it comes from equation (3.34):

Rdiff (λ) = (
λ

λ′ )
6/5 Rdiff (λ

′

), (4.21)

and for the refraction radius, Rref = 2πR2
F

Rdiff
, we get:

Rref(λ) = (
λ

λ′ )
−1/5Rref(λ

′

). (4.22)

According to equation (3.8), the phase delays satisfy:

φλ = (
λ

λ′
)−1 φλ′ . (4.23)

To produce illumination patterns with various λ, we firstly generate a phase screen for
the shortest wavelength (λ′). Then, by multiplying all phase pixels by λ/λ′, a new phase
screen corresponding to wavelength λ is produced. The quadratic term of G(x1, y1)is also
re-calculated by multiplying RF (λ′) by

√

λ/λ′. Taking into account these modifications,
integral (4.6) is computed for different λ values. The final illumination pattern is obtained
by co-adding the different images.
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Figure 4.13: Top: subtraction of diffraction patterns for a point-like source with two
different screen samplings. Middle: the light curve along the red horizontal section of
the subtracted pattern. Bottom: pixel distribution of the relative intensity differences with
average of order of 10−4. Relative dispersion is less than 1%.
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Figure 4.14: The same as figure 4.13 but for an extended source. Relative variations are
of order of 10−4. Blue lines shows the Fiducial zone.
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Figure 4.15: The value of the re-sampled pixel is given by bilinear interpolation of the
first four initial pixels.

Co-addition

To co-add the patterns we re-sample all images (hereafter current images) to the pixel grid
of the smallest image produced by the shortest wavelength.

Let the pixel size of the smallest image be ∆′

0 and the one for any current image be ∆0.
We define the homothetic coefficient as: hc = ∆

′

0
∆0

. From equation (4.11), considering the
same screen pixel size and number (i.e. the same physical screen), h has to satisfy:

hc =
∆

′

0

∆0
=

R
′2
F

R2
F

=
λ′

λ
, (4.24)

and the image has therefore a different sampling (and consequently a different extension,
since N is not changed). To co-add the images obtained at different wavelengths, we
resample them according to the scheme illustrated in figure 4.15. The content of a re-
sampled pixel is calculated by bi-linear interpolation of its four neighbour pixels.

Simulation of a Wide Passband Image

The standard UBVRI filter system has passbands that all satisfy∆λ /λ ≤ 0.1. The relative
variations of the characteristic lengths within the filter passband are: ∆RF /RF ≤ 0.05,
∆Rdiff /Rdiff ≤ 0.12 and ∆Rref /Rref ≤ 0.02.
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Figure 4.16: Passband filter of SOFI camera in Ks band. We approximate this passband
with the superimposition of five wavelengths Dirac distributions within the band and co-
add the corresponding illumination patterns with equal weights.

In the simulation, we have used the passband of SOFI camera in Ks band. Figure 4.16
shows the shape of this passband. We approximate it as a rectangular function over trans-
mitted wavelengths with central value of 2.162 µm and width of 0.275 µm. Five different
wavelengths were selected from the interval [2.09 , 2.28] µm to compute their correspond-
ing illumination patterns.

Figure 4.17 shows a comparison between a monochromatic and a polychromatic illumi-
nation patterns of a point-like source. The pattern looses its clarity and contrast when the
light time coherence is reduced. The speckles are diluted and less contrasted. This can be
understood by the fact that the size of the superimposed speckles varies by ∼ 12%. On
contrary, the structures of size of Rref are less sensitive to the variations of λ (∼ 2%).
Hence, there is no significant difference between monochromatic and polychromatic pat-
terns for an extended source. The time coherence limitations affect the speckles but not
the large dark/luminous scales and for an extended source, the speckles disappear and
only the larger scales remain visible.



96 CHAPTER 4. SIMULATION

Rs

20,000 km

Figure 4.17: Top left: Illumination pattern produced by a point-like monochromatic
source. The contrast is 100%. Top right: The same from an extended source with 46%
contrast. Bottom left: The illumination pattern of a point-like polychromatic source. The
contrast is 75%. Bottom right: The same for an extended source with 46% contrast.
The passband width does not induce a major deviation from illumination pattern of a
monochromatic extended source.
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4.3 Illumination Pattern and Observables
The main observable parameter of scintillation which we used in our data analysis is the
modulation index. It is defined as the flux dispersion, σI , divided by the mean flux, Ī:
m = σI/Ī . We explain how it is possible to relate this observed modulation index to the
geometrical parameters (Rdiff , λ, Rs etc.) through simulation. The time scale of the vari-
ations -derived through the spectrum of the illumination pattern- is the other observable
for the simulation process. This spectrum is related to the properties of the screen (Rdiff ).
Furthermore, we discuss the extraction of the light curves from the simulated illumina-
tion pattern and the way they represent the statistics of the original 2D pattern. At last,
expectations from scintillation with turbulence laws other than Kolmogorv are discussed.

4.3.1 Modulation Index
For a point-like source in the strong scintillation regime the modulation index mpoint ≈ 1
[Narayan (1992)]. For an extended source in the same regime, we have always mextend <
1. In the latter case, Rs/Rref seems to intuitively be the natural parameter to drive the
modulation index. When the projected star radius Rs is much smaller thanRref , variations
at scale > Rref are not affected by the convolution with the source profile. As Rs increases
relatively to Rref , the long scale variations will be smoothed and modulation decreases.
x = Rs/Rref parameter can be expressed as a function of the diffusion radius of the cloud
and other geometrical parameters as follows:

x =
RS

Rref(λ)
=
rsRdiff (λ)

λz1
∼2.25

[

λ

1µm

]−1[ rs/z1
R"/10 kpc

] [

Rdiff (λ)

1000 km

]

. (4.25)

To quantify the decrease of mextend with the ratio x = Rs/Rref , we performed series of
simulations with different phase screens and stellar types. We generated series of screens
with Rdiff = 50 km to 500 km by steps of 50 km. For each screen, we considered
different sources -at the same geometrical distances- with radii from 0.25R" to 1.5R" by
steps of 0.25R" and computed the illumination patterns. The modulation indices were
calculated within the fiducial zone of each 2D illumination pattern. Top panel of figure
4.18 shows the estimated mextend for each generated pattern. The modulation is relatively
large-scattered for each x. This is due to the fact that the Fiducial zone is not large enough
and contains a limited number of regions with size of Rref or Rs. In some cases there
are very few two dark/luminous regions (see figure 4.10). The number of large scales
fluctuations within the Fiducial domain is NF ∼ d2

π max(Rref ,Rs)2
where d is the size of the

Fiducial zone.

After discarding the cases with NF < 4, we established the red and green curves at lower
panel of figure 4.18 which represent the limits of the modulation indices. By measuring
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Figure 4.18: The expected intensity modulation index m = σI/Ī for simulated scintil-
lating stellar illumination patterns as a function of RS/Rref . Top: Five realisations for
each Rdiff are shown with different colours. Bottom: the modulation indices are essen-
tially contained between the curves represented by functions Fmin(x) and Fmax(x). These
functions allow one to constrain x when we know constraints on m.
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m value from an observed light curve and with an estimate of star type and distance, we
can constrain Rdiff from equation (4.25) by using these curves.

4.3.2 Light Curves

What we observe with a single telescope is not the 2D illumination pattern but a light
curve. Because of the relative motions, the telescope scans a 1D section of the pattern.
We simulated light curves by extracting straight lines from the 2D pattern. If a light curve
is sufficiently long (or equivalently if the observation time is long enough) its series of
light measurements represents an unbiased sub-sample of the 2D pattern.

For instance, the left panels of figure 4.19 represent the illumination pattern of a point-like
source and three associated light curves. Here, Rref ≈ 28000 km and mpoint = 1.18. The
light curves are extracted from three horizontal parallel lines with length of ∼ 3.5 × 105

km. The corresponding time scale depends on the relative transverse velocity. They are
selected far from each other in order not to be affected by the fluctuations of the same
regions. Modulation indices along the light curves differ from the 2D’s by less than 5%.
As long as modulation is characterised by Rref and Rdiff it implies that a light curve that
spans ∼ tens of refraction radii gives a good approximation of the scintillation modulation
index for a point-like source.

The right panels in the same figure show the 2D pattern for an extended source with Rs ≈
41000 km and hence, Rs > Rref . Flux fluctuations are smoothed and characterised by
the length scale Rs giving mextend = 0.04. The light curves are extracted in the same
way as the point-like source within the corresponding restricted fiducial zone (see figure
4.10). They span ∼ 2.5 × 105 km and therefore statistically include less than 10 Rs-
scale variations. Because of this statistically short length, the light curve to light curve
estimates of mextend fluctuate typically ∼ 1/

√
10 ≈ 30%. The fluctuations on mextend can

be lowered with longer light curves.

For a known cloud distance, to get precision of 5% on mextend with Rs < Rref , the light
curve should be as long as ∼ 400 Rref . If we observe through a turbulent core with
Rdiff ∼ 200 km in B68 nebula located at 80 pc at λ = 2.16 µm, and assuming VT ∼ 20
km/s, an observing period of ∼ 28 hours is needed to measure the modulation index with
this precision. When searching for unseen turbulent media located at unknown distances
from us, diffusion and refraction radii are unknown and we can only obtain a probability
distribution of the observation time for a requested precision on modulation index.
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Figure 4.19: Light curves extracted along the red lines for both illumination patterns. Left
column: 2D pattern of a point-like source in Ks band with Rdiff = 300 km and Rref ≈
28000 km. Modulation indices of the three light curves fluctuate by less than 5% from
the 2D pattern modulation index. Right column: the same illumination pattern for the
extended source with rs = 0.5 R" (Rs ≈ 41000 km). The modulation indices fluctuate by
more than 30% around the 2D pattern index implying the necessity of longer light curves
for a better statistical representativity. The distance scale is common for both patterns.
The circle shows the projected star radius. The luminosity scales (grey levels) are not the
same for the two patterns.
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Figure 4.20: Scintillation of a point-like source with different non-Kolmogorov turbu-
lences. Left: Illumination pattern and typical light curve produced by a medium with
Rdiff = 100 km (Rref ≈ 8 × 104 km) and β = 3.1. Most fluctuations arise at small scales
∼ Rdiff . Right: β = 3.9. Fluctuations contain more power at larger scale ∼ Rref . The
patterns are represented with the same grey scale.
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4.3.3 Non-Kolmogorov Scintillation

We have investigated a possible deviation from the Kolmogorov turbulence law6. Using
relation (3.40), we chose two different phase spectra with β = 3.1 and β = 3.9. To study
the scintillations, firstly we generated two phase screens according to the corresponding
spectra and computed the illumination pattern of a point-like source for each of them.
Figure 4.20 illustrates the illumination pattern produced by β = 3.1 (left) and β = 3.9
(right). For both images Rdiff = 100 km, RF = 1151 km and Rref ≈ 8 × 104 km. As
can be seen from visual aspect, on the one hand turbulence with larger exponent produces
stronger contrast at large scales compared to the other one (β = 3.1). On the other hand,
the pattern with β = 3.1 shows larger fluctuations at small scales than for β = 3.9. This can
be seen quantitatively from the light curves shown on the same figure. For larger expo-
nent, large variations at scale ∼ Rref produce modulation mpoint(3.9) = 1.16. While the
light curve for smaller exponent behaves smoother at large scales, the large fluctuations
at scale ∼ Rdiff produces mpoint(3.1) = 1 which is already smaller than the modulation
index of the other light curve.

We further study the differences of illumination patterns by convoluting the point-like
source patterns with the profile of an extended source with rs = 0.25R" (Rs ∼ 0.36
Rref ). The patterns with the light curves are represented in figure 4.21. As expected the
speckles have disappeared from the images. The pattern with β = 3.1 has a modulation
mextend(3.1) = 0.04. Since the modulation is mainly induced by the large scale fluctua-
tions, the pattern with β = 3.9 has a larger modulation index mextend(3.9) = 0.22.

To understand the origin of the difference, we compare the two phase spectra at top of
figure 4.22. At smaller length scales the spectrum with gentler slope contains more power
than the steeper one. It causes larger intensity fluctuations in small scales for the scintil-
lation pattern of the smaller exponent. Inversely, the steeper spectrum has more power for
fluctuations at large scales and less for smaller scales. Moreover, by computing the total
power distributed from Rref to Rdiff (by integrating equation (3.40)) we find for β = 3.9
about an order of magnitude power excess compared to the other one (β = 3.1). Therefore,
the larger the β exponent is the stronger flux fluctuations are produced. As a conclusion,
for turbulences with steeper slopes in spectrum, the detection of the scintillation should
be easier due to larger modulation index expectation. This fact is shown at bottom of the
figure 4.22. We plot the modulation index against the x factor for three different β includ-
ing the Kolmogorov case (blue points). By increasing β, we gain modulation specially
for smaller x values.

6For the observed super sonic turbulence (with β > 11/3) look at [Larson (1981)].
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Figure 4.21: Scintillation of an extended source in non-Kolmogorov turbulences. The
patterns are the ones of figure 4.20 convoluted by the projection of a star with radius
rs = 0.25R" (Rs ∼ 0.36 Rref ). The modulation index is more reduced for the pattern
produced by smaller turbulence index.
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Figure 4.22: Top: Two different phase screen power laws. Bottom: Modulation index as
a function of x = Rref/Rs for different turbulence power laws. As the power law gets
steeper, a larger modulation is produced. Blue circles show the Kolmogorov turbulence.
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4.4 Conclusion and Future Studies
Through this work, we have simulated the phase delay induced by a turbulent medium on
the wave front. We faced computational limitations to sample the phase spectrum between
sufficiently large and small outer and inner scales. We have established the connection
between the modulation index and the geometrical parameters of the source and the tur-
bulent medium. Furthermore, we showed that if the spectral index of the turbulence is
larger, it is more probable to detect scintillating light curves.

Determining the refraction radius Rref is another way to estimate the diffusion radius of
the cloud. Time scales like Tref = Rref/VT and Ts = Rs/VT (where VT is the relative
velocity between the cloud and the line of sight) are observables that we have not yet
studied. Extraction of these observables needs time spectral analysis of the light curves.
Although in weak regime of scintillation and in strong regime with Ts > Tref , the modu-
lation index is small but Rs remains a characteristic length scale which may leave some
signature on the time spectra of the light curves.
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Chapter 5

Feasibility Studies

As a preliminary investigation to detect the scintillation effect induced by the ISM, we
observed during two nights in near infrared bands with SOFI camera of ESO-NTT in
June 2006. Telescope time was attributed to the OSER1 project by the ESO committee
through the standard observing time application2. IR observation was preferred for two
main reasons. Firstly, for a feasibility test for scintillation process, we chosed to observe
fields which are already known to contain large amounts of gas. In this purpose dark
(dusty) nebulae have been selected and observations in IR band allowed us to monitor the
stars behind the gas. Secondly, as rapid scintillation with time scales of a few minutes are
expected, their detection need a fast read-out detector. At the epoch of observations, IR
detectors with 5 seconds of read-out time were the fastest among other types of detectors.

5.1 The Targets
Considering the probable small optical depth of the scintillation process, all our selected
fields contain large numbers of background stars. From the four selected targets (figure
5.1), the SMC3 direction probes the hypothesis of halo transparent clouds, while the oth-
ers point toward known visible dark nebulae located in the Galactic disk. These dark
nebulae were chosen by considering the following requirements:
- Maximising the gas column density to benefit from a large phase delay. Data from
2MASS were used to select the clouds that induce the larger reddening of the background
stars, pointing toward the thickest clouds.
- We selected the nebulae which are strongly structured (from visual inspection), and
favoured those ones with small spatial structures to increase the chances of having large
column density fluctuations (with small diffusion radius Rdiff ).

1Optical Scintillation by Extraterrestrial Refractors.
2Request ref: 077.c-0613
3Small Magellanic Cloud

107
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Figure 5.1: The 4 monitored fields, showing the structures of the nebulae and the back-
ground stellar densities. From left to right: B68, Circinus, bc131 and SMC. Up: images
from the ESO-DSS2 in R. Down: our reference images (in KS except for SMC that is in
J).

- We chose fields with a significant fraction of stars which are not behind the nebulae to
use them as control samples.
Our targets satisfy these requirements except Barnard 68 (hereafter B68) that does not
match the second criterion, but instead, we benefit from large number of published stud-
ies on this nebula. A crowded field in the SMC is selected to increase the probability of
scintillation detection induced by hidden halo gas (LMC was not observable at the obser-
vation epoch). The targets were observed in 4.92×4.92 Arcmin.2-size fields in Ks (for
the dark nebulae) and J (toward the SMC) bands.

Since through the dark nebulae, the light intensity is affected by dust extinction, we show
that the flux fluctuation induced by absorption is negligible compared to the fluctuation
induced by scintillation. Through the cores of the three selected nebulae B68, cb131 and
circinus, we estimated gas column number density to be Nl ∼ 1022 cm−2. Considering
the phase delay induced by column density from equation (3.8) and substituting it in the
phase structure function given by equations (3.27) and (3.26) we obtain the following
relation between the column density fluctuation and the diffusion radius:

(∆Nl)
2 = 〈[Nl(x+ x ′, y + y ′)−Nl(x

′, y ′)]2〉 = (
λ

(2π)2α
)2 (

r

Rdiff
)β−2, (5.1)
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then, the mean column density variation within transversal separation r = Rdiff is:

∆Nl = 3.15× 1018 cm−2 (
λ

1µm
) (
α

αH2

)−1, (5.2)

which gives ∆Nl ∼ 1019 cm−2 for molecular hydrogen in Ks band. Therefore, for the se-
lected nebulae the relative gas column density variation is roughly estimated as∆Nl/Nl ∼
10−3. This means that in strong scattering regime and for Rs < Rref , such small density
fluctuation can produce modulation index ∆I/I > 0.06 (see figure 4.18) where I is the
light flux. This gives the magnitude4 variation ∆m > 0.06.

The corresponding variation in magnitude induced by dust extinction is ∆m = ∆A where
A is the absorption factor (in magnitude). This factor is proportional to the column den-
sity, A ∼ Nl. Thus, ∆m = ∆Nl/Nl A. For instance, in Ks band we have A(Ks) ' 4
toward the core of B68. For a column density fluctuation of ∆Nl/Nl ∼ 10−3, we obtain
∆m < 0.004 for the whole cloud. This value is negligible compared to the flux fluctu-
ations induced by optical diffraction and hence the scintillation should not be confused
with dust extinction.

5.1.1 Galactic Cool Flow
According to cosmological simulation in ΛCDM framework, the accretion of cool atomic
hydrogen should exist in galactic halos. Through this accretion the gas is deposited in
galactic disk and fuel star formation [Dekel & Birnboim (2006)]. Although such flow is
yet to observe, we use the simulation results and show that they produce negligible scin-
tillation.

In 2011, Kyle and his colleagues simulated the halo orbiting gas for Milky Way-like
halos with different merger histories [Stewart et al. (2011)]. They performed a mock ob-
servation along different sightlines to determine the HI column density for different gas
orbiting velocity. They removed the galactic rotation from gas velocities and plot the
column density against the gas residual velocity according to figure 5.2. The gas with
90% of its velocity larger than the galactic rotation velocity (which is set to zero in the
figure) is accepted to be accreting about the galaxy (left panel). They could distinguish
between the co-orbiting gas and anti-orbiting gas with respect to galactic rotation. The
non-orbiting flows can be distinguished from accreting gas if their velocities distributed
around galactic rotation velocity (around zero in right panel).

Though such hypothesised flows consist of atomic hydrogen and can be detected through
their absorption lines or 21 cm emission, we estimate their maximum diffusion radius.
From figure 5.2, the maximum column density is ∼ 1018 cm−2. Considering such column

4m = m0 - 2.5 logI where m0 is a constant.
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Figure 5.2: Mock observation of HI column density as a function of gas orbital velocity.
The galactic rotation is subtracted. Left: Sightlines that show orbiting gas with respect to
galactic rotation. The top and middle plot are co-rotating with respect to galactic rotation
curve while the lower panel shows gas with counter rotation. Right: Sightlines that show
not-orbiting gas with respect to galactic rotation [Stewart et al. (2011)].

density belongs to clouds with size of ∼ 10 A.U. at λ = 1 µm, the lower limit on diffusion
radius is Rdiff > 108 km which is larger than 100 times of RF for flows extended in halo
to 100 kpc.

5.2 IR Observation with the NTT
The NTT5 owned by ESO is a 3.6 m alt-azimuth telescope located at La Silla observa-
tory, Chile (70◦ 43’54.272" W -29◦ 15’18.440 " S). It benefits from active optics which
corrects the defects and deformations of the telescope and mirror and has two Nasmyth
focus platforms to mount two sets of instruments simultaneously. These platforms can be
switched to each other by rotating the 45-degree third flat mirror by 180 degrees. Figure
5.3 shows a schematic view of the NTT. Compared to the classical telescopes, NTT has a

5New Technology Telescope
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Figure 5.3: A schematic view of the NTT. [Wilson (1982)]



112 CHAPTER 5. FEASIBILITY STUDIES

reduced weight of primary mirror and telescope structure. This results in a very accurate
pointing of 1.5” r.m.s. over most of the sky, but, degradation occurs close to the zenith
and at zenith angle larger than 60 degrees [NTT Overview, ESO].

From the Earth, IR observations, for wavelengths shorter than 2.3 µm, is affected by emis-
sion lines produced by O2 molecules and OH radicals which are non-thermal sources. OH
radicals are created from ozone and atomic hydrogen interactions in a layer of 6-10 km
depth at an altitude of about 87 km. They produce emission lines from 0.61 µm to 2.62
µm. The absolute intensities of these emission lines strongly vary with time within a few
minutes time scale. Since their fluxes are greater than the other IR sources of the sky, they
are the dominant source of background [Rousselot et al (2000)]. Figure 5.4 shows the
OH emission lines in near IR wavelengths. For wavelengths longer than 2.3 µm, the main
source of background are the sky radiation and telescope’s dome heat. Since Ks passband
overlaps this wavelength, the background through this filter can vary by a factor of two
between summer and winter, but is more stable than J passband at the minute time scale.
This background also depends on the cleanliness of the primary mirror. Images through
Ks filter contains 600-700 ADU/s of background, strongly dependent on the temperature
and the humidity.

Beside of these emission and thermal backgrounds, there are atmospheric absorptions
which reduce or even completely annihilate the star fluxes in some intervals of IR wave-
lengths. These absorptions are mainly due to water vapour and carbon dioxide in the
atmosphere. Absorptions are time-varying and depend non-linearly on the airmass. Fig-
ure 5.6 shows the variation of water vapour absorption with the wavelength.

During two nights, we took 4749 consecutive exposures of Texp=10 s. All four targets
were observed both nights. The images were taken by the infrared large field objective6

SOFI camera of NTT.

5.2.1 SOFI Camera
SOFI camera is mounted on the Nasmyth A platform focus of the telescope. After reflect-
ing from the tertiary mirror of the telescope, the light enters the front window (see figure
5.5). Immediately after crossing the window, at the telescope focus, there is a cooled
mask wheel. This wheel contains different masks for imaging objectives, long slit spec-
troscopes and polarimeters. The mask wheel is followed by a collimator lens to focus the
instrument. There are two filter wheels. The first one contains the standard broad-band
near IR filters (which we used), several narrow band filters, two order sorting filters for
low resolution spectroscopy, an open and a fully closed positions. The second filter wheel
has narrower band filters, a focus pyramid and also an open and a fully closed positions.

6with pixel size of 0.288 arcsec.
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Figure 5.4: OH emission spectrum of the night sky. [Rousselot et al (2000)]

Figure 5.5: Optical layout of SOFI camera. [SOFI manual (2006)]
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Figure 5.6: SOFI filters from [SOFI manual (2006)]. Solid red lines are broad-band J (top
panel), H and Ks (down panel). The dashed magenta lines are narrower filters. The red
dashed lines are Js and K broad-bands. The dotted blue lines are the atmospheric trans-
mission model for airmass=1.0, assuming 1 mm column of water vapour for Mauna Kea
(Lord, S.D. 1992, NASA Technical Memor. 103957; courtesy of Gemini Observatory)
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Figure 5.7: Average Quantum Efficiency of the SOFI detector at T = 78 K as a function of
the wavelength. The peak is at 1.970µm, and the long wavelength cut-off is at 2.579µm.
[SOFI manual (2006)]

After the filters, there is grism wheel containing grisms for long slit spectroscopy, imag-
ing polarimetry and an open and a fully closed positions. We aimed to do star photometry
and thus used the imaging mask and the open positions of the second filter wheel and the
grism wheel. The imaging can be done through J , Js , H , Ks and Z broadband filters.
The central wavelengths for J and Ks filters are 1.247 µm and 2.162 µm with widths at
half maximum of 0.290 µm and 0.275 µm respectively. Figure 5.6 shows the SOFI pass-
bands in near IR with the corresponding atmospheric water vapour transmissions. The
objective wheel contains two objectives for imaging at 0.288” (large field) and 0.144”
(small field) per pixel. We used the objective with the largest field.

The IR detector used by SOFI camera is a Rockwell Hg:Cd:Te 1024 ×1024 Hawaii array
with 18.5 µm pixels which corresponds to 0.288” on the sky for the large field objective.
In normal imaging with SOFI, the North and the East are to the left and the bottom of
the image respectively. The array is read out in four quadrants. One of the differences
between the IR array and the CCD is the read-out mode which can be faster for IR array.
In an IR array, unlike a CCD, the charges are not moved from pixel to pixel during the
read-out process. They are read directly from the pixel. The average Quantum Efficiency
of pixels is 65% for J and Ks bands. Figure 5.7 shows the variation of Q.E. with wave-
length. Even with no incoming light, the thermal fluctuations create charges in the array
which generate dark current. This current can be reduced by lowering the array temper-
ature. For SOFI’s detector, dark current is very low, about 20 e−/hour and the readout
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Figure 5.8: Bad pixels of the SOFI IR array are shown in black.[SOFI Overview, ESO]

noise is 12 e−. This latter noise comes from two sources: the conversion of an analog
signal to a digital number is not completely repeatable, and the electronics of the detector
and the amplifying process can increase the uncertainties of the signal. The contributions
of dark current and read-out noise are negligible compared to the statistical fluctuations
of the incoming flux, and we will ignore them through data reduction process.

About 0.1% of the pixels are bad (figure 5.8). The bad pixels include dead and emitting
pixels. Dead pixels can be detected on the images from a flat field illumination image
and the emitting pixels can be distinguished in dark imaging. Flat field image is taken by
closing the telescope’s dome and illuminatinf it with uniform light emission.

The well depth of the array is 170,000 e− which corresponds to 32,000 ADU for array
gain of ∼5.4 e−/ADU (Figure 5.9). The array response linearity is better than 1.5% for the
signals up to 10,000 ADU and it is recommended to choose short-enough exposure time
to maintain the background lower than 6,000 ADU, to avoid linearity deviations above
this value. For stars ∼10 mag one should use the minimum detector integration time of
1.183 s to avoid saturation in Ks filter. For 12-15 mag stars, this value is 12 and 6 seconds
for J and Ks filters. For fainter stars one can use safely 30 and 10 seconds for J and Ks

filters. Figure 5.10 summarises the specifications of the IR detector of SOFI camera.

Due to an alignment defect of the large field objective, the images are radially elongated
in the left (north) part of the field as shown in figure 5.11. This elongation affects a verti-
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Figure 5.9: Distribution of pixels’ contents toward one of our targets. Saturation occurs
from ∼ 30,000 ADU

Figure 5.10: Some facts about SOFI IR array. [SOFI Overview, ESO]
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Figure 5.11: Objects are elongated at the border of large field images.
[SOFI Overview, ESO]

cal strip of about 150 pixels and smoothly disappears when moving toward the centre of
the field [SOFI Overview, ESO].

5.2.2 Observation Strategy

The observations were done at nights of 25-26 and 26-27 of June 2006. The observa-
tion sequence was optimised to observe each object at the time of minimum airmass7,
to minimise the atmospheric absorption and benefit from the best photometric precision.
Following this strategy for both nights, as shown in figure 5.12, the observations began
with Circinus with the airmass ∼ 1.3; after reaching it’s minimum airmass, the observa-
tions started toward B68 and continued for ∼ 4 hours. Then, we observed cb131 until
airmass ∼ 1.6, and ended observations with the SMC.

5.2.3 The Database

Table 5.1 shows the coordinates of the selected targets and the total number of images per
target. The longest sequence corresponds to B68 (about 10 hours) and the shortest series
belongs to cb131 (about 4 hours).

7Airmass by definition is the inverse of cosine of the angle between the object and the zenith.
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Figure 5.12: Airmass of the 4 targets as a function of the Universal Time. The objects
were observed while their airmasses were around their minima.

SMC B68 cb131 Circinus
α (J2000) 00:52:41.3 17:22:40.7 18:16:59.4 14:59:28.9
δ (J2000) -72:49:14.3 -23:49:47.2 -18.01:53.2 -63:06:10.1

J measurements 988 - - -
KS measurements - 2221 637 898

duration, night 1 (hours) 2.18 4.77 1.25 1.84
duration, night 2 (hours) 2.63 5.07 1.74 2.16

Table 5.1: The observations results.
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Figure 5.13: A raw image from nebula cb131.



5.3. DATA REDUCTION 121

5.3 Data Reduction
Compared to visual band, IR observation has stronger background because of sky emis-
sion. A standard way to reduce this effect is to subtract a science image from an image
of the uniform sky. The sky images are usually taken after target images from a clear part
of sky next to the target field with the same exposure time [SOFI manual (2006)]. We did
not use this procedure as we determined the local background from equation (5.6) through
the photometry process explained in section 5.3.2.

5.3.1 From Raw to Reduced Images
Unlike the CCDs, for IR arrays it is not possible to have a zero second exposure (bias)
image8. This means we do not have direct access to the constant electronic offsets of the
array’s pixels. Therefore, bias contributions are indistinguishable in any image including
dark current images. Beside the usual electron/hole generations of dark current, there
are other dark components in IR imaging: shading, the variation of dark current with
exposure time and incident flux intensity, heat from read-out amplifiers (amplifier glow).
As the dark current appears to be stable during the observation [SOFI manual (2006)], it
can be considered as the background emission and is computed through PSF photometry.
Figure 5.13 shows an example of a raw image. The low spatial frequency variations due
to array sensitivity can be seen in this figure.

Because of difference in pixels Q.E. of the array, the response to a uniform light emission
(flat-field emission) is not homogeneous. To have this response, a flat-field image is
produced from series of images obtained alternatively from uniformly illuminated and
dark dome panel. The flat-field image is constructed from the subtraction of two images
and divided by the average value. Figure 5.14 shows the flat-field images in J and Ks

bands. To take into account the array response, the raw image is divided by the flat-field
image pixel by pixel. If F is the flux (in ADU) of a pixel in a raw image and Fflat−field is
the flat-field value of the same pixel, the reduced flux Freduced is computed as:

Freduced =
F

Fflat−field
〈Fflat−field〉, (5.3)

where 〈Fflat−filed〉 is the mean value of flat-field. Figure 5.15 shows the reduced image
of figure 5.13. The brighter patterns on the left and the bottom of the raw image were
due to the edge to edge long-scale variations of the array (varies between 1 to 3 percent)
depending on the filter and the objective. Flat-field also is useful to correct the vignetting
effect. The precision of the flat-field images varies with time. The illumination of the
dome panel can change in time due to intensity variation of the illuminating lamp or vari-
ations in dome temperature. Figure 5.16 shows the distribution of the relative difference

8With CCD detectors the bias image is taken with shutter closed.
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Figure 5.14: The pixels have different responses to a uniform light emission. Top: flat-
field image in J band. Bottom: flat-field image in KS band.
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Figure 5.15: Reduced image of the figure 5.13. The patterns due to the different responses
of array are flat-fielded. The residual rings are due to local fluctuations of the background
induced by the telescope optics.
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Figure 5.16: Distribution of the relative pixel to pixel difference of flat-field images taken
50 days apart. Green and violet curves are the distributions for J and KS broad-bands
respectively. The fluctuations in flat field measurement are given by the dispersion 0.6/

√
2

= 0.4% for both bands.

of flat-field images taken 50 days apart. For both J and Ks bands a mean variation of
about 0.6% is observed. This tiny variation, as we will see in section 5.3.3, can affect
the photometric precision of the stars when observed with strong background (like in Ks

band).

5.3.2 From Reduced Images to Light Curves
The stellar light curves are the series of photometric measurements extracted for all stars
of each target image by image. We first produce a high signal to noise reference image
for each target (called reference image). This image is used to detect stars and produce a
reference catalog. The catalog contains the coordinates of the detected stars on the refer-
ence image and the reference fluxes are used to align the fluxes measured with the other
images (hereafter current images). Stars detected on the current images are associated to
the reference catalog stars through the geometrical alignment determined with the EROS
software.

Reference Catalog

The reference image is constructed by co-adding a series of current images for the given
field. Ten images (except for the SMC for which we selected 13 images) with consecutive
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Figure 5.17: Top: ∆x and ∆y evolution as a function of time for current images in B68
field. Bottom: red points show the reference coordinate of a given star, black points are
its coordinates on the current image frame. Left and right plots belong to first and second
nights of observation respectively.



126 CHAPTER 5. FEASIBILITY STUDIES

SMC B68 cb131 Circinus
Atmospheric seeing 0.87” 0.43” 1.17” 0.45”

Airmass at start 1.524 1.187 1.470 1.288

Table 5.2: The mean seeing and airmass of the selected images for the production of
reference images.

SMC B68 cb131 Circinus
number of detected stars 5042 9599 9084 5249

Table 5.3: Number of detected stars in each field given from the catalog constructed from
the corresponding reference images.

time spacing of about 1 minute were selected and added up. The selected images are
chosen with a good seeing to optimise the signal to noise ratio. Table 5.2 shows the
seeing and the airmass of the selected images for each field. Before co-adding the selected
images, they are geometrically aligned. This alignment includes small translations and
rotations which are entered in relation:

X = ∆x + x cosθ + y sinθ,

Y = ∆y − x sinθ + y cosθ, (5.4)

where x and y are the pixel coordinates on the first image and X and Y are the correspond-
ing coordinates in the other image. θ, ∆x and ∆y are the rotation angle and translation
parameters that give the best coincidence between two images. It is sufficient to align
three bright stars from two images and find the transform parameters. All other stars will
be aligned with same parameters. The constructed reference images of the four fields are
shown on top of figure 5.1 at the beginning of this chapter.

Table 5.3 gives the number of detected stars in each field from the reference catalogs.
Stars on current images are located through the geometrical alignment between reference
and current images by using the same procedure explained above. The evolutions of trans-
lation parameters between reference and current images for a typical star in B68 field are
illustrated at top of figure 5.17. At bottom of the same figure, the variations of the coor-
dinates of the same star are shown.

For each star we assign a reference flux which is the average flux of the star calculated
from the images entering the reference image. This reference flux is used to photometri-
cally align the star flux of each current image.
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Figure 5.18: Seeing variations during the two nights for all fields. Times for the second
night are shifted for easier visualisation.
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Figure 5.19: Background variations under a typical star during the two nights. The shape
of variation is the same for all stars.Times for the second night are shifted for easier
visualisation.
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Figure 5.20: Distribution of the reference flux for the 4 observed fields. Top left: B68,
Top right: Circinus, Bottom left: cb131, Bottom right: toward the SMC. The two stel-
lar populations in the SMC belong to main sequence stars and red giants respectively.
Reference flux is given in ADU (in 10s exposure).
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Photometry with PEIDA

Photometry and light curve generation are obtained by a custom-designed fast photometry
program named PEIDA, which stands for Programme pour l’Étude d’Image Destinées à
l’Astrophysique [Ansari (1996)]. The Point Spread Function (PSF) of the star is assumed
to be a Gaussian with an oblique elliptical section defined by seeing parameters σx, σy
and ρ in pixel unit:

ψ(x, y) = exp{−
1

2
(
(x− x0)2

σ2x
+

(y − y0)2

σ2y
− ρ

(x− x0)(y − y0)

σx σy
)}, (5.5)

where x0 and y0 are the star centre (PSF peak) coordinates. Seeing parameters are com-
puted for the entire image by fitting the PSF to the brightest isolated stars. Then, the
computed parameters are used to fit the luminosity of each star of the image. Figure 5.18
shows the seeing variations of the observed fields calculated from the PSF fit to the bright
stars. Here, the seeing is the full width at half maximum (FWHM) of the PSF.

The content of a pixel consists of three components: the local sky background level, the
flux contribution of the star (the signal) and the flux contribution of the neighbouring
star(s). Since the PSF parameters are fixed, a linear fit is performed to the following
function:

Ftotal(i, j) = B + A0 ψ(i, j) +
∑

neighbours

Ak ψ(i, j), (5.6)

where (i, j) represents a pixel in a 13 × 13 pixel domain centred on the target star. B
is the local sky background. The typical variations of a local background is shown in
figure 5.19 for the four fields. A0 is the flux assigned to the star. It is called either raw
flux if the star belongs to one of the current images or reference flux if the image is the
reference one. Ak is the contribution of the neighbouring star(s). This flux, Ak, is not
to be considered as the definitive flux of the neighbouring star(s) since the background
should be derived for each star separately and the impact of all first neighbours should be
also included. Figure 5.20 shows the distribution of the reference fluxes for the observed
fields.

Photometric Alignment

All the images taken from a given field have variable photometric conditions. The sky
condition varies in time: variation of airmass or cirrus clouds affect the absorption coef-
ficient of the sky. Therefore, we should calibrate the star flux with the reference flux to
avoid flux fluctuations induced by variation in sky condition. For this purpose, we plot
the reference fluxes of stars of each image versus their raw fluxes and fit a linear function.
The slope of the line is the global absorption coefficient of the image. The distribution



5.3. DATA REDUCTION 131

0.960.96 0.980.98 11 1.021.02 1.041.04 1.061.06 1.081.08 1.11.1

00

55

1010

1515

2020

2525

3030

x 10x 104

AbsorptionAbsorption

A
bu

nd
an

ce
A

bu
nd

an
ce

N= 2.21928e+06
m= 1.01224
s= 0.0224513

Figure 5.21: Distribution of the sky absorption relative to the reference image, for the
second night observation of cb131.

of the absorption coefficient is represented in Figure 5.21. Usually absorption does not
deviate largely from one. The calibrated flux, Fcal, is computed as:

Fcal = aFraw + b, (5.7)

where a is the absorption coefficient. b is the flux shift constant of the fit and has a small
value as it is expected. After constructing the reference catalog and the reference fluxes,
PEIDA performs the flux calibration and generates the light curves.

Magnitude Calibration

The photometric calibration is done by using the stars from the 2MASS catalog in our
fields [Skrutskie et al. (2006)]. Such stars were found only in the SMC and B68 fields.
As all our fields were observed during the same nights with stable atmospheric conditions,
we extrapolated the calibration in Ks band from B68 to cb131 and Circinus, after checking
that the airmass differences of the three reference images are smaller than 0.1, which could
not induce flux variations larger than 0.1 magnitude. Figure 5.22 shows the calibration
stars extracted from 2MASS and the corresponding fitted linear functions. The line m =
Ci - 2.5 log F is fitted to magnitude-flux diagram, where m is the magnitude from the
catalog, F is the reference flux and Ci is the calibration constant given by the fit. For J
and Ks bands we find CJ = 25.29 and CKs = 24.63 respectively.
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Figure 5.22: Flux-Magnitude calibration for Ks (left) and J (right) bands. Red circles
on the images show the reference stars with measured magnitudes from 2MASS catalog.
The calibration constants are CKs = 24.63 and CJ = 25.29.
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5.3.3 Photometric Precision
To compute the flux of each star for each image, we use a fit of the pixels values f(i, j)
around the star by function (5.6) and compute the χ2 as:

χ2 =
∑

i,j

[

f(i, j)− Ftotal(i, j)

σ(i, j)

]2

, (5.8)

where σ(i, j) is the uncertainty on the flux measurement for pixel (i, j). We assume that
the uncertainty in flux measurement is essentially due to shot noise, hence, if n(i, j) is the
number of photo electrons9 in pixel (i, j) it is given by the relation σ(i, j) =

√

n(i, j)/g.
The goodness of the fit is measured by the ratio between χ2 and number of degree of
freedom10 χ2 / n.d.f. Since the fitting region around the star is a zone always larger than
10 pix × 10 pix, the n.d.f. is usually larger than 100 and for a good fit we expect the
peak of chi-square distribution to be at χ2 / n.d.f. = 1. Figure 5.23 shows the chi-square
distribution of star flux-fits for all measurements toward the SMC. The peak is clearly
shifted from 1 to 1.4. The same behaviour happens for the three other fields. We propose
two possible explanations:

1. The PSF may deviate from Gaussianity.

2. There are systematic photometric errors, which have to be added to the Poissonian
noise.

As our exposure time is only 10 seconds it may not be long enough to have a Gaussian
profile on detecting array. Figure 5.24 shows the variation of χ2 as a function of see-
ing within different flux intervals for stars toward B68. Chi-squares are always better
(smaller) for larger values of seeing. This can be explained by the fact that for small see-
ing, the shape of the narrow-width atmospheric PSF (which is Gaussian) can be perturbed
through the convolution with instrumental PSF induced by the optics of the telescope.
This can cause the non-Gaussianity of the final PSF. One can see a general increase in χ2
with augmenting the stellar flux. This is due to systematic errors discussed below. We
also calculated aperture photometry instead of PSF photometry with no improvement for
the χ2 distribution.

As we have included only the shot noises in expression 5.8, the existence of systematic
uncertainties makes σ(i, j) underestimated, explaining the increase of χ2. To reconstruct
the behaviour of measurement uncertainties, we compared the relative photometric pre-
cision of pure shot noise to the precision curve computed from PSF photometry. Figure
5.25 shows the comparison. Each red point shows the expected mean Poissonian pre-

9The pixel values are in ADU and should be multiplied by the gain (g) to give the number of photo-
electrons: n(i, j) = g f(i, j)

10n.d.f. is the total number of pixels used in chi-square expansion minus the number of parameters to be
fitted.
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Figure 5.23: Distribution of chi-square divided by number of degrees of freedom com-
puted from PSF fit for all measurements of star fluxes toward the SMC. The peak is
located at χ2 / n.d.f > 1.

cision δp of a stellar flux along a light curve as a function of the mean flux of the star:
δp = 〈 σp

Ns
〉 where Ns = g F is the star flux (signal) in number of photoelectrons and σp =√

Nb +Ns is the Poissonian uncertainty of the flux measurement. Nb is the total number
of photoelectrons produced by background emission within the PSF. The average is done
for all measurements of a star. Blue points show δF = σF

<F> where σF is the observed flux
dispersion of the star through the light curve. As shown in the figure, δp decreases with
mean flux because for the bright stars the major counts of Nb + Ns belongs to the signal
rather than the background. Therefore δp decreases approximately as 1/

√
Ns because of

the high signal to noise ratio. According to the figure 5.25, if we just take into account
the Poisson noise as the source of the uncertainties, the photometric precision should be
better than 1% for the bright stars which is not confirmed by the dispersion computed
from light curves (blue points).

We found two sources of systematic uncertainties. The first one is the uncertainty induced
by the variation in flat field response. As shown in figure 5.16 the response of the IR array
to flat field emission varies slowly with time for both J and Ks bands. Since we have used
the flat field image produced monthly by NTT staff, it is probable that the array response
is a bit different from the image we used. Although the variation is small (∼ 0.4 %) it is
not correlated from pixel to pixel and its contribution can be noticeable for bright stars.
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Figure 5.24: Variation of the chi-square of the PSF fit versus seeing for different flux
intervals. The chisquare is always larger for the smaller seeings. The general increase of
χ2 with the flux is due to systematic errors uncertainties in the pixel flux.
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Figure 5.25: Precision curves for different uncertainty estimations. Red points represent
precisions expected from pure Poissonian noise (δp). Blue points show dispersion along
light curves (δf ). Green points show precisions including systematic errors.
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Figure 5.26: Fringing effect in J band. The arcs of fringing can bee seen from one of our
images taken toward the SMC (top). The red rectangle shows a zone with no star to isolate
the fringes. At bottom, we have plotted the distribution of photoelectron content of the
zone’s pixels. The expected Poissonian fluctuation is ∼

√
2400 ≈ 49 while the dispersion

of the distribution is ∼ 68 which exceeds by 40% the dispersion from Poissonian noise.
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We found the fringing effect as the second source of systematics in J band. Figure 5.26
shows the fringing arcs at top panel in a current image taken toward the SMC. The con-
secutive light reflections within the thickness of the detector surface layer produce the
fringing pattern. This effect depends on the thickness of the detector, the passband and
the wavelength. It is less visible for wider passbands and longer wavelengths. To quantify
the fringing effect, we have extracted a zone from an isolated star-free part of the image
shown by the red rectangle at top of figure 5.26. We plotted the distribution of photoelec-
tron count of the pixels (lower panel) of this zone. The dispersion of the distribution is
about 40% larger than Poissonian fluctuation.

Taking into account these sources of systematic errors, we constructed a more realistic
precision curve presented in figure 5.25 with green points. The residual difference should
be due to PSF deviation from Guassianity.

5.4 Analysis
Before starting to analyse the light curves we checked the reliability of the fluxes. Any
measurement with any kind of anomaly is removed through the data cleaning process.
Firstly, we apply some general cleaning to all measurements and light curves as it is
explained in the following subsection. Then, after light curve analysis and detection of
variable light curves, we study each light curve individually to search for any residual
anomaly or artefact.

5.4.1 Data Cleaning
To avoid anomalies due to low quality images, bad-measured stars, light curves with small
number of measurements etc. We have systematically required some general criteria on
different parameters that have effective contribution on flux measurement. There are more
types of artefacts such as emitting or dead pixels, egret contamination from a bright neigh-
bour, blending effect, gamma ray crosses etc. which will be considered after applying the
general criteria.

Figure 5.27 shows the flux dispersions along the light curves for Ks and J bands. Each
point shows the flux dispersion divided by mean flux along a light curve σF /〈F 〉. One can
see abnormal effects such as stars with zero flux dispersions and lots of relatively faint
stars as well as very bright stars with large dispersions. Since the vast majority of stars are
stable stars with uniform fluxes, systematically large (or abnormal) flux dispersions are
due to bad measurements which should be considered as parasitic effects. To select the
measurements with the best qualities, we apply a general cleaning process as described
below.
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Figure 5.27: The flux dispersion σF , divided by the mean flux 〈F 〉, along the light curves
as a function of magnitude in Ks (top: B68) and J (bottom: SMC) bands. Each point
represents the light curve of a star (before data cleaning).
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Figure 5.28: Filtering the best seeings. “m” and “s” are the mean value and dispersion
of seeing distributions. The images with seeing larger than “m + 2s” are discarded from
analysing process. The black arrows show the upper limit for each observed field.
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Figure 5.29: Stellar profiles are elongated vertically in this image. Such images are dis-
carded.

Low Quality Images

One of the most important indicators of the image quality is the seeing parameter. With
good (small) seeing conditions, the flux of the star is concentrated in few pixels, provid-
ing high signal to noise ratio per pixel. Inversely, in the case of poor seeing, we loose
photometric precision since the flux is distributed in larger number of pixels, increasing
the relative Poissonian fluctuation per pixel. The seeing distributions of both nights for
all observed fields are represented in figure 5.28. The seeing conditions were better for
B68 and Circinus. We discarded images with seeing exceeding the mean seeing by more
than 2 standard deviations.

The software PEIDA that we used has the capability to produce synthesised images by re-
constructing the stars PSF using the measured fluxes and PSF parameters. By subtracting
a current image from such a synthesised image, we found that the images with elongated
PSF are not measured properly. Figure 5.29 shows one of the images of Circinus with
eccentricity 0.7. As the eccentricity is one of the PSF parameters, we discarded images
with eccentricity larger than 0.55 for all fields as shown in figure 5.30.

Low Quality Measurements

We consider the variation of χ2 with flux as shown in figure 5.31. Blue dots represent chi-
squares of all measurements toward Circinus. We clearly see the increase of χ2 for high
fluxes. Besides, there is a χ2-flux cross-correlation for flux > 5000 ADU. The correlation
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Figure 5.30: Distribution of the PSF eccentricity for all images taken from Circinus.
Images with PSF elongation larger than 0.55 are discarded from analysing process.

Figure 5.31: Blue dots show chi-square vs. flux for stars toward Circinus. Brown line
shows the mean value of χ2s. The upper limit on χ2 is shown by the black line. Measure-
ments with χ2 > 4 are discarded.



5.4. ANALYSIS 143

is probably due to the underestimated uncertainties in the χ2 expression. As explained in
previous section, systematic errors become dominant at higher fluxes. We discarded all
flux measurements with χ2 > 4 for all directions.

Unusable Stars

All images have anomalies and distortions at borders. We defined a fiducial zone with
margins of 100 pixels from the borders. By discarding stars located out of the fiducial
zone, the edge distortions were avoided. As it is shown in figure 5.32, there are stars that
cross the red line of the fiducial zone in different images and lose flux measurements. We
keep the stars with a total number of measurements (within Fiducial zone) larger than 10
per night for the light curve analysis.

From figure 5.27 we decided to select stars with mean flux > 1000 ADU (corresponding
to J < 17.8 and Ks < 17.1) to maintain a photometric precision better than ∼ 20% in Ks

band and ∼ 10% in J band.

Flux Corrections

The PSF deviation from Gaussian induces flux versus seeing and flux versus background
correlations for some light curves. We decided to apply flux corrections for light curves
with large cross correlations. The correlation between flux and seeing is shown in figure
5.33 for all star fluxes of the SMC in different flux intervals. The flux is more correlated
with seeing for fainter stars than for the brighter ones. The correlation tends to disappear
for fluxes larger than 10000 ADU. To correct the fluxes of a light curve let’s suppose
Fi is the unbiased (or corrected ) flux; according to figure 5.33, we assume the cross
correlations are statistically linear and the correlated flux fi is computed as:

fi = Fi + asSi + abBi + c, (5.9)

where Si and Bi are the measured seeing and background repectively. as, ab and c are
constants. By applying the condition 〈F 〉 = 〈f〉 to the equation above we find the relation:

as〈S〉+ ab〈B〉+ c = 0, (5.10)

where 〈S〉 and 〈B〉 are the mean seeing and background along the light curve. We re-write
the corrected flux as:

Fi = fi − as(Si − 〈S〉)− ab(Bi − 〈B〉). (5.11)

To compute as and ab we consider that in an unbiased flux measurement, the flux has
no cross correlation neither with the seeing nor the background. The cross-correlations



144 CHAPTER 5. FEASIBILITY STUDIES

10
0 

pi
xe

ls

Figure 5.32: Some stars cross the Fiducial limits in some images. The Fiducial limit is
given by the red line which is 100 pixels away from the image border. The figure shows
the top part of two different images. The indicated star is located within the Fiducial zone
at top panel and out of it at lower panel.
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Figure 5.33: Profile of flux versus seeing for stars of the SMC. Each point is the average
Flux / Mean Flux of stars within a given seeing bin of the profile. Flux of fainter stars
show more correlation with seeing than brighter stars.
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Figure 5.34: Cross-correlation of flux and seeing for stars of the SMC. The green curve
belongs to the observed light curves. The magenta belongs to the corresponding simulated
light curves (with no cross-correlations).

for the corrected flux versus seeing ρF−s, and corrected flux versus background ρF−b are
given by:

ρF−s =
〈(Fi − 〈F 〉) (Si − 〈S〉)〉

σF σs
,

ρF−b =
〈(Fi − 〈F 〉) (Bi − 〈B〉)〉

σF σb
, (5.12)

where σF , σs and σb are the dispersions of the corrected flux, the seeing and the back-
ground respectively. Requiring no cross correlations for the corrected flux gives:

ρF−s = 0,

ρF−b = 0. (5.13)

We substitute relation (5.11) to equations (5.12) and derive the constants which depend
on the initial flux dispersion σf :

as =
σf
σs
ρf−s,

ab =
σf
σb
ρf−b. (5.14)

We derive the corrected flux from expression (5.11). We do not correct every light curves;
for each star we generated a uniform light curve with the same flux average and dispersion
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SMC B68 cb131 Circinus
central gas density - 2.61× 105cm−3 1.8× 105cm−3

centre-to-edge density contrast - 16.5 140.
central column density Nl - 2.59× 1022cm−2 5.8× 1022cm−2

distance of nebula - 80 pc 190 pc 170 pc
Fresnel Radius RF =

√

λz0/2π - 926 km 1420 km 1340 km
minor axis of nebula - 17000 AU 24000 AU complex

distance of the sources 62 kpc ∼ 8 kpc ∼ 7 kpc ∼ 7 kpc
number of detected stars 5042 9599 9084 5249

number of monitored stars 691 1114 2779 913
fraction of monitored stars 14% 12% 31% 17%

magnitude of monitored stars J < 17.8 Ks < 17.1 Ks < 17.1 Ks < 17.1
fraction of stars behind dust 0% 46% 64% -

mean number of measurements/star 980 2013 629 888
accepted light curves with R < 1.4 < 1.6 < 1.6 < 1.6

Table 5.4: Information on the targets and data reduction results. The data on the neb-
ulae are taken from [Hotzel et al. (2002)] for B68 and from [Bacmann et al. (2000)]
for cb131. The typical distance of the sources in the Galactic plane are taken from
[Georgelin et al. (1994)] and [Russeil et al. (1998)].

as the observed light curve. We computed the cross correlations between the seeing (and
background) and the simulated light curves (figure 5.34). The star by star distribution
of this correlation is shown by the pink curve in figure 5.34. The green curve shows
the correlation distribution of the observed flux and seeing (ρf−s). The flux correction is
applied for a light curve if its absolute value of ρf−s (or ρf−b) exceeds that of the simulated
curve (pink curve) by more than one standard deviation.

5.4.2 Selecting the Most Variable Light Curves
Table 5.4 shows the results of the general data cleaning. Apart from cb131, less than 17%
of stars with sufficient number of measurements satisfied the quality requirements. The
observations in Ks band are performed toward dark nebulae. In general, we can clearly
decide if a star is located behind the nebula or not. We use the latter stars as the control
stars (located in control region). Their light is not affected by gaseous medium and no
scintillation is expected. We could define such a control region in B68 and cb131 as
shown in figure 5.35. Circinus is a diffuse filamentary nebula for which we could not
clearly separate the two regions

After the cleaning and quality selection procedures, we re-plot the relative dispersion vs.
magnitude diagram in two bands as illustrated in figure 5.36. Top panel shows the stars
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Figure 5.35: The control regions (yellow dots) and the search regions (blue dots) towards
B68 (left) and cb131 (right).

toward B68 in the control region (black) and for stars located behind the cloud (blue).
Most of the anomalies are removed and the precision on the flux measurement for a given
(apparent) magnitude is not affected by the absorption. We consider the lower envelope
of each distribution as the best precision we can achieve.

We used a simple statistical criterion to select the most variable light curves. The method,
described in the following section, is sensitive to any kind of fluctuations whether it is
intrinsic, due to light propagation in space or produced by artefacts.

Internal Dispersion

The time interval between two successive measurements is ∼ 15 seconds. Any fluctuation
happening with time scale less than 15 seconds is impossible to detect by our observation
and is smoothed in data11. What we can investigate is comparing the global variation of
the light curve (flux dispersion σF ) to the point to point flux variation of the light curve.
We characterise the latter type of variation by the internal dispersion, σint, computed
from the difference between a flux and the interpolation of its previous and next fluxes as

11Anyway, we do not expect to detect scintillation by such short time scale according to the simulation
results.
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Figure 5.36: The precision diagram after data cleaning. This figure is the same as figure
5.27 after removing the low quality measurements and the faint stars. Blue points at top
panel are stars located behind the B68 nebula and black dots are the control stars. The
green star is our candidate to scintillation. The diagrams toward cb131 and Circinus have
similar behaviour. The lower panel is the precision diagram of stars toward the SMC.
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Figure 5.37: R = σF /σint versus magnitude of the light curves of the monitored stars. The
red dots correspond to the most variable light curves. The green stars indicate two detected
periodic variable objects toward SMC and our scintillation candidate toward B68.



5.4. ANALYSIS 151

follows:

σint =

√

√

√

√

1

N − 2

N−1
∑

i=2

[

F (ti)−
(

F (ti−1) + [F (ti+1)−F (ti−1)]
ti − ti−1

ti+1 − ti−1

)]2

, (5.15)

where N is the number of flux measurements for the given light curve. F (ti) is the flux
measured at time ti. For a simulated uniform light curve (constant flux) F (ti) is randomly
generated from a Gaussian distribution with mean value 〈F 〉 and dispersion σF ; as a rough
estimate, the expression under summation in equation (5.15), which represents the mean
point to point variation is of order of

√
2σF . This gives a typical ratio R = σF/σint '

0.7 for uniform light curves. In contrast, the mean point to point variation is expected to
be small compared to the global variation for a light curve with fluctuations longer than a
few minutes, giving a typical R > 1.

Figure 5.37 shows R versus magnitude for the light curves of the four observed fields.
Many stars have ratio R larger than 0.7-0.8 but it does not infer necessarily that they are
variable. Other statistical or systematical uncertainties cause larger R than simulated from
uniform light curves. Let’s F sim(ti) be the simulated flux from a stable star at time ti. To
take into account the true point to point variations of the observed light curve into the
simulated ones, we construct hsim(ti) as:

hsim(ti) = F sim(ti) + F (ti)− 〈F 〉. (5.16)

Through this relation, we enter all the fluctuations of the observed flux (induced by sys-
tematic errors) to the simulated flux. hsim(ti) will have the same auto-correlation as the
observed light curve, F (ti). The computed R values for F sim(ti), hsim(ti) and F (ti) are
shown in figure 5.38 for the SMC. The simulated distribution obtained with hsim (red cir-
cles) looks closer to the real distribution (black dots). However, there are still light curves
with larger R showing significant deviations from the simulated stable stars which should
be studied in details to discriminate between real variabilities and the artefacts.

5.4.3 Detection of the Cataloged Variable Stars
We considered the variable light curves with R > 1.6 for the nebulae and R > 1.4 for the
SMC. To check the relevance of the criterion we used (based on the ratio R = σF/σint), we
have searched for the existing variable stars in our observed fields. There are no cataloged
variable objects in the nebulae fields, but the CDS and EROS catalogs [Tisserand et al. (2007)]
contain two cepheids toward the SMC that are selected by our analysis. They are repre-
sented in figure 5.37 by two green star markers.

The light curve of one of those detected variables in EROS is plotted in figure 5.39. The



152 CHAPTER 5. FEASIBILITY STUDIES

14.514.5151515.515.5161616.516.5171717.517.51818

0.60.6

0.80.8

11

1.21.2

1.41.4

1.61.6

1.81.8

22

2.22.2

2.42.4

2.62.6

J

R

11 1.51.5 22 2.52.5
00

1010

2020

3030

4040

5050

6060

7070

RR

A
bu

nd
an

ce
A

bu
nd

an
ce

Figure 5.38: Top: R values for randomly generated uniform light curves (blue), for sim-
ulated light curves taking into account the observed point to point variations (red) and
observed light curves (black). Bottom: the corresponding R distributions. Mean values
are 0.8, 0.9 and 1 respectively.
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Figure 5.39: Light curve of a cepheid from EROS SMC database. The data should be
folded according to the period to obtain the shape of variation within the complete period
(phase diagram).

light curve has been measured in EROS during more than five years. To show the varia-
tion in a complete period (phase diagram) we fold the light curve according to period T
of the cepheid by using the relation:

tfold = tobs −
[

tobs
T

]

T, (5.17)

where tfold and tobs are the folded time and the observation time respectively. [ ] takes the
integer part of the argument. To compare our data with these phase diagrams, we fold our
light curves according to the period. This requires a careful synchronisation of the NTT
and EROS observation times. The origin of EROS observation was on 2447892.5 Julian
day and observation with NTT started on 2453912.85109 Julian day.

The first detected cepheid shown on figure 5.40 is HV 1562 (α =13.1550◦, δ = -72.8272◦

J2000) with mean magnitude J = 14.7 and periodicity of 4.3882 days. The red and
blue points are folded light curves from the EROS SMC database in red and blue pass-
bands respectively ([Tisserand et al. (2007)], [Hamadache et al. (2006)], [Rahal 2009]).
The black points are our folded light curve in IR. Our measurements were precise enough
to detect the rapidly ascending phase of HV 1562 during the second night.

The second detected cepheid is the EROS object (α = 13.2250◦, δ = -72.7951◦ J2000)
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Figure 5.40: The EROS phase diagram of cepheid HV1562 in BEROS and REROS pass-
bands combined with our NTT observation in J band (black dots). The two lower panels
show details of the phase diagram around our observation time.
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Figure 5.41: The phase diagram of the EROS object (13.2250◦,−72.7951◦) (top) and
the eclipsing binary OGLE SMC-SC6 148139 (Bottom) in BEROS and REROS passbands
combined with our NTT observations in J (black dots).
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Figure 5.42: Light curve of the scintillation candidate. The dispersion to mean flux ratio
(modulation index) is 0.17. The mean flux during both nights is 1566 ADU equivalent to
Ks = 16.6 magnitude. Since the star is behind the cloud, its light is obscured by dust.

with mean magnitude J = 16.03 and periodicity 2.13581 day. (figure 5.41 up). The
OGLE variable star catalog contained a third variable star in the SMC, an eclipsing bi-
nary, which has not been detected by our algorithm. It is OGLE SMC-SC6 148139 (α
= 13.1446◦, δ = -72.8333◦, J2000) with mean magnitude B = 16.5 (figure 5.41 down).
According to the figure, our observation were done during the plateau of the light curve
and therefore could not be detected as a variable object.

One difference between the light curves of any variable star and the scintillation effect
is that scintillation effect shows stochastic variations characterised by a time scale which
depends on the wavelength. By doing multi-wavelength observations one should be able
to distinguish scintillation effects from other variability causes.

5.4.4 A Scintillating Star?

After checking the sensitivity to variable light curves, we go back to variable R plotted
in figure 5.37 to search for scintillation effects. We have checked all the light curves
corresponding to the red points individually12. We found many similar anomalies. We
explain some of them for each field.
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Figure 5.43: Light curves of four stars observed toward Barnard 68 nebulae. Vertical and
horizontal axes are flux (ADU) and time (s). The fast drop/rise of flux at the second night
(around the red line) is correlated with the meridian transition of the nebulae occurring
around 35000 s. Times are shifted in the second night for better visualisation.



158 CHAPTER 5. FEASIBILITY STUDIES

B68

• We found similar fluctuation patterns especially at the second night for many of the
fluctuating light curves of B68. In figure 5.43 we show four typical light curves.
Large variations are induced by sudden drop or rise of flux at the same time for all
light curves at the second night. We found that this happened during the meridian
transit. Therefore, the large flux dispersions for these kinds of light curves are
probably due to the mechanics of the telescope that impacts the optical system. 12
of the selected top 19 light curves from 1114 stars shown in figure 5.37 suffer from
this problem.

• The flux of 2 other were correlated with the chi-square of the PSF fit.

• 2 stars have very near neighbours causing blending effect, one star has a flux peak
caused by the perturbation of an emitting pixel located within the star PSF.

• One star did not contain enough measurements.

Only one star remains with unexplained significant fluctuations. It is located behind the
cloud and its light curve is shown in figure 5.42. It shows relative variations of more than
50% during both nights, which is significant. Fluctuations happen in scale of order of 100
min. (about 2 hours). Two images taken at the time of the star minimum and maximum
fluxes are shown in figure 5.44. The variation of light intensity is clearly visible in these
images.

cb131

From 2779 monitored stars toward cb131, we also visually inspected the 27 top light
curves of figure 5.37. 23 of these variable light curves reveal the same variation pattern
during the first night observation. Their typical behaviour is shown in figure 5.45. The
main contribution to the flux dispersion is due to the first night curves. We found that
the fluxes were systematically correlated to background variation, despite the corrections
applied to the flux. These residual correlations are not linear (figure 5.48), and could not
be corrected by the procedure discussed in section 5.4.1.

• Two light curves also show residual non-linear correlations with seeing at second
night.

• Another one has a dead pixel within the star PSF.

• The last one did not show significant variation during the nights, but only a flux step
from the first to the second night. It may be a variable object which is not cataloged
yet, but it is not compatible with a scintillation signal.

12For cb131 and Circinus we extended this visual inspection to light curves with R > 1.4.
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Star #4338
t = 91.8 min.

Star #4338
t = 176.2 min

Figure 5.44: Light intensity fluctuation for the scintillation candidate. The star at its
minimum and maximum intensities are shown at top and bottom images. To improve
the visibility, five images around the minimum and five around the maximum have been
co-added.
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Figure 5.45: Four light curves of cb131. Flux is non-linearly correlated to the background
at first night. Times are shifted in the second night for better visualisation.
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Circinus

From 913 monitored star of Circinus, we selected the first 15 most variables.
• 8 light curves were blended13 with the flux of close neighbours.

• 3 light curves were disturbed by light emitting pixels.

• 4 light curves suffered from residual flux-background or flux-seeing non-linear cor-
relations.

Some light curves are shown in figure 5.46. The effect of the emitting pixel is shown in
figure 5.47.

SMC

691 stars satisfied the cleaning filters. We selected the 15 most variable from figure 5.37.
Apart from the two detected cepheids,

• 8 light curves are correlated with seeing (see figure 5.49).

• 2 light curves are correlated with the background.

• Another couple are affected by blending effect (see figure 5.50 and light curves of
figure 5.51).

• The last one has flux vs. chi-square correlation.

Summary

We found the cataloged variable stars plus only one star located behind the nebula B68 as
a candidate for scintillation effect. For all the other stars, the observed fluctuations in the
light curves are due to flux correlation with other PSF parameters, blending or defects on
IR detector.

A definitive conclusion on the scintillation candidate would need complementary multi-
epoch and multicolour observations, but the hypothetic turbulent structure possibly re-
sponsible for scintillation has probably moved from the line of sight since the time of
observations, considering its typical size. Nevertheless, re-observing this object would
allow one to check for any type of known variability. Considering the small time scale
(less than three hours) and the large amplitude fluctuations, a flaring or eruptive star may
be suspected, but probably not a spotted star or an effect of astroseismology. An important
result comes from the rarity of such fluctuating objects: There is no significant population
of variable stars that can mimic scintillation effects, and the future searches should not be
overwhelmed by background of fakes.

13Blending happens when the angular separations of neighbouring stars are so small that stellar lights are
mixed through photometry procedure.
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Figure 5.46: From top: first, second and forth light curves are contaminated by light
emitting pixels. The third light curve is affected by the flux of a neighbouring star at
second night. Vertical and horizontal axes are flux(ADU) and time(s). Times are shifted
in the second night for better visualisation.
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Figure 5.47: Left: a light emitting pixel inside the star PSF. Right: high rise in flux is
artificially induced by the hot pixel.
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Figure 5.48: A typical non-linear flux-background correlation for a light curve from
cb131.
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Figure 5.49: Some SMC light curves with variations induced by artefacts. Vertical and
horizontal axes are flux(ADU) and time(s). From top: flux-seeing correlation (see figure
5.18), blending with undetected neighbour (see figure 5.50), blending with a detected
neighbour (see figure 5.51), flux-seeing correlation at both nights. Times are shifted in
the second night for better visualisation.
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Figure 5.50: Left: star flux is blended by the flux of its unresolved neighbour. Right: the
star flux is blended by the flux of its brighter neighbour.
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Figure 5.51: At the beginning of observation, blending induced anti-correlation between
the flux variations of the two neighbour stars of figure 5.50 right.
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5.5 A “Zero Signal” Analysis
From table 5.4, the Fresnel radius of the nebulae is ∼ 1000 km which means that the
diffusion radius has to be smaller than 1000 km to allow a strong regime of scintillation.
Considering the entire cloud as a turbulent bubble (Lout = Lz), and using relation (3.38),
the minimum value of Rdiff can be estimated for the parameters of the table for B68 and
cb131. By using the corresponding wavelength (λ), clouds sizes (Lz) and density fluctu-
ations (σ3n), the diffusion radius is estimated ∼ 10 million kilometres for both nebulae
which is larger than Fresnel radius by orders of magnitudes. Hence, we do not expect
such single cloud to produce a detectable scintillation. However, we can consider local
turbulences (with turbulence outer scale Lout < Lz and diffusion radius given from re-
lation (3.39)) being able to develop large density dispersion that induces scintillation on
background stars along the line of sight. Through this effect, it is possible to study the
local sub-structures of the nebulae.

Although the flux fluctuations of the monitored stars are dominated by effects other than
scintillation, we can use the measured modulation indices of the monitored stars to set
a lower limit on the local diffusion radii (Rmin

diff ) of gas (visible or hypothetical) on the
line of sight. From the Rmin

diff distribution for the observed line of sights (stars) for each
target, we infer the maximum optical depth for each target as a function of the minimum
diffusion radius.

5.5.1 Establishing Limits on the Turbulent Gas
According to figure 4.18, for a given x (= Rs/Rref ), the scintillation modulation index,
mscint = σscintF /〈F 〉, is confined between the following limits:

Fmin(x) < mscint < Fmax(x), (5.18)

where relations for Fmin(x) andFmax(x) are given in figure 4.18. The observed modula-
tion index (mobs = σobsF /〈F 〉) of a monitored star, given from figure 5.36, are always larger
than mscint because there are effects other than scintillation that increase the dispersion
of the light curves. Therefore, we can wrire: Fmin(x) = 0.17 e−1.2x < mobs, then:

x =
Rs

Rref
> 0.83 ln(

0.17

mobs
). (5.19)

Using equation (4.25) we derive a lower limit for Rdiff corresponding to the observed
modulation index:

Rdiff > Rmin
diff ' 370 km

[

λ

1µm

] [

rs/R"

z1/10 kpc

]−1

ln

[

0.17

mobs

]

. (5.20)

the source-observer distance is z1+z0 which for the case z1 ! z0 can be approximated
by z1. This approximation is reasonable for the corresponding distances of our observed
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fields14. The ratio rs/z1 = θs is the angular radius of the source as observed from the
earth. To compute Rmin

diff in equation (5.20), we know λ and mobs values directly from the
observations. θs value is estimated as follows:

A star with bolometric luminosity L located at distance z1 from the observer has an ap-
parent bolometric magnitude given by:

mbol = Mbol" − 2.5 log
L/z21

L"/(10pc)2
, (5.21)

where Mbol" and L" are the absolute bolometric magnitude and the bolometric luminosity
of the sun. According to Stephan-Boltzmann law the luminosity is a function of the source
radius rs and temperature T :

L = 4π σ r2s T
4, (5.22)

where σ = 5.6704 × 10−8 kg s−3 K−4 is the Stephan-Boltzmann constant. By substituting
this equation in relation (5.21) we obtain:

mbol = Mbol" − 5 log
rs/R"

z1/10pc
− 10 log

T

T"

. (5.23)

mbol is related to the visual magnitude V through the relation mbol = V + BC, where BC
is the bolometric correction15. It comes:

log
θs

R"/10kpc
= 3−

V

5
+

Mbol" − BC

5
− 2 log

T

T"

. (5.24)

Mbol" = 4.47 and T" = 5777 K is the sun temperature [Cox (2000)].

To compute θs we need the magnitude V and the stellar type to estimate the temperature
and the BC factor. Since the observations were done in wavelengths other than visual
band V , we re-write the equation (5.24):

log
θs

R"/10kpc
= 3−

mλ

5
−

V −mλ

5
+

Mbol" − BC

5
− 2 log

T

T"

. (5.25)

Here, mλ is the observed apparent magnitude in the given passband and V − mλ is the
colour index of the star.

In this equation, these magnitudes and colour index are supposed to be free from extinc-
tion. As the stars are observed through a dark nebula, we need a correction which is
described in the following section.

14For dark nebulae, z0 ∼ 100 pc and z1 ∼ 10 kpc.
15Bolometric correction is the difference between the source magnitude in visual band and its bolometric

magnitude. BC is always a negative value and depends on the stellar type.



168 CHAPTER 5. FEASIBILITY STUDIES

Figure 5.52: Absorption map of Barnard 68 in visual band. The cloud absorption reaches
33 magnitude in the core (∼ 3.9 magnitude in Ks band) corresponding to ∼ 1022 H2 /
cm2. Grey scale indicates the absorption magnitude and spans 0 to 33. The map is kindly
provided by J. Alves [Alves et al. (2001)].
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Figure 5.53: Dereddened colour-magnitude diagram for stars toward Barnard 68 field.
Blue and green dots are stars located behind the cloud and control stars respectively.
Stars with colour index J −Ks> 2 and Ks < 13.6 are assumed to be red giants.

5.5.2 Limits on the Gas Structuration of the Nebulae

Dust absorbs and scatters the light. Thus, the stars behind the dusty nebulae appear to be
fainter and redder than what they really are. We need to correct the observed magnitudes
according to dust models in Ks band.

In 2001, Alves and his colleagues published a high-accuracy absorption map of B68 in
visual band. Barnard 68 is located in the direction of Galaxy centre above the Galactic
plane with rich star field of the Galactic bulge at background. The authors used SOFI
camera of NTT to observe the background stars in J (1.25 µm), H (1.65 µm) and Ks (2.16
µm) bands. To build the extinction map, they took the stars in unobscured part of the
field as control stars and considered their average colour (H-Ks) as the intrinsic colour
of all bulge stars in the field. Using reddening laws, they computed the corresponding
absorptions in visual band [Alves et al. (2001)]. Prof. Alves kindly provided us with the
absorption map which is shown in figure 5.52.

We also used an extinction model to obtain the absorption for any desired wavelength,
A(λ) from the visual absorption A(V ). Cardelli et al. [Cardelli et al. (1989)] proposed a
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linear relation to parametrize the average value of A(λ)/A(V ):

〈
A(λ)

A(V )
〉 = a(x) +

b(x)

RV
, (5.26)

Where x = 1/λ µm−1, RV ≡ A(V )
E(B−V ) is the characteristic value for dust extinction and is

about 3.1 for diffuse nebulae and E(B − V ) = A(B)− A(V ) is the colour excess due to
extinction. The coefficients are determined for near IR band from the following relations:

a(x) = 0.574 x1.61,

b(x) = −0.527 x1.61. (5.27)

We use RV = 3.1 as standard interstellar reddening law for B68 and derived the extinctions
for J and Ks bands:

A(Ks)

A(V )
= 0.117, (5.28)

A(J)

A(V )
= 0.282. (5.29)

We determine the dereddened magnitude of stars behind the dust from their position, by
using the absorption map and relation (5.28). If mλ is the observed magnitude in a given
passband, the dereddened magnitude m0

λ is given by:

m0
λ = mλ − A(λ). (5.30)

This is the corrected magnitude that we will use in equation (5.25). This correction was
only possible for B68. For the two other dark nebulae no extinction maps is available.

To calculate the stellar apparent radius from relation (5.25), the temperature and V mag-
nitude are also needed. Although we do not have spectral information on the stars, we
could estimate or constrain the stellar types as follows: For B68 we have observation in J
band obtained in 2004. We dereddened the measured magnitudes according to relations
(5.28) and (5.29) and plotted the colour-magnitude diagram shown in figure 5.53. The
redder and brighter stars of the figure are red giants which are located behind the cloud.
We chose Ks − J > 2 and Ks < 13.6, to distinguish giants from the main sequence stars.

Our sensitivity is limited by the apparent size of the star θs. To be conservative, for each
star (with magnitude Ks), we chose among the stellar types the one that maximises θs
assuming the star is further than 4 kpc. The result of this procedure is summarised in
tables 5.5 and 5.6.

In figure 5.54, θmax
s is given as well as the corresponding stellar type as a function of
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Ks 11 12 13 14 15 16 17
θmax
s /(R"/10kpc) 14.82 10.20 7.30 4.92 4.00 2.84 1.86

Table 5.5: θmax
s for main sequence stars behind B68.

Ks 11 11.5 12 12.5 13 13.5
θmax
s /(R"/10kpc) 39.6 31.5 20.6 15.5 12.5 9.4

Table 5.6: θmax
s for red giants behind B68.

Stellar Type T (K) B.C. MV

Main Sequence K0 5150 -0.31 +5.90
F8 6250 -0.16 +4.00
F0 7300 -0.09 +2.70
A0 9790 -0.30 +0.65
B2 20900 -2.35 -2.45

Giants G5 5050 -0.34 +0.9
K2 4390 -0.61 +0.5

Table 5.7: Stellar spectral types.

Ks. Some stellar type properties are given in table 5.7. We discarded the light curves
that have been identified as artefacts and computed the maximum angular radius for each
monitored star from figure 5.37. In the case of B68, Ks and J measurements allowed us
to distinguish between main sequence stars and red giants.

Since the absorptions are not measured towards Circinus and cb131 and because they are
observed only in Ks bands, we can not know the dereddened magnitude nor the colours;
to be conservative, we attribute the largest angular radius value θmax

s /(R"/10kpc) = 35
for all monitored stars for these two fields.

From θmax
s estimate, we determine Rmin

diff from equation (5.20) for the stars of the three
nebulae. Figure 5.55 shows the distribution of Rmin

diff for the light curves measured to-
wards the nebulae. For B68 and cb131 the distributions are plotted for the monitored stars
located behind the clouds. For Circinus, as mentioned before, it was not possible isolate
a control region free from absorption, therefore, we included all stars of the field.

We used these diffusion radii limits to constrain the turbulence of the gas along the line
of sight. In this purpose, we considered a cumulative distribution of variable Rmin

diff , that
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function of Ks. Blue points represent the main sequence stars. Red giants are shown by
red points.
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Figure 5.55: Distribution of Rmin
diff . Green line: B68. Red line: cb131. Blue line: Circinus.

Numbers of l.o.s with Rmin
diff < 4 km (under flows) are 12 for B68, 33 for cb131 and 178

for Circinus.

is N%(Rd), the number of stars whose line of sight do not cross a gaseous structure with
Rdiff < Rd. Top panel of figure 5.56 shows this cumulative distribution for the obscured
regions of B68 and cb131 (see figure 5.35), and over the complete field of the Circinus
nebula, which has indistinct boundaries. The best limits are naturally obtained towards
B68, as a consequence of the better knowledge of the stellar sizes.

From the distribution of N%(Rd), one can infer limits on the scintillation optical depth
τ1.25µm(Rd). Indeed N%(Rd) is the number of lines of sights (l.o.s.) that do not cross struc-
tures with Rdiff < Rd. Defining Nbehind as the total number of monitored l.o.s. through
the nebula (the stars behind the gas or all the monitored stars toward the SMC as we are
searching for invisible gas), the upper limit on the optical depth τ1.25µm(Rd) is the upper
limit on the ratio p = Nbehind−N%(Rd)

Nbehind
. The 95% statistical upper limit on p is given by the

classical confidence interval [Ventsel (1973)]:

• if N∗(Rd) and (Nbehind −N∗(Rd)) are both larger than 4:

τλ(Rd) < p+ 1.643

√

p(1− p)

Nbehind
, (5.31)

where the second term at right of the inequality is the 95% upper limit computed
from binomial probability distribution.
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Figure 5.56: Top: N%(Rd), the number of directions with no turbulent structure with
Rdiff (2.16µm) < Rd along the line of sight toward the obscured regions of B68 (green),
cb131 (blue) and towards Circinus (red). Bottom: The upper limit of optical depth of
structures with Rdiff (2.16µm) < Rd. Total number of stars behind the nebulae Nbehind

(including under flows l.o.s): 512 for B68, 1778 for cb131 and 913 for Circinus.
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• if N∗(Rd) ≤ 4:
τλ(Rd) < (Nbehind −N95%(Rd))/Nbehind, (5.32)

where N95%(Rd) is the 95%C.L. Poissonian lower limit on N∗(Rd);

• if (Nbehind −N∗(Rd)) ≤ 4:

τλ(Rd) < (Nbehind −N∗(Rd))95%/Nbehind, (5.33)

where (Nbehind−N∗(Rd))95% is the 95%C.L. Poissonian upper limit on (Nbehind−
N∗(Rd)).

The upper limit of the optical depth is shown at bottom of figure 5.56 for the three nebulae.
As an example, for B68, the upper limit on the optical depth for structures with Rdiff <
100 km is obtained as follows: from green curve at top plot of figure 5.56 we read the
value of N%(100 km) ∼ 400; since Nbehind = 500, by using expression (5.31) it comes
τ2.16µm(100 km) < 0.22. This is the number given in the lower plot of figure 5.56.

The Impact of the Candidate

The mean magnitudes of the scintillation candidate star are Ks = 16.6 and J = 20.4. The
star is located at α = 260.6762◦, δ = -23.8159◦ (J2000) and according to the absorption
map A(V ) = 13.21, corresponding to A(Ks) = 1.54 magnitude. It is a main sequence star
with possible type ranging from A0 at 9.6 kpc (rs = 2.4 R") to A5 at 6.1 kpc (rs = 1.7
R") or from F0 at 5.0 kpc (rs = 1.6 R") to F5 at 4.0 kpc (rs = 1.4 R"). Consequently, it
can be a star small enough to experience observable scintillation (rs/d > 2.5 R"/10kpc).
Although the observed modulation index, m = 0.17, is quite high, it is compatible with
scintillation as shown by the simulation results in figure 4.18. From this figure we infer
that Rs/Rref < 0.25 if we suppose the modulation (mscint = 0.17) is completely pro-
duced by scintillation. Expression (4.25) gives the upper limit on diffusion radius of the
candidate, Rdiff < 96 km. The limit on density fluctuations of the turbulent structure re-
sponsible for such scintillation is deduced from equation (3.39), where the cloud size is
taken as Lz = 17000 AU:

σ3n < 7.18× 109 [
Lout

10A.U.
]
1
3 cm−3. (5.34)

5.5.3 Limits on Turbulent Hidden Gas Toward the SMC
Looking through the halo toward the small magelanic cloud, we can probe the existence
of turbulent clouds made of molecular hydrogen with no dust. Although the observa-
tions are done only in J band, we produce the colour-magnitude diagram by using EROS
data in BEROS and REROS bands ([Tisserand et al. (2007)], [Hamadache et al. (2006)]
and [Rahal 2009]) as is shown in figure 5.57. We distinguish main sequence stars from
giants qualitatively at colour BEROS − REROS = − 0.7 as shown by the red line in the
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Figure 5.57: HR diagram for the stars of the SMC field. We have used data from EROS
database. The main sequence stars and red giants are separated by the red line. The
majority of stars are red giants.
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J 14.00 15.20 15.67 17.07 18.12
θs/(R"/10kpc) 2.82 1.51 1.42 0.99 0.70

Table 5.8: θs for main sequence stars in SMC.

J 13.63 15.29 15.75 16.46 17.60 17.96 18.21
θs/(R"/10kpc) 14.93 10.52 7.45 4.22 2.59 1.99 1.73

Table 5.9: θs for red giants in SMC.

figure. In contrast with the stars towards the nebulae, we know the distance of SMC stars
(d = 62.23 kpc [Szewczyk et al. (2006)]). Since the distance is known, we obtained di-
rectly the θs versus J relation for the different stellar types. Tables 5.8 and 5.9 show θs
for each magnitude. The variation of apparent radius versus magnitude is drawn in figure
5.58 for our monitored stars of the SMC. We have used the tables to interpolate θs for any
value of J .

Rmin
diff is obtained from expression (5.20) by using θs and the measured modulation index

(mobs) of the light curve (see the distribution figure 5.59). Our observation is not sensitive
to structures with Rdiff > 800 km. Like the other directions, we determine the number
of lines of sights, N%(Rd), containing no turbulent structure with diffusion radius smaller
than Rd (top panel of figure 5.60). The upper limit on the optical depth is also shown in
figure 5.60.

The grey zone in the figure indicates the possible values for the halo clumpuscules ac-
cording to [Pfenniger & Combes (1994)]. To compute the maximum optical depth for
the clumpuscules we consider that the Galaxy contains a gaseous mass of MG ∼ 1012

M" within radius of RG ∼ 80 kpc [Gnedin et al. (2010)]. From equation (2.6) we take
clumpuscules mass M• ∼ 10−3 M" with a maximum size of R• ∼ 50 A.U. If the halo is
maximally filled by Nclump of clumpuscules, we have:

Nclump =
MG

M•

, (5.35)

and the maximum clumpuscule sky coverage is:

τclump <
NclumpR2

•

R2
G

, (5.36)

substituting the corresponding values to the relation above we find:

τclump < 10−2. (5.37)
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Figure 5.58: θs vs. J for the observed main sequence stars (blue) and red giants (red) of
the SMC.
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Figure 5.59: Distribution of the minimum diffusion radius compatible with observed mod-
ulation indices toward the SMC.
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The sudden rise on the estimated optical depth upper limit (or the sudden fall in N%(Rd))
is due to the prominence of red giants in the SMC field. Since red giants have large
apparent radii, only the small diffusion radii can produce detectable modulations.

We can conclude that our sensitivity is not yet sufficient to establish a significant limit on
the halo fraction made of clumpuscules.
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Figure 5.60: Top: N%(Rd), the number of directions toward the SMC with no turbulent
structure with Rdiff (1.25µm) < Rd along the line of sight. Bottom: The upper limit of
optical depth of structures with Rdiff (1.25µm) < Rd. The grey zone is the permitted
domain for the halo clumpuscules. The minimum diffusion radius computed for clum-
puscules corresponds to the maximum density dispersion of 1010 cm−3.



Chapter 6

Conclusions and Perspectives

This thesis can be considered as the first attempt to use scintillation effect as a tool to
probe the molecular media in IR or visual band. The detection of this effect would have
a major impact on the search for the hidden baryons of the Galactic halo. Moreover, this
technique can be used to study the turbulent sub-structures of the ISM. We have developed
a complete simulation of the turbulent medium and of the light propagation. Through this
simulation we can connect the turbulence parameters to the observables. The data analy-
sis tools are now available for future searches. We were lucky enough to find a candidate
with a modulation index compatible with simulation. Since it is located behind a rela-
tively laminar nebula, multicolour and multi-epoch observations are needed to discard or
find a convincing signature of the effect.

One of the crucial tasks of the future analysis is to exploit the temporal features of the light
curves. This would enable us to extract typical time scales. We need a specific Fourier
analysis technique for irregularly sampled light curves and compute the time power spec-
tra. It would be helpful to acquire data with different passbands simultaneously. As time
scales of scintillation depend on the wavelength, this would help to distinguish the scintil-
lation effect from other types of variabilities. Furthermore, multi-wavelength observation
would be helpful to determine the stellar type of the candidates.

According to relation (3.59), the refraction time for a typical star at Galactic disc is ∼ 5
minutes. This would be somewhat larger for LMC or SMC stars. For future observations
we can take longer exposure time (∼ 30 s) with the shortest possible read-out time to have
better signal to noise ratio. This strategy would also reduce the systematics due to PSF
shape. As we need a sensitivity of a few percent on flux fluctuations, the photometric pre-
cision is at outmost importance. Telescopes with diameter larger than 4 meter with large
field of view would be adequate. To benefit from the maximum emission, future searches
should also use visible light; observing wide crowded fields with long exposures (∼ 106

star × hour) with such a large telescope will allow us to increase the chance of detection
with a good determination of the modulation index and the time scales. According to our

181
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derived optical depth for clumpuscules toward the SMC (figure 5.60b), we at least need
100 times more exposure than what we has in our test-data to significantly constrain the
clumpuscules contribution to the halo.

We can also emphasise that two light curves extracted/observed from a given 2D illumi-
nation pattern, which are sufficiently separated from each other, contain the same time
scales but their flux fluctuations are not correlated. Therefore, a more ambiguous obser-
vational strategy would be to use at least two synchronised distant telescopes observing
the same target.
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