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Abstract

The purpose of this thesis was to perform facade image parsing with shape grammars in order to

tackle single-view image-based 3D building modeling. The scope of the thesis was lying at the

border of Computer Graphics and Computer Vision, both in terms of methods and applications.

Two different and complementary approaches have been proposed: a bottom-up parsing al-

gorithm that aimed at grouping similar regions of a facade image so as to retrieve the underlying

layout, and a top-down parsing algorithm based on a very powerful framework: Reinforcement

Learning. This novel parsing algorithm uses pixel-wise image supports based on supervised learn-

ing in a global optimization of a Markov Decision Process.

Both methods were evaluated quantitatively and qualitatively. The second one was proved to

support various architectures, several shape grammars and image supports, and showed robustness

to challenging viewing conditions; illumination and large occlusions. The second method outper-

formed the state-of-the-art both in terms of segmentation and speed performances. It also provides

a much more flexible framework, in which many extensions may be envisioned.

The conclusion of this work was that the problem of single-view image-based 3D building

modeling could be solved elegantly by using shape grammar as a Rosetta stone to decipher the

language of Architecture through a well-suited Reinforcement Learning formulation. This solu-

tion was a potential answer to large-scale reconstruction of urban environments from images, but

also suggested the possibility of introducing Reinforcement Learning in other vision tasks such as

generic image parsing, where it have been barely explored so far.

Keywords: Computer Vision, Computer Graphics, Procedural Modeling, Image Parsing, Re-

inforcement Learning, Image-based Modeling.
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Résumé

L’objectif de cette thèse était de résoudre le problème d’analyse d’image de façade avec a priori

de forme procédurale en vue de l’appliquer à la modélisation 3D d’immeuble à partir d’une seule

image. Le cadre de cette thèse se situe à la frontière de l’informatique graphique et de la vision par

ordinateur, tant d’un point de vue des méthodes employées que des applications potentielles.

Deux approches complémentaires ont été proposées: une méthode dite ascendante qui cherche

à regrouper des régions similaires de l’image afin de révéler la structure sous-jacente de la façade

; et une méthode dite descendante basée sur les puissants principes de l’apprentissage par ren-

forcement. Ce nouvel algorithme combine des mesures locales issues de méthodes d’apprentissage

supervisé dans une optimisation globale d’un Processus de Décision Markovien, qui découvre la

grammaire du bâtiment au fil des itérations.

Ces deux méthodes ont été évaluées qualitativement et quantitativement. Les résultats ainsi

obtenus, se sont avérés bien meilleurs que l’état de l’art sur le plan de la rapidité, de la qual-

ité de segmentation, mais également au niveau de la flexibilité de la méthode et de ses extensions

éventuelles. Cet algorithme a été abondamment testé sur différents types de grammaires de formes,

sur différents styles architecturaux, avec différentes mesures sur les images, et s’est avéré partic-

ulièrement robuste aux conditions d’illuminations et aux occlusions.

En conclusion, les grammaires de formes peuvent être utilisées comme une pierre de Rosette

afin de déchiffrer le langage de l’architecture et permettent ansi de modéliser un bâtiment 3D à

partir d’une unique image, à travers un nouvel algorithme issu de l’apprentissage par renforcement.

D’une part la méthode développée apporte une réponse au problème de reconstruction urbaine 3D

à large échelle à partir d’images, et d’autre part elle laisse entrevoir de potentielles applications de

l’apprentissage par renforcement en vision par ordinateur, domaine qui jusqu’alors ne s’y était que

très peu intéressé.

Mots clés: Vision par ordinateur, informatique graphique, modélisation pocédurale, znalyse

d’images, apprentissage par renforcement, modélisation à partir d’images.
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Chapter 1

Introduction

The present work lies at the border of two worlds: Computer Graphics and Computer Vision. It

aims at understanding images in order to create 3D models of buildings from single views using

shape grammars as a Rosetta stone for building images. At first glance, this problem seems to

be by nature geometric: bridging the gap between 2D and 3D. A single view is theoretically not

enough to retrieve the depth of the model. However, the prior knowledge of observing a building

and the use of a shape grammar to describe it, turns the geometric problem into a semantic one.

This problem is at the core of Computer Vision since the very beginning: the semantic gap.

In this introduction, we are going first to introduce the industrial context of my work in section

1.1, and review the classical methods brought so far by the Computer Vision community to bridge

the gap between 2D and 3D in section 1.2. Then, we will explain in section 1.3 why the problem

is not only interesting in terms of industrial application, but also on a more theoretical level. The

Holy Grail of Computer Vision remains the problem of giving sense to a raw matrix of pixels the

way our brain turns the optical signals sensed by the eye into meaningful and sensible information

and ideas. Eventually, we will formulate the objectives of the thesis in section 1.4 and give an

overview of the work done in order to reach them.

1.1 Industrial Context: The 3D Industry

1.1.1 A Fast Growing Industry

Historically, the 3D industry started to grow amid the cinema industry in the 1970’s. Star Wars

for instance was one of the first movies to use some 3D animation. The same decade saw the

birth of SIGGRAPH which still remains the first conference of Computer Graphics. In the 1980’s,

the cinema kept on using more and more 3D technologies, but the 3D industry really took off in

the 1990’s. The first totally computer animated movies became block blusters, video games went

from 2D to 3D and graphics software became more and more popular. This very fast increase of

3D technologies is directly linked to the increasing power of CPUs and GPUs together with the
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decreasing cost of the hardware. In the 1980’s a few companies could afford the machines to run

3D design software, whereas ten years later everybody can manipulate them.

In the 2000’s, the 3D industry is expanding fast and reaches more and more fields of activity.

The Internet now rules the market and helps 3D applications to spread out fast. Google maps, Mi-

crosoft Bing Maps are integrating 3D models and 3D contents to their virtual worlds. Moreover,

the Internet is now in everybody’s pocket, and smart phones are now small computers. 3D appli-

cations have to run on embedded devices: cell phone, navigation systems or video games portable

consoles. Very recently, 3D is getting even more real with new devices that create an illusion of

depth based on stereoscopic principle: 3D movie theaters and 3D TV screens are more and more

popular. What was a gadget yesterday could be part of our daily life tomorrow.

In 20 years, the 3D industry went from a very exotic niche, gathering few companies, few

employees and few customers, to a global industry, employing thousands of people world-wide.

According to IDATE, the video games market represents in 2010 almost 50 billions of dollars,

around 10 times more than a decade ago. The video game industry has overtaken the cinema

industry and some video games have bigger budgets than Hollywood blockbusters. With even

more applications and needs for 3D coming with the release on the market of 3D guzzling devices,

no need to say that the 3D industry has some good days ahead.

1.1.2 3D Content Creation and its Challenges

Since 3D applications are mushrooming, the need for 3D content is growing as well. 3D applica-

tions need 3D content, and this may be one of the bottlenecks of the 3D industry expansion. The

new challenges of 3D content creation are:

Easy content creation So far, manipulating and designing 3D models is a time consuming pro-

cess. Students are formed on some software, and are hired on the job market for their exper-

tise in very specific, tedious and technical tasks.

Large scale production Knowing that modeling a single highly detailed 3D model takes time,

large scale modeling needs methods to decrease the modeling time, without deteriorating the

model quality.

Realistic modeling How to obtain 3D models that are recognisable? How to use real data and real

measurement to guide the modeling process?

Low cost How to fulfill these requirements at low cost? How to replace a team of modeling experts

by automated tools?

Nowadays, graphic artists are creating 3D contents based on three different design paradigms:

Computer Assisted Design (CAD) uses software such as Maya, AutoCAD, Blender or 3D Studio

Max that require a real deep expertise.
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Sketching is relatively more recent and gets rid of the necessary specialized knowledge of classic

modeling. It aims at creating fast approximate 3D models with a small amount of very

intuitive interaction. Google SketchUp for instance implements the ideas developed by

[Zeleznik 2006].

Procedural Modeling describes 3D geometry with shape grammars (see chapter 2). Unlike sketch-

ing or CAD, they need a heavy human investment at first to design a shape grammar, but can

then be applied to generate at low cost complex and structured geometries. In [Gips 1999],

James Gips one of the two pioneers of shape grammars defines the three problems of shape

grammars: automatic shape generation, shape grammar parsing and shape grammar infer-

ence. The first problem is to some extent solved, and it aims at generating shapes from

formal shape grammar definitions. The second problem aims at explaining an input shape

with a given shape grammar, and the last problem which is also the most challenging is to

create shape grammars from a set of shapes.

None of these three paradigms take up all of the above challenges of 3D content creation. And

it will probably be so, as long as the user will be intensively involved in the design loop. Thus, the

main idea to tackle these new challenges is to process automatically images to create 3D contents.

Images are now flooding our lives, whatever their natures: satellites keep taking pictures of our

world, people are taking pictures of their lives and of the places they live in, and are sharing them

on the Internet. Furthermore, some companies such as Google Street View are taking pictures of

our streets. Although this huge amount of information is usually available for free, it is, so far,

barely analyzed.

Many industries have decided to make use of the power of images and the cheap availability

of image data to automate their processes. Besides, images are measurements of the reality, and I

believe there is no better way to get realistic data than to create them based on real measurements.

1.2 State-of-the-art in Image-based 3D Modeling

In the literature, there exist several ways to tackle image-based 3D modeling or 3D reconstruc-

tion. Some are fully automatic and based on multiple views whereas others take advantage of user

interactions to understand the nature of the 3D scene better. Let’s review these two approaches.

1.2.1 Fully Automatic Multiple-Views Methods

Automatic image-based modeling is a well-known problem in Computer Vision. In a multi-view

approach, given N images of the same scene, taken from different points of view, the goal is to

retrieve the 3D structure of the scene as well as the relative positions of the cameras.
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Perspective Reconstruction

Even if the equations were already formulated by Kruppa in 1913, the problem was completely

studied and explained in the 1990’s by the Computer Vision community, among others Richard

Hartley [Hartley 1992], Olivier Faugeras [Faugeras 1993] and Andrew Zisserman [Hartley 2003].

However, the solution they propose is up to a perspective transformation. This perspective ambi-

guity limits the scope of the method.

Metric Reconstruction

In order to obtain realistic models that can be used in real world applications, the reconstruction

needs to be Euclidean. In other words, all the solutions are equivalent under a uniform scale

transform. In 1998, Marc Pollefeys introduces in [Pollefeys 1998] the first automatic metric re-

construction methods, by assuming that some parameters are known and others can vary in the

self-calibration step. The method proposed by Pollefeys to obtain dense 3D models from uncali-

brated cameras is the generic scheme that will be followed by most of the methods thereafter: (i)

extract interest points in all the images, (ii) match the points, (iii) compute a sparse 3D points cloud

from the correspondences, (iv) refine to a dense 3D points cloud. This work was also extended in

[Pollefeys 2001, Pollefeys 2002].

From then on, many approaches were proposed in order to increase the quality of the recon-

struction, to speed-up the process or to alleviate the need of taking many images of the same scene,

taking advantage of the pictures available on the Internet. The increasing number of methods avail-

able called for a proper comparison tool. For that matter, in 2006 a complete benchmark containing

image sequences, ground truths and evaluation tools was released, on which all the methods are

now fairly competing [Seitz 2006].

Shape Priors

One way to improve the reconstruction quality is to introduce shape priors. The idea is to make

some assumptions about the scene being reconstructed. Indeed, the noise due to the geometric

and photogrammetric image measurements is by nature bound to introduce noise in the dense

reconstruction. Therefore, if we expect the 3D scene to have some geometric properties, then this

prior has to be introduced in the reconstruction framework in order to be enforced in the final

model.

A first natural shape prior is to suppose the model piece-wise planar. Many works follow

this assumption, such as [Baillard 1999, Dick 2000, Bauer 2002, Fraundorfer 2006, Sinha 2008,

Sinha 2009]. In these papers, structure-from-motion is used as a starting point to retrieve 2D lines,

then 3D lines and finally 3D planes. The optimization procedures in these works may vary. Some

works formulate the piece-wise planar reconstruction as a MRF where each label corresponds to

a different plan hypothesis. Piece-wise planar models are very often well-suited to describe man-

made environment, but the assumption may sometimes be too strong for natural or hybrid scenes.

For that matter, Ponce and Furukawa replace it by a reconstruction made of small rectangular
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patches [Furukawa 2010], whereas [Hiep 2009] propose to use tetrahedral meshes to describe the

volume of the 3D scene. Each tetrahedron can be filled or not, and the optimal binary labeling of

the scene is optimized by graph-cut algorithm [Boykov 2001].

More recently, hybrid approaches have also been proposed, either combining piece-wise pla-

nar and non-planar parts [Gallup 2010], also introducing a necessary segmentation, or combining

generic meshes with parameterized primitives [Lafarge 2010] calling for more complex optimiza-

tion procedures.)

While trying to increase the quality of the 3D reconstructions, people have also worked on in-

creasing the speed performances, especially because reconstruction from a large number of images

turn out to be very time consuming, at each step of the scheme defined by [Pollefeys 1998].

Fast Reconstructions

Several improvements have been proposed to boost the computational time of 3D reconstructions

from many images. The heavy step of feature points matching has been improved with approxi-

mate nearest neighbors by [Arya 1998] while [Lourakis 2004] use a sparse bundle adjustment to

accurately retrieve a points cloud from a few correspondences.

Other bottle-necks have been removed by [Mordohai 2007, Frahm 2009]. In this work they use

GPU implementations of 2D feature tracking and plane sweeping, and manage to reach real-time

3D reconstruction from video sequences. In [Cornelis 2006], videos are also processed to perform

reconstruction. The difference with previous works is that they combine it with a car detector, so

that the detection helps the reconstruction by detecting occlusions, and the reconstruction helps the

detection by introducing some understanding of the 3D scene. This is a very good example of how

two very complex problems are better solved when they are considered jointly.

Eventually, [Van Meerbergen 2002] proposed another way to speed up the computations in a

coarse-to-fine approach to get faster correspondences on the epipolar lines using dynamic program-

ming.

All these improvements are the direct consequences of the democratization of 3D metric re-

construction and its application to large databases. In this trend, some very interesting works on

the use of the Internet, as an almost infinite database, have raised many problems and brought very

elegant solutions and impressive large scale reconstructions of entire cities.

Reconstruction from Huge Databases

One of the most significant limitations of multi-view reconstruction from images is the acquisi-

tion of the images. However, nowadays, websites such as Flickr offer free on-line storing of pho-

tographs. Knowing that every tourist visiting Notre-Dame de Paris or the Parthenon takes dozens of

photographs and that these monuments are visited by thousands of tourists every day, Snavely came

up with the idea that building his own database was pointless, since he could as well help himself on

the Internet [Snavely 2006]. The huge number of images available brings new challenges. Taking

advantage on the advance in interest point descriptors [Brown 2005], feature matching [Arya 1998]
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and bundle adjustment [Lourakis 2004], they build very large scale points clouds up to an entire

city [Agarwal 2010] and propose a way to navigate between the images through a skeletal graph

[Snavely 2008]. Related to this work, they developed Photosynth, which was recently integrated in

Microsoft Bing Maps.

These reconstructions are based on different images, taken at different times of the year and of

the day and by different people with different cameras. Despite these challenging conditions, they

manage to build an efficient reconstruction of the scene and retrieve the positions of the cameras.

However, the proposed reconstruction shows no structure it remains a points cloud that is perfect as

a support for the image database, and provide an intuitive way to traverse it, but that is not sufficient

as a 3D model.

Limitations of Multi-View Reconstruction

The idea of metric reconstruction is very appealing, and the quality of the reconstruction methods

has been rocketing for the last decade, both in terms of 3D models and in terms of speed. However,

the criticism I made about Snavely’s work about the lack of structure is extensible to multi-view

reconstruction in general. Most of the methods create soups: soups of 3D points, soups of polygons

or soups of primitives. Even if in the last case some structure arises, the obtained models still lacks

semantics. Indeed, this downside cannot be alleviated as long as no further assumptions are made

about the 3D scene or as long as the reconstruction methods are not associated with some kind of

scene or image parsing.

The lack of structure and semantics in the 3D models make them difficult to post-process

manually. These representations are flat and the reconstruction of the background, or outliers are

not distinguished from the reconstruction of the foreground objects. These methods catch the brute

reality of the scene but not its core. For example, from a reconstruction of a building, they would

not be able to construct another building that is inspired from the reconstructed one. They do not

catch the way the geometry is organized, mainly because they lack semantic information.

Furthermore, in any industrial application, fully automatic methods are not that attractive, since

once they fail they can hardly be modified by a human intervention. On top of that, fully automatic

methods are computationally heavy, time-consuming and need many images to perform an accurate

reconstruction. While dealing with man-made environment, it is somehow frustrating to observe

that a human user would need less time and fewer images to perform more accurate reconstructions.

Besides, such a man-made reconstruction would be also easier to modify, since the 3D models

would carry semantic information. Therefore, semi-automatic methods made their paths through

3D reconstruction, by allowing the user to guide the algorithm.

1.2.2 Semi-automatic Methods

Since retrieving accurately the structure of a 3D scene in 2D images is sometimes very tricky

while a user has no trouble identifying the objects in an image, semi-automatic methods naturally

appeared as powerful reconstruction alternatives. One of the first works to do so has been done in
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the mid 1990’s [Debevec 1996]. In this method, the user draws some corresponding edges in the

different images in order to guide the creation of the 3D model. This is used to create accurate user-

assisted 3D models with view depending texture mapping for high quality rendering. [Oh 2001]

proposes an editing system with a single image that enables to recover the depth of the objects

and their illumination properties in order to synthesize new points of view. In [Hengel 2006], the

authors edit video. With a few clicks in some frames, they manage to recover the geometry of

the 3D scene, and use it for augmented reality applications. Eventually, in [Van Den Hengel 2007]

the authors present an approach called VideoTrace to build 3D models from manually segmented

objects in videos. As often in these works, the approach combines automatic and user-assisted

tools that enable them to get very impressive results with a reasonable level of interaction.

We have formulated so far the need of the 3D industry for efficient methods in 3D content

creation, and the current solutions to this problem. We have insisted on the need for semantic

information in order to overcome the limitations of 3D reconstruction and image-based modeling

methods. In Computer Vision, a vast amount of theoretical works deal with retrieving automatically

this semantic information. The problem is called image parsing and constitutes one of the most

challenging unsolved problems of Computer Vision.

1.3 Theoretical Context: the Semantic Gap

In Computer Vision, understanding the content of the images has always been a hot topic, not to say

the main issue. A universal image parser would have an infinite number of industrial applications

in many fields of human activity. Furthermore, it would also give us some clues about the way the

brain parses the images it receives, and therefore would be another step in understanding the way

our brain works.

Unfortunately, such an algorithm does not exist yet and even though computer scientists, math-

ematicians, cognitive scientists have taken part in Computer Vision, the problem is far from being

solved. Indeed, this Holy Grail of Computer Vision combines almost all the different problems of

vision in a single one: low-level, mid-level and high-level vision.

In this thesis, we are not going to tackle the full image parsing problem, but a simpler one:

facade parsing using shape grammar. This may seem to be a little limited at first glance, but gathers

many interesting theoretical problems: on the one hand, a building geometry is quite constrained,

any geometry cannot be envisioned. On the other hand, the variability of building layouts and

geometries is almost infinite. For that matter, the underlying image grammar can be formulated

with a split grammar, providing a challenging but reasonable amount of complexity. We do believe

that replacing the full image parsing problem by a simpler one is a very fruitful path. It enables

us to understand and identify the intrinsic difficulties of the full problem on a tractable case, and

to propose specific solutions that could later be applied to the generic image parsing problem.

Therefore, from a theoretical point of view, solving the facade parsing problem constitutes another

step towards bridging the semantic gap, and from an industrial point of view, it brings a concrete

solution to a very hot problem of the 3D industry.
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1.4 Objectives

The objectives of the present work are to take advantage of the world of Computer Graphics and

the world of Computer Vision in order to bring a solution to problems of both worlds: single view

image-based 3D building modeling, and facade parsing.

From the Computer Graphics perspective, the objective is to tackle the second problem defined

by James Gips: shape grammar parsing. Given a single input image of a building, how to turn it

into a 3D model provided a shape grammar. Such an algorithm would satisfy the four challenges:

it would easily create 3D models at low cost, since it needs a single image and no user interaction;

it would therefore be applicable to large scale modeling and would provide realistic models based

on real data. Moreover, since the 3D models would be derived from a shape grammar, modifying

or enhancing them would be very easy. These models genuinely carry semantic information that

can be more easily handled by a human user than mere meshes.

From the Computer Vision perspective, solving shape grammar parsing would be another stone

on the bridge over the semantic gap between raw image data to semantic interpretation of images.

To overcome these challenges, we will start by defining procedural modeling in chapter 2, and

explain how entire classes of buildings can be caught by a single shape grammar. Then we will

propose two different and complementary solutions to facade parsing. In chapter 3, we present

a bottom-up approach of the problem. It aims at grouping automatically image regions so as to

build a complete binary segmentation of the image. This algorithm shows indeed some severe

limitations that prevent us from using it for accurate multi-class segmentation with complex shape

grammars. Therefore, chapter 4 introduces a novel top-down algorithm that performs efficient

parsing of split grammars, and chapter 5 explains how to apply it on real images and how to use

this parsing algorithm in image-based procedural modeling of buildings. Ultimately, the conclusion

closes this doctoral work by a discussion about the main contributions and their potential industrial

and theoretical impacts, and presents several extensions that could be envisioned as future work.



Chapter 2

Procedural Modeling

This chapter presents a dynamic way of describing complex but structured geometries called Pro-

cedural Modeling. Some shapes can be very complex in a descriptive representation, but turn out

to be much simpler in a dynamic one that incrementally builds the shape through basic operations.

Fractals, plants or buildings are good examples of such geometries: they can be seen as the output

of a recursive procedure that sequentially replaces some simple parts by other simple parts. During

this process, the global complexity of the shape as well as the number of operations keep increas-

ing, but each operation still involves only basic geometry. Like LEGO, the power of procedural

modeling lies in the composition of simple rules that encode the semantic-geometric relationships,

and not in the intrinsic complexity of the involved elements.

After reviewing the state-of-the-art of procedural modeling in section 2.1, section 2.2 explains

how to build a procedural engine that is capable of randomly generating a whole language of

shapes from a grammar. Section 2.3 presents specific operators for procedural building modeling

and shows two examples of shape grammars for architectural 3D modeling: Doric temples and

Haussmannian buildings. Eventually, we present a novel kind of 2D grammars in section 2.4

called Binary Split Grammars (BSGs) that are efficiently capable of modeling 2D facades through

mutually recursive binary rules.

2.1 State of the Art

Geometry is one of the oldest science of all. Informally started in ancient Egypt and Babylon

around 3000 B.C. and already for urban and architectural needs, it was then properly formalized in

ancient Greece around 600 B.C. mainly by Thales, Pythagoras and their disciples. Some 300 years

later, Euclid wrote what would become for centuries the reference in geometry: the Elements, that

states the axiomatic of Euclidean geometry. At that time, even if shapes were described in a static

way, some constructions were already dynamic. One can cite for instance the famous algorithm

devised by Archimedes to compute π, by sequentially approximating the unit circle by polygons

of increasing order. Geometry was then enriched through time, for instance the Islamic golden age

27
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brought algebraic geometry, and later, from the 17th century on, analytical geometry, calculus and

topology arose. However, geometry remained intrinsically static, either explicitly or implicitly.

The dynamic revolution of geometry came from fractal constructions in the late 19th cen-

tury. New shapes with astonishing properties were discovered. For instance, Cantor described

in [Cantor 1883] a set that is defined as a limit of sequence of sets, starting from the segment

[0, 1] and iteratively removing the opened middle third. Von Koch described in [von. Koch 1904]

a curve continuous everywhere and nowhere differentiable also obtained as the limit of a geomet-

rical sequence. For the first time, families of shapes are defined dynamically: a shape is iteratively

replaced by another one. Following the same replacement pattern, mathematicians defines usually

interesting self-similar shapes, such as the dragon curve, the Sierpinski triangle, or the Levy C

curve.

After the advent of the computer in the 1950’s, geometry also penetrates the sphere of Computer

Science. Here again the distinction between static and dynamic representations, or equivalently

between descriptive and procedural geometry persists. Combining Computational Geometry with

the ideas of Formal Grammars as defined in 1956 by Noam Chomsky in [Chomsky 1956] (see

section 2.1.1), procedural geometry appears first with the definition of L-systems (in section 2.1.2)

and then with shape grammars (section 2.1.3). The rocketing computational power of computers

as well as GPUs allows the Computer Graphics community to adopt procedural modeling (section

2.1.4), leading to very impressive geometries.

2.1.1 Chomsky’s Formal Grammars

The linguist Noam Chomsky is famous for his work on formal grammars [Chomsky 1956], origi-

nally invented as a model for the English language, but that found applications in a wide variety of

domains such as computer programming and compilers.

Generally speaking, a formal (string) grammar G is defined by a 4-tuple (N , T ,R, ω):

• N is a set of non-terminal symbols.

• T is a set of terminal symbols such that N ∩ T = ∅.

• R is a set of replacement rules such that a rule is a function of the form:

(N ∪ T )∗N (N ∪ T )∗ → (N ∪ T )∗

where ∗ refers to the Kleene operator.

• ω ∈ N is a start symbol or axiom.

Starting from the axiom ω, rules are sequentially applied (one-at-a-time) on the current string,

replacing the pattern lying on the left-hand side (LHS) of the rule by the pattern lying on the right-

hand side (RHS) of the rule until the string is only made of terminal symbols, and therefore no rule

can be applied any longer. Such a string is called a sentence. This sequential replacement process
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is called the derivation process. It might be that several rules are applicable on a given string, and

therefore the choice of a specific rule will impact on the final sentence.

The language L(G) of a grammar G is the set of all the sentences that can be obtained by

deriving the grammar G in a finite number of steps. We usually distinguish three classes or formal

grammars, context-free, context-sensitive, and regular grammars.

Context-free grammar (CFG) is the most famous type of grammars defined by Chomsky. The

rules are restricted to the following form:

N → (N ∪ T )∗ (2.1)

In other words, in a context-free grammar the only rules allowed, are the ones for which the

LHS is always a single non-terminal symbol. As a consequence, the derivation of a context-free

grammar can be represented by a derivation tree or parse tree, in which the internal nodes are non-

terminal symbols and the leaf nodes are terminal symbols. A very classic example of context-free

grammar as well as a possible derivation tree, rooted at the axiom shape, is given in Fig.2.1.

Context-sensitive grammar (CSG) is another kind of grammar that is more generic, since the

rules allowed have the following form:

αAβ → αBβ (2.2)

where A ∈ N and α, β,B ∈ (N ∪ T )∗. α and β define the context of A, in which the rule can be

applied. A parse tree can also be defined on context-sensitive grammars.

Regular grammar (RG) is a specific case of context-free grammar, where the RHS is restricted

to be either the empty string (usually noted ǫ), or a single terminal symbol, or a terminal symbol

followed by a non-terminal one. As a consequence, the parse tree of a regular grammar is an

unbalanced binary tree, similar to a linked list structure.

Chomsky Normal Form (CNF) is a way to represent any CFG, by replacing complex replace-

ment rules by binary rules. In other words, a grammar is in said to be in Chomsky Normal Form is

all its rules are of the form:

N → AB (2.3)

N → t (2.4)

where N ,A and B are non-terminal symbols and t is a terminal symbol. As a consequence, the

parse tree of a grammar in CNF is a binary tree. It is important to notice that any CFG G can be

formulated in a Chomsky normal form G̃, which means that the languages L(G) and L(G̃) are

identical. Chomsky normal forms turn out to be very convenient in parsing tasks.

The formal grammars, as defined by Noam Chomsky in the 1950’s, form the basis upon which

L-systems will be developed in the late 1960’s and shape grammars then in the early 1970’s.
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N = {S}, T = {a, b}, ω = S

R = {S → aSb, S → ab}

a

a

a

S

S b

S b

b

Figure 2.1: Example of context-free grammar and a derivation tree (also called parse tree). This

grammar generates the language {anbn|n ∈ N}.

2.1.2 L-Systems

A L-system is a parallel rewriting system close to formal grammar which has been defined by

the Hungarian biologist Aristid Lindenmayer in 1968 in [Lindenmayer 1968] for cellular evolution

and plant growth modeling. L-systems can be used to define exact similar fractals as Von Koch’

snowflake for instance.

Definition A L-system is also defined by a quadruplet (N , T ,R, ω) like a formal grammar. The

only difference lies in the derivation process. Rather than applying one rule at a time, at a given time

step, rules are applied simultaneously on all the non-terminal symbols of the current string. Thus,

this parallel replacement process is indeed meaningful to model a growth process: for example the

growth of the organs of a plant or a biological system is genuinely parallel.

At iteration t, the string produced by the L-system can be translated into a geometrical shape

using a LOGO turtle paradigm. Each symbol is associated to a command of an imaginary turtle.

While moving, the turtle draws the shape. Basically, some symbols are making the turtle move

forward, others are making it rotate.

Example: Von Koch’s curve The famous Von Koch’s 2D fractal curve can easily be described

by a L-system:

ω = F

F→ F+ F−−F+ F

where the terminal symbols {+,−} represent turtle rotations (here chosen as +80◦ and−80◦), and

the terminal symbol F represents the turtle’s moving forward command. Fig.2.2 shows different

steps of the fractal curve.
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(a) Axiom (b) Iteration 1 (c) Iteration 5

Figure 2.2: A L-system for Von Koch’s curve.

Plant growth modeling There exist many extensions of L-systems, such as stochastic, paramet-

ric or context-sensitive L-systems. Parametric L-systems for instance, allow the symbols and the

rules to be associated with parameters for more realistic modeling. These models have been used

in Computer Graphics with great success. State-of-the-art examples can be found among others in

[Prunsinkiewicz 1996].

Urban Modeling Using these powerful tools, initially invented to model plants, other kind of

real-world shapes can be represented, especially in urban environment. The first natural extension

is street network. In [Parish 2001], Parish and Müller propose an extended L-system that grows

streets and street segments like branches in a tree. This L-systems takes into account external

constraints such as population densities and potential city patterns such as checkerboard in New

York City or radial organization around squares in Paris. A similar work has been proposed by

[Coelho 2007]. They integrate geospatial data into the growth process of the L-system for the same

application. Even though L-systems are very appealing for street network growth and generation,

they were recently substituted by other techniques based on vector fields [Aliaga 2008] and tensor

fields for graph generation [Chen 2008, Weber 2009].

Not only do L-systems have been proposed for street networks, but closer to our interest, they

have been used for building modeling itself. In [Parish 2001], a parametric stochastic L-system

controls the mass model of the building. A similar idea was used by [Vanegas 2010] in their

Manhattan Building Grammar, used for image-based reconstruction of textured mass models of

buildings. The most advanced work in building modeling using L-systems is probably the FL-

system proposed by [Marvie 2005]. The nature of buildings forces the authors to extend the L-

systems in different ways: they turn the terminal symbols into functions, and redefine the turtle

interpretation of symbols.

According to the literature, L-systems are very efficient to model growing structure such as

plants, and even though they can be modified in order to represent buildings, such geometries

are not well adapted to the L-system spirit. Buildings are not naturally growing, but do show

several layers of partitions (a facade contains floors, that contain windows, that hold balconies,

etc.). Therefore, other grammar-like frameworks, such as the Shape Grammars, are better suited to

represent them.
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2.1.3 Shape Grammars

In the literature, the term shape grammar is often misused or ambiguous. In this section, we

define shape grammars are they were originally thought in the early 1970’s. In section 2.1.4 we

will discuss more about related definitions that are often considered are part of the shape grammar

framework, but for which the term procedural modeling is better suited.

Definition Shape grammar is a formalism to represent procedural geometry that was first intro-

duced in 1972 by George Stiny and James Gips in [Stiny 1972] and later formalized by George

Stiny in [Stiny 1980]. A shape grammar is defined as a quadruplet:

• V : a (finite) set of shapes (called vocabulary)

• L: a (finite) set of symbols (called labels)

• R: a (finite) set of shape rules in the form α→ β, where α and β are labeled shapes.

• ω: the axiom labeled shape

A rule α → β applies to a given shape γ if there exists a transformation τ such that τ(α) is

contained in γ. A shape is made of (labeled) line segments. Therefore a partial order, an equality

between shapes and transformations of shapes are all defined on these segments. Different classes

of transformations give different levels of constraints in the shape grammar. After applying a rule,

the output shape is obtained by replacing in the shape γ, the subshape τ(α) by τ(β). Similarly, the

notion of language of a grammar is defined like in formal grammars. Moreover, exactly like in the

L-system formalism, the extension to parametric shape grammars is straightforward.

Example Fig.2.3 shows a classic example of a shape grammar introduced in [Knight 1994] to

describe the Greek cross church plans. This is probably the most famous examples of shape gram-

mars. It contains a single rule, transforming a rectangle into two perpendicular ones. Note that

some unexpected rectangles are emerging after application of this very simple rule.

Challenges There are several challenges linked to shape grammars. In [Gips 1999], James Gips

distinguishes 3 main problems related to shape grammars: automatic generation, parsing, and

inference. In the first challenge, the main difficulty lies in the subshape detection. Indeed, it is not

always trivial to detect a subshape in a shape, and unexpected subshapes often emerge after the

application of a rule. There might be many such subshapes, and many rules can be applied to each

of them. This makes their use particularly delicate in practice. Parsing a shape grammar consist

in deciding if a given shape belongs to a language defined by a grammar, and if it does, what is

the particular sequence of rules that explains this shape. Ultimately, the grammar inference is an

ever more complex problem: given a set of shapes, construct a grammar generating these shapes,

as well as other shapes that look alike.
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...

rule

Figure 2.3: A shape grammar for greek cross church plans. The first row shows the only rule of the

shape grammar. The second row shows a possible derivation starting from a rectangle as axiom.

However, many more derivations are possible, including fruther deriving the obtained shape.

The shape grammar community has mainly proposed shape grammars that describe languages

of specific interest in architecture, planning and object design. The 3 problems defined by Gips

still remain open questions. However, the lack of answers to these questions (especially parsing

and inference), can be explained by the very complex tasks of subshape detection.

Shape grammars for environment and planning The shape grammar community has mainly

demonstrated the power of shape grammars by proposing examples of rules that generate spe-

cific classes of shapes: floor plans for Palladian villas [Stiny 1978], Turkish traditional houses

[Cagdas 1996], Queen Anne style houses [Flemming 1987], Japanese tearooms [Knight 1981] and

many others. But shape grammars have also proved their efficiency in industrial object design.

Beyond the examples from the car industry of Harley-Davidson motorcycles [Pugliese 2002] and

Buick cars [McCormack 2004], the famous Coffee Maker grammar [Agarwal 1998] has demon-

strated the potential use of shape grammar on an industrial scale.

Limitations As mentioned earlier, the main limitation of shape grammars is the difficulty to

match subshapes, and choose which one to process. This makes it practically useless in Computer

Graphics, and that is why simplifications have been proposed to cope with the complexity of the

shape grammar problem.

2.1.4 Set Grammars in Computer Graphics

Shape grammars fail at efficiently generating buildings for the aforementioned reasons. They have

been restricted to little attractive shape classes for the computer graphics community. However, the

concept of dynamically producing shapes is still very appealing for graphic designers because of

the various impacts it could have on the whole 3D industry. If a set of semantic-geometric rules is

able to catch the specificity of an architectural style and to generate on-the-fly a random model of

the same style, then generating a whole city should be as difficult as generating a single building.

Procedural modeling scales very well, at least theoretically. Note that this very nice property has
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a cost: the one of designing the grammar that often turns out to be very sophisticated, and it also

requires a procedural engine to interpret the shape grammar and derive it to produce a 3D shape.

Split grammar

In 2003, Peter Wonka decides in [Wonka 2003] to take back shape grammars into consideration,

and digs out the early work from Stiny in [Stiny 1982] and the concept of Set Grammar some 20

years later. Set grammars consider shapes as sets of labeled basic shapes that act as symbols. This

trick actually gets rid of the shape matching procedure in the derivation process. Thus, a rule can be

applied to a basic shape merely if its symbol matches the symbol of the left-hand side of the rule.

Set grammars are definitely better suited to efficient computer implementation of shape grammars.

They can be considered as a trade-off between formal grammars and shape grammars. For that

matter, in [Wonka 2003] the authors propose a specific set grammar they call a Split Grammar. In

such a grammar, shapes can only be manipulated by carving them along an axis into several shapes.

In this work, the goal was to generate random buildings using split grammars. This stochastic

requirement increases the complexity of the building generation. Indeed, one could imagine to

have several split rules to turn a basic shape floor into a sequence of basic shapes wall and window,

and sample from these rules once deriving a floor, but this would very likely lead to inconsistent

buildings. Thus, in this work, a control grammar is added so as to guarantee consistent choices of

rule parameters. The instant architecture proposed by Wonka is not graphically perfect yet, but for

the first time a shape grammar (indeed a set grammar) is used to efficiently generate random 3D

buildings. The work from Wonka really initiated a procedural wave. Procedural engines as well as

specific examples of grammars for any imaginable architectural style have recently mushroomed.

CGA and CityEngine

In [Müller 2006b], Pascal Müller extends the split grammar and defines a context-sensitive set

grammar called CGA (that is somewhat abusively qualified as shape grammar). This work clearly

defines the fundamental concepts of “shape grammar” for 3D modeling of architectural buildings.

It first defines scopes, as oriented bounding boxes of the basic shapes. Then CGA supports many

classes of rules (that we will later call operators) such as: scaling, rotation, translation, split, repeat,

roof, and component split. This last operator turns a 3D mesh into a set of 2D faces, and allows

the designer to efficiently go from mass modeling to facade modeling. Moreover, CGA tackles the

consistency problem by defining snap lines and using a specific derivation order. Like magnets, the

snap lines attract toward them the surrounding elements in order to enforce global alignments. The

derivation process is a modified broad-first traversal of the derivation tree, where the children are

visited and processed according to a priority level. This grammar is powerful enough to represent

many types of architectural styles at very large scales, while being quite compact and tractable for

a graphic designer. Not surprisingly, it has met a great academic and industrial success and is now

a commercial product [Müller ]. Antique Roman houses [Müller 2005, Dylla 2009] and Mayan ar-

chitecture [Müller 2006a] have be chosen to demonstrate the capabilities of this procedural engine.
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Generative Modeling Language (GML)

CGA [Müller 2006b] is a powerful tool to generate buildings, but its modeling capacities are also

limited since predefined 3D meshes are sometimes required to generate fine level of details. For that

matter, GML [Havemann 2004] offers a more complete modeling tool. Other than the now classic

procedural rules, subdivision surfaces and free-form meshes allow the procedural description of

a wider range of shapes, and extremely detailed models. The developers of GML proved the

expressive power of their procedural engine in several application works such as Gothic windows

modeling [Havemann 2001, Havemann 2004] or Middle Ages castles [Mudge 2005].

Other Grammars

Aside from these most famous works, many procedural engines have been released, providing

different features. The most recent ones provide very impressive 3D models, and therefore cor-

roborate the efficiency of this modeling paradigm. In an early work, [Greuter 2003] makes use of

procedurally generated cities to speed-up large-scale visualization. In [Bekins 2005, Aliaga 2008],

the authors couple procedural modeling with interactive image editing, to procedurally gener-

ate realistic structures. The work from [Ganster 2007] brings a user-friendly procedural mod-

eling environment, while [Lipp 2008] allows real-time and grammar-based interactive modifica-

tions of the 3D models. Another type of procedural generation is proposed in [Finkenzeller 2006,

Finkenzeller 2008a, Finkenzeller 2008b] based on graph manipulation. In [Teoh 2009], new spe-

cific rules for ancient east Asian buildings and especially curved roof construction are released.

Ultimately, [Whiting 2009] succeeded in integrating mechanical constraints to procedural model-

ing and applied their physically consistent framework to masonry buildings such as Middle Ages

castles and abbeys, with very impressive results.

2.2 Procedural Shapes

Many procedural modeling software are nowadays available (this statement was not so true a cou-

ple of years ago). However, the main objective of this doctoral work is not procedural building

generation, but rather image-based procedural modeling. The difference is not as small as it may

seem. Most of the software are optimized for building generation, and modifying them (when it

is possible) turns out not to be straightforward or efficient. For that matter, we made the choice

to develop our own procedural engine; we call it Centrale Procedural Architect(CPA). This sec-

tion describes it and its mechanisms: the definition of shapes and rules, the derivation process and

the fundamental semantic-geometric operators, illustrated by simple examples. In the remainder,

we will consciously misuse the expression shape grammars to denote the set grammars used in

procedural modeling.
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2.2.1 Definitions

Shape grammars manipulate shapes and their relationships through semantic-geometric rules de-

fined on template shapes (called basic shapes). We explain here the basic concepts to define and

use shape grammars.

Basic Shapes

In our framework, we call basic shape a geometric primitive (mesh) defined in the unit cube,

associated with appearance attributes (color or texture), and a symbol that we call semantic. In the

notations we are using here to represent the grammar rule, the semantic is basically the name of

the basic shape. Basic shapes can be terminal or non-terminal, depending on their semantics only.

The primitive can be a cube, a cylinder, or any kind of mesh. Basic shapes are indeed abstractions,

as template of shape that can be instantiated in the 3D world through a scope.

Scopes

A scope is basically an oriented bounding box. It can equivalently be seen as a 3D transformation,

mapping the unit cube to this bounding box. This transformation is made of a 3× 3 rotation matrix

R, a translation t and a 3 × 3 non-uniform scaling matrix Σ, that represent 3 scalings σx, σy, σz .

Thus a scope S is a map:

S : R3 → R
3

X 7→ RΣX + t
(2.5)

Using homogeneous coordinates, this mapping is formulated as matrix products:

X 7→
(
R t

0 1

)(
Σ 0

0T 1

)(
X
1

)

(2.6)

We can define an inner composition rule among non-degenerated scopes (the scalings are all

non-zeros). Two scopes S1 = (R1, t1,Σ1) and S2 = (R2, t2,Σ2) can be naturally composed in

the following way:

S1oS2 = (R1R2, t1 + t2,Σ1Σ2) (2.7)

Provided that the scaling is non-degenerated, the scope transformation is invertible. The inverse

of a scope is also a scope given by:

S−1 : R3 → R
3

X 7→ Σ−1RT (X − t)
(2.8)

The identity element of the group of non-degenerated scopes is IS = (I3,0, I3).
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Figure 2.4: The scope is a transformation of the 3D spaces that positions and resizes objects in

the 3D world. The red unit cube is mapped to the blue rectangular cuboid through the scope

transformation.

Atomic Shapes

We call atomic shape the association of a basic shape and a scope. It can be thought as an instan-

tiated basic shape, since it has a well-defined position, dimension and orientation in the 3D world.

An atomic shape has a local coordinate system defined by its scope. A shape is a collection of

atomic shapes, sequentially built by a grammar derivation process that we will define soon.

Replacement rule

A rule is denoted precondition : LHS → RHS, and maps an atomic shape called LHS
to a collection of atomic shapes called RHS under a (possibly empty) precondition. A rule can be

applied on an atomic shape a of a shape s if the precondition is verified and if the semantics of

LHS and a are identical. Then the atomic shape a is replaced by the atomic shapes in RHS that

we denote RHS1, . . . , RHSn. However, their scopes have to be recomputed since LHS and a do

not necessarily share the same positions, orientations and dimensions.

Shape grammar

From now on we redefine a shape grammar as a quadruplet (N , T ,R, ω) where:

• N is a finite set of non-terminal basic shapes

• T is a finite set of terminal basic shapes

• R is a finite set of rules. We denote a rule: precondition: LHS → RHS

• ω is an atomic shape called axiom.

If the precondition only tests the properties of a, then the grammar remains context-free. How-

ever, nothing prevents the precondition from testing the whole shape s or a subshape that contains

a, for which case the grammar is said to be context-sensitive.
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Algorithm 2.1 Derivation Process

s = axiom

while a != NULL do

rule = sampleRule(s)

apply(rule,s)

s = s.next

end while

2.2.2 Derivation process

Depth First Search Scheme

Unlike Pascal Müller’s grammar, the derivation process does not follow a Broad First Search traver-

sal (BFS), but a Depth First Search (DFS) one. This property will be exploited while parsing the

grammar (see chapter 4). For the time being, this is a mere convention that is both efficient and

natural for computer implementation.

Starting from the axiom, a rule is sampled from the applicable ones and applied. The new born

atomic shapes are recursively processed one at time, until no rules are applicable anymore. As

mentioned in section 2.1.1, the derivation process can be represented by a derivation tree. Applying

a rule to an atomic shape is equivalent to adding children to the corresponding node in the derivation

tree. A shape is fully described by its derivation tree and the concepts of BFS and DFS traversal

make complete sense while working with tree data structures.

Inheritance

The rules may not specify completely the attributes of the atomic shapes. As a consequence, we

follow the convention that if the rule does not specify some attributes, they are transferred from the

parent to the children. For instance the new atomic shapes can inherit texture or color parameters

as well as tags (see in section 2.3).

2.2.3 Operators

In order to simplify the definition of rules, we define operators. They are simple procedures that act

as factories of atomic shapes, based on a reduced set of parameters. An operator takes as input an

atomic shape and returns atomic shapes. The number of offspring clearly depends on the operator,

its parameters and the atomic shape it is applied on. We call stem shape an operator or a basic

shape, since both can produce atomic shapes. We will denote the operators in the following way:

Operator(stems:parameters)(LHS) = (RHS1,. . .,RHSn)

It means that an operator is defined by some parameters and some stem shapes. While

applied on an atomic shape called LHS it generates a set of atomic shapes RHS1 to RHSn. As said
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earlier, stem shapes are either basic shapes, or operators. This nesting property is very convenient,

since it enables us to define only the elementary operations and compose them as much as needed.

The operator notations that we give in this section are only used to facilitate the representation of

the rules on the paper. In practice, rules, operators, basic shapes and parameters are represented as

XML elements in an XML file that describes the shape grammar.

What is the relationship between rules and operators? Basically in our grammar, rules are

going to be defined as a collection of operators (usually a single one, but potentially as many

as necessary). During the application of a rule, an atomic shape a is replaced by other atomic

shapes. The operators of the rule compute from a the new atomic shapes a1, . . . , an, which are

then inserted in the derivation tree as children of a. From now on, we will refer to a as the parent,

and to a1, . . . , an as the children.

Numerical Parameters

The operators usually take numerical parameters that represent distances, angles, numbers or any-

thing meaningful. These parameters can be of three types: absolute, relative, or cardinal. Absolute

and relative parameters affect distances. Unlike absolute parameters, relative ones are defined rel-

atively to the scope of the LHS. Cardinal parameters represent integers. To distinguish between

them in our notations, we add the suffix a for absolute, r for relative, and c for cardinal. For

example 3r means “3 relative”.

On top of this distinction, parameters can be defined statically or dynamically. We call the

first ones literals and the second ones expressions. Expressions are evaluated on-the-fly at run-

time depending on the LHS they are applied on, whereas literals are fixed values defined out of

any context. From an implementation point of view, the evaluation of any kind of expressions is

possible using an embedded script language (python in our case).

3D Transformations

The most natural way to manipulate shapes is to modify their scopes. Since a scope is a composition

of 3 standard transformations, they all define an operator: rotation, translation and scaling.

Translation The translate operator takes as parameters one of the 3 local axis X , Y or Z of the
parent scope, a scalar parameter t and a single stem shape. The numerical parameter represents
either the absolute or the relative length of the translation with respect to the dimension of the
parent scope in the axis direction. We represent a translation along the axis ax as:

Translateax(stem:t)

Rotation The rotate operator takes a local axis, an angle, a rotation center, defined in the local
coordinates system of the parent in the plan orthogonal to the rotation axis and a single stem shape.
Omitting the rotation center, we represent a rotation along the axis ax as:

Rotateax(stem:angle)
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(a) Translations (b) Rotations (c) Scalings

Figure 2.5: 3D Transformation operators. The red shape are the LHS and the blue ones are several

RHS, after applying several times the operators, with different sets of parameters. In these exam-

ples, the basic shapes’ semantics are represented by the two colors, and the geometric primitives

involved are always cubes. After scope transformations, the cubes are turned into cuboids.

Scaling Similarly, the scale operator modifies the scale of the current scope along a direction
given as parameter. The rescaling can be relative or absolute, and an additional parameter specifies
the center of the scaling (defined in the parent scope coordinate system). We represent a scaling
along the axis ax as:

Scaleax(stem : s)

Reflection Sometimes, applying reflection turns out to be very convenient, since many shapes
have symmetry axis. However, the definition of reflection requires a modification of the scope
definition. As a consequence, we augment the scope with 3 symmetry values, which can be 1 if
no reflection has been applied on this direction and −1 otherwise. We represent a reflection with
respect to the axis ax as:

Reflectax(stem)

Splitting operator

Splitting operators were introduced in [Wonka 2003] for architectural needs. Indeed these operators

are very useful. We define three types of splits, all carving the scope of the LHS along one of its

principal axis into several chunks.

Split Giving a local axis (X , Y or Z), a set of lengths {xi}i (relative or absolute) and set of stem

shapes, the LHS is carved into several chunks of respecting lengths. If we denote x the length

of scope of LHS in the axis direction, then we see that several problems may arise. What to do if

x <
∑

i xi or x >
∑

i xi ? There exist indeed several modes for this fundamental operator, that

correspond to different policies to handle these specific cases and conserving either the ratio or the

absolute dimensions of the shapes.

First, we define the number of shapes that fit in the scope of the LHS as:
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(a) Fit Mode (b) Let Mode (c) Truncate Mode

Figure 2.6: Split operators. This example shows how to split of an atomic shape of size 40 along

X with 4 basic shapes, of size 20, 8, 10 and 16. In (a), the 3 first shapes are kept, and resized so

that they fit the parent scope. In (b), the 3 first shape are kept, and not resized, therefore an empty

space remains on the right of the yellow shape. In (c), the green shape does appear but is truncated.

k = max
j

j
∑

i=1

(xi) < x (2.9)

In the fit mode, we keep the k first shapes. If
∑k

i=1 xi < x, the scopes of the k first atomic

shapes are rescaled by a factor α = x/
∑k

i=1 xi, so that the proportions between the shapes remain
unchanged and the children shapes still fill entirely the scope of the LHS. As a consequence,
the final dimensions of the atomic shapes are not exactly the ones that were given as input. This
property is sometimes annoying, and therefore we define two other kinds of modes. In the let mode,
the k first shapes are kept as well, and the remaining ones are also discarded. However, unlike in
the fit mode, the atomic shapes are not rescaled. Therefore, an empty space is left at the end of the
split and the volume of the parent scope is not conserved (see Fig.2.6(b)). The empty space is very
often unwanted. For that matter, the truncate mode is a trade-off between the two first ones. In this
mode, the shapes are added until they completely fill the parent scope. The last one usually does
not have the size it was expected to have, but simply fills the empty space that would have been left
in the let mode. However, all the other atomic shapes have the same dimensions as specified by
their parameters. The 3 split modes are shown in Fig.2.6. Omitting the mode to keep the notation
understandable, we represent the split operator as:

Splitax(stem1:x1,...,stemn:xn)

Repeat The repeat operator was first introduced by Pascal Müller in [Müller 2006b]. It is in-
deed a regular split of the same element. For architecture modeling, this operator is indeed very
convenient, since most of the time architectural elements get repeated regularly over the facade.
Repeat also takes an axis as input, a single stem shape and a parameter that can be a cardinal or an
absolute value. An absolute value corresponds to the length of the element to be repeated in the
axis direction. This length is actually adapted so as to fit an integer number of elements. A cardinal
value n corresponds to the number of elements to be repeated. The size of each element is basically
x
n where x is the length of the scope in the axis direction. Repeat operator is represented as:

Repeatax(stem:x)
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(a) Repeat (b) Even Mirror (c) Odd Mirror

Figure 2.7: Repeat and Mirror splits. The mirror splits are nested with split operators in order to

better visualize the symetry.

Mirror Split A mirror split enables the designer to introduce symmetries, and therefore to work
on half of the model. The descendants of the reflected atomic shapes keep the symmetry as long as
no reflect or mirror operators are not applied. The mirror operator has two modes: even and odd.
The even mode carves the parent scope into two identical parts along the input axis. The left half
receives the stem shape given as input, and the right one a reflected version of it. In the odd mode,
the parent scope is cut into three parts, two symmetric ones, and a middle part. As a consequence,
the user has to provide two stem shapes and two numerical parameters. Therefore, the mirror split
creates either two or three atomic shapes depending on its mode. As a consequence, it is often
combined with a nested split operator. The two versions of the mirror split are represented as:

Mirroreven
ax (stem) and Mirrorodd

ax (mid:x1,sym:x2)

2D-3D operators

Two operators deal with 2D-3D transformations. They are very useful in building modeling as we

will see in section 2.3, and they turn out to be quite convenient for general modeling purposes.

Extrusion An extrusion enables the designer to go from 2D shapes to 3D ones. Unlike the
previous operators that act on scopes only, the extrude operator acts on the primitive itself (the
mesh) as well as its scope. If the mesh is made of a single face, then an extrusion of a height h
will turn this face into a generalized cylinder of height 1 since the scope is always defined in the
unit cube. The scope will have a height of h. An extrusion takes as input a LHS, a semantic and a
numerical parameter, and returns a single atomic shape. We represent the extrusion operator as:

Extrude(stem:h)

Facetization This operator was also introduced by Pascal Müller in [Müller 2006b] under the
name Component Split. It is actually a key element in building modeling since it enables to go from
mass modeling to facade modeling. This operator turns out to be useful in many other situations.
Like the extrusion, this operator acts on the mesh and the scope. The idea of Facetize is to turn
a mesh into a set of single face meshes, each one being the primitive of an atomic shape, whose
scope is computed to best fit the face. The normal to the face correspond to the Z axis of the new
scope. The X axis in computed using the first edge of the face polygon, and the Y axis is simply
the cross product of Z and X . If the faces have a predefined label, such as street or courtyard,
neighbor, top or bottom, then the operator offers the possibility to filter out the output with labels
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ω → step +

TranslationZ(RotateZ(ω:α):1r)

Figure 2.8: Stairs grammar example. On the left the single-rule-shape grammar to make a step. On

the right the shape obtained after 25 iterations. The red shape represents the axiom, the blue ones

represent the “steps”.

given in parameters. This is convenient to design separately the different facades of the building,
depending on their facing the street or not. We represent it as:

Facetize(stem:label, ..., stem:label)

Colorize

We propose a Colorize operator that takes as input an LHS, a stem shape and a numerical parameter
(usually an expression). The value of the parameter is evaluated at run-time, and sets the color of
the shape through its hue value in HSV color space. This operator is quite useful to produce
visually nice effects. In Fig.2.9 and Fig.2.8 for instance, we omitted in the grammar the colorize
operator, however it was used in practice to obtain nice visual effects based on the positions of the
atomic shapes. Note that having many different meshes associated to many different materials is
not efficient for rendering speed. In practice, we gather the meshes according to their materials and
create aggregate meshes that simplify the scene graph, and that can be sent once and for all to the
graphic card. Many different materials imply a bigger scene graph, and therefore worse rendering
performances. We represent it as:

Colorize(stem:expression)

Logical operators

All the operators presented above modify the attributes of the LHS they are applied on: either the

scope, the mesh, or the appearance. Here we introduce two operators that enables the designer to

choose between several operators or to concatenate several ones.

Switch The switch operator acts like many preconditions. It takes as input a LHS atomic shape,
a set of Boolean expressions and a list of stem shapes. Each expression is associated to a stem
shape. The operator chooses the first stem shape for which the expression is correctly evaluated.
The condition depends on the attributes of the LHS, either geometric, semantic, etc. We denote it
as:

Switch(stem:expression,...,stem:expression)
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(a) Axiom (0) (b) Cantor’s dust (1) (c) Cantor’s dust (5) (d) Menger’s sponge

Figure 2.9: Cantor’s dust and Menger’s sponge shape grammars.

Union The union operator is very simple. It takes a list of stem shapes and concatenates them
all. This is particularly useful when dealing with operators that are expecting a single RHS such as
scaling. We note it:

union(stem,...,stem) or simply stem+...+stem

2.2.4 Simple Examples

Here we give some simple examples of shape grammars, defined using the aforementioned opera-

tors, so as to get a sense of how to combine simple procedures to generate complex structures. Note

the compactness of these grammars compared to the visual complexity of the generated models.

Stairways Stairs are often used as a metaphor to teach induction principle or recursion. Here,

we propose a very simple recursive shape grammar to build stairs, “step by step”. This grammar

is made of a single rule; the axiom is replaced by a basic shape we call step, that inherits the

geometry and scope from the axiom ω and a rotated and translated version of the axiom. The stairs

grammar as well as an procedurally generated stairway are given in Fig.2.8.

Cantor’s dust The Cantor’s dust is a 3D generalization of the Cantor’s fractal set [Cantor 1883].

A cube is replaced by 8 cubes, located at the 8 vertices, included inside the parent cube, and with an

edge three times smaller. Here is a representation of a shape grammar to generate it. Fig.2.9(a,b,c)

shows 3 steps of its construction.

ω = X = Cube

X → SplitX(A:1/3r, ∅:1/3r, A:1/3r)

A → SplitY (B:1/3r, ∅:1/3r, B:1/3r)

B → SplitY (X:1/3r, ∅:1/3r, X:1/3r)
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Figure 2.10: Generation of a tree using a shape grammar.

Menger’s sponge Here are the rules to recursively apply on a cube to obtain the Menger’s sponge.

The basic rule removes the middle 3D cross from the cube. In this example, we decompose this

complex rule using the presented operators. We could also have used nesting to make it a single

rule. Fig.2.9(d) shows the fourth iteration of the construction of the sponge.

ω = X = Cube

X → SplitX(A:1/3r, B:1/3r, A:1/3r)

A → SplitY (C:1/3r, D:1/3r, C:1/3r)

B → SplitY (D:1/3r, ∅:1/3r, D:1/3r)

C → SplitZ(X:1/3r, X:1/3r, X:1/3r)

D → SplitZ(X:1/3r, ∅:1/3r, X:1/3r)

Trees Simple tree structures can be represented by a very compact grammar. The idea is the fol-

lowing: a bud gives birth to a branch, and a branch gives birth to a trunk and three or four rotated

buds. To make it more realistic, we turn the angles of the rotation into random variables. Different

steps of the construction of a tree are given in Fig.2.10. Random angles and randomly chosen rules

(3 or 4 buds) confer a quite realistic geometry to the tree. In general, I think that too regular gram-

mars perform badly at modeling real-world geometries. Adding stochasticity usually enhances the

visual impression of the shapes: perfection is not of this world! Here is a representation of this tree

grammar:

ω → ScaleZ(branch:10a)

branch → trunk + bud + RotateZ(bud:120a)+RotateZ(bud:240a)

branch → trunk + bud + RotateZ(bud:90a)

+ RotateZ(bud:180a)+RotateZ(bud:270a)

bud → RotateX(ScaleX,Y,Z(branch:0.5r):random(30a,60a))

bud → ScaleX,Y,Z(leaf:0.5a)

So far, we have seen how to easily manipulate shapes through shape grammars. The great

power of shape grammars lies in the ability to express a huge number of shapes, all sharing the

same design or spirit, and in a very compact way. However, the purpose of this thesis is to target a

specific class of shapes: buildings. For that matter, we are going to discuss in section 2.3 how to

design them, and define additional operators to reach this goal.
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2.3 Building Modeling with Shape Grammars

Buildings are complex but structured shapes. Even among an architectural style, the number of

floors, of windows per floor as well as the dimensions of these architectural elements may vary

from a building to another, but also may vary inside a single building. Therefore shape grammars

seem to be very appropriate to describe in a compact way all these shapes, without giving an

exhaustive description of all the expected configurations, but rather by giving principle rules of

construction. However, a key operator is missing so far to produce buildings: the one that creates a

roof. This issue is tackled in section 2.3.1.

Now, assuming that we have designed such a shape grammar, capable of describing a specific

architectural style, a problem still arises because the grammar defined so far is completely context-

free. Let’s assume that this shape grammar has 2 different rules to split a floor into a sequence

of windows and walls. Now imagine that our building has two floors. If the rules are randomly

sampled according to a uniform law during the derivation process, 50% of the time, the split of the

first floor will not match the split of the second floor. This configuration may happen in real-life

but is very unlikely. This blind sampling is due to the context-free property of the grammar. Rules

are applied only based on the current shape attributes, without taking care of what rule have been

applied anywhere else before. Moreover, if we have a more realistic setting, such as 100 different

rules and 5 floors, then the probability that all the floors are split the same way goes down to 10−8.

In other words, a random generator of buildings will produce a regular building (all the floors are

split the same way) only once over 100 millions trials. This is definitely not acceptable.

For that matter, in section 2.3.2 and 2.3.2 we introduce two new operators that control the

level of consistency of a shape. The proposed solution is different from the one proposed by

[Wonka 2003] that uses a second grammar in charge of controlling the parameters, and also dif-

ferent from [Müller 2006b], that uses snap lines forcing the shapes to stick to them. Our solution

modifies the derivation process to take into account the shape history. In section 2.3.3 we give two

examples of grammars to generate real architectural buildings.

2.3.1 Roof Operators

Knowing the shape of the footprint (a polygon), how to raise a roof that fits? The solution was

given by [Aichholzer 1995] and computes a straight skeleton for the polygon. Unlike the medial

axis transform [Choi 1997], the straight skeleton is guaranteed to be a set of segments and that

is why is has been used to raise roofs [Aichholzer 1995, Eppstein 1999]. In this work, we have

implemented a weighted version of this algorithm.

Straight Skeleton Algorithm

The idea of the algorithm is to shrink the polygon by moving each edge along its normal direction

at a given speed. The moving edges are colliding, and so some edges will disappear little by little,

or some will be split into two. The spirit of this algorithm is to turn the problem of computing when
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(a) Edge events (b) Split event (c) Complex Skeletons

Figure 2.11: Straight Skeleton Algorithm. (a) a convex polygon for which only edge events occur.

(b) a split event, that creates a second loop in the polygon. (c) complex shapes with many vertices

and holes.

these events are going to happen into where they are located.

Basically, each vertex of the polygon moves along the bisector of the edges it is connected to.

The bisector takes into account the speed (weight) of both edges. Therefore, three main events

may occur. Two end vertices of a common edge may meet (edge event), a reflex vertex (concave

point) may meet an edge (split event) or two or more reflex vertices might meet (reflex event).

After each event, the topology of the polygon changes and therefore the bisectors change as well.

The algorithm jumps from one event to another, storing the events in a priority queue, where the

priority is the distance to the event. The algorithm stops when the polygon is degenerated. The

straight skeleton is obtained by following the trajectories of the vertices of the original polygon.

Fig.2.11 shows different steps of the straight skeleton algorithms as well as complex examples.

Raising Roofs

Using the straight skeleton algorithm, we derive two operators to generate three kinds of roofs.

The first one called Hip can generate hip and gable roofs and the second one called Mansard can

generate mansard roofs. Examples of these different types of roofs are given in Fig.2.12.

Hip operator The hip operator is a direct application of straight skeleton algorithm. It takes as

input a basic shape and computes the mesh of the RHS based on the mesh of the LHS, without any

parameter. The scope of the created atomic shape is actually the same as the LHS. So the idea is

to raise a roof from the straight skeleton. This polygon is the top face of the mesh of the LHS. The

goal is to compute the topology of the faces of the roof mesh, and the height of each vertex in the

unit cube. For that matter, we represent the straight skeleton as a graph G, where the edges of the

original polygon are not edges of G. To compute the faces of the roof mesh, we take all the edges

of the original polygon, and compute for each one the shortest path from one end of the edge to the

other using Dijkstra algorithm. This shortest path is not the edge itself, since it does not belong to

G, but goes through all the vertices of the face of the roof supported by this edge. Repeating the
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(a) Hip (b) Gable (c) Mansard

Figure 2.12: Roof operators generate (a) hip, (b) gable and (c) mansard roofs.

same procedure for each edge of the polygon gives the faces of the roof mesh.

Moreover, the highest vertex of the straight skeleton should be at altitude z = 1 in the unit

cube. This highest point is actually the last point to have emerged in the algorithm, since in 3D,

moving the edge toward the inside of polygon at a given speed is equivalent to moving the edge up,

toward the interior of the polygon with a given slope. When two points collapse in the algorithm,

they are indeed at the same altitude in the 3D world. The more a vertex survives in the shrinking

procedure, the higher it is in the 3D world.
The difference between a gable roof and a hip roof only relies in the speed or slopes of the

edges. Using the straight skeleton with a uniform speed gives hip roofs. Setting some edge speed
to 0 creates gable roofs. The speed of the edges is indeed given by the label (street, courtyard and
neighbor) of the original polygon. We note the hip operator:

Hip(stem)

Mansard Roof The mansard roof is also based on the straight skeleton algorithm. However, this
roof design is a bit more complex since it has two parts. We call the lower part the loft and the
upper part the top. Each part has a different slope. Usually the loft slope is stiffer than the top one.
The Mansard operator takes two stem shapes and two parameters: the angle α of the slope of the
loft, and the height of the loft h. To build a mansard roof, we abort the shrinking process of the
straight skeleton algorithm at h sin(α). We build the loft with this first step. Then we go until the
end of the shrinking process to create the top, calling the hip roof procedure. We represent it as:

Mansard(loft,top,angle,height)

Shrink Operator Using the same idea, we can also create a shrink operator, which purpose is
to modify a polygon by shrinking it (or expanding it). One could think that scaling would be as
efficient as shrinking, but as soon as the polygon is not convex, no scaling can properly perform
a shrink. Shrinking is particularly useful while creating stairs on non-convex shapes (see section
2.3.3).The shrink operator takes a shape with a single polygon and a shrinking distance. Thus,
shrinking is often combined with a facetization or an extrusion operator. We denote it as:

Shrink(stem:x)

Now that we know how to raise roofs based on a polygon, we are going to introduce operators

that control the level of consistency of the building by modifying the derivation process.
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(a) without ctags (b) with ctags

Figure 2.13: Consistency Tags. On the left, no tags are used. Notice how the floors on the two

facades and the windows within each facades do not match. On the right the two facades are

tagged with the same ctag, and the floors are tagged with a ctag that is the same among a facade,

but different from a facade to another. Thus we obtain consistent floors, aligned windows with

different layouts on the two facades.

2.3.2 Tag Operators for Consistent Shape Generation

As explained earlier, the combination of random variables and context-free grammar may not be

convenient for pure generation. As a consequence we introduce here tag operators.

Consistency Tag

So far, atomic shapes were defined by a basic shape (semantic, geometry and appearance), and a
scope (translation, rotation, scaling). We add to these attributes a tag called the ctag and which is
merely a number. The value of this ctag is set by the CTag operator (for Consistency Tag) that takes
as input a numerical parameter and a stem shape (basic shape or operator). After applying a CTag
operator, the new born atomic shapes are tagged. This tag will be inherited to their descendants as
long as no other CTag operator is applied. We note it:

CTag(stem:tag)

The ctag has an impact on the shape design through the derivation process. The idea is very

simple: apply the same rules on the same tagged atomic shapes. So far, the procedural engine was

randomly choosing the rules based only on the semantic of the LHS. This procedure is still valid

if the LHS is not tagged. For tagged atomic shapes, the procedural engine maintains a history of

rules and ctags they were applied on. As a consequence, when a tagged atomic shape A is to be

processed, we first check if another atomic shape A′ with the same ctag and the same semantic has

already been processed before. If such a shape A′ exists, then we choose to apply the exact same

rule onA that we applied onA′. If no such rule is to be found, then we randomly pick up a rule and

record it in the history. The consistent derivation process is described in pseudo-code in algorithm

2.2

Let’s consider the example mentioned earlier. We have two rules to split a floor and two floors

to be split. If the floors are tagged with the same tag, then the derivation process will choose for the

second floor, the same rule it has chosen for the first one. However, if one at least of the floors has

no tag, or if their tags are different, they will be processed independently. In other words, ctags
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Algorithm 2.2 Consistent Derivation Process

s = axiom

while s != s.end do

rule = 0

if s.ctag<0 then

rule = sampleRule(s)

else

if history[s.id,s.ctag] != NULL then

rule = history[s.id,s.ctag]

else

rule = sampleRule(s)

history[s.id,s.ctag] = rule

end if

end if

apply(rule,s)

s = s.next

end while

are a simple way to bind the destiny of atomic shapes, in order to impose consistency. The effect

of ctags is demonstrated in Fig.2.13

Differentiation Tag

Consistency Tag handles the balance between stochasticity and consistency. Same shapes can be
processed the same way, provided that they share the same ctag and semantic. However, there exist
cases in which we would like to split the same way two atomic shapes that should not be identical.
For instance, we may want to have aligned windows in the roof and on the facade. However, in the
end, we do not want the roof and the facade to look alike. For that matter, we introduce another
kind of tag called dtag and the corresponding operator: the DTag or differentiation tag. The idea
is pretty simple. As long as shapes have to be processed the same way, they should share the
same semantic and the same ctag. However, when it is time to differentiate them, we should have
a mechanism to recognize the roof from the facade. This is exactly the purpose of the dtag. At
the creation of the roof floor, it is created as a floor, with a floor semantic and a ctag equal to the
other floors’ tag, but the roof floor receives also a dtag that will be inherited to its descendants.
Thanks to this tag, the descendants will know that they are supposed to be part of a roof. Using
precondition or switch operators it will then be possible to differentiate between the roof shapes
and the facade ones. This situation illustrated here with roof and facade may also occur in other
contexts. We note this operator:

DTag(stem:tag)

Now that we have defined the basic operators for building modeling, let’s give some insight of

how to build stochastic consistent buildings. For that matter, we propose two different examples

of grammars: one for Doric Greek ancient temples, and the other one for Parisian Haussmannian

buildings.



2.3. BUILDING MODELING WITH SHAPE GRAMMARS 51

Figure 2.14: Procedural Greek Doric Temples generated on several footprints, and on a small

neighborhood.

2.3.3 Examples of Shape Grammars

In this section, we provide two examples of grammars that stochastically generate a building from

a footprint axiom. These grammars use all the operators defined above. For highly detailed models,

we also use some predefined 3D models for basic shapes such as ornaments or doors.

Shape Grammar for Doric Temples

Ruins of Greek Doric temples have been found in a region going from Sicily and southern Italy to

the Turkish coasts of Anatolia. Enough of these temples have been discovered so that geometrical

rules were manually inferred by architects and specialist of the Ancient Greece. The most famous

example of this architecture is the Parthenon in Athens. Imitating the work of classical architec-

ture’s specialists, we have designed a grammar to generate Doric-like temples. This grammar is not

stochastic, but the generated 3D models may vary from one temple to another, depending on the

geometry of their footprints (axiom of the grammar). These models may not be exactly following

the principles of classical architecture, but are graphically satisfying. May Phidias, Callicrates and

Itkinos excuse me! The grammar given at the end of this chapter in table 2.4 describes this class

of shapes. It is entirely procedural; no 3D models are used to enhance the final model quality.

We omitted preconditions and switch operators on purpose, to clarify the grammar and focus on

the main procedures. However, these additional tests are necessary to tackle degenerated cases in

practice, for example while trying to split with a parameter greater than the parent’s size.

Shape Grammar for Haussmannian Buildings

In the 1860’s, Paris went through the biggest mutation a city has ever lived which was not caused

by a fire. The reason for this fast transformation has a name that all the Parisians know: baron

George Eugene Haussmann. In charge of the city, he took advantage of the convenient legislation

to entirely reshape Paris and make it a modern and healthy city. Annexing neighboring cities,

drawing new streets and avenues, buildings public parks the city was metamorphosing and new
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Figure 2.15: Step-by-step construction of an Haussmannian Buildings.

buildings were mushrooming everywhere. These buildings were on purpose very similar: same

heights, materials, shapes, ornaments, roofs. There uniformity created the current image of Paris

[Loyer 1987]. They have four to six floors (the last one in the loft of the roof), made of dimension

stones, have a running balcony on the second and fifth floors, and thin straight intruded horizontal

lines on the first one. The mansard roof is covered by zinc, which gray tone perfectly matches the

color of the Parisian sky. This Haussmannian style was at that time very well ruled and conformity

was checked by architects on each project. This style emerged from aesthetic rules, economic and

time constraints, as well as the availability of construction materials. Therefore, we are facing here

a perfect example of an architectural style that can be described by grammar rules, and for which we

have a huge number of instances. These buildings are all very recognizable, but still show important

geometric variations. Here again a grammar is very well suited to handle this intrinsic diversity.

For that matter, we designed a stochastic consistent grammar, capable of catching the variability

of the possible geometries and topologies and the uniformity of the architecture. Whenever the

parameter is given as a number with a unit, it means that this number is fixed. Otherwise, the

parameter represents a random variable (see table 2.5 at the end of this chapter).

The idea of this grammar is surprisingly very similar to the one creating a temple. The first

steps are almost identical: a footprint is extruded to create a mass model. The mass model is

divided into a roof part and a main part. The roof box is then replaced by a mansard roof while the

main part is processed by a facetization. After that, the facade design starts: first vertically split

into floors, and then further split into a sequence of walls and windows at the floor level. Some

floors may receive a running balcony. Going further, the windows are intruded, and decorated with

an ornament and a small balcony. The complete set of slightly simplified rules is given in Table

2.5. Fig.2.15 shows the construction step of a Haussmannian building, where the basic shapes are

colored boxes. Ultimately examples of high detailed generations are given in Fig.2.16. Walls are

mapped with textures and hand-made 3D models are plugged for ornaments, balconies, doors and

windows.
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Figure 2.16: Procedural Haussmannian Buildings. 3D models are inserted at the terminal level.

2.4 2D Binary Split Grammars

So far, we have defined shape grammars and discussed their use in 3D building modeling. Since the

goal of this work is to perform single-view image-based procedural modeling, we need to define

grammars that are capable of describing the semantic structures of rectified images of facades.

Thus, we define a new subclass of context-free shape grammars that only process 2D axis-aligned

rectangular shapes and are particularly well suited to model facades. Moreover, following the same

spirit as the Chomsky Normal Form for formal grammars (see section 2.1), we define here binary

grammars which parse trees are binary (see Fig.2.17), and we call these grammars 2D Binary Split

Grammars (BSG).

2.4.1 Definitions

Restricting the authorized primitives to axis-aligned rectangles allows us to simplify the previous

definition of shape grammars. Let’s review the basic concepts defined in section 2.2.

Basic Shapes→ Symbols Since we are only dealing with rectangles, we can actually replace the

term basic shapes by symbols. We simply represent the basic shape by a name, and refer to them

as symbols.

Scopes → Rectangles They position the shape in the 2D space. Since, we only allows axis

aligned rectangles, a scope is now defined by a quadruplet (x, y, w, h), defining the position of

the lower left corner, and the width and height of the rectangle. We will now refer to scopes as

rectangles.

Atomic Shapes Remember that an atomic shape is the association of a basic shape and a scope,

and represent the instantiation of a basic shape. Now in the 2D case, we represent the atomic shapes

as name(x,y,w,h), since it contains all the relevant information.
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Figure 2.17: A shape generated by a BSG and its corresponding parse tree. In this grammar, there

are only two terminal symbols, but it is not a requirements.

Numerical Parameters only absolute parameters are considered.

Rules The only type of rules (operators) we now allow are binary splits. By analogy with the 3D

case, splits carve the rectangle on the LHS along one of the two axis (X or Y ). However, in a BSG,

the splits can only split into 2 atomic shapes, or only one if the split is not possible. Therefore a

binary split is defined by one axis, three symbols and one parameter. Sometimes, we will omit the

third symbol for clarity’s sake. We note them:

LHS →Ax A(x).B + C

It should be read “LHS gives A and B or C”. It means that LHS is split along Ax in A with

dimension x and B which occupies the rest of the rectangle. In case the split cannot be applied,

LHS is replaced by C. The parameter can also specify the dimension of B rather than A.

BSG is defined by the quadruplet (N , T ,R, ω) where:

• N is a finite set of non-terminal symbols. For the sake of presentation, we will associate non

terminal symbols with white or transparent color.

• T is a finite set of terminal symbols, called the vocabulary. Each one will be associated to a

different color for graphic representation.

• R is the set of 2D binary split rules.

• ω is the axiom of the grammar (atomic shape).
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1. floorWall →X wall(x).floorWin + wall x ∈ [50, 120]
2. floorWin →X window(x).floorWall + wall x ∈ [50, 120]

Table 2.1: The binary floor BSG. It has two rules, two non-terminal symbols and two terminal

symbols. This grammar can handle any number of elements through the use of mutually recursive

rules.

The language L(G) is the set of all possible derivations of the grammar. Every shape in L(G) is

only made of terminal atomic shapes that are all axis aligned semantic rectangles, completely filling

the rectangle of the axiom. If G is a BSG, where the axiom is the dimension of an image I, then a

shape C ∈ L(G) is a 2D image of symbols that can be interpreted as a semantic segmentation of

I, since:

∀x ∈ I, C(x) ∈ T (2.10)

A natural question one can ask, is the expressive power of BSGs. In the next section, we will

see that binary splits are obviously as powerful as any kind of splits, and that this formulation is

particularly well suited to deal with an unknown number of elements in a very compact way.

2.4.2 Expressive Power of BSGs

Proposition 1. Every n-ary split can be represented by n− 1 binary splits, for all n ≥ 2.

This proposition is straightforward to prove by induction. Thus, the binary splits are as power-

ful as n-ary splits, and using them in a BSG does not limit the expressive power of such a grammar.

Furthermore, binary splits present several advantages over n-ary ones, such as the natural way they

handle recursion, and the compactness of a grammar that would contain only binary splits, over

one containing n-ary splits. We are now going to explain these two properties which are a key to

compact and powerful modeling of facades.

2.4.3 BSG for Compact Accurate Modeling

Remember that we want to model facade with different geometric parameters. The great power

of binary split lies in the use of recursive rules. If a floor is made of a sequence of walls and

windows, starting by a wall, we can model it with only two kinds of rules:

This grammar is made of two split rules, and a mutual recursion. A floorWall starts with a

wall, and a floorWin starts with a window. Therefore, a floorWall can be seen as a wall

followed by a floorWin and vice-versa. The alternation of walls and windows stops when the

LHS is too small to be split. As a consequence, this formulation makes no exact assumption over

the topology of the floor, that is to say the number of walls and windows. The illustration of this
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floorWall wall

windowfloorWin floorWall

floorWin

Figure 2.18: Modeling a floor using mutually recursive binary splits.

combination of rules is given in Fig.2.18, where the windows are represented in blue and the walls

in red.

What would be the difference between using a single n-ary split or two mutually recursive binary

split? First, as we mentioned earlier, two recursive binary splits allow us to get rid of an assumption

on the number of elements in the floor. With a single split (without recursion) we can expect at

most n elements if the split is a n-ary split.

The second advantage is the compactness of the grammar. For example, let’s suppose that we

may want to model a floor made of a sequence of windows which size varies between 30 and 50
pixels and walls which size ranges from 10 to 70 pixels. In the rest of the chapter, we consider that

each split rule is defined with fixed parameters.

As an example, let’s consider a n-ary split rule that has 5 windows and 5 walls. Since we have

20 possible lengths for a window and 60 for a wall, the number of split rules is 205605 ≈ 2.15 1015.

Using two binary split rules the number of rules in the grammar shrinks to 20 + 60 = 80 rules. In

the end, we will be able to model the same splits (provided that the number of elements remains

smaller than 10) by applying the binary rules many times rather than by applying once a n-ary

split rule. Needless to say that keeping in memory 80 rules costs nothing, while 2.1015 is simply

impossible. As a consequence, BSGs are both more powerful and more compact. They can express

a greater number of buildings with a smaller number of rules by keeping a single parameter per

rule.

Thus, BSGs seem to be very well suited to build shape grammars that can describe facades with

an unknown number of elements in a very compact representation. Before explaining how to parse

BSGs in chapter 4, let’s first give some examples of grammars modeling different kinds of facades.

2.4.4 Some Examples of BSGs

We give here three examples of facade layouts that we can model with a BSGs. Please, pay attention

here that the grammar presented so far is on purpose context-free. Therefore there is no reason why

the facade should be consistent. The windows on the different floors have no reason to be aligned

while deriving randomly the grammar. We will explain how this apparent drawback of context-free

grammars turns out to be an advantage while properly optimizing them.



2.4. 2D BINARY SPLIT GRAMMARS 57

(a) Binary (b) 4 colors (c) Haussmann

Figure 2.19: 3 randomly generated semantic segmentation using a BSG. Since a BSG is context

free, alignement is not guaranteed. (a) Binary Segmentation grammar. (b) The 4-color grammar.

(c) Haussmannian grammar.

1. facade → fcdWa ∅
2. facade → fcdFl ∅
3. fcdWa →Y wall(y).fcdFl + wall y ∈ [50, 100]
4. fcdFl →Y flWa(y).fcdWa + wall y ∈ [100, 160]
5. flWa →X wall(x).flWi + wall x ∈ [50, 120]
6. flWi →X window(x).flWa + wall x ∈ [50, 120]

Table 2.2: A binary grammar: wall/window.

Binary Segmentation

The idea here is to split a facade into a sequence of floors and walls and to split each floor into a

sequence of walls and windows. Thus in the end, a segmentation only contains wall and window

symbols. Here, we give the rules with generic parameters and the ranges of values these parameters

can take. In the complete grammar each rule is duplicated as many times as necessary so that each

one has a fixed and different parameters. This grammar has 6 different kinds of rules, and a total

of 256 rules. We usually reduce a little bit the number of rules, by using only one parameter over

3. Therefore the number of rules is in practice 88. Please note that the size of the language of the

grammar is much bigger. To give an order of magnitude of the cardinal of L(G), consider that if

we can apply 10 different rules at each node, and we are applying 60 rules to obtain a complete seg-

mentation, then we can generate 1060 different symbolic buildings only for this topology. Knowing

that the number of rules to apply may vary, and that we usually have more choices than 10 rules

per node, then the number of possible segmentation is clearly untracktable.

An example of symbolic facade generated by this grammar is given in Fig.2.19(a).
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1. building →Y shop(y).upFcd y ∈ [150, 300]
2. upFcd →Y facade.roof(y) y ∈ [100, 250]
3. facade → fcdWa ∅
4. facade → fcdFl ∅
5. fcdWa →Y wall(y).fcdFl + wall y ∈ [50, 100]
6. fcdFl →Y flWa(y).fcdWa + wall y ∈ [100, 160]
7. flWa →X wall(x).flWi + wall x ∈ [50, 120]
8. flWi →X window(x).flWa + wall x ∈ [50, 120]

Table 2.3: The 4-colors grammar: wall/window/roof/shop.

4-colors Facades

Sometimes a mere binary segmentation is not enough. Therefore we augment the previous gram-

mar with two terminal symbols: shop and roof. This extended grammar has 8 different kinds of

rules, and a total of 150 rules if we consider one parameter over 5 for the two first kinds of rules.

See table 2.3 for details of the rules and Fig.2.19(b) for an example of a random generation of

facade.

Haussmannian Facades

Ultimately, we propose a more complex facade for Haussmannian building modeling. This gram-

mar contains 7 different terminal symbols. For this grammar, we used other operators, such as an

operator to set a parameter for a whole building (the width of the windows), and an operator that

acts as a differentiation tag operator, in order to consider the roof loft as a floor, and replace the

wall by a roof symbol. Moreover, it also allows a running balcony to optionally appear on any

floor. This grammar is slightly more complex than the previous ones, but globally works with the

same mechanisms. It has 351 rules in total. See Fig.2.19(c) for an example of an image sentence

generated by this grammar.

2.5 Conclusion

Procedural modeling as defined in this chapter is a powerful framework to represent complex ge-

ometries such as buildings or other types of architectural structures. It succeeds in catching both

the uniformity of an architectural style and the diversity of its instances. These procedural models

have three main advantages:

Compactness Grammars are made of a few number of rules. However, their combinations can

generate an almost infinite number of instances.



2.5. CONCLUSION 59

Expressiveness A single grammar catches a great diversity of buildings, in terms of geometry

and topology. Using the same grammar, one can generate a building with 2 floors or a

building with 100 floors, without any more difficulty. From a generation point of view, this

is very good news. Designing a shape grammar may be an investment, but then a designer

can generate as many instances as he wants, at almost no extra cost. However, from an

optimization point of view, this huge expressiveness power is not necessarily good news.

How to optimize a model for which we do not even know the number of degrees of freedom?

Stochasticity Another interesting aspect is the possibility to have stochasticity, both in the rule

parameter and in the derivation process. This property makes it possible to sample randomly

shapes in the language of a grammar, and will be intensively used for optimization.

In spite of these very nice properties of shape grammars, the generated building shapes are

somewhat disappointing. Even with realistic textures, the buildings do not look realistic at all: they

look “procedural”. This feeling is even more important while generating a large-scale environment.

The regularity of shapes and textures are even more visible. This is almost a complete failure!

While the cost of procedural modeling becomes interesting only for large scale environment, the

visual quality of the generated scene decreases with the number of buildings. Therefore, designing

a grammar for an architectural style seems to be a waste of time.

However a simple experiment might save procedural modeling. Put the photograph of a build-

ing as a texture for the corresponding procedural model, mixing 3D models for fine elements and

real textures. The result is indeed very impressive and very realistic. It seems that the magic of

procedural modeling is bound to real data. This raises a question: how to match the texture and the

procedural model? If the texture of a wall falls on a 3D model of a window, then the final model

looks very bad. The only way to make it good is to manage to match the element of the image with

the elements of the procedural model.

This problem can be seen from the two sides. The first one is to find the building that fits

the input texture, and the second one is to synthesize a texture that fits the building. Chapter 3

brings a bottom-up approach to the first problem and chapter 4 and chapter 5 present the theory

and application of a generic top-down approach. The second question of synthesizing textures is

left as future work.
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1 axiom → ScaleZ(volume:H)

2 volume → subvolume +

TranslateZ(ScaleX,Y (roof:1.05):1r)

3 subvolume → SplitZ(stairs:2a, temple:1r)

4 temple → columns + Shrink(naos:3a)

5 roof → Hip(hroof)

6 stairs → SplitZ(step:0.6a, Shrink(stairs:0.4a):1r)

7 columns → Facetize(side:street, front:neighbor)

8 side → SplitY (peristyle:1r,entablature:4a)

9 entablature → SplitY (architrave:2a, cornice:0.3a, frieze:1r)

10 frieze → MirrorX(half frieze:1r,triglyphe:0.8a)

11 half frieze → RepeatX(trig box:1.6a)

12 trig → SplitX(triglyphe:0.8a,stone:1r)

13 architrave → RepeatX(stone:4a)

14 peristyle → MirrorX(peri:1r, column:1.6a)

15 peri → RepeatX(SplitX(column:1.6a,∅:1r))

16 front → MirrorX(Split(chunk:2.4a,side:1r))

17 chunk → ScaleY (SplitY (

stone:2a,cornice:0.3a,trig:1r):4a)

18 column → Extrude(TranslateZ(col:-1r):1.6a)

19 col → SplitY (shaft:1r,capital:1a)

20 capital → ScaleX,Z(abacus:1.1r)

21 shaft → RepeatY (section:12c)

22 section → ScaleX,Z(piece:entasis(z))

23 triglype → SplitX(glyphe:0.2a,

RepeatX(hole:0.2a,glyphe:0.2a):1r)

24 glyphe → Extrude(glyphe3D:0.3a)

25 hroof → Facetize(

Shrink(Extrude(sima:0.2a),-0.2a):neighbor,

tile:street)

26 tile → tile + ScaleY (Extrude(antefixe:0.5a):0.3a)

27 antefixe → RepeatX(Split(ornament:0.8a,∅:1r):1.5a)

28 cornice → Extrude(cornice3D:0.2a)

Table 2.4: Doric Temple Shape Grammar.
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1 axiom → ScaleZ(volume:h)

2 volume → subvolume +

TranlateZ(ScaleZ(roof:hroof):1r)

3 roof → Mansard(loft,top,αloft,hloft)

4 subvolume → Facetize(Ctag(facade:1c):street,fake:neighbor)

5 facade → SplitY (GF:hGF,

SplitY (sFloor:hFL,inter:hinter,sFloor:hFL,. . .):1r,
cornice:0.2a) +

TranslateY (ScaleY (DTag(sFloor:1c):hloft):1r) +

TranslateY (ScaleY (DTag(chimneys:2c):hchimney):h+hloft)

7 sFloor → Dtag(Ctag(cFloor:sFloor.z):tag)

8 chimneys → Extrude(Translate(chimns3D:2a):-1r)

9 chimns3D → RepeatX(Split(∅:1r,chimney:1a,∅:1r):4a)

10 inter → SplitY (wall:1r,cornice:0.2a)

11 cornice → Extrude(cornice3D:0.2a)

12 cFloor → ScaleY (Extrude(balcony:0.8a):hbalcony) + floor

13 cFloor → floor

14 floor → SplitX(wall:wwa,CTag(tile:wtl:tag),wall:wwa,. . .)
15 tile → Switch(rTile:dtag==1,fTile:dtag<0)

16 fTile → SplitY (sWin:1r,ornament:hor)

17 fTile → SplitY (sWin:1r,wall:hor)

18 sWin → ScaleY (Extrude(balcony):hbalcony) +

Extrude(window:-0.4a)

19 ornament → Extrude(ornament3D:0.3a)

20 GF → SplitX(shop:wshop,door:wdoor,shop:wshop)

21 shop → Extrude(shop3D:dshop)

22 rTile → Extrude(TranslateZ(rWin:-1r):hloft/tan(αloft))

23 wall → ∅ if dtag==1

Table 2.5: Haussman Buildings Shape Grammar.
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Chapter 3

Bottom-Up Parsing

This chapter introduces a method to perform bottom-up facade parsing. The goal of this chapter is

to identify in a single rectified image of a facade the positions of the windows, under an alignment

assumption. To perform this task, we rely on grouping and analyzing extracted feature points.

The main contribution of this work is to relax the regularity hypothesis usually assumed in facade

parsing. On the one hand it allows us to analyze irregular building facades in an unsupervised way.

On the other hand such a move has a cost; the propose method is bound to the use of heuristics.

After reviewing the state-of-the-art in repetitive structure detection and facade analysis in section

3.1, we will explain how to extract relevant information in section 3.2, how to interpret it in section

3.3 and how gather it in a consistent graphical model in section 3.4. Section 3.5 presents the results

of the proposed approach on different building facades and section 3.6 concludes the chapter and

discusses the relevance of bottom-up parsing and its limitations.

3.1 State of the Art

3.1.1 Introduction

Facade image analysis has recently become a very active field in the Computer Vision community.

This increase of interest can certainly be linked to the release of on-line databases of street im-

ages such as Google Street View or Microsoft Bing Maps, which present realistic ways to traverse

geo-referenced images. These applications are stitching images together to create an illusion, but

they hardly analyze the image contents. Such databases of images call for intensive automatic

processing. Having a reliable tool to parse these images would open the door to large-scale city

reconstruction, bridging the gap from 2D stitched images to realistic 3D environments with numer-

ous potential commercial applications such as realistic video games. As a consequence, several

methods have been proposed to tackle our problem of single-view facade analysis and window

detections in urban environment in the last few years.

An impressive amount of work has been proposed to tackle the problem of facade interpretation

as a top-down parsing problem, related to procedural modeling. These works will be reviewed into

63
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details in chapter 4. There are mainly two drawbacks of such approaches: first they need a complex

model (usually a shape grammar) which implies a procedural engine to generate shapes and the

time-consuming task of designing the grammar itself. Then, these methods are computationally

heavy and usually have to rely on strong image cues in order to speed-up their convergence rates.

Thus, they raise the legitimate question of the need of complex models. It sometimes seems that

the image cues or the heuristic involved are more important than the complex models themselves,

questioning their relevance and their necessity.

There are basically two hypotheses while dealing with facade images in a bottom-up way. The

first one is close to procedural modeling ideas. Since the facade can be represented by a grammar,

some elements such as the windows should be “copy-pasted” regularly on the image. Therefore,

some bottom-up methods are incrementally grouping similar image regions to build the facade. For

that matter, these methods study repetitions, similarities and symmetries. The second hypothesis is

more low-level, it assumes that the windows of the facade should have a more complex appearance

than the wall, leading to image regions with stronger gradients. Thus, some methods are focusing

mainly on studying the gradient signals on the image. Let’s review both kinds of methods.

3.1.2 Repetitions and Lattices

A first class of methods focuses on regular repetitions in generic images. They are studying Near

Regular Textures (NRTs). Such models can be represented by 2D lattices. In other words there exist

two vectors t1 and t2 that generate the lattice. Each point is obtained by a integer combination of

these two generator vectors. In one of the pioneer works in repetition detection [Leung 1996], the

authors propose an algorithm in four steps: interest point detection, matching, clustering and lattice

growing. In their work for instance, they detect corners using a Harris-like detector, and match the

different points using a sum of squared differences (SSD) criterion. This key paper also turns the

repetition detection problem into a tracking problem. As often, this change of viewpoint is very

fruitful, and most of the following works were somehow extensions of this one.

Inspired by this work, many other groups have applied the same generic scheme for repetition

detection. For example, [Schaffalitzky 1999] proposes the same generic scheme, using again Harris

corner detector coupled with normalized cross-correlation (NCC) on small patches surrounding

the interest points. Turina et al. [Turina 2001] make use of another points detector and descriptor

called affine invariant neighborhood. Coupled with Mahanalobis distance and Hough transform,

they obtain very good repetition detections. NRTs were a popular topic in the middle of the 2000’s.

Liu et al. [Liu 2004, Liu 2005] use the crystallography groups to characterize automatically near

regular textures, while the authors of [Hays 2006] still improve the lattice detection with texels,

following the tracking ideas originally proposed by [Leung 1996].

Little by little, people are applying repetition detection to urban environments, trying to dis-

cover lattices in urban scenes. New features and new optimization tools are also introduced.

[Wenzel 2008] also detects repetitions, and follows ideas that were first developped by the 3D

community [Mitra 2008, Pauly 2008]. SIFT points are detected on a rectified facade, and each

pair of similar SIFT casts a vote in a transformation space that reveals the underlying lattice.
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The same kinds of idea were also exploited in [Musialski 2009]. Lattices again are detected di-

rectly on perspective images by [Schindler 2008], using also SIFT features and RANSAC. The

estimated lattices are used to recover 3D information on the scene. An interesting work by Ko-

rah et al. [Korah 2006] detects window lattices, based on rectangle detections and a MRF for-

mulation, solved through a MCMC method. Once discovered, the window lattice is used to

perform texture enhancement, facade segmentation and automatic rectification. The most recent

and probably most advanced work on lattice detection was proposed by Park et al. [Park 2008,

Park 2010]. The authors extract several types of features (SURF [Bay 2006], KLT [Lucas 1981],

MSER [Matas 2004]) and take advantage of their complementarity to group them efficiently and

discover very complete lattices. Note that another work on repetitions was used to segment indi-

vidual facades [Wendel 2010] in images that contain several ones. Starting from the same observa-

tion that the image might contain several buildings or several modes of repetitions, the authors of

[Yakubenko 2010] detect multiple regular grids in rectified images.

The great majority of the aforementioned approaches shares some common properties: they are

based on features detection and matching and assume strong regularities. Thus, feature matching

was replaced by entire region comparison with mutual information in [Müller 2007]. Furthermore,

in [Koutsourakis 2009b] we compare regions using SSD and encode structural constraints in a

Markov chain to impose consistency to the facade layout. Please note that this last work may be

among the only ones not to assume regular repetitions.

3.1.3 Axial Symmetries

Axial symmetries are another kind of clue that is important to take into account while dealing

with detection. The literature on symmetries is very broad. A first and very complete approach

was proposed by [Kiryati 1998] that does not rely on interest point extraction at all. A gray scale

image is seen as a function of two variables and the authors detail how to characterize and detect

local symmetries in such a function. The optimization is quite heavy and based on genetic algo-

rithms. However, this work is quite uncommon in the literature. Usually the symmetry detection

is based on matching features, as it is the case with repetition detection. This idea was followed

by [Scognamillo 2003] and improved by [Loy 2006] by introducing efficient SIFT features and

their mirrored versions. Similar ideas were also applied to 3D models, in which the interest points

are usually better described than in images. Therefore, analyses of 3D shapes often lead to very

impressive results. The authors of [Mitra 2006] detect axial symmetries in various 3D models.

Symmetries and repetitions were actually already coupled in [Korah 2008] for facade analysis

and more recently, [Wu 2010] proposed a systematic analysis of repetitions in urban scenes that

also takes advantage of symmetries. A main difference with other works is that they only consider

repetitions along the horizontal axis. However, as in most of the current work dealing with facade

analysis and repetition detection, they make a hypothesis of 3D regularity (the images are recti-

fied automatically). This successful approach was then extended to single-view 3D reconstruction

[Wu 2011].
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3.1.4 Window Detection

As mentioned earlier, another way to approach facade analysis is to start from the very simple hy-

pothesis that the windows of the facade should be easy to detect, either using the common heuristic

that the strong gradients of the image correspond to windows regions or by applying a supervised

learning on windows.

[Lee 2004] was the first work to introduce gradient profiles as an efficient way to detect win-

dows in rectified images. Many works have been inspired by this one [Hernández 2009] and also

[Burochin 2009, Liu 2010]. Besides, [Recky 2010] uses a K-Means on CIE-lab color space as a

heuristic to detect windows in images. Eventually, a supervised learning approach was envisioned

by [Ali 2007] that makes use of AdaBoost classifiers or by [Reznik 2007] who introduce Implicit

Shape Models to represent windows.

However, these approaches are certainly not as elegant as the ones based on symmetry and rep-

etition detections. As a consequence, we opted for a mixed approach, based on repetition detection

and studying the repetition signal. Furthermore, we had to relax the regularity constraint that is

clearly the common denominator to all the aforementioned approaches. Let’s discuss the reason

why this relaxation is necessary.

3.1.5 Relaxing the Regularity Constraint

The aforementioned methods are performing very well on regular facade images, such as skyscrap-

ers; because they usually assume that the repetitive pattern (the window) is repeated according a

regular transformation (a 2D lattice). However, in many buildings, such as the Parisian ones, the

repetitions are not regular. First, the pattern itself does not have a uniform size: the windows on

the second floor may be higher than the windows on the third one. Then, the distance between the

windows may vary as well. Indeed the facade layout cannot be represented by a 2D lattice. There

exists no couple of vectors t1 and t2 that can explain the positions of the windows on the facade.

As a consequence, in order to discover the windows layout of the facade there is no choice

but to relax the hard constraint of a 2D lattice. However, removing completely any structural

assumption is bound to fail: the complexity of the window pattern in a facade may lead to false

detections or missed targets, and the frequent presence of large occlusions in such images requires a

structural assumption. The most generic and sensible structural assumption is alignment. Although

it could sometimes be violated in modern architectures, such an assumption is respected in the large

majority of facade layouts. We will consider this hypothesis in the remainder of the chapter. Going

beyond this assumption require a more complex modeling of facades, and we propose in chapter

4 a more generic approach to facade parsing that encompasses all the possible cases through the

direct use of shape grammars.

Thus, in this chapter the shape grammars are not used directly as input of the algorithm, but

rather as an output. We assume that most of the building facades can be expressed by very simple

2D shape grammars that generate irregular grid layouts. Since a 2D shape grammar repeats the

same symbols at different location of the 2D plane, it is quite natural to make the assumption that
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these symbols correspond to image regions that look alike on the image. It raises the questions

of grouping these similar regions (see section 3.2), analyzing these consistent groups (see section

3.3), and enforcing the structural constraint in a single graphical model (see section 3.4).

3.2 Detection of Similar Features

A repeated pattern in the image should induce similar interest points and regions. In this section,

we study how to detect, describe and group them.

3.2.1 Interest Point Detection

The low-level vision literature contains many kinds of primitive detectors: points (corners, blobs,

etc.), edges or even fancier types of primitives such as rectangles. A recent trend in Computer Vi-

sion focuses on the definition and use of super pixels [Mori 2004, Moore 2008, Levinshtein 2009].

Even if points are supposed to be less robust than more complex primitives, they remain easy to

detect and easy to describe, which explains their popularity. Moreover, considering that we are

using rectified images of facades, usually taken from an original almost frontal view, the detection

of interest point is quite robust, except in presence of occlusions. For all those reasons, we first

focus on detecting interest points in the image.

Many interest point detectors have been released since the early days of Computer Vision.

They are classically based on signal processing principles: the interest points are maxima of some

functions computed on the image signal. For instance, Harris and Stephen [Harris 1988] proposed

a corner detector based on the eigenvalues of the autocorrelation matrix. [Mikolajczyk 2004] later

made it affine invariant. Probably the most important work [Lindeberg 1998] introduced the idea

of the scale space to detect interest points associated to a given scale. The same idea was then used

for what is today the most popular interest point detector: The Scale Invariant Feature Transform

(SIFT) [Lowe 1999, Lowe 2004]. It combines an interest point detector based on the maxima of

the scale space with an efficient descriptor that relies on histogram of gradients. Besides, good

detection and matching results in many applications as well as an efficient available implementa-

tion by Andrea Vedaldi [Vedaldi 2008] made it very popular. More recently, [Bay 2006] released

another similar interest point detector and descriptor called SURF. Other ideas were also proposed.

For instance, Matas et al. proposed a blob detector based on maximal stable regions [Matas 2004],

while salient regions have been introduced by [Kadir 2004] making use of information theory.

Recently, low-level vision started taking advantage of Machine Learning with outstanding per-

formances. The idea behind it is to replace a heuristic function to be maximized (scale space,

eigenvalues of the autocorrelation matrix, etc.) by a classification function to be learned from ex-

amples. This trend lead to improvements in boundary detection [Martin 2004, Kokkinos 2010] and

in corner detection such as FAST [Rosten 2009]. In this last work, the authors propose a learning-

based corner detector that actually performs faster and better than the previous state-of-the-art.

Seeking for windows, a corner detector seems to be more appropriate than a blob detector,

which would provide interest points in the middle of flat regions. Instead, detecting interest points
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(a) Harris (b) SURF (c) FAST

Figure 3.1: Different interest point detectors applied on a facade image.

mainly on the repetitive pattern helps to discover the pattern layout. In Fig.3.1, we show the

responses of different interest point detectors on a typical facade image. Qualitatively, the points

obtained using FAST are better detecting the windows than the other ones that tend to detect interest

points everywhere on the image. As a consequence, the FAST detector will be considered in the

proposed approach.

After the interest point detection, we end up with set K of N keypoints:

K = {pi = (xi, yi)}1≤i≤N (3.1)

3.2.2 Interest Point Description

Once some interest points have been detected on the image, the next step aims at quantifying how

much two points look alike. This implies associating a feature vector to each point and comparing

the two corresponding feature vectors. Let’s first study the problem of interest point description.

In the literature, many descriptors have been proposed. A descriptor should be both discrimina-

tive and robust to changes in viewing and illumination conditions. Usually, this goal is formulated

as affine invariance. All the proposed descriptors aim at capturing the local context of a given

region on the image. For example, medical imaging uses Gabor filters bank responses a great

deal [Zhan 2003]. Although Gabor filters are usually good texture descriptors, they are performing

a time-frequency analysis of a signal which is sometimes slow and not appropriate in Computer

Vision. Indeed, the local appearance of images may be too complex to be studied through the

prism of a coarse time-frequency analysis. Depending on the level of invariance needed (view-

point, scale, orientation, illumination, etc.) the choice of descriptor may vary. In some applica-

tions, mere patches around the interest points are used as descriptors. For example Lepetit and Fua

[Lepetit 2006] use patches to train classifiers for object detection. Usually though, people try to

use more invariant features.

The Scale Invariant Feature Transform [Lowe 1999] is based on histogram of gradients. An
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oriented grid of 4 by 4 cells of same sizes collect the histogram of gradients along 8 different

directions. Therefore the SIFT descriptor is 128-dimensional. The scale and rotation invariance

come from the size of the grid and its orientation. Usually, the SIFT description is preceded by a

detection step that finds the maxima of the scale-space, selecting image points x, y at scale σ and

with orientation θ (the orientation of the gradient). However, the detection step is not necessary,

and the SIFT descriptor can be applied on any point of the image, at any scale and any orientation.

A very interesting study by Mikolajczyk and Schmid [Mikolajczyk 2004] showed that SIFT-

based descriptors outperform their competitors, especially GLOH (gradient location-orientation

histograms), which is basically an extension of SIFT, with a different grid and using PCA as a way

to decrease the dimension of the feature vectors. Later, SURF descriptors [Bay 2006] turn out to be

a good alternative to SIFT. However, a common criticism about all the aforementioned descriptors

is that they are ad hoc. They are all based on sensible principles, but they turn out to make some

debatable choices, such as the discretization level, the number of bins or orientations chosen. For

that matter, another study by Winder and Brown [Winder 2007] rethinks the description process

more globally, and proposes to learn the parameters rather than to hard code them. Not surprisingly,

this more elaborated approach that indeed embed the SIFT descriptor manages to outperform SIFT.

Other SIFT-based approaches also extends the SIFT descriptor to make it affine invariant. For

instance, Morel’s ASIFT [Morel 2009] has proved to be more robust than regular SIFT.

Despite the existence of better descriptors than SIFT, Lowe’s descriptor remains the gold stan-

dard in Computer Vision tasks. Indeed, SIFT was the first descriptor providing such good perfor-

mances in matching, and a very good implementation has been released [Vedaldi 2008]. One of

the main drawback of SIFT is indeed its complexity. For that reason, GPU implementations were

first considered as a good alternative [Sinha 2006]. More recent efforts focused on descriptors that

are faster to compute and faster to match as well. Kokkinos and Yuille [Kokkinos 2008] introduced

SID, a descriptor that does not need the very time-consuming step of scale-space creation. DAISY

[Tola 2010] is another descriptor based on SIFT ideas, using circular cells of increasing sizes. The

farther from the point, the bigger is the region to be described. Then, the heavy computation of

SIFT is here replaced by the use of convolutions, leading to a speed of 40 in practice with better

matching performance than SIFT. Eventually, a last descriptor called LDAHash has been proposed

by Strecha et al. [Strecha 2010]. It aims at reducing the size of the descriptors in order to speed-up

the matching phase. The authors manage to turn them into short sequences of Boolean values.

The Hamming distance between them can be very efficiently computed by bit-wise operation. This

allows them to obtain very fast matching, even with a large number of feature vectors.

Although these recent works in feature description outperform the SIFT descriptors, we made

the choice of keeping SIFT features for convenience reason. Indeed, they still perform very well

and present the great advantage of having good available implementations used by the whole Com-

puter Vision community.

After detecting with FAST some corner points, we use a SIFT descriptor with the same scale

and the same orientation for all the corners. The reason for that choice is that we are processing

rectified images of facades in which we are looking for translated patterns. Therefore, neither the

orientation nor the scale of these interest points should vary. Orientation is fixed to 0 and scale is
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Figure 3.2: Sift descriptors. The orientation is represented by the line inside the circles and the

scale is represented by the radius of the scale.

fixed a value that can either come from a SIFT detector, or given by hand. In practice we used a

fixed scale of 3. A multi-scale approach [Musialski 2009] could also be a good alternative to get rid

of the choice of the uniform scale. Fig.3.2 shows a representation of the SIFT scales, orientation

and position on the an image.

After the description step, we end up with a set F of feature vectors that are points pi ∈ K
associated with descriptors di ∈ R

128:

F =
{
fi = (pi, di) ∈ K × R

128
}

1≤i≤N
. (3.2)

3.2.3 Clustering in the Features Space

Remember that so far, we have extracted and described interest points on the facade. N feature

vectors f1, . . . , fN represent either corners on the repetitive pattern, or outliers. In a bottom-up

approach, the goal is to group together the similar points and discard the outliers so as to reveal the

facade layout, which is assumed to be an irregular grid of repeated features. In all likelihood this

grouping should correspond to a clustering of the feature vectors. To this end, one needs to choose

an appropriate distance between feature vectors.

Choice of a Distance between Feature Points

The SIFT descriptor is basically a histogram. Even though many distances may be chosen be-

tween histograms, such as Kullback-Leibler divergence, Bhattacharyya distance or Earth mover’s

distance, the simple Euclidean (L2) or L1 distance are usually used together with SIFT features.

We choose the L1 distance.
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Clustering Methods

Having chosen a distance, one needs to choose a clustering method. The most standard clustering

methods is definitely K-Means. This approach is very efficient when the number K of clusters is

known, since it is an input of the algorithm. In our case, we do not know the number of clusters

beforehand. In such a case, other methods can be envisioned. Mean Shift [Comaniciu 2002] is

a very efficient algorithm. The idea is to find the attraction basins of a distribution, by shifting a

search window towards the mean of its distribution until it converges towards a mode. Each mode

corresponds to a cluster and all the samples in the attraction basin of a mode are associated to it.

Mean Shift was successfully applied in many applications. However, the control on the algorithm

is somewhat difficult to achieve, since the only degree of freedom is the size of the search window.

Another clustering algorithm proposed by Nikos Komodakis and called clustering via LP-

stabilities [Komodakis 2009] offers a more intuitive control. This algorithm is based on linear

programming. It aims at clustering a set of vectors Yi ∈ R
d by minimizing the following energy:

E(K,Yj1 , . . . , YjK ) =
K∑

k=1

c(Yjk) +
N∑

i=1

min
k
||Yi − Yjk || (3.3)

where c(Y ) is the cost of Y to be the centroid of a cluster. Usually, this cost is the same for all

the vectors, but it could as well be different. The first observation is that the number of cluster K
is an output of the formulation. A second observation is that, unlike K-Means or Mean-Shift, the

centroids of the clusters are necessarily part of the data set.

By solving this equation, we obtain the optimal number of clusters K∗ and the centroids of

each cluster such that they minimize the distances between each vector and the centroid of the

cluster it belongs too. The use of the minimum in the sum represents the assignment of each vector

Y to a cluster i, which centroid is Yji . If the number of clusters K and the centroids Yj1 , . . . , YjK
are known, then each feature vector is associated to the cluster of the closest centroid.

In the proposed method, we use a fixed cost c for all the vectors. No vector is better suited to

be the centroid of a cluster than any other one. The clustering energy has now a single external

parameter c:

E(K,Yj1 , . . . , YjK ) = Kc+
N∑

i=1

min
k
||Yi − Yjk || (3.4)

It is interesting to observe that c constitutes an intuitive control over the number of clusters. If

a vector Y is at a distance greater than c to the closest centroid, then it costs less to create a new

cluster centered on Y than to assign Y to an already existing cluster. There are two extreme cases.

First, if c is 0, then the trivial solution is the one where each vector is its own cluster. The optimal

solution is then made of N clusters. The second extreme case is when c is infinite, or at least very

big. Then, creating a new cluster costs a lot, and therefore all the vectors will be assigned to the

same cluster. The optimal solution is made of 1 cluster. The number of clusters K is a decreasing

function of c.
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Furthermore this clustering enables us to control the geometry of the clusters themselves. In any

cluster, the distance between any vector and the centroid is always smaller than c. The triangular

inequality shows that in any cluster, two vectors have a distance smaller than 2c. Therefore, the

choice of c directly impacts the geometry of the clusters.

Grid Clustering

Remember that we would like to group the feature vectors of F , so that within each cluster, all the

feature vectors look alike (similar descriptors) and the feature vectors are scattered on a grid (not

necessarily regular).

The geometrical constraint cannot be achieved with points. If we have two points, it is not

possible to decide whether or not they are lying on a common grid. Therefore, a theoretical solution

is to perform a clustering on pairs of feature vectors. Y = (f1, f2) ∈ F2, with a specific cluster

for outliers pairs. If the two feature vectors of a pair are not similar (the distance between their

descriptors is bigger than a threshold), then the cost of assigning the pair to the outliers class is 0.

Otherwise, the cost of assigning the pair of similar feature vectors to the outliers class is infinite.

Then, the distance between two inlier pairs is the product of two terms: an appearance term that is

the sum of the distance between the pairs of descriptors, and a geometry term that is 0 if the two

pairs are aligned or orthogonal and infinite (or very big) otherwise. This clustering is based on both

the geometry and the appearance of the descriptors.

However, in practice this method cannot be implemented because of time and memory limita-

tions. The distance between two pairs involves 4 feature vectors. If the detection step has detected

103 interest points, then there are (103)4 = 1012 such pair-wise distances to be computed. Needless

to say that keeping such big array of distances in memory is infeasible, and even the computation

of such a huge number of distances would be very time consuming.

As a consequence, we do not explicit the exact clustering equation in that case, since any

implementation is unrealistic. However, I wanted to point out that we could theoretically group the

detected feature points into grid of similar points in a single shot. In practice, we replace this grid

clustering by a clustering over the descriptors of the points, followed by a geometric filtering to

discard outliers in each cluster (which are similar to the other elements of the cluster, but that are

not respecting its intrinsic geometry).

3.2.4 Descriptor Clustering

Rather than clustering pairs of SIFT, we first perform a clustering directly on the descriptors of

the feature points: Yi = di ∈ R
128. The clustering energy minimized by [Komodakis 2009] is

therefore:

E(K, dj1 , . . . , djK ) = Kc+
N∑

i=1

min
k
||di − djk ||L1 (3.5)
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Figure 3.3: Some clusters obtained after clustering via LP-stabilities over the SIFT descriptors.

Minimizing the energy defined in equation 3.5 provides a set of K clusters of similar SIFT

descriptors. In order to enforce the grid structure, we apply a post-processing step. In each cluster,

we keep a feature point f0 = (p0, d0) at position p0 = (x0, y0) if there exist in the same cluster

two other feature points at positions (u, y0) and (x0, v) with u 6= y0 and v 6= y0. This geometric

filtering guarantees that each point of the cluster is lying on the same horizontal and the same

vertical of two other points. Therefore these three points are three nodes of a common grid. All

the feature vectors that do not satisfy this property are discarded. Fig.3.3 shows different clusters

obtained after the geometric filtering step.

3.3 Cluster Analysis

After clustering the SIFT descriptors and applying a geometrical filtering of non-grid points, we

obtain K consistent subsets of interest points (see Fig.3.3). They all represent visually similar

points of the repeating pattern and they are all spatially organized according to a grid structure.

However, it might happen that some clusters contain very meaningful information while others

are not that informative or even represent pure outliers. Therefore we need to perform two main

tasks in each cluster. First, we aim at extracting the geometric information relative to the pattern.

Second, we would like to evaluate the confidence or score of the cluster itself. According to the

shape grammar assumption, the horizontal pattern repetition is supposed to be independent from the
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Figure 3.4: Example of profile along X and the corresponding extracted candidates.

vertical repetition. As a consequence, we tackle the two problems independently. In the remainder

of this chapter, we will only consider the problem in the horizontal direction. The problem along

the vertical one is solved similarly. There are mainly two random variables we can estimate in each

cluster: the position X of the grid points and the size J of the repetitions between two consecutive

patterns. We call it the “jump”.

3.3.1 Position Distribution

Let X be the random variable that represents the position of the pattern horizontally. Let Nk be the

number of elements of cluster k, and {pki = (xki , y
k
i )}1≤i≤Nk

the elements of cluster k. Then the

probability of having a pattern at position x is given by:

p(X = x|k) = 1

Nk

Nk∑

i=1

δ(xki , x), (3.6)

where δ is the Kronecker symbol. An example of such a profile is given in Fig.3.4. We can

notice that the extracted profile is very sharp, and corresponds to actually possible location of the

windows. However, we cannot know a priori if these positions correspond to the beginning or the

end of the pattern.

3.3.2 Jump Distribution

Let J be the random variable the represents the distance between two consecutive patterns. We call

it “jump”. Under equiprobability assumption, for each pair of positions x, x′ with x < x′ in cluster

k, we compute the probability that x and x′ represent the same points on two consecutive patterns:



3.3. CLUSTER ANALYSIS 75

0 200 400 600 800 1000
0.000

0.002

0.004

0.006

0.008

0.010

0.012

0.014

0.016
Probability of Grid Step along X

Cluster

Figure 3.5: The jump probability from a window to the next one.

p(J = γ|k) =
∑

x

p(X = x+ γ|X = x, k)p(X = x|k)

=
∑

x

p(X = x+ γ|k)p(X = x|k)
(3.7)

under independence assumption.

Another heuristic possibility is to weight the probability p(X = x + γ|X = x, k) by the

integral of the distribution between x and x+ γ:

p(J = γ|k) ∝
∑

x

p(X = x+ γ|k)
∫

x x+ γp(X = t)dt
p(X = x|k). (3.8)

This means that the more elements are lying between x and x + γ, the less probable it is that

the patterns at x and x + γ are consecutive. Thus, the less probable it is that γ is a good jump

between two consecutive patterns.

Furthermore, we actually add two fake positions while computing the jump distribution: an

element at position 0 and one at position w (the width of the image). This trick allows us to catch

all the transitions in the images from a point to the next one, included the one with the borders of

the image domain. We now have an estimation of probability distribution p(J = γ|k). Example of

such jump distribution is given in figure 3.5.

3.3.3 Cluster Score

The goal of this step is to discard the clusters that do not represent well the repetitions of the pattern

over the facade, by computing a cluster score. Indeed, some clusters may gather points that are not
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clearly correlated or mere outliers. Hence, the score would ideally reflect the geometry of the

cluster, its relative regularity and its mass. Therefore we define three scores for a cluster k:

• Sr(k): the regularity score. It is defined as the filling rate of the cluster grid. To compute

this grid, we extract the maxima of the horizontal and vertical position distributions (see the

red dots in Fig.3.4). These maxima are noted respectively x1, . . . , xp and y1, . . . , yq. Hence,

the cluster grid is of size pq and the filling rate is: Sr(k) =
Nk

pq .

• Sg(k): the geometry score. It is computed from the horizontal and vertical jump distribu-

tions. The most probable jumps of these distributions in cluster k are noted jkX and jkY , and

the geometry score is defined as: Sg(k) = min(
jkX
jk
Y

,
jkY
jk
X

)

• Sm(k): the mass score. It is merely the number of points in the cluster Nk.

The total score of a cluster k is heuristically computed as the product of the three scores, from

which the probability of a cluster k is derived:

p(k) =
Sg(k)Sr(k)Sm(k)

∑

k′ Sg(k
′)Sr(k′)Sm(k′)

(3.9)

3.3.4 Global Position and Jump Distributions

Now that we have estimated empirically the probability of a given cluster k, we can compute the

complete probability of X and J , by partitioning over the clusters. Hence, we have:

p(X = x) = pX(x) =
∑

k

p(X = x|k)p(k), (3.10)

p(J = γ) = pJ(γ) =
∑

k

p(J = γ|k)p(k) (3.11)

These two probabilities contain the information gathered in the different clusters, and weights

them according to the confidence we have in the different clusters. An example of such probability

density functions are given in Fig.3.6.

3.4 Modeling Pattern Repetitions

In this section, a Markov chain models the repetitions of the pattern over the image horizontally

and then vertically. The positions of the pattern as well as the relationship between two consecutive

patterns are guided by the information extracted from the images. Since the problem is identical

along the two principal directions, we will focus on the horizontal repetitions. The vertical rep-

etitions are treated similarly. The use of a Markov chain formulation is indeed motivated by the
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Figure 3.6: The final probability of jumps and positions of the pattern, as the summary of the

information collected in the clusters.

grammar formulation. A simple facade grammar splits the facade vertically and horizontally, reg-

ularly or not. These two splits are here represented by two Markov chains that are optimized based

on image evidence, gathered during clustering.

3.4.1 Markov Chain Formulation

Let W be the width in pixels of the image. Consider that at most n windows are expected hori-

zontally. Let xi be the random variable that represents the position of the ith pattern. This position

ranges potentially from 0 toW . We denote wi the random variable representing the width of the ith

pattern. It can potentially be 0, meaning that the ith pattern does not exist. Eventually we denote

zi = (xi, wi) the random variable that completely describe the configuration of the ith pattern.

We model the joint distribution of the n random variables using a Markov chain (see Fig.3.7).

For numerical convenience, we express the join probability in terms of energy, using the Boltzmann

transformation, or:

E(z1, . . . , zn) =
n∑

i=1

φi(zi) +
n−1∑

i=1

ψi,i+1(zi, zi+1) (3.12)

where φi(zi) is the unary potential with respect to the variable zi and ψi,i+1(zi, zi+1) the pair-wise

potential with respect to the variable zi and zi+1. The unary potential characterizes the appropri-

ateness of having a pattern starting at position xi and of width wi. The pair-wise potential focuses

on the joint configuration of two consecutive patterns. It penalizes patterns of with a distance in-

consistent with the jumps found in the clusters. The choice of a Markov chain allows us to focus on

consecutive patterns only. Thus, this boils down to study the gap between the patterns (see section

3.3.2). The definition of these potentials is detailed in the following subsections.
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Figure 3.7: The Markov Chain formulation of the pattern repetition.

3.4.2 Unary Potentials

Let’s define first the unary potentials. The value of φi(zi) = φi(xi, wi) is expected to be small

when there is a high probability to find a pattern (a window) starting at xi and spanning a width

wi. Therefore, we use the position distribution pX(x) defined in section 3.3.1. The probability of

configuration (xi, wi) is big when there the segment [xi, xi+wi] corresponds to high values of pX .

Thus, we define it in the following way:

φi(xi, wi) =

{
−λ

∫ xi+wi

xi
pX(t)dt if 0 < xi + wi < w

∞ otherwise
(3.13)

where λ is a factor used to balance the unary term with the pair-wise term. Note that the unary

potential is more negative when the ith pattern corresponds to a region of pX with high values.

Now let’s define the pair-wise potentials.

3.4.3 Pair-wise Potentials

The pair-wise potentials ψi,i+1(xi, wi, xi+1, wi+1) should enforce two kinds of constraints. First,

the two consecutive nodes zi and zi+1 should be ordered, and non-overlapping; zi+1 should start

after zi ends. Thus, we enable the nodes to have dimension 0, but these “fake” patterns should lie

after the existing ones. In other words, the fake nodes should be at position w only. Furthermore,

the distance between two consecutive nodes should respect the jump distribution extracted in sec-

tion 3.3.2. Besides, the energy of jumping from a node to the next one should be an increasing of

the size of the jump. These pair-wise potentials aim at following the extracted jump distribution

and to force at least some windows to exist (non-zero dimension). Another way to see the problem

is the following. Imagine that we are trying to cross the image from left to right by jumping on

the peaks of the position distribution, with jumps corresponding to the jump distribution. More

formally, the pair-wise potential is defined by:

ψi,i+1(x,w, x
′, w′) =







∞ if x′ < x+ w
∞ if w′ > 0 and w = 0

λ
∫ x′

x+w pX(t)dt− log (pJ(x
′ − x)) + (x′−x)2

σ2 otherwise

(3.14)

Moreover, it is possible to add a term to constrain the windows to have the same width, but it

is usually not necessary, and even not interesting while dealing with the vertical split of the facade.
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Figure 3.8: Representation of the two optimized parameters along X and Y as well as the final

binary segmentation.

Eventually, σ is a characteristic jump, such as the most likely jump defined by pJ (see equation

3.11).

The suggested Markov chain energy addresses all the natural necessary conditions being im-

posed from the nature of a facade image. It consists of two sums, one over the whole length of the

image of data terms and one over jumps. No matter the number of nodes in the chain, the energy

always corresponds to these two sums over the size of the image. Therefore comparing such two

energies is always coherent since they are defined on the same number of terms. Furthermore, the

jump cost defined in the pair-wise potential is a convex term. Thus two small jumps have a smaller

energy than a big one, provided that these jumps are themselves probable.

3.4.4 Optimization

In practice, the Markov chain is optimized with Dynamic Programming or equivalently forward-

backward propagation. Both methods are equivalent and guarantee the optimality of the solu-

tion. Therefore, the seemingly continuous variables zi need to be discretized. The possible values

(xi, wi) for each variable zi are called the labels. In order to get rid of clearly unpromising values

we discard the labels with very unlikely positions xi according to pX , and keep a range of widths

wi.

3.5 Experimental Validation

Minimizing the energy defined in equation 3.12 for the horizontal and vertical cases provides two

sets of optimal positions and sizes of the pattern: {(x∗i , w∗
i )}1≤i≤n and {(y∗i , h∗i )}1≤i≤n. They

are then turned into a binary segmentation of the facade, in which the patterns cover the regions

{[x∗i , x∗i + w∗
i ] × [y∗j , y

∗
j + h∗j ]}1≤i≤n,1≤j≤n. Let’s now discuss and quantify the quality of these
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Figure 3.9: Examples of robustness to occlusions.

segmentations on different facade images.

3.5.1 Qualitative Results

First, we check the qualitative validity of this unsupervised method on several architectural styles.

Fig.3.10 and Fig.3.11 show some examples of binary segmentations obtained by the proposed

bottom-up parsing method. Note that the grids are not regular and that the facades are sometimes

visually very challenging. Furthermore, the propose method is quite robust to occlusions as we can

observe in Fig.3.9, where some parts of the image have been artificially occluded.

3.5.2 Quantitative Validation

To quantitatively evaluate the performances of the proposed bottom-up parsing method, we build

a data set of 10 manually segmented buildings from New York City, USA. It gathers buildings

of different sizes, with different scales, and varying number of floors and windows, and various

styles.The proposed method is ran with exactly the same set of parameters on each of the images.

Dice Coefficient

We propose to quantify the quality of the obtained binary segmentations using two kinds of mea-

sures. The first one is the Dice coefficient of the segmentation with respect to the manual segmenta-

tions, considered as gold standard. It is computed for the corresponding 1D horizontal and vertical

segmentations as well as the complete 2D binary segmentation. The Dice between two sets A and

B is defined as:

D(A,B) =
2|A ∩B|
|A+B| (3.15)

In our case, A is the set of detected windows and B the set of windows defined by the ground

truth. In this dataset, we obtain an average dice of 0.69.



3.5. EXPERIMENTAL VALIDATION 81

Figure 3.10: Examples of building from different European cities. Styles, appearances, scales,

rhythms of repetitions are different.

Topological Precision

The second evaluation criterion assesses the correctness of the retrieved number of patterns. We use

a very simple measure of topological precision of the given segmentation. A pattern is supposed to

be detected if its label in the Markov chain has a non-zero size: w 6= 0. Therefore, we can count the

number of detected patterns nd and compare it to the ground truth ngt and compute the topological

precision as:

τ =
|nd − ngt|

ngt
(3.16)

x y 2D std

Dice 0.801 0.862 0.691 0.105

Topology 0.904 1.00 0.904 0.113

Table 3.1: Dice Coefficients and topology precision averaged on the NYC dataset.
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Figure 3.11: Examples of building from different American cities.

3.5.3 Failure Cases

Although this unsupervised method provides promising results in general, we notice that it also

fails on some cases. These failures mainly happen when the repetitive pattern is quite complex and

is itself made of several parts, like a window and a balcony. In those cases, it is common that the

balconies are denser in features points than the windows. As a consequence, the detected pattern

is eventually the balcony rather than the full window. On a specific image, finding a way to tackle

this problem is feasible. Note that it is easy to add a heuristic penalty to either look for bigger

patterns or smaller one. However, a good heuristic for a specific building is probably not a good

heuristic for another one; getting rid of these failure cases is not straightforward in general. Thus,

it seems that higher order structural constraints are needed in order to overcome the limitations of

this bottom-up method.

3.6 Conclusion

In this chapter, we have reviewed the literature on bottom-up facade parsing and proposed an

novel approach that gets rid of the usual assumption of regular repetitions. The proposed method

detects interest points on the facade, clusters their SIFT descriptors and forms a set of 2D grids that

contain all geometrical specification of the input building. Based on a shape grammar assumption,

we propose a graphical model that decodes the evidence gathered in the clusters to recover the

exact facade layout.

This method provides satisfying results on a large number of images, but still presents two

main drawbacks. First, it provides a very limited binary segmentation of the image, which is often

not enough while aiming at performing realistic image-based modeling of facades. The second

drawback is shared with most of the methods in the literature. The very appealing property that

the segmentation is unsupervised and is built only upon image cues hides some lack of robustness

and some necessary heuristics (size of the elements and their expected repetitions). By doing these

extra assumptions, it is easier to obtain better results on a large number of facades, but it also limit
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Figure 3.12: Failure Cases: the balconies are stronger than the windows, and the detected pattern

sticks to them.

the scope of the method. Besides, such assumptions can be seen somehow as a first step towards

proper facade modeling.

Eventually, a last drawback of the method is somehow the lack of control on the solution. As

stressed in the failure cases, the obtained segmentation is sometimes very far from the expect one,

and does not look like a facade. This is partly due to the Markov Chain model that does not restrict

much the repetitions of the pattern.

Therefore, it seems to be more promising to force the segmentation to be driven by a shape

grammar as presented in chapter 2. This approach is both more appealing and more challenging.

On the one hand, it would enforce more control on the segmentation and would guarantee better

quality of parsing with potentially more than two classes. Such an approach would perform a

real multi-class semantic segmentation of building facade. On the other hand, top-down parsing

is theoretically more challenging and practically heavier to implement. In the two next chapters,

we will provide a novel framework for top-down parsing based on Reinforcement Learning and

explain its theory and its application to complex facade segmentation and image-based procedural

modeling.
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Chapter 4

Top-Down Parsing: A Novel Algorithm

This chapter contains the main contribution of the thesis. We present here a stochastic algorithm

to parse a specific type of shape grammars called BSG (see chapter 2). Parsing a shape grammar

consists in finding the sequence of grammar rules that best explains the image. In this chapter,

this algorithm is defined and applied on artificial data so as to get a better understanding of its

mechanisms. Applications to real data will be presented in chapter 5.

After reviewing the state-of-the-art of grammar parsing in section 4.1, we introduce the theo-

retical framework of Markov Decision Processes in section 4.2. The parsing algorithm is explained

and studied in section 4.3, while section 4.4 shows how Reinforcement Learning allows us to go

further, supporting function approximations, model selection, user interactions and data-driven ex-

ploration.

4.1 State of the Art

Formal grammars have been studied for the last 55 years starting with the work of Noam Chomsky

[Chomsky 1956]. Among the three models described by Chomsky, one received a particular atten-

tion from the computer science community: Context-free grammars (CFG). Indeed they are a good

trade-off between complexity and expressive power. The definition of a context-free grammar was

given in section 2.1.

A context-free grammar can produce many sentences (made only of terminal symbols). Know-

ing a grammar, one of the first questions that naturally comes up is the following: can we decide if

a given sentence belongs to the language of our grammar, and if so, which sequence of rules leads

to it? This problem is called parsing, and aims at discovering the implicit grammatical structure of

a sentence. The parsing problem can be extended to probabilistic context-free grammars (PCFG),

where the replacement rules are associated with probabilities. When several parse trees explain the

input sentence, the best parse is the one associated to the highest probability. PCFGs are widely

used in Natural Language Processing (NLP), where the optimal parse informs about the nature of

the different words and group of words in the sentence (verbs, nouns, subjects, complements, etc.).

85
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In our case though, the sentences are 2D images, but the principle of parsing remains. The

question is now: which sequence of rules best explains our image? In order to tackle this very

complex problem, let’s first review the literature of string grammar parsing and the attempts of

shape grammar parsing in Computer Vision, before entering the details of the proposed algorithm.

4.1.1 Context-Free Grammar Parsing

There are basically two classes of parsing algorithms: bottom-up or top-down. Top-down parsing

methods start from the axiom, and go down to the terminal nodes by applying grammar rules

and expanding the parsing trees until it reaches the leaves (input). On the contrary, bottom-up

algorithms start from the leaves of the parse tree and recursively build up the parent nodes by

gathering current leaves according to the right-hand sides of the rules.

In both cases, it is interesting to notice that these methods share two common properties: dy-

namic programming (DP) for optimization and Chomsky Normal Form (CNF) as a representa-

tion of the grammar. This is the case of two of the most famous algorithms: Earley’s parsing

[Earley 1970] (top-down) and Cocke-Younger-Kasami[Younger 1967] or CYK (bottom-up). Both

can be adapted to probabilistic context-free grammars. These two properties will somehow be ex-

tended to the split grammar parsing in section 4.3. These DP based methods are very generic and

of complexity O(n3) with n being the size of the parsed string. There exist faster parsing methods

(in O(n)) but that are valid only on specific subclasses of CFGs (LR and LL types of parsing).

4.1.2 Image Grammar Parsing

In Computer Vision, image parsing has been a very active field from the beginning. It aims at under-

standing the structure of an image, its semantic regions as well as the relationship between them. In

the 1970’s, the parsing problem was already set by Ohta and Kanade [Ohta 1978]. This visionary

paper sets up the fundamental notions of hierarchical representation, semantic segmentation and

top-down/bottom-up approaches. Image parsing somehow adds a semantic layer to image segmen-

tation. Bridging the so-called semantic gap between raw pixels and a symbolic representation of

images still constitutes the Holy Grail of Computer Vision. The problem is intrinsically much more

complex that the NLP one for many reasons. An English sentence is by nature discrete, sequential

and clearly identifies its words. On the contrary, images are made of unidentified continuous 2D

objects. Therefore we are facing two problems in image parsing: the curse of dimensionality on

the one hand, and object detection/recognition on the other hand. The same object never has the

same appearance in two images (viewpoints, illumination, occlusions, etc.), and defining object

categories is a very complex task still under investigation in Computer Vision due to the infinite

intra-class variability of object appearances.

Even if the Computer Vision community is recently reconsidering the power of Dynamic Pro-

gramming [Felzenszwalb 2010a, Felzenszwalb 2010b], the dimensionality of the parsing problem

is too high to be solved with simple Dynamic Programming approaches. DP suffers the famous

curse of dimensionality. For that matter, three main classes of optimization paradigms have been
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proposed to solve image parsing: Markov/ Conditional Random Fields (MRF and CRF), variants of

Markov Chain Monte-Carlo, and pruned variants of dynamic programming itself and A∗ algorithm.

Conditional Random Fields and Markov Random Fields can be efficiently optimized (un-

der some constraints) and therefore were quite successfully used in image parsing [Berg 2007,

Shotton 2007, Tighe 2010]. They succeed in combining classification at the pixel level (or super

pixel in [Tighe 2010]) with spatial regularizations among them. However, these random fields per-

form quite badly at modeling: they only provide a flat representation of the image. Hierarchical

models have always been more attractive while making the inference much more sophisticated.

Zhu and al. [Zhu 2000, Tu 2002] propose a data-driven Markov Chain Monte Carlo (DDMCMC)

for image parsing, where segmentation proposals are image-driven. Using bottom-up cues drasti-

cally speeds-up the convergence of the algorithms. Zhu and al. [Zhu 2006] generalize the classic

parse trees and propose a parsing graph. It is constructed and then dynamically modified by a

reversible jumps Markov Chain Monte-Carlo, integrating top-down and bottom-up inferences to

perform proper hierarchical image segmentation. AND/OR graph is another hierarchical represen-

tation that provides good modeling and inference capabilities. Chen and al. [Chen 2007b] optimize

it in a top-down/bottom-up process for object detection and segmentation, whereas Felzenszwalb

and Mcallester [Felzenszwalb 2007] use A∗ algorithm. A∗ is a generalization of the greedy Dijk-

stra’s algorithm for shortest path finding. The idea is to use a heuristic as a lower bound of the

real shortest path. A∗ and DP are closely related. This algorithm was already introduced in PCFG

parsing by Klein and al. [Klein 1994]. Hierarchical object detection is another example where A∗

performs very well as shown by Kokkinos and Yuille [Kokkinos 2009]. Dynamic Programming

itself has also been used in image parsing, but using grammars with limited vocabulary or depth

of derivation. In [Zhu 2008], a set of 30 generic segmentation patterns are used in a 3 layers hi-

erarchical modeling for image parsing, using DP for inference. In [Chen 2007a], the authors first

tackles the task of learning a probabilistic grammar, and then use it for parsing based on DP.

The generic image parsing task is undoubtedly extremely difficult and therefore people have

tried to parse more constrained scenes with more constrained image grammars. Buildings offer a

good trade-off for this problem. They show huge intra-class variability but at the same time have

specific geometric constraints. As a consequence a grammar is well-suited to describe them and

data are easy to get. This last point is not as trivial as it may seem. For instance, image grammars

have been proposed to model biological structures in microscopic data [Schlecht 2007] which are

more difficult to acquire than buildings. For those reasons, building facade parsing constitute a

very good parsing problem, and solving it may bring answers to the generic image parsing quest

[Zhu 2007].

4.1.3 Facade Parsing

Facade parsing seems to be a very specific task, but turns out to have received a huge attention

over the past few years. This rocketing interest is due to the very attractive applications in virtual

city reconstructions for video games, cinema industry or web applications. There are basically

two classes of methods to tackle this problem: unsupervised bottom-up approaches discussed in
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chapter 3 and top-down grammar-based parsing that we are going to review now. Pure bottom-up

approaches try to discover repetitions along vertical and horizontal directions so as to get the coarse

grid layout of the facade and sometimes refine some of its elements. On the contrary, top-down

methods try to impose a complex shape prior that matches bottom-up cues. These methods usually

differ according to the complexity of their shape prior and the way to encode these high order

constraints in the optimization framework.

Alignments are the first shape priors people have attempted to enforce on building images. Dick

and al. [Dick 2000, Dick 2002] describe buildings by a kind of Lego with parameterizable parts

for which the number of parts is itself unknown. Using automatically calibrated multiple views as

inputs, and learned texture parameters for each type of elements (windows, etc.), the optimal struc-

ture of the building is computed using a reversible jumps Markov Chain Monte-Carlo (rjMCMC)

that enables them to encode the shape prior. This formulation is somewhat close to a grammar

formulation but remains flat. MCMC is very popular in this field. Reznik and al. [Reznik 2007]

use it coupled with Implicit Shape Models, and Korah and al. [Korah 2008] make use of MCMC to

fit a grid of rectangles. These approaches are still providing a flat modeling of the building facade.

A last interesting flat approach has been proposed by Cech and al. [Cech 2008, Cech 2009]. They

manage to encode 2D binary grammars in a MRF formulation by building a label set that not only

contains the semantic interpretation (wall or window) of the pixels but also the relative positions

of the elements (left/right/up/down). They define strong structural potentials based on these aug-

mented labels that in the end enforce alignments. However, this elegant formulation fails at being

extended to more complex grammars.

Hierarchical models based on more complex 2D grammars than simple grids have also been

used and optimized using rjMCMC. Alegre and al. [Alegre 2004] propose the first solution to

probabilistic context-free grammar parsing for facades. Like many other works, they process rec-

tified images. Besides, they assume the elements to be rectangles with uniform color. This strong

assumption somewhat limits the scope of their work, but the method is easily extensible to more

complex images measurements. rjMCMC enables them to optimize the topology of the parse tree

as well as its parameters. [Ripperda 2007, Ripperda 2009] also optimize a PCFG with rjMCMC,

and score the parse trees based on a more complex pixel level function and a minimum description

length (MDL) criterion, encouraging simple models.

Eventually, a last grammar-based approach with Monte-Carlo like method has been proposed

by our group [Teboul 2010]. This work uses complex split grammars made of n terminal shapes,

with deep levels of derivation. The appearance model of each terminal shape has been learned in an

off-line training step using Randomized Forest [Breiman 2001]. The learning step provides for each

pixel x of the image I and each semantic class c (wall, window, door, etc) the posterior probability

p(c|x, I). A specific derivation of the input corresponds to a specific shape C of the language

L(G). In the image, it corresponds to a specific image segmentation, providing a label C(x) to

each pixel x. We defined an energy to quantify the quality of a grammar-based segmentation:

E(C) = −
∑

x∈I

log p(C(x)|x, I) s.t C ∈ L(G) (4.1)
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The goal of the proposed method is to optimize E(C) with respect to C. Since the grammar

constraint is difficult to catch, a natural way to enforce it is to follow the derivation so as to be sure

to keep C ∈ L(G). Starting from a regular initial seed, the parameters of each rules are randomly

resampled one at a time around the current seed by a perturbation model. The best instances are

sequentially kept until convergence. The global derivation scheme is fixed, but the modification of

the rules’ parameters may impact on the real topology of the building on the image. This method

gives good results, but deals with a fixed derivation scheme, and turns out to be quite slow. The

main reason is that the building model is scored as a whole, and locally bad decisions are not

directly detected as so. In this chapter, we will not present any further this previous work that is

considered as part of the state-of-the-art, and we will rather focus on a more important work that

introduces a better parsing framework for split grammars. These grammars indeed encompass all

the grammars that were already used in the related work presented above.

One of the main contributions of this thesis comes from a change of viewpoint in the facade

parsing problem. Parsing a probabilistic image grammar means to find the sequence of rules that

best explains the image. A sequence of rules can be seen without loss of generality as a sequence of

decisions: which rule to apply next. Therefore, parsing an image is equivalent to solving a decision

process. We will see that this decision process has special properties that makes it a (semi) Markov

Decision Process (MDP), opening the door to a whole class of optimization algorithms called

Reinforcement Learning and that has as two extreme cases Dynamic Programming and Monte-

Carlo.

4.2 A Brief Overview Markov Decision Processes

Computer Vision is the playground of Machine Learning. Indeed, many machine learning prob-

lems have found good applications in Computer Vision since the image data usually provide the ex-

pected complexities and scales for these algorithms. Although Supervised Learning and Clustering

have been very popular and successful in this field, Reinforcement Learning (RL) has surprisingly

received almost no attention among the community.

Supervised learning is learning from examples. It often takes the form of classification. One

can train a classifier to learn how to recognize hand-written digits, faces, etc. by feeding it with

annotated examples. The most famous methods are boosting, support vector machines and ran-

domized forests. Unsupervised learning aims at learning the geometry of a dataset by grouping

similar data into clusters. Reinforcement Learning follows a more natural learning principle: learn

from interactions with the environment. It seems to be closer to the way life learns. A child learns

how to walk by trying to walk. As a consequence, Reinforcement Learning is goal-oriented more

than the other machine learning paradigms.

Reinforcement Learning encompasses different kinds of methods such as optimal control, au-

tomation or artificial intelligence, which were gathered recently since they are different ways to

solve the same problem: optimizing a decision process. This class of algorithms was used in many

different applications such as control of chemical processes, games [Tesauro 1995] or robotics.
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Figure 4.1: Agent-environment interaction scheme.

Sometimes, RL is also referred as Neuro-Dynamic Programming [Bertsekas 2007] for its relation-

ship with dynamic programming.

Let’s first study the Markov Decision Processes which define the Reinforcement Learning prob-

lem before analyzing how to formulate our facade parsing problem within this framework. In the

remainder of the chapter, we will use the same notations as in the reference book in Reinforcement

Learning by Sutton and Barto [Sutton 1998].

4.2.1 Markov Decision Processes

Richard Bellman [Bellman 1957b, Bellman 1957a] and Ronald Howard [Howard 1960] first stud-

ied Markov Decision Processes (MDPs) and described the interaction between an agent and its

environment.

Definitions

We describe a MDP by a set of states S , a set of actions A, transitions probabilities between states

P and expected rewards consecutive to the actions R. The interaction loop is illustrated in Fig.4.1.

This figure can be interpreted that way. At time t, the environment sends a state signal st ∈ S to

the agent. Based on st, the agent takes the action at ∈ A(st). This action modifies the environment,

which sends back to the agent a new state signal (or state in brief) st+1 as well as an immediate

reward rt+1. The transition from a state s to a state s′ consequent to an agent’s action a is subject

to a probability P a
ss′ . The reward received by the agent after being in state s, playing action a and

arriving in state s′ has an expectation Ra
ss′ . More formally, P and R are defined as:

P a
ss′ = p(st+1 = s′|st = s, at = a) (4.2)

Ra
ss′ = E

[
rt+1 | st = s, at = a, st+1 = s′

]
(4.3)

On top of that, a Markov Decision Processes is subject to the Markov Property. The transition

probabilities from a state to another and the immediate rewards only depend on the current state
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and the chosen action and not on the past states. As a consequence, we will see later that the

dynamics of an MDP is governed by a one-step recursion, linking a state to the next possible ones.

The Markov property is formally formulated as:

p(st+1 = s′, rt+1 = r|st, at, rt, . . . , s0, a0) = p(st+1 = s′, rt+1 = r|st, at) (4.4)

Therefore, an MDP is completely defined by a 4-tuple (S,A, P,R). We are now going to

define the agent’s goal and see later how the Markov property allows us to formulate a one-step

recursive equation known as the Bellman equation.

Reinforcement Learning Goal

The goal of the agent is to maximize his long-term reward, also called the return, that is to say

the amount of rewards he will accumulate until the end of the process. Please note that a decision

process can be infinite, and therefore there could be no end. The number of steps or decision tasks

is called the horizon T , and can be finite or infinite. In case of finite horizon MDPs, we call episode

a sequence of states from an initial one to the end.

In order to properly define the return, we introduce a discount γ, and define in a very generic

way the return at time t as the power series (Maclaurin series) of the discount variable associated

to the rewards sequence:

Rt =
∞∑

k=0

γkrt+k+1 (4.5)

In our case, we will restrict ourselves to undiscounted (γ = 1) finite MDPs (T < ∞). The

goal of the agent is therefore to maximize Rt for all t. Before going any further, we first have to

introduce the concept of policy.

Agent’s Policy

A policy is a key in solving MDPs since a policy π basically describes the behavior of the agent.

Therefore, solving a MDP is equivalent to finding an optimal policy. More formally, a policy π is

a mapping from each state s ∈ S and action a ∈ A(s) to a probability, the one of choosing action

a while being in state s.

π(s, a) = p(a|s) (4.6)

As we discussed earlier, the goal of the agent is to take the decisions that will guarantee him

to maximize its expectation of gain in the long-run. Rephrased in the Reinforcement Learning

framework, an agent is looking for a policy that maximizes the expectation of the returns. This

leads naturally to the question of evaluating the quality of a policy with respect to the agent’s goal.
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Value Functions and Bellman’s Equation

The state-value function V π(s) is exactly answering the question of measuring the quality of a

policy. It is defined as:

V π(s) = Eπ [Rt | st = s] = Eπ

[
∞∑

k=0

γkrt+k+1

∣
∣
∣
∣
∣
st = s

]

(4.7)

Indeed V π(s) represents what the agent can expect to gain in the long-run when starting in

state s and following the policy π thereafter.

Similarly, we can define an action-value function Qπ(s, a) that represents what the agent can

expect in the long-run, while starting in state s, taking action a and following the policy π thereafter.

Following the policy π means that the agent chooses an action a when in state s with a probability

π(s, a). The action-value function is naturally defined as in equation 4.8:

Qπ(s, a) = Eπ [Rt | st = s, at = a] (4.8)

Sometimes, we will merely refer to these functions as the V-function and the Q-function. Ob-

viously there are some links between these two functions. V (s) can be seen as a combination of

Q weighted by the probability π(s, a) to choose action a while in state s. And since taking action

a when in s leads to s′ with probability P a
ss′ and gives an expected reward Ra

ss′ we easily get these

two relationships:

V π(s) =
∑

a

π(s, a)Qπ(s, a) (4.9)

Qπ(s, a) =
∑

s′

P a
ss′

[
Ra

ss′ + γV π(s′)
]

(4.10)

Combining them leads naturally to the Bellman equation for the state value function:

V π(s) =
∑

a

π(s, a)
∑

s′

P a
ss′ + γV π(s′) (4.11)

This equation states the relationship between the value of the V-function at state s and the V-

function at all possible next states s′. It is a linear equation in V π(s). Gathering all the equations

for all the states, we get a system of linear equations that, in theory, can be inverted to get V π. This

function quantifies the quality of a known policy π. In practice, however, we will see in section

4.2.2 how to solve this problem of policy evaluation.

Optimal Policies

Remember that we want to find the optimal policy for the MDP. So far, we have discussed about

how to quantify a policy. Therefore we can now compare a policy to another one, in order to

identify the best policy.
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A policy π is better than a policy π′ for a given MDP, if:

∀s, V π(s) ≥ V π′

(s) (4.12)

Since the decision process satisfies the Markov property, there is always at least one policy that

is better than the other ones. We call it the optimal policy and naturally denote it π∗, such as:

V ∗(s) = V π∗

(s) = max
π

V π(s), ∀s (4.13)

Q∗(s, a) = Qπ∗

(s, a) = max
π

Qπ(s, a) (4.14)

Here again we have the relationships between V ∗ and Q∗:

V ∗(s) = max
a

Q∗(s, a) (4.15)

Q∗(s, a) =
∑

s′

P a
ss′

[
Ra

ss′ + γV ∗(s′)
]

(4.16)

Combining equations 4.15 and 4.16 leads to the two Bellman optimality equations, which are

not linear anymore:

V ∗(s) = max
a

∑

s′

P a
ss′

[
Ra

ss′ + γV ∗(s′)
]

(4.17)

Q∗(s, a) =
∑

s′

P a
ss′

[

Ra
ss′ + γmax

a′
Q∗(s′, a′)

]

(4.18)

Note that the optimal policy π∗ does not appear in these equations; it is implicitly deterministic.

Therefore, computing the optimal policy π∗ is equivalent to computingQ∗. An interesting property

of the optimal policy π∗, is that being greedy with respect to π∗ guarantees an optimal return.

Therefore the optimal policy solves the Markov decision processes. At each state s, the agent must

choose the action that maximizes π∗(s, .), or equivalently the action that maximizes Q∗(s, .) so as

to maximize its expectation of gain in the long-run.

Now that we have defined the key concepts of states, actions, rewards, returns, policies, value

functions and optimality, the natural question that remains unanswered is how to solve an MDP in

practice: how to compute the optimal policy?

There exist basically three classes of methods to solve a Markov Decision process that are all

iterative. Dynamic Programming (DP) uses directly the Bellman optimality equation as an update

equation. Monte-Carlo (MC) methods sequentially sample actions along the process to explore one

full trajectory of the state space. Somewhere in between, Reinforcement Learning (RL) methods

are combining the MC sampling and the DP update in an elegant framework. We will describe

them all in the next sections.

It is important to notice that these three classes of methods share a common generic scheme

called Generalized Policy Iteration. The idea is to start from a policy π0 and keep iterating between

two steps:
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Algorithm 4.1 Value Iteration for a Deterministic MDP

Initialize randomly V (s), ∀s ∈ S
repeat

∆← 0
for s ∈ S do

V0 ← V (s)
V (s)← maxa

[
Ra

ss′ + γVk(s
′)
]

∆← max(∆, |V (s)− V0|)
end for

until ∆ <threshold

1. Policy Evaluation by estimating one of the values functions (V or Q)

2. Policy Improvement, based on the current estimate of V or Q.

That being said, let’s go a bit more into the detail of DP, MC and RL and discuss their advan-

tages and drawbacks.

4.2.2 Dynamic Programming

Dynamic Programming is a family of algorithms solving MDPs that is guaranteed to converge

towards the optimal solution. The general idea of these methods is based on the generalized policy

iteration scheme. Here we briefly describe the most famous algorithm called value iteration, and

discuss about its limitations and its relation with what computer scientists usually refer as DP.

Value Iteration

This algorithm turns the Bellman optimality equation 4.18 into an update rule for the estimate of

the V-function to iteratively estimate V ∗(s) directly for all states s. Thus, the estimates of V ∗(s)
are computed based on estimates of V ∗(s′).

Vk+1(s) = max
a

∑

s′

P a
ss′

[
Ra

ss′ + γVk(s
′)
]

(4.19)

The idea of the algorithm is to traverse the state space S and keep updating the current estimate

Vk(s) until they have all converged. Then, the optimal policy is the greedy policy with respect to

Q∗ that we can easily compute from V ∗(s) with equation 4.15 and equation 4.16. We call a greedy

policy with respect to Q a deterministic policy such that π(s, a∗) = δa∗(argmaxaQ(s, a)), where

δ represents the Kronecker function. The complete value iteration algorithm is given in algorithm

4.1 in the case of deterministic MDP. Of course the algorithm can be adapted to stochastic case by

simply replacing the update as in equation 4.19.
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Limitations

Value iteration (and by extension DP methods in general) has two main limitations.

Complete knowledge of the environment P and R The use of equation 4.19 requires having a

complete knowledge of the environment. This is not always the case. In this chapter, we

will restrict ourselves to deterministic decision processes. In such a process, the transitions

between states are not stochastic anymore, the knowledge of the state s and the action a
completely determines the next state s′. However, we will see that some stochasticity may

remain in the expected rewards.

Curse of dimensionality The agent has to perform complete sweeps through the state space. How-

ever, this state space is often very large, and can even be infinite while dealing with continu-

ous states. As a consequence, DP methods are often extremely slow, require insane amounts

of memory, or are restricted to small state spaces.

Furthermore, while traversing the whole state space, the agent spends most of his time in very

uninteresting states. For that matter, extensions to classic DP have been proposed to modify the

order in which the states are visited, this class of methods called prioritized sweeping has been

proved to converge [Li 2008].

Relation with Dynamic Programming outside of the MDP framework

In Computer Science, Dynamic Programming is a well-known class of optimization methods. One

may wonder what the link between DP, as presented in MDPs, and DP, as computer scientists

usually expose it, is.

For that matter, let’s take a very classic optimization problem: find the minimum of a multi-

variate function cost f of the variables (xi)i≤n of the form:

f(x1, . . . , xn) =
n∑

i=1

φi(xi) +
n−1∑

i=1

ψi,i+1(xi, xi+1) (4.20)

This is a specific case of a more general class of functions or energies very popular in Computer

Vision. φi represents a data term, and ψi,i+1 a pairwise term between neighboring variables that is

usually used as smoothness or regularization term. This function can be represented by a Markov

chain.

The basic idea to solve such a problem is to say that the solution in Dynamic Programming

is made of partial solutions (for instance, a shortest path is made of shortest paths). We basically

store these partial solutions to the problem, or cost-so-far, into a table B, such as:
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B1[x1] = φ1(x1)

...

Bi[xi] = φi(xi) + min
xi−1

(ψi−1,i(xi−1, xi) +Bi−1[xi−1])

(4.21)

B[i] represents the optimal cost-so-far for all the possible values of xi, or cost from the first

variable to the variable xi, for all the possible xi. As a consequence, the minimal cost for the entire

sequence x1, . . . , xn is exactly the minimal entry ofBn. Back tracking the sequence, we obtain the

values (x∗1, . . . , x
∗
n) that minimize f :

x∗n = argmin
xn

Bn[xn]

...

x∗i = argmin
xi

[
Bi[xi] + ψi,i+1(xi, x

∗
i+1)

]

(4.22)

Since the problem is symmetrical, we could have solved the optimization task by inverting the

variable order, and compute a cost-to-go B̃[i] representing the cost to go from xi to the end:

B̃n[xn] = φn(xn)

...

B̃i[xi] = φn(xi) + min
xi+1

(

ψi,i+1(xi, xi+1) + B̃i+1[xi+1]
)

(4.23)

Now we can actually reformulate this Dynamic Programming algorithm using the MDP frame-

work presented previously. We consider the undiscounted (γ = 1) deterministic finite horizon

(T = n) Markov Decision Process such that:

States represent the variables: st = xt

Actions represent the possible next states (deterministic): at = xt+1

Rewards are directly linked to the costs: R(st, at) = −[φt(xt) + ψt,t+1(xt, xt+1)]
By convention, we set that ψn,n+1(xn, xn+1) = 0.

V-function is what the agent can expect to get until the end of the process, therefore it does corre-

sponds to the cost-to-go B̃.

Value Iteration Since the process is deterministic, the rewards are known and we are facing a

finite task, the update equation is:
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V (s) = max
a

[Ra
ss′ + V (s′)]

= B̃[xi] = −φi(xi)−max
a

[ φ(xi, xi+1 + B̃[xi+1] ]
(4.24)

As a consequence, this simple example shows how classic DP can be rephrased in the MDP

framework. However, the MDP framework remains more generic than classic DP formulation,

since it supports stochastic transitions and stochastic rewards.

Ultimately, we would like to point out here that solving this very famous problem with DP, is

also equivalent to the Viterbi parse or the min-sum algorithm on a Markov chain. Now that we have

understood how DP can find the optimal policy for a generic MDP, let’s explore another family of

solution known as the Monte-Carlo methods.

4.2.3 Monte-Carlo

Monte-Carlo (MC) methods follow another spirit to solve a Markov Decision Process. MC methods

have been widely used in many fields outside of the MDP framework. Historically they were first

used to estimate expectations (and therefore integrals), and then expanded to many applications.

The key idea of MC methods is sampling. Dynamic programming keeps updating the estimates of

the V-function based on all the next estimates at all the possible next steps. MC takes the opposite

strategy. The idea is to sample only one action at each time step according to the current policy. At

the end of the episode, a sample of the return for each of the visited state is available. Consequently

these experienced returns are used to update the estimates ofQ according to the current policy along

the sampled trajectories. Following the generalized policy iteration scheme, we alternate between

policy evaluation and policy improvement. An example of MC algorithm is given in algorithm

4.2. This algorithm computes the expectation of return for each state-action pair s, a. This mean is

formulated in an iterative way by the following update equation:

Qk+1(s, a) =
nk(s, a)Qk(s, a) +R(s, a)

nk(s, a) + 1
(4.25)

= Qk(s, a) +
1

nk(s, a) + 1
[R(s, a)−Qk(s, a)] (4.26)

where nk(s, a) represents the number of times the pair (s, a) has been visited in the past andR(s, a)
the experienced return, or cumulative reward from s, a until the end of the episode. This kind of

update equation is standard in Reinforcement Learning. It consists in iteratively estimating the

expectation of a random variableQ by moving the current estimateQk towards the new observation

R.

Comparing algorithm 4.1 to algorithm 4.2, we first notice that the MC algorithm gets rid of the

two limitations mentioned in the previous section: the curse of dimensionality and the necessity

to have a complete knowledge of the environment dynamics (R and P ). Indeed, estimating the
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Algorithm 4.2 Monte-Carlo method for solving MDP

Initialize randomly π
Q(s, a) = 0, ∀s, a
Initialize the number of visits n(s, a) = 0, ∀s, a
loop

Sample an episode according to π
for (s, a) ∈ episode do

R← the return from (s, a)
n(s, a)← n(s, a) + 1
Q(s, a)← Q(s, a) + 1

n(s,a) [R−Q(s, a)]
end for

for s ∈ episode do

update π according to Q(s, .)
end for

end loop

action-value functionQ is very convenient while the environment is unknown. Besides, sampling is

compatible with this assumption. We replace here knowing the environment, by interacting with it.

This observation is crucial in Reinforcement Learning. A good way to optimize a decision process

is based on trial-and-errors. Since we do not know the environment, we test it instead. Although

sampling seems to control the curse of dimensionality, it also raises the question of the convergence.

Another question raised by MC method is the one of policy improvement. Algorithm 4.2 states that

after each episode, the current policy should be updated according to the current estimate of Q for

all the visited states. Which probability distribution to choose for π at these states? Let’s first study

the possible ways to update a policy and then discuss about the convergence of MC. The classic

policy families we are going to introduce now will also be used in pure Reinforcement Learning

algorithms.

Policy Improvement

There are two classic ways of adapting a policy according to the Q-function. They are called ǫ-
greedy and softmax policies. Recall first that a greedy policy with respect to the Q-function would

be a deterministic policy. That is to say a policy where one action, called the greedy action would

have probability 1 and all the other will have probability 0. We keep calling the greedy action the

one associated to the highest probability in the policy. It should also correspond to the action with

the highest expected gain at state s. In other words, if we have an estimate of the action-value

function Q, then we define the greedy action a∗ as:

a∗ = argmax
a

Q(s, a) (4.27)

Improving the policy by making it greedy with respect to the current estimate of Q might be
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Figure 4.2: ǫ-greedy and softmax policies with respect to Q.

dangerous for the convergence of the algorithm, since the current estimate of Q might be wrong,

especially at the beginning of the loop, where few episodes have been sampled. For that reason, we

need to let some room for exploration. This possibility to choose seemingly less trustworthy action

is a very common problem in evolutionary algorithm called the exploration-exploitation trade-off.

It means that these algorithms have to find a balance between exploiting the knowledge they have

built and exploring new regions of the state space. This balance should also evolve into time, so

that the agent explores more at the beginning when he has a poor knowledge of its environment,

and explore less and less as iterations go. The more the agent knows his environment, the more he

trusts his knowledge. We now give two examples of possible policy families.

ǫ-greedy policy This policy is designed to be almost greedy. Let’s supposed that the agent is in

state s, and is facing a choice among n = |A(s)| possibilities. Then, its policy is ǫ-greedy if with

probability 1 − ǫ the agent chooses the greedy action a∗ and with probability ǫ the agent chooses

uniformly any action. More formally the policy is defined by:

π(s, a) =
(

1− ǫ+ ǫ

n

)

δa∗(a) +
ǫ

n
[1− δa∗(a)] (4.28)

Usually the exploration rate ǫ decreases to zero as the agent learns, according to a predefined

law. An example of Q(s, .) and the corresponding ǫ-greedy policy for ǫ = 0.2 are given in Fig.4.2.

Softmax policy The previous policy clearly encourages the agent to follow the greedy action.

However, there might be cases where the second best action is indeed almost as good as the greedy

one, and therefore it might be a good idea to give it more credit than the worst estimated action.

For that reason, the softmax policy uses a Boltzmann distribution with “temperature” t0. In state s,
the agent picks action a with probability:
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π(s, a) =
e

Q(s,a)
t0

∑

b e
Q(s,b)

t0

(4.29)

The temperature parameter t0 plays the same role as the ǫ parameter in a ǫ-greedy policy. When

t0 tends to zero, the probability of the greedy action tends to 1, whereas when t0 tends to infinity, the

probability distribution converges towards a uniform distribution. An example of softmax policy is

given in Fig.4.2.

It can be demonstrated that improving a policy by making it ǫ-greedy or softmax with respect

to Q does improve the policy at each state. Besides, using one of these two kinds of policy families

ensures that ∀s, a, π(s, a) > 0. On top of that, if these policies tends to greedy policies, then they

satisfy the property of being greedy in the limit of infinite exploration (GLIE), which in case of MC

can be proved to be a criterion of convergence [Sutton 1998]. We will not go into the details of the

convergence demonstration, but its existence is indeed a very important result that we have to keep

in mind.

Before talking about the last class of algorithm (RL), let’s notice once more that solving a

MDP with Monte-Carlo is already a way to learn from interaction. These methods already raise

the problem of the exploration-exploitation trade-off, sampling, infinite exploration and policy im-

provement that we will retrieve in Reinforcement Learning, coupled with DP ideas.

4.2.4 Reinforcement Learning

Now that we have a clear understanding of what a MDP is, and how to solve it with DP or MC, we

can naturally introduce a last class of algorithms that somewhat bridges the gap between the two

methods mentioned above. Remember that the strength of DP is to rely on a one-step prediction

based on the Bellman equation, and that the strength of MC is sampling. Reinforcement Learning

combines both at the same time.

Temporal Differences

The key idea is illustrated by an algorithm called Temporal-Differences (TD) to estimate the quality

of the policy π by computing iteratively the V π. Like DP, TD updates the estimates of V (s) based

on the estimates of the next states V (s′), but unlike DP, it does not use all the next states for this

update. Like MC, TD samples one action at each time step, but unlike MC, it does not wait until

the end of the process to update its estimate of V (s). The update equation of TD is:

Vk+1(s) = Vk(s) + αk

[
r + γVk(s

′)− Vk(s)
]

(4.30)

where r is the observed reward obtained after playing action a in state s. r+γVk(s
′) is the observed

approximation of V π(s) and Vk(s) is its current estimate.

In this update equation appears a learning rate αk ∈ [0, 1], which may vary with time. With

comparison with the MC update presented in algorithm 4.2 the learning rate was 1/n, with n the
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Algorithm 4.3 SARSA

∀s, a Q(s, a) = 0
loop

s← first state of the episode

a← sample from π(s, .)
repeat

Take action a, observe s′, r
a′ ← sample from π(s′, .)
Q(s, a)← Q(s, a) + α [r + γQ(s′, a′)−Q(s, a)]
π(s, .)← ǫ-greedy with respect to Q(s, .)
s← s′

a← a′

until s = end of the episode

end loop

number of visits of a state-action pair. We will meet again this general update scheme, where the

old estimate of V (or Q) is moved toward the current observation with a rate α. The stochastic

approximation theory has proved that such a sequence Vk(s) does converge according to such an

update scheme if the learning rate sequence αk satisfies the following conditions:

∞∑

k=1

αk =∞ and
∞∑

k=1

α2
k <∞ (4.31)

This is especially the case for the MC learning rate. However, a constant learning rate is

sometimes used when the environment itself is evolving with time. In our case, as we will see

soon, the environment is completely static.

This DP idea of updating V right after getting the immediate reward is indeed very natural.

Their exist many learning tasks for which waiting till the end of the process is not the most efficient

way to update our estimate, since the following decisions may not be all related to this very specific

one. Therefore, depending on the problem itself, MC method will need more iterations to converge,

especially when dealing with local decisions that do not affect the whole process.

TD estimates V π. We can combine it with policy improvement to iteratively compute the opti-

mal policy. However, a model of the environment dynamics is not always available and therefore,

working on the action-value function Q is often preferred. The two most famous algorithms to

estimate the optimal policy π∗ that we are going to introduce now are SARSA and Q-learning.

SARSA

SARSA is somehow the natural extension of TD idea to the estimation of the optimal Q-function.

This method is given in algorithm 4.3. The name of SARSA comes from the way the algorithm

proceeds. In state s, take action a, observe a reward r, and new state s′. Sample here an action a′
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Algorithm 4.4 Q-Learning

∀s, a Q(s, a) = 0
loop

s← first state of the episode

repeat

a← sample from π(s, .)
Take action a, observe s′, r
Q(s, a)← Q(s, a) + α [r + γmaxa′ Q(s′, a′)−Q(s, a)]
π(s, .)← ǫ-greedy with respect to Q(s, .)
s← s′

until s = end of the episode

end loop

according to the current policy, and use the estimate of Q(s′, a′) to update the estimate of Q(s, a).
Therefore the sequence of states, actions and reward is s, a, r, s′, a′: SARSA. As in MC, the process

is repeated over many episodes: we have to play the game many times before mastering it!

SARSA converges with probability 1 towards Q∗ under the stochastic approximation condi-

tions, and using a policy greedy in the limit of infinite exploration (GLIE). Q-learning is another

algorithm proposed by Watkins in 1989 [Watkins 1989] proved to be usually faster in practice. It

was also proved to converge with probability 1 towards Q∗ under the same conditions by Watkins

and Dayan [Watkins 1992].

Q-Learning

The idea of Q-learning is indeed closer to the Bellman optimality equation. The idea is not to

update with the estimate of a sampled state-action pair (s′, a′), but based on the currently best next

estimate maxa′ Q(s′, a′). An action is still sampled to go from s to s′, but the sampled action a′ in

not necessarily the one used for the update. Therefore it is often said that Q-learning is estimating

a policy while following another one. More formally, the Q-learning update is:

Qk+1(s, a) = Qk(s, a) + αk

[

r + γmax
a′

Qk(s
′, a′)−Qk(s, a

′)

]

(4.32)

For convenience, the Q-learning algorithm is given in pseudo code in algorithm 4.4. Please

note that by setting α = 1, we obtain a update equivalent to the value iteration one in DP when the

environment is deterministic (see algorithm 4.1). However, the difference between Q-learning with

unit learning rate and value iteration in a deterministic environment is that Q-learning still samples,

whereas value iteration sweeps. Q-learning samples trajectories in the state space according to the

decision process while value iteration keeps traversing the whole state space.

We introduced RL methods as lying somewhere in between DP and MC. We discussed here the

connections between these three classes of algorithm, and the strong similarities between MC and



4.2. A BRIEF OVERVIEW MARKOV DECISION PROCESSES 103

RL. Indeed, this link can be reinforced by extending TD, SARSA or Q-learning to sampling several

states ahead rather than only one. These methods called TD(λ), SARSA(λ) and Q-learning(λ) are

not detailed any further in this thesis.

4.2.5 Semi Markov Decision Processes

Before entering the details of the parsing algorithm, we need to introduce the concept of semi

Markov Decision Process (SMDP) [Barto 2003] since they are particularly well suited to handle

hierarchies of tasks rather than flat sequences of decisions.

The idea of SMDPs is that some actions may take more time than others. As a consequence, we

add a random variable τ called the waiting time and that indicates how much the agent has to wait

to complete an action. Here, we merely consider discrete-time semi Markov Decision Processes.

In this framework, the actions are taken and completed at regular time steps, all multiples of a

implicit unit time step. The transition probabilities now take into account the next state s′ and the

waiting time τ : P (s′, τ |s, a).
The Bellman optimality equation for Q naturally becomes:

Q∗(s, a) = Ra
ss′ +

∑

s′,τ

γτP (s′, τ |s, a)max
a′

Q∗(s′, a′) (4.33)

DP algorithms, such as value iteration, can be adapted to SMDPs using equation 4.33 instead

of 4.18 as an update rule. Moreover, methods based on direct interaction between the agent and its

environment such as MC or RL also cover the case of SMDPs. For instance the Q-learning update

of the estimate of Q∗ becomes:

Qk+1(s, a) = Qk(s, a) + αk

[
τ−1∑

i=0

γirt+1+i + γτ max
a′

Qk(s
′, a′)−Qk(s, a)

]

(4.34)

Obviously, we retrieve the Q-learning update in the case where each action a has a waiting time

τ = 1. The main advantage of SMDP is that they can naturally model hierarchies of tasks. Some

tasks are recursively made of subtasks. The reward associated to a task is equal to the sum of the

rewards of its subtasks. This will be particularly convenient while modeling the shape grammar

parsing decision process. Moreover, the algorithms available in standard Reinforcement Learning

are still efficient in SMDP. Please note that these extensions of Q-learning or SARSA are not

the only methods available in Hierarchical Reinforcement Learning. Indeed, a lot of work have

been proposed to take advantage of hierarchies of tasks [Barto 2003], the most famous one being

Dietrich’s MAXQ algorithm [Dietterich 2000].

This section has presented the framework of Markov Decision Process and different families

of solutions. In the remainder of this chapter, we will explain how the shape grammar parsing can

be reformulated in the presented framework and we will then discuss the best way to optimize it

based on its specific properties.
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4.3 Parsing Split Grammars

Having a better understanding of the Markov Decision Processes and the 2D binary split grammars

(BSGs), we are about to reformulate the problem of parsing a BSG within this framework. The

change of viewpoint is the key that opens the door to the classes of algorithms presented in section

4.2 and that were so far barely explored in Computer Vision. We will first properly define the

grammar parsing problem. Then, we will explain how to formulate the grammar derivation within

this new MDP framework first in the 1D case, and then in the 2D one, paying attention on the

choices of states and their impacts on the optimization of the decision process.

4.3.1 The Parsing Problem

Let’s first define what the objective of the parsing problem is. The inputs are:

1. I: a rectified image of a facade. The image has dimensions W × H . In this chapter, we

assume artificial data that is to say that for each pixel x of I(x) is a terminal symbol c of the

BSG.

2. G: a Binary Split Grammar (context-free).

3. m(x, c): a merit function that specifies for each type of terminal symbol c ∈ T , the appro-

priateness of pixel x ∈ I being labeled as c. The higher is the merit the more likely the

pixel x belongs to class c. Working with artificial data, this merit function is straightforward:

m(x, c) = δ(I(x), c) It is 1 if the pixel x represents the symbol c and 0 if it corresponds to

any other symbol. We will define in chapter 5 other merit functions to parse real data. The

definition of the merit function does not change the mechanism of the parsing algorithm.

Remember that every sentence C of the language L(G) is a semantic segmentation of I, there-

fore the parsing goal is to find the sentence that maximizes the sum of the merits:

C∗ = arg max
C∈L(G)

∑

x∈I

m(x,C(x)) (4.35)

The question is now: how to optimize this parsing function? In order to solve it, we are now

going to reformulate the derivation process as a Semi Markov Decision Process. Before tackling

the complete problem, we suggest first to have a look at a simpler problem in which the binary split

grammar works on a single dimension. Having understood and solved this simple problem, we will

be able to tackle the complete 2D parsing of context-free binary split grammars.

Note that formulating a PCFG parsing as an MDP is not by itself a contribution of this thesis,

since it was already detailed in [Neu 2009]. However, the application to shape grammar parsing

and the proposed decision process are claimed to be a contribution of this doctoral work.
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Figure 4.3: Example of image to be parsed with a 1D split grammar.

4.3.2 1D parsing

Consider that we have a 2D image that represents an irregular sequence of black and white rectan-

gles such as shown in Fig.4.3. This image can be seen as a floor, where the wall is black and the

windows are white. Therefore, it can easily be modeled by a 1D grammar, such as the one given in

table 2.1. We suppose that the axiom of the grammar is floorWa(0,0,W,H).

While deriving the grammar, the derivation process chooses first a rule that puts a wall of a

certain width, then a window, and so on and so forth until the image has been entirely segmented

by an alternate sequence of walls and windows. Formulated that way, it seems that we could see

the parsing problem as an MDP. An example of episode with the corresponding states, actions and

rewards is given in table 4.3.2.

1D parsing as MDP

In order to formulate the 1D parsing problem as an MDP, we have to explicitly specify what the

states, the actions, the transition probabilities and the rewards are and check that the sequence of

decisions satisfies the Markov property (see equation 4.4).

Agent = derivation process As mentioned before, at each time step of the derivation, a node

(atomic shape) is processed. We can imagine that this process is controlled by a learning agent that

decides how big should be the next wall or the next window, by choosing a rule in the grammar.

Environment = partial parse tree The agent is interacting with the current segmentation of the

image, or similarly, we can say that the agent is interacting with the partial parse tree. This partial

parse tree is sequentially built by the agent’s decisions. In our case, since the two types of rule

create one terminal symbol and one non-terminal symbol, the partial parse tree always has at most

a single leaf that corresponds to a non-terminal symbol and that has to be further derived (see

Fig.4.4).

States = non-terminal atomic shapes = (symbol,position) A first possibility is to consider

that each partial parse tree is a state. Notice that there might be a very large number of partial

parse trees. Since the grammar is context-free, the rules only depend on the current non-terminal

node of the partial parse tree, and not on the full tree. In other words, the split of an atomic shape

(node of the tree) floorWa(x,y,w,h) does not depend on any other atomic shapes (node) of
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st at st+1 rt+1

(floorWall,0) (1,83) (floorWin,83) 2095

(floorWin,83) (2,48) (floorWall,131) 1470

(floorWall,131) (1,51) (floorWin,182) 2156

(floorWin,182) (2,20) (floorWall,202) 1078

(floorWall,202) (1,43) (floorWin,245) 2107

(floorWin,245) (2,38) (floorWall,283) 1372

(floorWall,283) (1,10) (floorWin,293) 490

(floorWin,293) (2,30) (end,311) 882

return 11650

Table 4.1: Step-by-step episode of the 1D parsing. At each time step, the agent chooses an action

that adds a terminal symbols on the current segmentation, and from which a reward is computed.

The goal of the agent is to learn the best sequence of decisions so as to maximize the sum of

the rewards (return). The walls of the image are black, and the one of the segmentation are red.

The windows of the input image are white and blue in the segmentation. We superimpose here

the partial segmentation with the original image. In this example, the complete return is 11650
whereas the optimal return is 15239. This optimal solution can be obtained with value iteration or

Q-learning.

the partial parse tree. The agent does not need to know anything else while taking his decision of

how to split an atomic shape. As a consequence, we define the states as the non-terminal atomic

shapes. In this specific case, we are dealing with a 1D grammar; therefore the parameters y and h
of the rectangles do not vary. Furthermore, based on the definition of the two kinds of split rules,

the width of the rectangles of the non-terminal atomic shape w, is directly related to its position x,

since w =W − x (W is the width of the image). As a consequence, the state s can be represented

as (floorWa, x) or (floorWin, x), since there exist only two kinds of non-terminal symbols in

this grammar.

Actions = rules = (id,width) Obviously, in states s = (floorWin, x) the possible actions are

the rules which LHS is floorWin. In states s = (floorWa, x), the possible actions are the ones

with floorWa as LHS of the corresponding rules. Consistently with the way we denoted the rules

in 2.1, we will denote the actions a = (id, w), where id is the id of the rule in the grammar and w
the associated parameter (the width of the terminal element).
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Rewards = sum of merits Remember that we assume to have a merit function that tells us the

quality of every pixel for every possible terminal symbol of the grammar. Let’s suppose that the

agent is in state st = (floorWa, x), in an image of dimensions W × H . It means that currently

the atomic shape being processed is floorWa(x,1,W-x,H). Then the agent chooses an action

at = (1, w). The consequence of this action is the creation of two atomic shapes: a terminal one

wall(x,1,w,H) and a non-terminal one floorWin(x+w,1,W-(x+w),H). This last non-

terminal shape constitutes the new state: st+1 = (floorWin, x+w). This transition is completely

deterministic. The reward received by the agent only depends on this choice and is computed based

on emerging terminal shapes through the merit function m. Since the terminal shape added here is

a wall, we have:

rt+1 =
x+w∑

i=x

h∑

j=1

m((i, j), wall) (4.36)

Returns = partial parsing function The good news is that the returns that the agent tries to

optimize are exactly coinciding with the parsing function of equation 4.35. Let xt, xt+1, . . . , xT be

the consecutive positions of the agent from time step t to the end, and ct+1, . . . , cT the consecutive

terminal symbols added to the segmentation (alternatively walls and windows) then the return Rt

is:

Rt =
T∑

k=t+1

rk =
T∑

k=t+1

xk∑

x=xk−1

H∑

y=1

m((x, y), ck) (4.37)

We can denote C(x, y) ∈ T the image of terminal symbols sequentially built by the agent.

Since the first state s0 is (floorWall,0) and that the last state sT is (end,W). Then the

complete return of the decision process is:

R0 =

W∑

x=1

H∑

y=1

m((x, y), C(x, y)) (4.38)

Thus, solving the parsing problem defined in equation 4.35 is the same thing as finding the best

sequence of actions to take from the axiom to the end.

Markov Property The Markov property is satisfied by this decision process since the grammar

is context-free. The next state (atomic shape) is completely determined by the current state (LHS

of the rule) and the chosen action (the rule itself).

This reformulation is natural. The agent sequentially chooses the rules to apply, changes the

current segmentation, and receives a reward corresponding to this local modification. Since the

parse tree is binary, and that each node has at most one child which is non-terminal, the parse tree
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Figure 4.4: The parse tree is a decision process. The agent moves from left to right, the states are

the white nodes. At each white node, the agent takes a decision. By doing so, he creates two nodes:

the color node below is a terminal node which provides a reward. The white node on the right in

non-terminal and constitutes the agent’s next state.

can be seen as a sequential process (see Fig.4.4). The decisions are taken at each white node. The

consequence of the agent’s decision sends him to the next white node on the right, and the reward

he receives is computed based on the colored-node below. In this 1D example, the agent simply

chooses how many consecutive pixels he labels as window (blue) or wall (red). Optimizing the

MDP is strictly equivalent to optimizing the parsing problem due to the definition of the rewards.

Note that the complete return counts the merit of each pixel exactly once. Now that we have

expressed the parsing problem as a MDP, let’s study how to solve it.

Solving the 1D parsing

Before reviewing the different solutions, note that the action that gives the biggest immediate re-

ward is usually not the best action to play. For that matter, remember that the merit function is

1 when the agent is right, and 0 when he is wrong. The reward functions are given in Fig.4.5.

These curves show how much the agent gets if he is in position x = 0 and puts a window (blue)

or a wall (red) of dimension w. Starting from the axiom (floorWall,x=0), the action that

gives the biggest immediate reward is the one that put the largest wall, since the rewards are non-

decreasing. By doing so, the agent does not optimize the long term reward, since he would get

more by alternating walls and windows, avoiding the constant parts of the reward functions.

As mentioned in section 4.2, there are three main classes of methods to solve such an MDP

when the model of the environment is known. The idea is always to estimate the optimal action-

value function Q∗. Indeed, this function has the good property that for each state s the greedy

action a∗ such that a∗ = argmaxaQ(s, a) is also the action that guarantees the biggest long-term

reward. Therefore, if Q∗ is known, the optimal sequence of rules is obtained by starting from the

axiom, and keeping choosing the greedy action with respect to Q∗.

In the 1D case, the number of states is quite small. In our toy example, the image is 311 pixels

wide and 49 pixels high. There are at most 311 × 2 = 622 states. Knowing that the number of

actions per state is quite small as well (∼ 70), it is possible to solve this MDP using a DP algorithm

such as value iteration (see algorithm 4.1). For comparison’s sake, we also provide a Q-learning

solution. We do not show the visual segmentation obtained by both methods since they coincide

with the perfect segmentation we would expect.
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Figure 4.5: Reward functions in the 1D case. We suppose to start from position x = 0. The red

curve gives the reward that the agent gets if he decides to apply a rule that puts a wall of size

w. The blue curve is the equivalent for choosing a window of size w. The reward function is

non-decreasing, and has constant parts, since putting a wall in a window region does not bring any

reward and vice-versa. Note that optimizing the immediate reward does not optimize the long-term

one.

DP Solution As mentioned earlier, DP guarantees the optimality of the solution. Using a gram-

mar with 162 rules, divided into two kinds as in table 2.1, with 71 rules to add a window and 91
rules to add a wall, we obtain in practice 594 states, and the value iteration algorithm converges

in 7 sweeps over the state spaces. In term of speed performance, the result is obtained in around

12 seconds on a standard laptop. For comparison’s sake, we computed the Q-function and show

it in Fig.4.6 for the different position of the symbol floorWin, and different possible actions.

The redder the value of Q(s, a), the higher. Of course the values are decreasing while the position

is increasing. As we get closer to the end of the process the expectation of accumulated rewards

decreases. However, we can also notice some important peaks into the Q-function, corresponding

to particularly interesting moves for the agent.

RL Solution Unlike DP, Q-learning does not guarantee the optimality, but guarantees to converge

toward the optimal solution. Using the same grammar, we ran a Q-learning agent for T = 10000
episodes, using a ǫ-greedy policy, exponentially decreasing from 1.0 to 0.01, and with a learning

rate decreasing exponentially from 1 to 0.01. The run-time is about the same as the one with DP.

The learned Q-function is given in Fig.4.6 as well. We can notice a first important difference.

The Q-function is not completely filled, and not uniformly as well. The Q-agent explores the state-

space, but gives more credit to the reward-wise interesting regions. It is clear both on the full image

of Q as well as on two cuts. On the first one (lower left in Fig.4.6), we are in a region of the state

space that pays-off. The exact DP solution in dashed red is well approximated by the Q-learning

one represented in solid blue. On the contrary, in the middle of a poorly interesting region (lower

right) the estimate of Q is far from its exact value. The agent has realized early enough that this

part of the state space was not worth exploring deeply, and preferred focusing on more promising

ones.
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Figure 4.6: Comparison of DP and RL on the 1D parsing. On the first row, we represent the

estimated Q∗ function for the symbol floorWin. On the left is the Q function estimated by DP

and on the right the Q function estimated by Q-learning. For each state-action pair s, a corresponds

a value represented by the color of the pixel Q(s, a). Deep blue means 0, the redder the higher. On

the second row, we represent two vertical cuts of the same functions. One the left, the Q functions

for x = 26 and on the right for x = 45. The dashed red line represents the exact estimation by DP

and the blue line the approximate estimation by Q-learning.

Conclusion on 1D parsing This first 1D example tells us a lot about the parsing problem. First

we see that the parsing problem can be exactly expressed as a MDP. Then, we see that in this

specific case, DP is indeed the best option since it exactly solves the problem in the same amount

of time. However, we already see that DP is too brute force. It solves the parsing problem and

indeed much more than the problem. Starting in any unpromising state, DP leads us to the best

possible solution. However, what interests us is not to start from anywhere in the state space, but

to start from the axiom, and therefore the complete knowledge of the best solution at every state

might be a luxury that we will not be able to afford in 2D.

4.3.3 2D Parsing

We have seen that the 1D parsing problem can easily be formulated as an MDP. Now the question

that remains is how to perform the 2D parsing? Imagine that we have as input the image a stack

of floors such as the one in Fig.4.7. The idea is again to express the parsing problem as a Markov

Decision Process. Since the procedural mechanisms are the same in 1D, 2D or 3D, we can still

consider an agent, responsible for deriving the shape grammar. He still follows a DFS scheme and

faces a sequence of decisions. As a consequence, the decisions are still the rules: the actions of the

2D decision process remain the same. Furthermore, the rewards are still computed based on the

merit functions that quantify the quality of the terminal symbols. However, in the 2D case, some

rules are not placing any terminal symbols but rather non terminal symbols only. The agent now
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Figure 4.7: A complete derivation in DFS order. This specific derivation is made of 48 decisions.

We show the original image blended with the semantic segmentation at each step.

faces a hierarchy of tasks. We will define the states of the decision process and then explain why

we have a hierarchy of tasks. To get a better understanding of the decision process in 2D, Fig.4.7

shows all the steps of a derivation and the corresponding parse tree.

A First State Definition

In 1D, the current state of the environment was defined as the left-most non-terminal node of the

parse tree. Let’s take the same definition: symbol(x,y,w,h). Exactly as in the 1D case, we

can define a MDP that can be solved with Dynamic Programming.

However, the dimensionality of the problem is now way bigger than it used to be, since the

state as 4 parameters instead of 1. The state space explodes, and even if it could in some cases

fit into memory, the running time would be huge since the agent has to perform several complete

sweeps in the state space before converging. For instance, in a simple example with 3 floors and 4

windows, parsing the binary segmentation grammar given in table 2.2 with DP takes almost 2 full

days on a standard machine. The relevance of this approach is clearly debatable.

Then, the run-time is not the only problem of this MDP, but also what decisions such an agent

would be learning. Since the states are the atomic shapes symbol(x,y,w,h), two different

floors have different vertical positions y and there we allow the agent to take different greedy

decisions on different floors. This may not be a problem on artificial data, but could turn out to be

one on real data. In all likelihood, if we allow the agent to learn different decisions on two different

floors, then it is highly probable that he will learn different decisions, because the information

provided by merit m is not necessarily perfect (see section 5.1).

The consequence of such a state definition is that the agent will learn slowly to take inconsistent

decisions. If we want the agent to take the same decisions at two different floors, then we should
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Figure 4.8: State Aggregation. Two different atomic shapes in red c(x,y,w,h) and

c(x,y’,w’,h’) are mapped to the same state, since they share the same position x along X
(supposed to be the split direction) and the same symbol c, even though they are not the identical.

force the two states to be the same. Thus, we propose to modify the state definition in order to

decrease the dimension of the problem and guarantee to have consistent solutions. The solution is

closer to the grammar spirit itself.

State Aggregation

Based on the aforementioned limitations, we propose a new state definition:

s=(c,x)

where the c is still the symbol carried by the left-most non-terminal atomic shape and x is the

position of the atomic shape in the splitting direction. This concept is illustrated in Fig.4.8. The

idea is that while splitting along a direction, the positions along other dimensions are irrelevant.

Note that the grammar defines the geometry of a split rule only in the dimension of the split,

regardless any other one.

In other words, we aggregate the states. Many atomic shapes are mapped to the same state.

The first advantage is to reduce the dimension of the state space, which now shares the same order

of magnitude as in the 1D case. The second advantage is to ensure consistency along the facade.

Let’s explain this last statement.

Remember that we aim to estimate a Q∗ function. To obtain the optimal parse, at each state

s the chosen action is greedy with respect to Q∗: a∗ = argmaxaQ
∗(s, a). Since the state only

depends on the position along the split direction, two floors will be split in the same way along X
since the states describing the atomic shapes inside the two floors will be identical (independent of

the Y direction). This statement extends to more complex grammars.
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State aggregation reduces the dimensionality of the state space and ensures consistency. The

price to pay to obtain these properties is the stochasticity of the rewards and therefore the impossi-

bility to use Dynamic Programming to solve the decision process.

Stochastic Rewards

The consequence of state aggregation is that the rewards become stochastic. This comes from

the difference between the full description of the environment hidden from the agent and the state

signal sent to the agent. At each iteration, the environment is still a partial parse tree, made of

atomic shapes, and one node is selected in the DFS order to be derived by the agent. However, the

agent does not know that he is about to derive the atomic shape c(x,y,w,h), he only knows the

incomplete information (c,x) or (c,y) (depending on the split direction).

Let’s imagine that the agent splits this atomic shape c(x,y,w,h) along X with action a =
(id, v) leading to a terminal atomic shape ν1 of symbol c′ and a non-terminal atomic shape ν2.

Then the environment still sends a reward r as in the 1D case:

r =

x+v∑

i=x

y+h
∑

j=y

m((i, j), c′) (4.39)

Now, let’s suppose that at two different iterations the agent visits two nodes of the partial tree

c(x,y,w,h) and c(x,y’,w’,h’) that have to be split along X . Then for these two nodes,

the state signal sent from the environment to the agent is the same: s = (c, x) (see Fig.4.8). If in

both cases the agent takes the same action a = (id, u), then the rewards he gets the first time will

be different from the one he gets the second time, since they are not computed on the same regions

of the image. From the agent point of view, the rewards are stochastic: applying the same rule in

the same state can produce different rewards.

Hierarchical Learning

So far, we have assumed that after each decision, the agent received a reward. When the action

creates at least one terminal symbol, this statement holds. However, if the action only creates

non-terminal symbols, then it raises the question of evaluating the quality of such an action.

For example, a rule might split a facade into a floor and the remainder of a facade.

We observe here, that a floor is more a parsing subtask by itself, and therefore we will be able to

quantify the quality of this decision only once the floor task will be completed. In this decision

process, some actions take more time than others.

Note that we do not know in advance when a task will end. Thus, we are facing a semi Markov

Decision Process (SMDP). Pay attention that the transition probabilities p(s′, τ |s, a) become here

partially stochastic: based on s and a we know for sure what is going to be the next state s′ but we

do not know when we will reach it. τ is a random variable. Therefore, when the agent is facing a

task, he receives at the end of it the sum of all the rewards he got meanwhile as a reward for having

completed it. It might be that the task itself is recursively made of subtasks.
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More formally, we divide the set N of non-terminal symbols into two: N0 and N+. The

symbols in N0 are non-terminal symbols that are not subtasks. For instance floorWall or

floorWin such as defined in the 1D case are not subtasks. The second set N+ represents the

subtasks. For instance the symbols floor and facade belong to this category. In practice,

the distinction between the two types of non-terminal symbols is specified in the definition of the

grammar, some symbols are manually specified as subtasks.

Now let’s suppose that at time-step t, the agent is deriving the node ν of the parse tree that

corresponds to atomic shape c(x,y,w,h). After playing an action a, two atomic shapes ν1 and

ν2 are added as children of ν. We defined the reward r consequent to action a as the merit of node

ν by extending the definition of the pixel-wise merit function to node-wise merit function:

m(ν) = m(c(x, y, w, h)) =







∑x+w
i=x

∑y+h
j=y m((i, j), c) if c ∈ T

m(ν1) +m(ν2) if c ∈ N+

0 if c ∈ N0

(4.40)

This recursive definition of the merit function is in line with the hierarchy of tasks; some

tasks may be composed of other tasks. This hierarchy is also illustrated in Fig.4.7. Unlike in

Fig.4.4, where the sequence of states is represented by a chain, the sequence of states in the 2D

case is branching. Then, the reward for taking action a in this configuration is simply computed as:

r = m(ν). Note that this definition is consistent with the 1D case.

Applying this definition of the merit at the root νroot of the parse tree, we obtain that the merit

of the root node is recursively computed on the leaves of the tree, which are a partition of the input

image. Once more, these leaves constitute a semantic segmentation C, and therefore:

R0(C) = m(νroot) =
x=W∑

x=1

y=H
∑

y=1

m((x, y), C(x, y)) (4.41)

Optimization strategy

Seeing the decision process as a Semi Markov Decision Process makes the transition probability

stochastic and unknown. Aggregating the states make the reward stochastic and unknown. As a

consequence, in the 2D case, the use of Dynamic Programming is not possible, since the dynamic

of the environment is unknown.

According to section 4.2.2 Monte-Carlo and Reinforcement Learning are the two remaining

options. MC methods are not really well adapted to the current method, since the decisions taken

by the agent are local. The method was already proved to be quite slow in [Teboul 2010]. As a con-

sequence, Reinforcement Learning and more particularly Q-learning seem to be the best candidate

to solve the 2D parsing problem.

Algorithm 4.5 describes the parsing algorithm. The agent keeps building the segmentation

(environment) by choosing one rule (action) at a time. However, the agent does not know the exact

description of this segmentation, but only has a partial representation (state). By applying a rule,
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Algorithm 4.5 Parsing BSG via Q-Learning

∀s, a Q(s, a) = 0
∀s, a p(s, a) ∼ Uniform
ǫ = ǫ0
while n < T do

reset environment

s← (Axiom,0)

update ǫ
repeat

a sample from π(s, .)
Take action a (recursively if subtask), observe s′, r
Q(s, a)← Q(s, a) + α [r + γmaxa′ Q(s′, a′)−Q(s, a)]
π(s, .)← ǫ-greedy with respect to Q(s, .)
s← s′

until s = end of the episode

end while

the agent may create a terminal symbol, a subtask or a non-terminal symbol which is not a subtask.

He receives a reward computed on the terminal symbols and gathering all the rewards obtained

during the subtasks. After the application of a rule, he gets a reward r and reaches a state s. The

action-value function is iteratively learned by Q-learning updates.

Analysis of Convergence in the Artificial Case

According to the theory, the Q-learning algorithm converges towards the optimal policy. Since we

have slightly modified the process by aggregating the states, it is still interesting to analyze how

the algorithm performs in practice. For that matter, we consider the following test case. The input

a simple binary white/black 2D facade with 3 floors and 4 windows that we want to parse with the

binary segmentation grammar presented in table 2.2. We run a N = 1000 identical Q-learning

agents for T = 5000 episodes. The learning rates α of the agents are exponentially going from 1 to

10−3 and the exploration rates ǫ is decreasing exponentially from 1 to 10−3. For each agent i and

for each episode k, we get a full return Rk
i (the value of the parse tried by the agent), as well as a

greedy return Gk
i at episode k. It represents what the agent gets while following the greedy policy

(learned from Q) after k episodes. For a given agent i, the trajectories Rk
i and Gk

i are quite noisy,

as we can see in Fig.4.9(a). To get rid of the intrinsic stochasticity of the agent’s exploration, we

average the N trajectories so as to obtain the curves in Fig.4.9(b).
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Figure 4.9: Convergence of the RL parsing algorithm. (a) The trajectories of returns and greedy

returns for a single agent. Due to the ǫ-greedy policy, the two trajectories are very noisy. However,

in (b) we can see the learning trend by averaging among 1000 identical agents. The learning curves

are clearly increasing.

R̄k =
1

N

N∑

i=1

Rk
i

Ḡk =
1

N

N∑

i=1

Gk
i

(4.42)

We can see in Fig.4.9 that the two curves converge towards the same limit. This is no surprise

since the exploration rate ǫ goes to zero, and therefore the agent is almost not exploring at the

end. However, the convergence of the parsing algorithm is illustrated by Fig.4.9, since the average

curves are increasing. This is an important fact. The more the agent parses the images, the better

is the parse. The exact convergence towards the optimal parse depends on the number of episodes,

the learning rate and the exploration rate, which are the only 3 parameters of the algorithm.

4.4 Going Further with Reinforcement Learning

We have explained so far how to parse a BSG using Reinforcement Learning, formulating the pars-

ing problem as a semi Markov Decision Process that is optimized using the Q-learning algorithm.

However, reformulating the problem gives access to more optimization tools than what was ex-

ploited so far. In this section, we explain how to boost the convergence of the Q-learning algorithm

using bottom-up cues, how function approximation could be taken into account, as well as model

selection, compactness and user-defined constraints.
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Figure 4.10: Representation of the hX and hY functions on a real image. They represent the

cumulative gradients in both directions.

4.4.1 Data-Driven Policy

Following the idea of Data Driven Markov Chain Monte-Carlo presented in [Zhu 2000], we can

drive the rule selection process using bottom-up cues. The idea is quite simple: the border between

two semantic regions should match the strong gradients along the split direction in the image.

Therefore, we propose here to change the ǫ-greedy policy defined in section 4.2.3 so as to take into

account the image data.

Remember that a policy π is defined by π(s, a) = p(a|s), and that the state s is defined by

a 2-tuple (symbol, x), where x is the position along the split direction. As a consequence, while

splitting a labeled rectangle along X starting a position x, we should give more credit to action

a = (id, w) such as the positions x+w correspond of edges of the image (strong gradients), since

it corresponds to the border between two labeled rectangles.

Similarly to [Lee 2004], we build two signals, representing the (smoothed) cumulative gradi-

ents in both directions. An example of these two functions is shown in Fig.4.10. They are illustrated

on real data, to give a better understanding of their interests:

∀i ≤W, hX(i) = Gσ ∗
H∑

j=1

||∇xI(i, j)||

∀j ≤ H, hY (j) = Gσ ∗
W∑

i=1

||∇yI(i, j)||
(4.43)

Where Gσ is a Gaussian Kernel that smooths the signal. Note that σ can potentially be 0 in
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Figure 4.11: Speed-up with data-driven exploration..

case we do not want any blur. These two functions globally indicate where the strong gradients in

both directions are, by summing them up all along the image (see Fig.4.10). If in state s = (c, x)
we have actions a1, . . . , an splitting along X with parameters w1, . . . , wn, and if the action a∗ is

the current greedy action, then we define the data-driven policy as:

π(s, a) = (1− ǫ)δa∗(a) + ǫ
ehX(x+w)

∑

i e
hX(x+wi)

(4.44)

This equation is valid when s is to be split along X . Obviously, a similar vertical version

is straightforward to obtain. Pay attention that the probability to pick up an action that leads to

a position with strong gradients is higher than if it leads to weak gradients. Besides, this policy

still satisfies the GLIE criterion: as the iteration goes, ǫ goes to zero and the data-driven policy

tends to a greedy policy, while keeping non-zeros all the probabilities π(s, a). As a consequence,

introducing such a policy only guides the exploration but does not compromise the convergence of

the Q-learning algorithm.

Experimental Validation

Fig.4.11 shows the difference between using data-driven exploration and standard ǫ-greedy explo-

ration on a simple artificial binary facade, such as the one used in Fig.4.9. In order to be fair, we use

the same settings in both sets of experiments, and a Gaussian kernel of non-zero variance (σ = 5).

We observe that the blue curves are always above the red curves, both in the greedy returns as well

as the experienced returns. Not surprisingly, data-driven exploration enables the agent to converge

faster towards the optimal solution.

Quantitatively, we measure on Fig.4.11 the number of iterations needed to reach 90% of the

final return (≈ 72000) with and without data-driven exploration. The agents using a data-driven

policy reach this level after 693 iterations in average, whereas they reach the same level after

1761 iterations in average without image-driven cues. Therefore, we can assess that data-driven

exploration is 2.5 times faster than ǫ-greedy exploration to reach 90% of the optimal return.
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4.4.2 Approximate Reinforcement Learning

One very attractive property of Reinforcement Learning is the support of function approximation.

Rather than representing the Q-function as a table with one entry Q(s, a) for each couple state-

action (s, a), the idea is to represent Q(s, a) by some kind of function approximation. One way of

doing so is to represent the function as a linear combination of some basis functions φi:

Q(s, a) =
M∑

i=1

wiφi(s, a) = wTφ(s, a) (4.45)

Note that the basis of functions φ = (φ1, . . . , φM )T is fixed. As a consequence, the values of

Q are ruled only by the weight vector w = (w1, . . . , wM )T ∈ R
M . This holds for any number of

states and actions. Thus, we replace learning the values of Q by learning the weights w. Function

approximation also enables us to deal with continuous states and actions, which is quite natural in

Computer Vision. Provided that we can still apply RL methods efficiently, function approximation

as two main advantages:

1. Reduce the size of the state space, and allow continuous valued states and actions.

2. Better model the intrinsic geometry of the problem.

The first statement is straightforward. To understand the second one, let’s have a look at Fig.4.6.

We observe that the Q-function learned with Q-learning is very noisy, while we expect it to be much

smoother (continuous piece-wise linear in this case). Using function approximation, the idea is to

update several values of Q at a time, rather than only one. Since the Q-function is always a linear

combination of fixed basis functions, at any iteration the Q-function remains smooth. Please note

that using a linear combination of basis function is not the only option for function approximation

in RL. For instance, Neural Networks are often used instead of linear models, for their robust

and vast approximation capabilities. In this work though, we will restrict the scope of function

approximation to linear models. Let’s now discuss about how Reinforcement Learning can deal

with it.

Stochastic Gradient-Descent

Let’s first suppose that we know the target functionQπ that we want to approximate. Then, in func-

tion approximation, the goal is to find the best approximation to this target function. Best approxi-

mation means optimal with respect to a given criterion, usually the mean squared error. Therefore

we aim at approximatingQπ(s, a) for which we assume to haveN samples q = (q1, . . . , qN )T cor-

responding to N state-actions ((s1, a1), . . . , (sN , aN )). Using an linear approximation Q = wTφ
of dimension M , the means squared error (MSE) is defined by:

MSE(w) =
N∑

n=1

(qn −Q(sn, an))
2 =

N∑

n=1

(
qn − wTφ(sn, an)

)2
(4.46)
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Therefore, approximating using a linear model is indeed exactly a problem of linear regression.

Following the principle of the minimum, the gradient of MSE should be 0 at the minimum w∗.

This leads to the very classic close form:

wMLS = (ΦTΦ)−1ΦT q (4.47)

where Φ ∈ R
N×M = (φi(sj , aj))i,j is called the design matrix, and (ΦTΦ)−1ΦT is called

the Moore-Penrose pseudo inverse of Φ [Bishop 2006]. However, in the Reinforcement Learning

problem, we do not have access to N observations of Qπ; they come sequentially. However, it is

still possible to minimize the mean squared error, through Stochastic Gradient Descent. The idea

is very simple, starting from a initial w0, we iteratively observe the observation qt = Qπ(st, at),
and take into account only the part of the mean squared error involving qt, by moving the current

estimate wt towards qt in the direction of the incomplete gradient:

wt = wt −
1

2
α∇wt

[
(Qπ(st, at)−Qt(st, at))

2
]

= wt + α [Qπ(st, at)−Qt(st, at)]∇wt(Qt(st, at))

= wt + α
[
Qπ(st, at)− wT

t φ(st, at)
]
φ(st, at)

(4.48)

Knowing that Qt = wT
t φ, its gradient with respect to wt is simply ∇wt(Qt)(s, a) = φ(s, a).

As long as Qπ is known, we can iteratively build an approximation of it through stochastic gra-

dient descent. However, in Reinforcement Learning, the target function Qπ itself is not known in

advance, since we aim at estimating it from experience. Therefore, in this specific case, our goal is

to build step by step an approximation of a function for which we discover one stochastic sample

at a time. In the same spirit as in tabular RL, such an approximation is still possible, replacing the

target observation Qπ(st, at) by its estimation. Using Q-learning, the estimation remains the same

as before: Qπ(st, at) ≈ rt+1 + γmaxa′(Q(st+1, a
′)). Since we consider only the undiscounted

case γ = 1, the update equation of the linear weights wt after observing st, at and rt+1 boils down

to:

wt+1 = wt + α

[

rt+1 +max
a′

Q(st+1, a
′)−Qt(st, at)

]

Φ (4.49)

Based on this gradient-descent update, we can sequentially learnQπ. In the Generalized Policy

iteration framework, this estimation of π is coupled with a step of policy improvement. Therefore,

we can easily derive an approximate Q-learning algorithm (see algorithm 4.6).

Special Cases

Some specific bases are actually related to other concepts we introduced before. For instance, us-

ing the Dirac basis or its natural extension, the indicator functions, correspond to either tabular

Q-learning or state aggregation, making the whole framework consistent with or without approxi-

mations.
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Algorithm 4.6 Stochastic Gradient Descent Q-Learning

w ← (0, . . . , 0)T

loop

s← first state of the episode

repeat

a sample from π(s, .)
Take action a, observe s′, r
w ← w + α [r + γmaxa′ wtΦ(s

′, a′)− wtΦ(s, a)]
π(s, .)← ǫ-greedy with respect to Q(s, .) = wTΦ(s, .)
s← s′

until s = end of the episode

end loop

Dirac Basis The stochastic gradient descent version of Q-learning is indeed consistent with the

tabular case. If the states and actions are finite, then we can take a finite basis of Dirac function to

express any discrete signal Q:

Q(s, a) =
∑

s′,a′

ws′,a′δs′,a′(s, a) (4.50)

Substituting equation 4.50 in equation 4.49 is indeed equivalent to the Q-learning update equa-

tion 4.32. Extending Dirac function to indicators function, it is also possible to reformulate state

aggregation as a function approximation.

Indicator functions Let’s take the example of state aggregation given in the section 4.3.3. We

aggregate the all the states s = (id, x, y, w, h) to s̃ = (id, x) through the indicator function:

1id,x(s, a) =

{
1 if s = (id, x, ., ., .)
0 otherwise

(4.51)

Then, substituting in equation 4.49 leads to the presented algorithm for 2D parsing. As a con-

sequence, function approximation is genuinely supported by the Reinforcement Learning frame-

work. This extension makes it much more powerful than Dynamic Programming and applicable to

a larger set of problems. Let’s now discuss one possible way to apply function approximation to

our parsing problem, using radial basis functions as an approximation basis.

Radial Basis Function Networks

One very popular approximation basis is called Radial Basis Function Network (RBFN). In a RBF

the value of the function only depends on the distance to a fixed center ci, usually Gaussian func-

tions:
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(a) 1D RBFN (b) 1D Normalized RBFN
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Figure 4.12: Example of Radial Basis Function Networks (RBFN).

φi(x) = φi(||x− ci||) = exp

(

−||x− ci||
2

2σ2

)

(4.52)

Then, the centers ci and the standard deviation σ are chosen so as to regularly cover the domain

Ω of the target function. Moreover, it is usually convenient to normalize a RBFN. Then, for each

x ∈ Ω, the sum of the basis function φ evaluated at x is equal to one.

φ̃i(x) =
φi(x)

∑M
j=1 φj(x)

(4.53)

The basis functions are not radial anymore, but the whole basis better approximate Ω. Example

of basis functions in 1D and 2D is given in Fig.4.12, where we can see the effect of normalization

on a 1D case.

Some Results

Based on algorithm 4.6 and using Radial Basis Function Networks with Gaussian functions, we

study the performance of approximation on the very simple 1D case. Each curve of Fig.4.13 is the

average of the returns over 100 iterations. We used RBF Networks with isotropic kernels regularly

spread out to cover the state-action space. In the first experiments, we use 50 basis functions, and

200 in the second one.

The results obtained are quite disappointing. The tabular version of Q-learning obtains better

performance than the approximate ones. This is indeed not so surprising, since the size of the

basis functions may not be big enough to capture the complexity of the target function Q∗ to be

approximated. Moreover, there are still two interesting observations one can make from these

quantitative results. First, the approximate versions converge and the final performances of the

approximation algorithm with 50 Gaussian kernels are lower than the one with 200 kernels which

is itself lower than the tabular version; the higher the order of approximation, the better. Second,

using 200 basis functions, the performances in the very first episodes are actually better than with

the tabular version. Once more, this is not surprising. Reducing the dimensionality of the problem
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Figure 4.13: Learning Curve with Function Approximation.

increases the learning speed and the convergence is reached earlier. Thus, it seems possible to

globally improve the convergence of the tabular Q-learning algorithm for shape grammar parsing

by iteratively refining the degree of approximation as the episodes go. One could also combine this

coarse-to-fine approach with a non-regular refinement of the approximation, allowing finer and

more numerous kernels in the areas of the state-action space where the approximation needs to be

accurate.

A completely approximate approach is somehow bound to fail though, since the objective of

the approximation algorithm is to approximate the estimation of Q using a mean square criterion.

Therefore, the approximation might be globally good over the whole state-action space, but not

necessarily around its maxima. For that reason, the approximation poorly performs at providing

the optimal parse.

Eventually, we believe that a more appropriate choice of the approximation basis as well as an

adaptive coarse-to-fine approach could help using function approximation in the parsing problem.

For instance, Tchebytchev polynomials are often used for uniform (L∞) approximation, and there-

fore might be a better choice of basis. However, we did not succeed in turning this very elegant

concept of Reinforcement Learning into an efficient parsing tool.
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4.4.3 User-Defined Constraints

So far we have presented how to automatically boost the performances of the 2D parsing algorithm.

However, in practice, it is always convenient for the user to have some level of interaction with the

program, both for the performances of the algorithm and for the feelings of the user. A way to

interact with the parser would be to draw one or several elements of the facade. For example, a

user could draw a rectangle specifying the position of the window. Let’s now discuss how to take

this additional information into account.

Fortunatelly, these hard constraints can be easily integrated in the RL framework. Let’s suppose

that the hard constraint is a labeled rectangle (x, y, w, h, c) with c its terminal symbol, x, y the

position of the lower left corner, and w, h the dimensions. A label rectangle is an atomic shape

c(x,y,w,h). Since the agent aims at maximizing his return, that is to say his cumulative reward,

we propose here to reward him more when he meets the constraint. For that matter, remember

that the reward is computed based on the merit function and that is a signal emitted from the

environment to the agent, consecutive to the agent’s action. Therefore, when the agent takes a

decision that creates the atomic shape c(x,y,w,h), he receives a higher reward than he should

have. For example, if the merit function is always between 0 and 1 the reward should be between

0 and wh. To enforce hard constraint, we set the reward to be 2wh when the agent takes a decision

that exactly meets the constraint. In practice, if the agent puts an atomic shape, which intersection

with the constraint is more than 95%, the constraint is considered as met and the reward is 2wh.

This mechanism of hard constraints is indeed very easy to integrate in the RL framework. It

does encourage the agent to meet the predefined constraint. However, these constraints are not as

hard as expected, since it is still possible that the agent finds a more profitable parse which avoids

the user defined constraint. In practice though they turn out to be very efficient and are particularly

useful on real data (see chapter 5).

4.4.4 Minimum Description Length

One of the greatest assets of shape grammar is the compactness of its shape representation. How-

ever, sometimes the same grammar may express the same semantic segmentation of an image in

different ways. As proposed by [Ripperda 2009], it is quite natural in this case to prefer the most

compact solution. In this paper, they propose as criterion the minimum description length (MDL):

the best representation of data is also the most compressed one.

The flexibility of the Reinforcement Learning framework also allows us to encode a MDL

criterion very easily. We modify the objective of the learning agent: he aims at finding the sequence

of rules that maximizes its returns while being as short as possible. This minimal length objective

is standard in Reinforcement Learning. For instance, one can train a learning agent to find the

shortest path to the exit in a maze by rewarding the agent with a fixed penalty (negative reward) as

long as he has not found the exit of the maze. The more the agent remains inside the maze, the less

he wins. Therefore he will tend to find the path that guarantees him to stay as little as possible in

the maze: the shortest path.
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1. floorWall →X wall(x).floorWin + wall

2. floorWin →X window(x).floorWall + wall

3. floorWin →X tile∗(x)

4. floorWin →X (window(x).wall + wall)∗(y)

5. tile →X window(x).wall + wall

Table 4.2: A repeat grammar for parsing 1D floors. This grammar has both split and repeat rules.

If the floor to be parsed is regular, then the representation is more compact with repeat rule than

with binary split rules.

We adapt this classic example to our parsing problem. At time step t, the agent in st takes the

decision at and receives a reward rt+1. In addition to this immediate reward, he also receives a

fixed penalty −ρ. For a given policy π, the agent builds a segmentation of the image C ∈ L(G) by

applying N rules and the complete return from the first state is now:

R0(C) =
∑

x∈I

m(x,C(x))−Nρ (4.54)

Therefore, maximizing this cumulative reward fulfills the two objectives. Depending on the

value of ρ, the optimal parse can be quite far from the expected one. If ρ is too big, then the agent

prefers a very compact model regardless the quality of the semantic segmentation.

Extending BSGs

In order to underline the validity of the MDL penalty, we introduce here a Repeat rule (or opera-

tor) that somewhat changes the nature of binary split grammars. The repeat rule repeats a shape of

same dimension an integer number of times. We denote repeat rules as:

LHS →Ax A∗(x)

where A is the atomic shape to be repeated along axis Ax with size x. Therefore, a repeat might

create more than two shapes at a time: the parse tree is not necessarily binary any longer. However,

we keep another important property: the repeat rule still carries a single parameter: the size of the

repeated element.

Using these new rules, we propose a simple grammar to split 1D floors in table 4.2. This

grammar can use binary split rules, repeat rules and then split rules, or a repeat rule in which a

binary split rule has been nested.

Now let’s suppose that we have a 1D image of a floor made of 3 regularly positioned windows.

There exist several sequences of rules to express such a regular floor with the extended BSG, using

from 2 to 6 rules.

1. 6 binary split rules: 1,2,1,2,1,2
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Figure 4.14: Different parse tree obtained for different MDL penalty ρ. We observe that without

any penalty, the obtained solution can be any of the possible ones. With a negative penalty, the

agent is encouraged to take as many decisions as possible whereas a positive penalty deters him

from taking to many decisions. He tries to find the shortest path.

ρ −104 −103 −102 −10 0 10 102 103 104

T 22 18 6 6 6 5 or 6 5 5 5

quality 55% 70% 100% 100% 100% 100% 100% 100% 70%

Table 4.3: Result of parsing with MDL penalty. ρ is the MDL penalty. The higher, the shorter is

the decision process. T is the length of the decision process and quality is the percentage of well

labeled pixels. In the experiments, the nest repeat rule 4 has not be used.

2. 5 binary split rules and 1 repeat rule: 1,2,1,3,5,5

3. 4 binary split rules and 1 repeat rule: 1,3,5,5,5

4. 1 binary split rule and 1 nested repeat rules: 1,4

However, we expect the most compact one to be the best one. We study here the effect of the

MDL penalty ρ on the parsing result. The results are given in table 4.3, where we have removed

rule 4 from the grammar to get more variability. Adding rule 4 drops the minimal number of rules

to 2 for any positive penalty. In this table are presented for each value of the penalty ρ the horizon T
(the number of decisions or the length of the decision process) as well as the segmentation quality

of the output, which is equal to the number of well labeled pixels over the total number of pixels.

Note that if the penalty is too negative, then the agent is tore between taking as many decisions

as possible (and therefore put as many windows as possible) and putting the wall and windows are

the right locations. After a certain threshold, multiplying the number of elements becomes more
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profitable than following the image, and therefore the agent tends to optimize only the topology of

the tree rather than the image support. The same observation can be made for too large penalties.

If we remove rule 4 from the grammar, then penalizing too hard the agent when he takes decisions

pushes him to reach the end of the process as fast as possible, therefore creating as few windows

and walls as possible on the input floor. However, the MDL penalty is not very sensitive, and one

should really choose a large penalty (around 104) in absolute value before facing these degenerated

cases.

Note that rule 4 of the extended BSG nests a binary split rule inside a repeat rule. Unlike the

other types of rules presented so far, this nested rule has 2 parameters. In practice, the learning

agent has to take two decisions at a time while applying such a rule. If each parameter can take 20
different values, then there are 400 possible of these nested rules. Such a number is still manage-

able, but does not fit the whole idea of the proposed algorithm, where a long sequence of simple

decisions is preferred to a short sequence of very complex ones.

4.4.5 Grammar Selection

Shape grammars are very powerful representations. However, a common mistake while designing

a shape grammar for automatic generation is to try to be as generic as possible. For instance,

allowing the parameters of the binary splits to range from very small values to very high values

may lead to unrealistic instances: high and narrow windows or very different sizes of windows on

different floors for example. To solve this problem, one can use different grammars with different

sets of parameters. A model is generated by first choosing one grammar and then deriving it. Since

the rules of each grammar are consistent, the generated building is also realistic.

The same multiple grammars approach can be applied to parsing. A very simple way of doing

so is to add a “meta-rule” 0 which chooses one of the possible grammars. All the following rules

chosen by the agent are chosen among this grammar. Extending the derivation tree is once again

quite natural and adapted to the proposed framework.

I do believe there would be other ways to do grammar selection (or model selection) more

efficiently. For example, recent advances in Reinforcement Learning were made about multi-agent

systems. We believe such an approach should give interesting results in grammar selection, and

should be investigated in the future.

4.5 Conclusion

As a conclusion, this chapter introduced not only a very new and efficient parsing algorithm for 2D

split grammars, but also a new framework: Reinforcement Learning. Although this whole theory

is not very popular among the Computer Vision community, using it is not far-fetched at all: it

constitutes the logical continuation of the previous work in shape grammar parsing in Computer

Vision and of string grammar parsing. The first one was solved so far by Monte-Carlo while the

latter one was solved by Dynamic Programming. Reinforcement Learning takes advantage of both

worlds and produces a very elegant solution to Markov Decision Processes. Thus, formulating
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the 2D parsing problem as a MDP naturally gives access to an entire world of algorithms, with

well-known convergence properties. Through this formulation, we have proposed a new parsing

algorithm that was proved to empirically converge on artificial data. This algorithm makes no

assumption at all on the image to be parsed, and shows no restriction in term of topology.

So far, we have only explained how to parse artificial data, using a merit function that is either

0 or 1 for each pixel. In the next chapter, we are about to explain how to define merit functions on

real data in order to parse facade image to achieve our goal: image-based procedural modeling of

buildings.



Chapter 5

Top-Down Parsing: Applications

In chapter 4, we have presented a parsing algorithm that efficiently processes artificial images with

BSGs. Working on artificial data is very convenient to understand the algorithm and the definition

of the reward function is straightforward. In the current chapter, we explain how changing the

reward functions enables us to parse real images. We propose different types of rewards in section

5.1 that corresponds to different types of grammars and different types of images. Section 5.2

demonstrates quantitatively the quality of the parsing algorithm on real data, while section 5.3

shows the qualitative results on different architectural styles and different grammars and shows

the robustness of the proposed algorithm to occlusions and illumination conditions. Eventually,

this last section provides single-view image-based procedural modeling of buildings, with several

levels of modeling qualities, based on the power of the shape grammar formulation.

5.1 Defining Reward Functions on Real Images

So far, we have assumed that the RL parsing algorithm took as input a merit function m, which

tells the learning agent about the quality of his segmentation decisions; the merit is directly related

to the rewards. However, we did not explain how to get these rewards which in other optimization

frameworks would have been called data term. In this section, we present different ways of building

these functions, with different amount of user interaction, and on different kind of data. We will

see that they take the form of posterior probability distributions.

5.1.1 Perfect Rewards for Artificial Data

In chapter 4, we have defined the merit function on artificial images. In that case, the input image

presents perfect information, and since it was generated by a grammar, it can be parsed by the

same grammar. Each pixel x of the image I represents a symbol I(x) ∈ T . The merit function

associated to this kind of data is a discrete Dirac distribution:

129
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m(x, c) = p(c|x) = δ(I(x), c) (5.1)

In the previous chapter, this merit function was already used with two colors (black and white)

corresponding to two symbols (wall and window). Unfortunately having a perfect knowledge of

the reward is not possible in real data. The basic idea behind estimating the appearance of each

class is to perform some supervised learning on the terminal elements of the grammar. Depending

on the kind of data, several approaches may be envisioned.

5.1.2 Randomized Forest for Consistent Architectural Styles

Some architectural styles are well characterized by the homogeneous appearance of their basic

materials. When a style shows small appearance variations, having a supervised approach to learn

the visual vocabulary of terminal symbols makes sense. We expect to find on new buildings what

we have learned on the buildings of the training set. To do so, we must have both small variations

and enough instances of buildings so as to ensure the generalization of the learning phase. Then a

supervised learning approach builds classifiers that estimate the posterior probability of the symbol

of a pixel x ∈ I:

m(x, c) = p(c|x, I) (5.2)

Having pictures of a full street (rue Monge in the 5th district), we manually annotated 20 build-

ings. This amount of data is quite small but annotating images is very time consuming. Therefore

these experiments were done as a proof of concepts.

In order to answer to the question of how to estimate the posterior probabilities based on the

training data, we proposed a Randomized Forest approach, for the simplicity of its implementa-

tion and its classification performances. We describe here the principle of a Randomized Forest

classifier.

Randomized Forests

Randomized forests [Breiman 2001] are very powerful classifiers. They have been adopted in a

number of problems in Computer Vision like object recognition [Lepetit 2006], object classification

coupled with bags of words techniques [Shotton 2008] or with graph cuts [Shotton 2007].

A randomized forest is used for supervised classification among C classes and is made of a

set of T random decision trees. The leaves keep track of the visits of input feature vectors (see

Fig.5.1). Internal nodes consist of a simple random test on a feature vector. When a feature vector

associated to a label is dropped into the tree and reaches an internal node, it goes its way down to

the left or the right child depending on the test response. After d tests, the vector falls into a leaf

where the number of visits per label is updated. Thus, each leaf holds a histogram h = (h1, ..., hC)
containing the number of feature vectors which have fallen in there for each of the C classes. One

shall notice that in the process exposed above, some of the paths of the tree will not be explored
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Figure 5.1: A Randomized Tree. The internal nodes are decision tests. If the red pixel is greater

than the blue one, then it follows the red path to the left, and the right one otherwise. The leaf

nodes store the visits for each class during training and are turned into posterior probability during

testing after normalization.

by any of the vectors of the training set. Thus we dynamically create the nodes of the tree when

needed. During the testing phase, an unlabeled feature vector is dropped in each tree of the forest.

In a given tree τ , the feature vector falls in the leaf lτ in which a histogram of labels is stored. Once

normalized, this histogram provides an estimation of the posterior probability for the feature vector

to belong to each class c, knowing the leaf lt in which the patch has ended up:

p(c|lτ ) =
hc

∑

i hi
(5.3)

Then, the probability over the forest is obtained by averaging the probabilities of all the trees.

p(c|x) = p(c|l1, . . . , lT ) =
1

t

∑

τ

p(c|lτ ) (5.4)

Typically, a randomized forest is made of 10 trees. In our case, we want to classify all the

pixels of an image. The feature vectors we consider are patches centered on the pixels. Testing

the classification results for different sizes of patches and different depths, we found that a depth

of 15 and patches of sizes 13 are a good trade-off between memory usage and performances.

Ultimately, we consider two kinds of decision tests: comparing the values of two pixels of the

patch, or comparing the value of a pixel with a random threshold.

Examples of probability maps for each of the 7 terminal symbols of the Haussmann BSG as

well as a pixel-wise segmentation based on the maximum a posteriori are presented in Fig.5.2.

Building a training set can be very time consuming in practice. Besides, the almost infinite

diversity of real building appearances prevent us from scaling this method over a large database of

buildings. As a result, we propose a second supervised method that does not require a complete

data set of buildings, but only catches the appearance of the elements of the input images through

very little user interaction.
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(a) image (b) wall (c) win. (d) door (e) balc. (f) roof (g) shop (h) sky (i) MAP

Figure 5.2: Merit functions for the Haussmann BSG. On the probability maps, the deep blue repre-

sents a probability 0 and red a probability 1. On the last image, the color of each pixel corresponds

to the color of a symbol. Wall is yellow, window is red, door is orange, shop is green, sky is sky-

blue, roof is blue, and balconies are purple. We can notice that some classes are well detected by

the RF classifiers (walls, sky, roof) and some other are poorly detected (windows mainly). This is

due to the complex appearance of windows that are often reflecting the scene in front of them.

5.1.3 Gaussian Mixture Models

The idea behind this method based on Gaussian Mixture Models (GMM) is that the user paints

some brush strokes as examples of the appearance of terminal symbols. It could be a subset of

terminal symbols or all of them. Thus, for each symbol c ∈ T we have a set of Nc observations

(y1, . . . , yNc) in R
3 corresponding to the RGB values of the selected pixels. Following the ideas of

[Blake 2004] in their grab cut segmentation method, we assume that for each class the observations

are samples of an unknown mixture of Gaussian distributions made of K Gaussian kernels:

p(y|c) =
K∑

k=1

πkN (y|µk,Σk) (5.5)

where N (y|µ,Σ) is the multivariate normal distribution of mean µ and covariance matrix Σ:

N (y|µ,Σ) = 1

(2π)3/2|det(Σk)|1/2
exp

(

−1

2
(y − µk)TΣ−1(y − µk)

)

(5.6)

The parameters of the Gaussian mixtures models for each symbol are estimated by the EM

algorithm, first initialized by a K-Means. The EM algorithm alternates between evaluating soft

assignments of data points to the Gaussian clusters, and then re-estimates the K Gaussian param-

eters µk, Σk and the mixture proportions πk, until convergence. Then, the posterior probability is

obtained by writing the Bayes’ rule:

p(c|y) = p(y|c)p(c)
∑

c′∈T p(x|c′)p(c′)
(5.7)
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(a) example (b) wall (c) window (d) roof (e) shop (f) MAP

Figure 5.3: (a) shows the original image, in which some regions have been painted by the user,

using the 4 colors: blue-window, red-wall, green-shop and yellow-roof. (b)-(e) are the learned

merit functions using GMM for each of the terminal symbol of the 4-colors BSG. These probability

maps range from blue (0.) to red (1). (f) the most probable symbol for each pixel, using the same

color code as in (a).

Assuming that all the terminal symbols are equiprobable we obtain:

p(ci|y) =
∑K

k=1 π
i
kN (y|µik,Σi

k)
∑

j

∑K
k=1 π

j
kN (y|µjk,Σ

j
k)

(5.8)

Another possibility would be to assume that the probability p(c) is the frequency of symbols

c in the training painted data: p(c) ∝ Nc. For experiments we usually choose K = 3. Fig.5.3

shows the brushes strokes for the 4-colors BSG on an example as well as the posterior probabilities

for each class, with a color code going from blue (p = 0) to red (p = 1). The GMM-based merit

functions are usually providing a good data term since the appearance of an element amid a facade

usually does not change much, unless it is occluded or received locally a specific illumination.

As a conclusion, GMM-based rewards are a good trade-off between the user interaction level and

the quality of the results, and have the great advantage of being usable on any image and any

architectural style.

5.1.4 Unsupervised Hue based Rewards for Binary Parsing

So far we have proposed merit function based on supervised learning. The two previous methods

need the intervention of a user, either to create a training set, or to paint some parts of the image.

However, it could also be interesting to provide a merit function without supervision. Of course,

this implies a small number of terminal symbols and some heuristic assumption behind.
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For that matter, let’s consider the case of binary segmentation of facade, such as described by

the grammar given in table 2.2. It is equivalent to assert that we are parsing a facade into two

classes: walls and windows. Then we make two assumptions:

1. There are more walls than windows on the facade.

2. The hue distinguishes the walls from the window.

Clearly, the first assumption is often violated in modern architecture, but is quite standard in

more classic styles. The second assumption was proposed in [Liu 2010]. This assumption is very

often satisfied. The reason is that the hue (H value in HSV color map) represents the pure color of

a color, which is the color without shade. It first means that the hue is invariant to illumination. If

the facade is half in the sun and half in the shadow, this illumination effect does not affect the hue

image. Then, since the windows and the walls are usually showing different pure colors the hue

should be different in these two regions.

Under these hypotheses, we first compute a Hue image and make a histogram of the hue values

over the image. We expect to have two modes in the histogram, the heavier one corresponding

to the walls and the other one to the windows. Under the assumption of Gaussian modes, the

histogram is now made of two 1D Gaussian functions. Applying again the EM algorithm solves

the problem. However, one should pay attention that the hue is an angle going from 0◦ to 359◦.

Therefore the computation of the means and the distances to the means should be taken with care,

due to the circular nature of the histogram.

To compute a mean angle of (θ1, . . . , θn), the most efficient way is to compute it in C:

θ̄ = arg(z̄) = arg(
1

n

n∑

k=1

eiθk) (5.9)

Besides, we also define the distance between two angles θ and φ as:

d(θ, φ) = min (|θ − φ|, |φ− θ + 2π|) (5.10)

After EM, we end-up with a single Gaussian model for the wall and a single Gaussian model

for the windows:

p(x|wall) = πwall√
2πσwall

exp

(

−(x− µwall)
2

2σ2wall

)

(5.11)

p(x|window) = 1− πwall√
2πσwindow

exp

(

−(x− µwindow)
2

2σ2window

)

(5.12)

These likelihoods can be now turned into posterior probabilities exactly by the same process as

in the GMM merit function.

An example of image of facade, its hue image, the most probable symbols at each pixel and

the histogram of hue both in linear and polar scales are shown in Fig.5.4. We clearly see that the

two terminal symbols have very different hues, and therefore this heuristic criterion is very often

satisfied. Results are presented and commented in section 5.3.



5.1. DEFINING REWARD FUNCTIONS ON REAL IMAGES 135

(a) original

0 200 400 600 800

0

100

200

300

400

500

600

700

800

(b) hue (c) MAP

0 50 100 150 200 250 300 350 400

hue
0

20000

40000

60000

80000

100000

120000
Histogram of Hue values

wall

window

0°

45°

90°

135°

180°

225°

270°

315°

0.5
1.0

1.5
2.0

Polar histogram of Hue values

(d) histograms

Figure 5.4: Analyzing a facade through the Hue. Two modes clearly appear: one for the wall and

the other for the windows.

5.1.5 Depth Maps

The rewards or merits proposed so far are all dealing with optical data. However, there is absolutely

no reason why we should restrict ourselves to such data, all the more since in Computer Vision, 3D

data are often available through acquisition or retrieved by structure-from-motion [Snavely 2006,

Snavely 2008]. We will here present a way to create a depth map of a facade that can serve as input

of a 2D parsing, with depth information.

We assume now that we have N images of the facades. Using the structure-from-motion tool

Bundler [Snavely 2006, Snavely 2008], we obtain a 3D points cloud of the facade. Considering

that this points cloud represents a facade, the data should coarsely correspond to a plane, with

some 3D points in front of it (balconies and shops) and some 3D points lying behind the facade

plane (roof and windows).

In order to find this plane, we apply a RANSAC method [Fischler 1981]. Sampling 3 3D points

(xi, yi, zi), we can compute a plan Π : ax+ by+ cz+d = 0, with n = (a, b, c)T the normal vector

of Π of length 1. Assuming that d 6= 0, we can solve αx+ βy+ γz+1 = 0 by inverting the linear

system:





x1 y1 z1
x2 y2 z2
x3 y3 z3









α
β
γ



 = −





1
1
1



 (5.13)

Then, normalizing the α, β and γ gives the plane equation that goes through the three points:

a =
α

√

α2 + β2 + γ2
b =

β
√

α2 + β2 + γ2

c =
γ

√

α2 + β2 + γ2
d =

1
√

α2 + β2 + γ2

(5.14)

Then, the distance between a 3D point X = (x, y, z)T and the plane Π is given by:

d(X,Π) = |ax+ by + cz + d| (5.15)
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(a) 3D points
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(b) 2D points
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(c) Negative Depth
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(d) Positive Depth

Figure 5.5: Creating a Depth Map from a 3D Points Cloud.

Using a threshold ǫ, one can easily compute how many points of the points cloud agree with

the plane Π. After a couple of RANSAC iterations, we obtain a set of inliers (X1, . . . , Xk) cor-

responding to points belonging to the facade plane, and we find the plane that best explains these

k inliers using a Principal Component Analysis (PCA), through a Singular Value Decomposition

(SVD). We write Xi = (xi, yi, zi, 1)
T , and A the matrix obtained by stacking all the Xi. The

SVD of M = ATA gives a new coordinates system P . The two eigenvectors associated to the two

highest eigenvalues lie on Π and define a orthogonal coordinates system of the plane, whereas the

last coordinate defines the distance to the plane.

The next step is to find a bounding box that is aligned with the facade vertical and horizontal

directions and rotate the plane coordinate system so that it is aligned with this bounding box.

Ultimately, we discretize this plan and obtain an image D for which each pixel x corresponds to a

depth D(x) = d that can be positive or negative. The image might not be completely filled, since

there might be some points of the facade that do not correspond to the orthogonal projection of a

3D point of the cloud. Moreover, if two 3D points fall into the same pixel, the value of this pixel is

the one with lower absolute value, so as to get rid of outliers lying very far from the facade plane.

We note E the Boolean image that is E(x) = 1 if there exists a 3D point that projects itself onto x
and 0 otherwise. Such an image is given in Fig.5.5, along with the depth maps (split into positive

and negative).

In order to get a merit function, we split the set of terminal symbols T = T + ∪ T − ∪ T 0. The

symbols in T + should correspond to extrusion (for examples shops and balconies), the symbols

in T − correspond to intruded symbols (windows, roof) and the last set T 0 represents the symbols

that lie on the facade plane (walls and door). The merit function is then easily computed as using

the depth map:
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m(x, c) =0 if E(x) = 0

=1 if c,D(x) ∈ T + × [ǫ,∞[

=1 if c,D(x) ∈ T − × [−∞,−ǫ[
=1 if c,D(x) ∈ T 0 × [−ǫ, ǫ]
=0 otherwise

(5.16)

Let’s now evaluate the performances of the Reinforcement Learning based shape grammar

parsing algorithm on real images, using some of the previously defined reward functions.

5.2 Quantitative Validation

Let’s first study the empirical convergence of the parsing algorithm on real data, before measuring

the parsing quality. Since this algorithm optimizes both the topology and the geometry of the

shape with respect to the image cues, we propose two different similarity measures, to compare

the ground truth parse with the optimized one. The first one is a measure of segmentation and the

second one a measure of topology.

5.2.1 Convergence on Real Data

We have already presented learning curves of Q-learning agents with different exploration policies

in Fig.4.9 and Fig.4.11 on artificial data and on the binary segmentation BSG. Here, we run the

same kinds of experiments on real data and different grammars. We associate each BSG with

a merit function to be applied on real images: the binary segmentation BSG is associated with

the Hue reward, the 4-colors grammar with GMM reward and the Haussmannian grammar with

Randomized Forest reward. For each couple grammar-reward, we take an image that can be parsed

with the grammar, and parse it 100 times with a Q-learning agent, learning for 3000 episodes, with

a data-driven exploration. Then we obtain the learning curves by averaging at each iteration the

100 returns and greedy returns. The learning curves are shown in Fig.5.6.

As in the artificial case, the proposed algorithm does converge. The average learning curves

are increasing and smooth. The experiments seem to confirm the theory. Furthermore, we observe

that the more complex the grammar, the more difficult the learning is. For example, in Fig.5.6(a),

the average curves are thin, which means that all the experiments where quite similar, whereas

in Fig.5.6(c), the curves are much more noisy, which means that the experiments showed more

variability. Besides, the greedy curve of this grammar is not always increasing. This phenomenon is

quite standard in Reinforcement Learning and the explanation is the following: the initial estimates

of theQ function are 0 for all state-action pairs. At the beginning, the agent chooses randomly some

actions, and therefore updates the estimate of Q for state-actions pairs that were visited. Since the

rewards are positive, the greedy actions at the beginning, always correspond to the actions that

were visited which is in average misleading for the agent. He tends to follow these decisions,
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Figure 5.6: Convergence of the algorithm on real data. The curves are averaged among 100 exper-

iments.

while they are completely random, and it leads to poor returns. After some time, the agent has

a better knowledge of the decisions through exploration, and he can therefore follow truly better

paths. That is why, the curve first increases, because random actions are better than nothing, then

decreases because the agents trusts bad decision at first, and finally increases, because the level of

exploration is sufficient so that he does not blindly follows bad decisions.

In our case, the learning curves for the binary grammar and the 4-colors grammar do not show

this initial decrease. There are two reasons for that. First, the grammar is simple enough so that this

appears in the very first iterations, and the amplitude of the phenomenon is similar to the amplitude

of the noise of the curves. Second, the agent follows a data-driven exploration policy which makes

him follow right away good decisions with a higher probability, thus decreasing the amplitude of

this phenomenon. On the contrary, the Haussmannian grammar and the images are much more

complex. It means that the agent learns more slowly and that the data-driven proposals may be

wrong. In that case, the phenomenon appears with high amplitude, and not immediately in the very

first iterations.

The convergence speed depends both on the complexity of the grammar and the topology of

the building to be parsed. Indeed, in a complex grammar, the agent has to choose between many

options at each decision: the more options the harder to learn. Furthermore, the topology of the

buildings is directly linked to the horizon T of the decision process, since each element of the

facade corresponds to a decision of the agent. As a consequence, it is not surprising to observe

slower learning speed on complex grammars and on huge facades. A good way to speed-up the

convergence while parsing huge facades (like skyscrapers) is therefore to decrease the complexity

of the grammar. For instance, the use of repeat rules (see section 4.4.4) may decrease the number
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of decisions by constraining the layout.

Now that we have presented and explained the empirical convergence of the parsing algorithm,

let’s focus on the segmentation performances and how to measure them.

5.2.2 A Measure for Segmentation

As mentioned in the previous sections, a parse corresponds to a semantic segmentation of the

image. Each pixel receives as label the symbol of the terminal shape it belongs to. Let’s denote

T = {c1, . . . , cn} the finite set of n terminal symbols of the shape grammar G. There are basically

two ways to compare the ground truth segmentation with the one found by the algorithm: the first

one is the detection rate and the second one is the confusion matrix M of size n× n.

The detection rate is a very global measure that represents the percentage of correctly labeled

pixels by the algorithm compared to the ground truth. This measure is too generic, since it does not

give any information on the different classes.

The confusion matrix M is a more detailed measure. The element Mij on row i and column

j of M represents the percentage of the pixels that belong to class ci in the ground truth, and that

were labeled cj by the parsing algorithm. A perfect confusion matrix would be the identity matrix,

since it would mean that all the pixels have been correctly labeled. Although the confusion matrix

describes the quality of the segmentation better, it still has two main drawbacks. The first one is

that it completely gets rid of the structure of the segmentation, since it is completely pixel-wise.

The second is that it does not take into account the size of each class or symbol.

To understand the second drawback, imagine that a class c1 is supposed to represent a very

small structure of the building, for example one rectangle of size 10×10, and that class c2 represents

a bigger structure, a rectangle of size 100 × 100 Let’s suppose that the algorithm misses by two

pixels in each direction the rectangles. In class c1, 64 pixels will be correctly labeled and in class

c2 98 × 98 = 9604 pixels will be correctly labeled. Therefore, on the diagonal of the confusion

matrix, on the line c1 we will have 64% and 96.04% on line c2. The geometrical error is the same,

but the two measures are very different, leading to an unfair comparison.

However, a geometrical measure is neither obvious to build nor to interpret because the topol-

ogy of the ground truth and the optimal parse may be different as well. For that matter, we propose

a topological measure between the ground truth parse and the optimal one.

5.2.3 A Measure for Topology

This measure aims at capturing the topological and semantic similarity between two parse trees.

The idea is to compare them recursively.

Let c be the symbol of the root of a tree T and t1,. . . ,tn its children (that are themselves trees).

Besides, we will note #T the number of nodes of the tree T . Now let’s suppose that we have
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two trees T1 and T2. All the previous notations are indexed now by 1 or 2. Then, we define the

similarity η between the two trees as:

η(T1, T2) =
δ(c1, c2)

#T1 +#T2 − 1
+

max(n1,n2)∑

i=1

η(ti1, t
i
2)

#ti1 +#ti2
#T1 +#T2 − 1

(5.17)

where, δ is the Kronecker operator. Thus, the similarity is bounded between 0 and 1. Note

that there would be other ways to build a similarity between two trees based on the same kind of

recursive principles. However, this definition is convenient, since a similarity η of 0 means that the

nodes of the two trees are different everywhere, whereas a similarity of 1 means that the two trees

exactly carry the same symbols at the same positions in the trees. Weighting the similarities by the

number of nodes of each subtree allows us not to penalize too hard bad branches close to the root

if they do not carry much information. This measure does not depend on the depth of the nodes,

but on the number of nodes carried by the subtrees, which is much more robust.

Now that we have a way to measure the quality of a parse tree both in terms of segmentation

and topology, let’s see how the parsing algorithm performs on several kinds of data and with several

grammars.

5.2.4 Paris Benchmark 2010

We proposed this benchmark for a semantic segmentation method using procedural shape prior

[Teboul 2010]. For this benchmark, we have 20 buildings annotated for training, and 10 annotated

for testing. Note that the annotations were not done using a grammar. There are two main conse-

quences: first, using a topology measure is impossible, since the ground truths are not expressed as

parse trees. Then, it is impossible to get a detection rate of 1, or equivalently a diagonal confusion

matrix in this case. Despite, these two major drawbacks, this benchmark was at some point the

only existing one, which justifies using it.

A Randomized forest classifier (see section 5.1.2) made of 10 trees of depth 12, and working

on feature vectors of dimension 39 (RGB patches of size 13) is trained on the 20 images, and used

directly as a merit function. w We ran the RL parsing algorithm on the 10 images for 3000 episodes

using the complex Haussmannian grammar (see section 2.4) made of 281 rules. In average, the

agent has to take around 80 decisions per episode.

We compare the confusion matrix obtained on the 10 images using the proposed Q-learning

based parsing algorithm, with 3 confusion matrices coming from 3 other semantic segmentation

methods: MAP, a Potts model and the method from [Teboul 2010].

MAP classification is obtained by building a segmentation of the images based on the Random-

ized forest classifier only. To do so, each pixel x is assigned to the class c the maximizes the

posterior probability p(c|x) provided by the Randomized Forest:

∀x ∈ I, c∗ = argmax
c
p(c|x) (5.18)
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(a) Original (b) MAP (c) Potts (d) Q-Learning

window wall balcony door roof sky shop

Figure 5.7: Comparing the segmentations obtained by 3 different methods.

Obviously, this segmentation method is very sensitive to noise and produces very inconsistent

segmentations (see Fig.5.7(b).) Thus, it appears fairer to compare the proposed method with a

smoother segmentation using a Potts model.

Potts Model is a very well-known smooth graphical model. It defines the following energy on

the image graph:

E(C) =
∑

xi∈I

− log p(C(xi)|xi) + λ
∑

xi∈I

∑

xj∼xi

1(C(xi) 6= C(xj)) (5.19)

where C is a semantic segmentation; it maps every pixel x to a class C(x) ∈ T . Thus, neighboring

nodes with different labeling will be penalized with a constant λ whereas no penalization is given

when the same labels are given to these nodes. In Fig.5.7, we can see that the segmentation obtained

by a Potts model is smoother than the MAP segmentation. However, it neither guarantees any

structure of the final segmentation nor any increase of the detection rates.
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Random Exploration with Procedural Shape Prior was proposed in [Teboul 2010]. This

method has indeed several drawbacks. First it is slow; about 106 buildings have to be generated

before convergence. Then, there is no guarantee of convergence, and in practice this algorithm gets

often stuck in local minima. However, this method does provide a segmentation that belongs to the

language of the input shape grammar, which guarantees a structure of the output building.
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As expected, the confusion matrix of the MAP segmentation is quite noisy, with poor detection

rates on the diagonal. Moreover, the Potts matrix is not much better than the MAP one. Although

the segmentation itself is smoother, the confusion matrix is very noisy. This is due to the absence

of structure of the Potts model. Unsurprisingly, the two last confusion matrices are much smoother,

and show better detection rates.

The reason for these better results is the use of the procedural shape prior that introduces

some context and resolve the potential ambiguities between classes. For instance, windows often

look like the sky, because they are reflecting it. A MAP segmentation or a Potts one would tend

to label as sky the pixels in the window. However, a shape grammar completely forbids such a

configuration; the sky cannot be lying in the middle of the facade. Thus, the confusion matrices of

shape grammar based methods are bound to be better.

To facilitate the comparison between these two confusion matrices, the diagonal elements of the

confusion matrix of the proposed method are green if the detection rate is greater or equal, and red

if it is lower. The first thing to notice is that the two confusion matrices are quite similar. This is due

to the fact that the two methods optimize the same functional. The slight increase in the detection

rate of the RL method is mainly due to better convergence properties of this method. Indeed,

the method we proposed in [Teboul 2010] needs around 106 generations and about 10 minutes to

converge, whereas the RL method finds a solution after only 2000 iterations and around 30 seconds,

and avoids local minima better. Eventually, the slight decrease of detection in the balcony is due

on the one hand to a more complex grammar (a running balcony can appear at any floor, whereas

in [Teboul 2010], the grammar enforces a running balcony to appear on the second and the last

floor), and on the other hand, the balconies are often small structures, and as mentioned earlier, the

detection rates for small structures are more sensitive to small variations than big structures.

This benchmark is quite limited, but already shows the benefits of using shape grammar to

segment complex and structured geometries such as facades, and also the performances of Rein-

forcement Learning to guide the search in high dimensional spaces. In the next section, we propose
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mean std

topology 0.93 0.09

appearance 0.81 0.07

Table 5.1: Statistics of the performances on the full Monge dataset, using the same Randomized

Forest classifiers.

a more complete database of Haussmannian facades in order to evaluate the performances of the

proposed algorithm on a larger scale, with respect to the topology and the appearance of the hier-

archical segmentations.

5.2.5 Paris Benchmark 2011

In the previous benchmark, over the 104 images taken from rue Monge in the fifth district of

Paris, we kept only 20 for training and 10 for testing. However, testing on 10 images is very

limited and is definitely not enough to assess the performances of the parsing algorithm. For that

matter, we have manually annotated the full data set, which consists of 104 facade images, with the

Haussmannian shape grammar. Since the Randomized Forest classifiers are not very informative

and do not generalize very well on the whole training set, we process the data in the following way:

for each image, we run 5 Q-learning agents, parsing the image for 5000 episodes with a data-driven

exploration and the Randomized Forest based rewards. We compute the topological similarity and

the detection rates of the 5 semantic segmentations found, and keep the one that maximizes the

global detection rate (percentage of well labeled pixels). Then we show the confusion matrix on

the 104 buildings, as well as the statistics of the topological similarities.
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First, we can observe a significant decrease of the detection rates of the windows, the balconies

and the doors, compared to the small dataset of 10 buildings. This is not very surprising, since

they are the classes with the highest variability and also they represent the smallest elements of

the facades. Therefore, it is quite often that the parsing algorithm actually finds the windows but

misses some pixels of it, leading to important drop in the detection rates.
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The second observation is that the parsing algorithm outperforms the MAP segmentation based

on the Randomized Forest only, except for the specific case on doors. This can be explained by

paying attention to the last line of the first confusion matrix. Shops are more labeled doors than

shops in a MAP classification. Doors are detected everywhere on the ground floor. It means that in

the parsing algorithm, the agent will be tempted to put a door anywhere on the ground floor, and

not specifically on the real door.

Furthermore, we also observe that the Randomized Forest trained on 20 buildings does not

generalize well on the full dataset. For some buildings, almost no windows are detected, and

therefore it makes it harder for the parsing algorithm that can only rely on a few classes such as

wall, roof or sky. No question that a better data term, such as a different GMM classifier for each

facade would boost the performances of the parsing that could rely on sensible information.

Eventually, we would like to stress that even when the semantic segmentation is not perfect,

the topology is almost always perfect, with 0.93% of similarity. Note that these 7% mostly come

from a phenomenon that occur at the end of the floors or at the end of the facade, when the parser

cut the last wall into two. It actually gives the same reward to put a single wall or 2 walls, but the

agent usually puts two, whereas in the ground truth, the last wall is one and only one wall. Since

this small topological difference appears at all the floors, it can impact on the global topological

similarity between the ground truth and the optimal parse, which explains why the mean is not

closer to 1.

The conclusion of these massive tests on a bigger database is that the parsing algorithm per-

forms surprisingly well, even when the data term (reward) is poorly informative and very noisy as

it is the case here. The low data term quality is compensated by the power of shape grammars and

a method to parse them properly. However, there are some cases for which the data term is so bad

that the agent is completely lost, and the optimal parse he finds brings him a better reward than

what he would get by following the ground truth. This raises the question of learning a proper data

term based on example, so that the optimal parse coincides with the expected parsing of the image.

Such a question is let to future work. For the time being, a good alternative to solve this problem is

indeed to switch the rewards, from a Randomized Forest one to a GMM one, in order to get a better

data term on a specific image. Unfortunately, this approach is not appropriate for big databases

like this one, since the user has to manually paint some brush strokes in every single image of the

database, which is a slow and tedious process.

5.2.6 Robustness to Noise

Another important aspect is the robustness of the segmentation to noise. In order to assess the

performances of the proposed algorithm, we take an image of a facade that can be expressed with

the 4-colors grammar, and learn a GMM classifier on the non-corrupted original image. Then, we

increasingly add salt-and-pepper noise, corrupting from 0 to 100% of the pixels by painting them

either in black or in white. Since the GMM has been trained on the orginal image, the corrupted

pixels are necessarily misclassified by the GMM, and they receive a uniform posterior probability

to belong to any of the 4 classes. Therefore the relevant information brought by the data term is
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Figure 5.8: Evolution of the detection rates with increasing level of salt-and-pepper noise. The

experiments were done with 20 noise corruptions ranging from from 0% to 95% of the pixels. In

(b), we only display a noise corruptions 10%, 30%, 50%, 70% and 90% as illustration.

corrupted in the same proportions than the image is corrupted by the salt-and-pepper noise.

Then, for each level of noise, we run 20 times the RL algorithm for 2000 episodes, with a

ǫ-greedy exploration policy, and store the segmentation performances. We show in Fig.5.8 the

evolution of the average detection rate over the 20 parses with the level of noise.

As show in Fig.5.8, the proposed method is quite robust to noise. The red curve represents the

average topological similarity measure between the ground truth and the optimal parses. The blue

curve refers to the average segmentation similarity (global detection rate).

The first comment, is that the performances start to drop after 30% of pixels corrupted by a

salt-and-pepper noise. This level of noise is underestimated, since the experiments where run on

real data with a GMM classifier which is itself not perfect and quite noisy. As a consequence, even

with no additional salt-and-pepper noise, the data term (merit function) is noisy by nature.

The second observation is that for very high noise levels, the image support is somehow lost:

the merits are random. However, we do not obtain 0% of detection rate or 0% of topology similarity,

because the parsing still produces a random building, with no link with the image, but if still belongs

to the language of the grammar. Thus, this random optimal building shares to a certain extent a

common topology with the ground truth. From the segmentation point of view, we obtain detection

rate greater than random even if the building is built randomly. A completely random segmentation

of the image would independently put for each pixel the good label with probability 0.25 (we are

using the 4-colors grammar). Then the global detection rate would also be 0.25. In our case, the

building is built randomly, but the labeling of the pixels are not independent. Therefore the building

we obtain is more likely to be similar to the expected one, and the probability is here around 0.4;

So far we have measured the quality of the algorithm on different kinds of data and different

kinds of grammars according to several criteria: convergence, segmentation quality, respect of

the topology and robustness to noise corruption. In the next section, we discuss the qualitative
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Figure 5.9: Parsing images with binary segmentation grammar based on Hue rewards.

performances of the parsing algorithm, and confront it to several grammars, several architectures

and several challenging conditions.

5.3 Qualitative Validation

So far, we have focused on measuring the performances of the proposed algorithm, which out-

performs the other existing methods. Now, we discuss the qualitative results on different types of

architectures with different kind of BSGs.

5.3.1 Binary Segmentation

The binary segmentation grammar presented in section 2.4 is the simplest grammar. It separates

the walls from the windows. We now give some examples of parsing this grammar on different

types of images, using a hue-based reward. Therefore such a parsing is completely unsupervised.

The Hue reward seems to provide quite good merit functions on some images, but turns out

to be poorly separating the walls from the windows on others. For example, on the last image of

Fig.5.9, the last column of windows is almost not detected. Therefore, the agent is more rewarded

by putting a wall than by putting a window on this column. In order to get better segmentations,
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Figure 5.10: Parsing images from New York City, USA.

we present now some results with the 4-colors grammar (that contains the binary grammar) using

a better suited type of image-based reward.

5.3.2 4-colors Facades

This grammar is very generic and most of the buildings world-wide can be explained by such a

grammar. In the experiments, we combine it with a GMM reward, painting a few pixels in the

original image to train the GMM. We first present parsing results on various buildings from New

York City, USA in Fig.5.10.

In the "‘villages"’ in New York City, the appearance of the windows, walls and roof are ef-

ficiently captured by GMM since the colors are relatively uniform in each region. Therefore it

is interesting to confront the parsing method with more challenging facade appearances, such as

buildings from Barcelona, Spain, which is known world-wide to be very creative and diverse or

Budapest, Hungary (see Fig.5.11).

All these facade segmentations have been obtained with a few brush strokes to learn a GMM

classifier used as reward. A Q-learning agent learns for around 3000 episodes, using a data-driven

exploration policy. Having a look at the building facades parsed so far, they all seem to share similar
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Figure 5.11: Barcelona and Budapest Data Sets parsed using the 4-colors grammar.

topologies. The number of floors is always between 4 and 6 and the number of windows per floor

around 5 as well. Since we claimed that the parsing algorithm was not making any assumption of

the facades topologies and therefore could handle any kind of layouts, we now show some examples

of parses on higher buildings from the USA (California and New York City) in Fig.5.12.

5.3.3 Haussmannian Architecture

The Haussmannian architecture gives an example of complex layouts, where the relationships be-

tween the different elements are more sophisticated than a mere grid. The grammar to describe it

contains 7 terminal elements: wall, window, roof, shop, door, balcony and sky (it is the vocabu-

lary of the Haussmannian grammar). Among them, some have a simple appearance model, while
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Figure 5.12: Higher Buildings.

others show a wider variety. Therefore, using either Randomized Forest rewards or Gaussian Mix-

ture Models rewards will provide noisy information, which is usually enough to guide the learning

agent toward the optimal parse.

We give now some examples of Haussmannian buildings from Paris, parsed with the Hauss-

mann BSG in Fig.5.13. For these buildings, we let the agent learn for 5000 episodes. In this figure,

we can see that even when the reward is noisy, the structure of the

5.3.4 Modern Architectures

Most of the buildings we have presented so far are built according to an underlying grid structure,

which can be regular or irregular. It corresponds generally speaking to classical facade layouts.

However, shape grammar can express more complex structures that correspond to more modern

architecture (see Fig.5.12 on the right). To illustrate this statement, we extend the binary segmen-

tation grammar by simply adding a second kind of floor. The two kinds of floor are alternating.

Such buildings cannot be segmented by methods that assume a grid layout, since two grid layouts

are tangled up. However, a shape grammar easily handles such a case, and parsing it is not more

difficult than parsing any other grammar.

5.3.5 Robustness to Occlusions

The parsing algorithm is genuinely robust to occlusion. It inherits this property from the grammar

and the definition of the state. Indeed, if for instance a window on a floor is occluded by an object,

but that the windows below or above are not, then the agent considers that putting a window there

is in average a good choice, and will therefore choose to put one. All the floors of the facade being

treated as one, they are cooperating to help the agent choose the best way to split them. In practice,

we observe that the grammar can handle pretty large occlusions, relying on the shape grammar to

fill the blank in. In Fig.5.14, we study the reaction of the parsing algorithm to artificial occlusions.

For that matter, we draw black rectangles on the image.

As we can see in Fig.5.14, the agent is not bothered by an occlusion on a floor. Of course, if all

the windows of a column are occluded, there is no way the agent can recover them. However, he

will recover the windows as long as it is more more profitable than not putting them.



150 CHAPTER 5. TOP-DOWN PARSING: APPLICATIONS

Figure 5.13: Parsing Haussmannian building with a Haussmannian BSG. Note that the topology of

the optimal parse is always consistent with the expected topology. The errors on the appearance are

usually very small, and are due to poorly informative data terms (rewards), as it can be observed in

the MAP segmentations.

In Fig.5.15, we present some results of natural occlusions. In practice, trees, traffic lights,

signalization, flags may hide the elements of the facade, making it harder for the learning agent to

parse it. However, the constraints imposed by the grammar and by the agent allow him to recover

the hidden structures.

Now that we have seen that the parsing algorithm is naturally robust to large occlusions, let’s

discuss the robustness to challenging illumination conditions.

5.3.6 Robustness to Illumination

Basically, two main problems main arise with illumination: cast shadows on the facade, or night

lights. For these two problems there are two solutions. First, the difference of illumination can

be partly solved by the reward. For instance, with a GMM reward, one can train the GMM with

pixels in the sun or in the shade. Besides, if the reward fails at detecting regions of the image that

receive particular illuminations, then these regions are treated as occlusions. These regions do not

provide any meaningful information to the agent, but while parsing other regions he will be able to

understand the way to tackle these uninformative regions.

Fig.5.16 shows the result of parsing facades that are partly in the sun and partly in the shade.
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Figure 5.14: Robustness to artificial occlusions. Since all the floors of the facade are somehow

treated as one by the agent, and since the agent his constraint by the shape grammar itself, an

occlusion on a floor does not prevent him from splitting the floor correctly.

Figure 5.15: Robustness to natural occlusions. In these two examples, a tree and some vegetation

are occluding a significant part of the facade. The data term misclassifies these pixels, but the

parsing algorithm takes advantage of the global structure of the building to solve the occlusions.

For these cases, we can observe in the MAP image that the GMM reward actually takes into account

the two different appearances of the same symbols.

Fig.5.17 shows night pictures of Haussmannian buildings. Therefore, some pixels are saturated

due to the presence of street lamp in front of the facade. The street lamp as well as the halo of

light surrounding it completely loose the GMM classifier. Thus, in these cases, the challenging

illumination is actually equivalent to an occlusion.

5.3.7 From 2D to 3D: Image-based Procedural Building Modeling

The gap from 2D to 3D is not as big as it is in general in Computer Vision while dealing with shape

grammars. From the 2D structure of a building, it is very easy to infer a 3D model by using a 3D

shape grammar presented in chapter 2. For that matter, we simply use the same rules as in 2D to

generate a facade, and then add some grammar rules to intrude some symbols and extrude others.

We end-up with a coarse 3D model on which we can directly map the input image as a texture for

the facade.

However, procedural modeling is a much more powerful tool that allows us to go further. Since
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Figure 5.16: Robustness to cast shadows. Huge shadows are cast onto the facades. This is solved by

the parsing algorithm both by taking it into account in the data term and treating the misclassified

part of the facade as occlusions.

Figure 5.17: Robustness to night illumination. Since the GMM reward is sometimes too weak by

itself, the user defined constraints helps the agent on to properly parse the input images.

the segmentation is semantic, we can associate some 3D models to some symbols (for instance

windows, door and balconies), or enrich the model by adding specific rules. For example, it is

straightforward to write a rule that adds balcony support below the running balconies, respecting

the positions of the windows below, or to add a rule that creates cornices between the facade and

the roof or one that make chimneys on the roof. Such 3D models cannot be qualified as 3D recon-

structions, because the parameters of the intrusions and extrusions are not optimized but guessed.

As a consequence the term of image-based modeling is better suited to this vision task. Note that

these parameters can be set very accurately by studying the architectural styles themselves. For

example, in Haussmannian architecture, the depth of the running balconies was limited by law to

80cm so as to avoid fires, at a time when making a fire in the street was common.

Fig.5.18 shows the different steps of building a full 3D model from a single view: the original

image, the 2D parsing, a coarse texture mapped model, a model with handmade 3D models for

specific elements, and eventually the complete model with additional rules. Note that going from

one representation to the next one is almost free, since we just add very simple rules to the existing

grammar. The real difficulty lies in bridging the semantic gap from the original image to the 2D

parsing, not in bridging the gap between 2D and 3D.
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5.4 Conclusion

In this chapter, we have presented several reward functions so as to extend the parsing algorithm

presented in chapter 4 to real data. These reward function correspond to several types of data and

several types of grammars. In practice, it provides very satisfying semantic segmentations for most

of the images of facades, and reaches state-of-the-art performances on existing databases, and a

new and more complete database we introduced here.

In this chapter though, we certainly did not use the most sophisticated merit functions. However

this was done on purpose, in order to evaluate the quality of the parsing algorithm disregarding the

quality of the data term (merit function). For sure, the better the rewards, the more efficient the

parsing is. This parsing algorithm is both faster and more robust than the state-of-the-art algorithms

in shape grammar parsing. Not only does it give better quantitative and qualitative performances

but it also fits the procedural modeling paradigm.

The algorithm has been tested exhaustively on many images and was used for single-view

image-based 3D procedural modeling of buildings which was the main objective of this doctoral

work. Bridging the semantic gap was a much more challenging vision task than bridging the

dimensionality gap from 2D to 3D.

Furthermore, applying the same idea, this parsing algorithm could be extended to a full 3D

parsing. Provided a set of calibrated images, one could apply the same principles in 3D. The state

definition would actually be the same than in 2D and therefore increasing the dimension of the

shapes does not increase the dimensionality of the state space. The dimension of the problem

grows linearly with the number of decisions (non-terminal symbols), no matter the dimension of

the shapes themselves. This extension to 3D is let to future work, since we do believe that this

is not a contribution as significant as the one we proposed by reformulating the shape grammar

parsing problem.

Moreover, consistently with the subject of this thesis, the proposed parsing algorithm is re-

stricted to facade parsing, which is a sub-problem of the generic image parsing problem. Going

from a very complex problem (image parsing) to a more simple one (facade parsing) has revealed

the power of a mathematical modeling framework: MDP, which was so far barely explored in our

scientific community. We do believe that the very same framework could turn out to be very pow-

erful to tackle the generic problem. This is definitely not a straightforward extension, as 3D shape

grammar parsing could be, but Reinforcement Learning possesses assets than could help bridging

the semantic gap in Computer Vision.



154 CHAPTER 5. TOP-DOWN PARSING: APPLICATIONS

Figure 5.18: From 2D parsing to 3D models. On the first row, we display different level of 3D

modeling. From left to right: symbolic model, model textured with the facade image, textured

model with complex 3D models for some terminal symbols (windows, door, balconies), enhanced

complete 3D model. On the second row, we show some other complete models. Once the facades

have been parsed, obtaining these 3D models is costless and straightforward.



Chapter 6

Conclusion

The presented work stems from the two worlds of Computer Graphics and Computer Vision. The

objective of this thesis was to combine them in order to solve a common problem: image-based

procedural building modeling. The key idea is that the shape grammars, brought by the Computer

Graphics community, are a Rosetta stone to decipher the language of architecture, which needs

Computer Vision to be applied on images. From the Computer Graphics point of view, solving this

challenging problem constitutes an elegant solution to automatic 3D content creation, bridging the

geometric gap from 2D to 3D. For the Computer Vision community, such problem is in line with

the most challenging vision task: the semantic gap.

6.1 Contributions

In order to reach this objective, we have traversed the whole image-based procedural modeling

loop. We have first detailed how procedural modeling could be used in a purely graphical task:

generating a wide variety of complex buildings with a shape grammar. We have explained the

mechanisms of procedural modeling, its operators and the way it ties geometry with semantics on

specific examples. Although this first step is conceptually simple, it hides a sophisticated imple-

mentation that turns out to be necessary. The procedural engine is important to generate 3D models,

but it is not sufficient by itself; the key is facade parsing.

To perform facade parsing, we proposed two methods: bottom-up or top-down. The first one

is based on grouping similar detected features on the image. This approach is quite similar with

several methods in the literature and suffers from several limitations. First it is limited to irregular

grid layouts and do not use the power of shape grammars as an input, but rather as an output.

Besides, the method relies in an unsupervised way on the image data, and could sometimes be

mistaken by challenging architectures, occlusions or viewing conditions. Nonetheless, the method

performs well on a great variety of images, and the lack of strong constraints necessarily leads

155
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sometimes to failure cases in a completely unsupervised method processing real and challenging

data.

The second parsing algorithm is the main contribution of this thesis. It stems from two com-

plementary parsing families of algorithms: Monte-Carlo based methods in image parsing and Dy-

namic Programming based in formal grammar parsing. These two families of methods are indeed

two extreme cases of the same theory: Markov Decision Process (MDP). The main contribution of

this thesis is therefore a change of viewpoint: parsing a 2D shape grammar is formulated as a semi

MDP. This formulation brings a whole optimization framework called Reinforcement Learning

(RL), with efficient algorithms such as Q-Learning. Reinforcement Learning brings indeed more

than optimization algorithms; it also supports many features such as function approximations or

data-driven exploration. The integration of these features into the parsing algorithm constitutes the

second major contribution of this work. Another contribution is the binary split grammar (BSG)

proposed to efficiently model the buildings and that better fits the MDP framework: a short se-

quence of complex rules is turn into a long sequence of very simple and mutually recursive ones.

To apply the parsing algorithm on real data, we proposed several simple data terms or rewards

based on supervised or unsupervised image measurements, with and without user interaction. In

spite of the simplicity of these rewards, the algorithm achieves state-of-the-art results on real data

and show empirical convergences on artificial and real data, with different complexities of shape

grammars.

Eventually, a minor contribution of this thesis concerns the experimental validation. In other to

test the algorithms, we have created and shared two challenging benchmarks of annotated images

of Parisian facades, and we also share on-line rectified images of buildings from different cities

that were already used by several research groups.

6.2 Applications

The first application of this parsing algorithm is the direct application to image-based procedural

modeling. The 2D parses are turned into 3D models that can be textured mapped with the parsed

facades and very easily enhanced with the incorporation of handmade 3D models, leading to highly

details buildings. Thus the use of shape grammars to bridge the semantic gap on facade images

also performs at no extra cost automatic 3D content creation from images.

Moreover, we consider that the most important impact of this work is to be found in the Com-

puter Vision community. The Reinforcement Learning framework was so far barely explored.

However, it turned out to perform very well on this specific task. RL can be seen as an intelligent

stochastic alternative to Dynamic Programming. Even though we did not try to apply RL on other

problems, we would not be surprised if it turned out to give good results on other vision tasks where

DP methods are currently used, and especially on parsing ones. As we hoped at the beginning, the

study of a simpler problem has brought an elegant solution that could be applied to the full image
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parsing problem. We did not solve the complete image parsing problem, but we hope that this work

could be another step towards a solution.

6.3 Future Work

As future work, we envision several possible paths. The two first ones are direct extensions of the

proposed work, while the other ones need more investigation.

Combining top-down and bottom-up parsing methods to boost the parsing performances. In

this thesis, we separated on purpose the two methods so as to better study the contributions of each

one. However, we do believe that advance bottom-up cues such as the ones presented in chapter 3

would necessarily improve the performances of the top-down algorithm.

3D shape grammar parsing with Reinforcement Learning. Indeed, the parsing algorithm as

presented can already support 3D parsing. The extension is theoretically straightforward, but needs

a lot of data acquisition and implementation in practice. The idea would be to parse the points

cloud obtained with a structure and motion algorithm with a 3D split grammar, applying the same

principles and the same parsing algorithm. This would really be the first 3D shape grammar parsing

work, since the method we propose here turns a 2D parsing into a 3D models.

Texture enhancement and synthesis would be in line with Computer Graphics concerns. We

have shown in this thesis that parsing real images improved a lot the graphical quality of procedural

models. However, using the input facade image as a texture is often not satisfying, since the input

photograph is often corrupted by occlusions due to street lights, road signs, pedestrians, cars, traffic

lights, trees, etc., and by illumination conditions. Therefore, a first extension in this trend would

be to perform automatic inpainting, based on the likelihood of the optimal parse, in order to clean

out the facade texture. Then, a second extension would be to perform texture synthesis of new

procedural buildings. Starting from an example of a facade, the parsing algorithm would segment

the facade and use the parameters of the parse and the shape grammar to generate a new facade

with a different size. Then, the goal would be to paint the pixels based on the optimal parse so

as to create a new realistic facade. This optimization procedure may also rely on Reinforcement

Learning, using the same loop for learning the original facade and synthesizing the new one.

Reward Learning is a challenging learning task that would improve the parsing quality. Quite

often, the optimal parse found by the parsing algorithm brings a better return that the expected

ground truth. Therefore, the blame cannot be put on the optimization, but on the poor informative

quality of the reward, and having a better data term would lead to the expected solution. Therefore,

one could for example associate a weight to each symbol and multiply the merit of each symbol

by its weight while computing the rewards. The goal would be to learn from a dataset the values
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of these weights, so that the optimal solution coincides with the expected one. Other learning

approaches could be considered as well.

Multi agents grammar selection concerns the RL optimization. In chapter 4, we proposed

a simple way to perform model selection, that is to say grammar selection. To my mind, this

question is important. How to parse a facade with different grammars, so as to find the one that

best fit. Some part of Reinforcement Learning studies multi-agents learning, and this seems to be

a promising approach to tackle efficient grammar selection in facade parsing.

Image parsing. The idea would be to apply Reinforcement Learning as described in this thesis

for facade parsing, to other parsing tasks in Computer Vision. This work is indeed very challenging

and far from being straightforward, but we do believe that it is worth investigating.

Shape grammar inference is the third at last problem defined by James Gips. In this thesis we

proposed to tackle the second problem of shape grammar parsing, leaving aside the more challeng-

ing one of inference. The goal here is to learn a shape grammar from examples of shapes. Here

again, solving this problem is far from being straightforward, and some attempts have been made

in the literature. Such an algorithm would have an tremendous impact on the Computer Graphics

community, since so far designing a shape grammar remains the weak point procedural modeling.
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