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Chapter 1

Introduction

10 years. Ten years of research around high-performance computing in a distributed environment.
And throughout these years, the development of the Diet middleware, increasing the value of that
research. Today, a start-up company 1 improves the status of Diet, giving it a new life. It feels
only natural for me to give a complete review of this decade.

The purpose of this document is to give a comprehensive description of the Diet middleware.
Researches and developments carried out to create this Grid and Cloud middleware will be dis-
cussed. Most of my researches focuses on Diet, hence the target of this document is twofold. First,
to give an overview of my work and, secondly, to illustrate, through a real middleware, the issues
met when designing, deploying and using this software platform dedicated to high-performance
computing.

Huge problems can now be computed over the Internet thanks to Grid Computing Environments
or the new approach called Cloud Computing.

Because many of the current applications are numerical, the use of high-performance libraries is
mandatory. The integration of such libraries to high level applications using languages like Fortran
or C is far from easy. We increased the capability of Diet and generalized the services access from
high-performance library to many applications with the same kind of requirement an important
need of a large set of resources. Moreover the needs in computational power and memory of such
applications may not be available on every workstation. For these reasons, the RPC paradigm seems
to be a good candidate to build Problem Solving Environments (PSE) for numerical applications
on the Grid. Several tools going with this approach exist, like NetSolve [20] or Ninf [131]. They
are commonly called Network Enabled Server (NES) environments [124].

1.1 The Diet environment platform: From cluster to the Cloud
through the Grid.

The genesis of Diet was introduced in the HDR of Frédéric Desprez [74] as the next step to
provide a distributed architecture for numerical libraries, and the way was to develop a parallel
version of Scilab [42]. This architecture shown in my Ph.D introduces the hierarchical point of
view. During the meeting around this architecture, the problem of scalability was introduced and

1http://www.sysfera.com
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Frédéric Desprez drew a picture of a hierarchical and distributed architecture (Figure ??), Diet
was born.

Figure 1.1: Based on a proposal for the Scilab// architecture, DIET was born.

Dealing with high-performance computing, we needed the maximum amount of resources. Thus,
we worked to provide a transparent access to heterogeneous resources.

1.1.1 A view from the Cluster

During my Ph.D, the parallelism on SMP was famous. Taking advantage of the progress in networks
and the cost of workstations, cluster of computers in Universities and companies were the latest
fashion. Many applications benefited from clusters through the parallel version of the application,
using a message-passing library such as MPI. Thanks to the success of this architecture, the need
to manage this kind of resources became critical. There are two kinds of use cases:

• Shared method: in this case, some instances of the same application or from different ap-
plications can be running simultaneously. The first versions of Diet targeted this kind of
architecture and task scheduling took into account the shared resources between each users.

• Dedicated method: the problem of the previous method is the lack of quality of service. Thus,
it is impossible to guarantee an execution without disruption. This disruption can decrease
performances. LRSM (Local Resources Management System) are designed to solve this prob-
lem and manage clusters architecture. OAR [40], SGE [86], LSF [102], Loadleveler [139], etc.,
give mechanisms to reserve a set of resources and ensure a unique access to them.

Diet complies with these two methods. In the first case, the resources are accessed directly
through Diet, which is deployed before the beginning. This method can be done using LRSM
too, but the reservation must occur before the deployment. The resources reservation mechanism
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is thus outside Diet and unmanageable from Diet point of view. In the second case, as we will
see in Chapter 4, Diet is able to transparently manage the access to a non-finite set of LRSM.

1.1.2 A view from the Grid

Thanks to the success of cluster, the Grid concept was introduced. The idea was to give a trans-
parent access to distributed and heterogeneous computing resources.The word Grid is imputed to
Ian Foster [83] and is used by analogy with the US power infrastructure. Infrastructures have been
created to interconnect computers and/or clusters in a WAN environments. Projects were created
such as the EGEE Grid [119] to manage the data provided from the Large Hadron Collider (LHC),
or French Grid project called Grid’5000 [31], and more recently the US version with the Future
Grid project 2. One way to create a Grid is to aggregate clusters together. This architecture is
based on Cluster of Clusters through a high speed network. For instance, in Grid’5000 the network
is configured to allow direct connections between different sites, avoiding the problem of firewalls.
Diet was designed to deal with these platforms, with the purpose of cutting off grid heterogeneity.
Diet offers the user a simple API to manage data distribution and computing in the Grid.

1.1.3 A view from the Cloud

Since 2006 the concept of distributed computing has a new face, or at least a new name. Cloud
computing now has important media coverage, and large companies such as Amazon, Google, IBM
and Microsoft provide an access to their systems. Different clouds exist:

• Public Clouds, where the platform is available from an external access through a web appli-
cation or a web service.

• Community Clouds, closed to the public Cloud, but dedicated to a community of users sharing
the same needs.

• Private Clouds, where the Cloud platform is deployed on a private network. For security
reasons, a lot of companies prefer to deploy their own Cloud platform.

Following the same way as Cluster and Grid, the Galaxy (or Intercloud) computing computing
is born. We can imagine to work on a collection of Clouds (Cloud of Clouds). Many companies
believe in a new stage for informatics and computing. As Richard Stallman, founder of the Free
Software Foundation, said: “The interesting thing about Cloud computing is that we’ve redefined
Cloud computing to include everything that we already do" 3. Nevertheless, if it is not actually
new,it offers large platforms to exploit distributed and grid-specific algorithms. The amount of
resources is so large that we talk about elastic computing. For a middleware, that means providing
a high scalability.

As we will see in Chapter 4 we have extended Diet’s capabilities from managing one or many
clusters or dealing with a Cloud computing platform. Resource management is similar, but virtual
machine management must be added. The notion of service with admission is easy to take into
account using an appropriate scheduler. A cost parameter can easily be integrated into Diet as a

2http://futuregrid.org
3http://www.guardian.co.uk/technology/2008/sep/29/cloud.computing.richard.stallman
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scheduling parameter. Regarding deployment, mapping algorithms can be more dynamic to manage
elastic computing [85, 128] and update resources reservation according to platform load.

Thus, the context of my research was to contribute to help application users to use the ar-
chitectures we have seen during this introduction. The point is to hide platform heterogeneity
with performance optimisation as an objective function, and to minimize the amount of resources
used. This can be seen as the “cost-performance” ratio. The benefit of driving research about a
middleware in development is that, since it implies providing an end-to-end solution, a wide scope
of research topics must be studied.

1.2 Diet research topics
Through the Diet middleware, we are dealing with the whole issue of the GridRPC environment.
These kinds of environments require Interoperability capabilities to interact together. We need
to have an appropriate problem description. Moreover, beyond this word, what we mean is the ca-
pability for different middleware to communicate together and exchange information or computing
requests. One way to achieve that is to design a standardized API, as GridRPC does. Chapter 2
Section 2.2.1 gives an overview of the GridRPC paradigm. This chapter also introduces the Diet
architecture. Given theses bases, we can address the related research topics we have worked on.
In this chapter, we also propose a solution to the resource localization problem. Indeed, the
point of a middleware is to make the bridge between users and resources. The middleware should
know where the hardware resources are as well as the software one. It is important to localize
the resources and their availability. Thus, static and dynamic information should be taken into
account. Moreover, service descriptions using ontology methods can be useful.

Scalability is dealt with Chapter 3 through a distributed servers/agent(s) platform, the aim is
to provide access to a large amount of servers, for a large amount of clients. Diet has been designed
around this kind of hierarchy but we will see that a crucial way to performance is to provide a
good deployment of these elements. We can notice that scalability is a real challenge when dealing
with the visualization. Distributed middleware is complicate to visualize. Visualizing it becomes a
nightmare when the system grows.

Behind the scalability problem we can discuss about Service discovery problems. As we
mentioned before, the resources access can be classified into two families: hardware and software.
The first one can be associated to resources as cluster or computing nodes, the second one can be
associated to service access. How can we reach the right service (the right application)? We will
see in the Chapter 3 Section 3.4 a general solution to provide a scalable service discovery system
beyond the scope of Diet.

After addressing few problems as a clients’ point of view, we focus on the problem of Re-
source management in Chapter 4. As we mentioned, Diet is a middleware designed to associate
computing request to available resources. These resources can be known at the deployment step,
or the resources can be reached and reserved during runtime. In Grid and Cloud environments
the resources can be accessed after a reservation through a Lrms (Local Resources Management
System) or Batch Systems such as SGE [86], OAR [40], LSF [102], LoadLeveler [139], etc. Diet
can submit the appropriate script to the Lrms and reserve the amount of resources required by
the Diet scheduler.

The next Chapter deals with the needs to deploy the whole software infrastructure described
in the previous chapters, and how to do it. The notion of deployment in the case of distributed
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middleware consists in the deployment of software components of this middleware. The aim of this
deployment is to know where each part of the middleware is launched; effectively, it is “planning".
To obtain good results, two parts are closely linked: the design of the architecture (the tree in
the case of Diet), and which resources are associated to each software component. Chapter 5,
resulting from two Ph.D theses, focuses on the issues of deployment and planning. In the case
of dynamic platforms, the available resources are subject to changes. Thus, we need to provide
the correct resource localization. The deployment of agents and servers should be adapted to the
new configuration. We can notice that Dynamic platform should be taken into account at the
deployment level and at the scheduling level. We are now ready to study the runtime part. The
main problem to address is Data Management (Chapter 6). Many applications require a large
amount of computing manage a large amount of data. The concept of Data Grid [61] is a kind
of dedicated Grid meant to deal with this problem. According to the GridRPC paradigm, the
data-persistence mechanism can help avoid useless data transfer. Moreover, data (re)distribution
between servers or set of servers is a complex research field, on which we have been working during
the ARC RedGRID 4. Garbage collection is another problem that we need to enquire.

The second problem to address is a large and complex topic, Scheduling. As we will see in
Chapter 8, scheduling of computing tasks on a distributed and heterogeneous platform is a real
challenge. Diet was created to offer a platform to design and validate such as schedulers. In too
many cases this problem is NP-hard, thus, heuristics must be implemented. Diet offers plug-in
scheduler abilities, this means that a developer who knows the application can create his own
scheduler. Distributed schedulers are a good way towards scalability but they add complexity due
to the distribution of the scheduling knowledge. Diet must deal without a centralized scheduler.
The “simplest" way is to consider on-line scheduling, but the quality of this approach depends of
the task’s arrival time. To increase performance, we can imagine buffered requests, and works on
semi-static scheduling or even on off-line scheduling. A research topic intrinsic to scheduling is the
performance evaluation problem. A scheduler needs to have various pieces of information to
be efficient. In order to make the right decision and, find the best resources, we need to know the
current status of available resources (CPU load, memory load, bandwidth, network latency, I/O
performance, etc.). Likewise, to find the best task mapping, we need to have an estimation on the
time taken by each task. The forecasting of the execution time is a key point in many research
scheduling problems, but very often difficult to obtain. Indeed, the amount of communications, the
CPU usage and the amount of disk access are difficult to predict, and it is very difficult to know
the corresponding execution time.

Chapter 7 gives Diet an extension to address the workflow management topic. For a family
of applications, the global execution is a set of tasks. These tasks have some dependencies between
them. A given task cannot start until the task it depends on is finished. In many applications, the
dependency between tasks is due to data exchanges between them. Diet has introduced a workflow
engine to deal with this kind of applications. In the case of Diet we can consider that a complete
workflow one request, thus Diet is used as much to schedule one workflow as to schedule different
independent workflows in parallel.

To be exhaustive around the research topic, we must talk about another related problem:
security, which is a very important point, in particular for private companies. Authentication and
authorization must be taken into account. The difficulty is to have a valid certificate authority.
In the distributed Diet architecture, for scalability reason, authentication should be distributed

4http://graal.ens-lyon.fr/~desprez/REDGRID/index.html
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too, to avoid a new bottleneck. Another point about the security is the need for data transfer.
Encryption could be required by users. This problem is out of scope of this document. However,
development conducted by SysFera start’up led to introduce security within Diet.

Finally, in Chapter 9 we show how Diet was used to serve different kinds of real applications—
cosmological, robotic, etc. We present in particular the example of the Decrypthon project, which
uses Diet at a production level.
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Diet Architecture
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2.1 Introduction
In this chapter we introduce an overview of the Diet architecture. As we have seen during the
introduction, a GridRPC environment usually have five different components: (1) Clients that
submit problems they have to solve to (2) Servers, (3) a Database that contains information about
software and hardware resources, (4) a Scheduler that chooses an appropriate server depending
on the problem sent and the information contained in the database, and finally (5) Monitors that
acquire information about the status of the computational resources. In the following we introduce
each components.
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2.2 Clients
From the Grid middleware point of view, the client is the interface between the user and the Grid
computing. Through this client, the user is able to submit her computation. Grid middleware
are designed to give a transparent access to resources. This access should be as easy as possible.
The request submission must be straightforward. Nevertheless, to be efficient the Grid middleware
requires knowledge from the client. We need to reach a compromise to deal between simplicity and
middleware requirements. Three level can be considered when talking about the client:

User level: The client of the platform is the final user. No specific application knowledge is
required. Only the input parameters are needed. The user’s access to the platform is given
through a high level client such as a web page, a numerical computational software like Scilab,
or a program (binary, java program or even a Python script).

Application client level: At this level, the user needs to know her application, and have a thor-
ough knowledge of it to perform its integration with the middleware. At this level the user
gives the information to launch the computing service, the data required for the computing,
runtime information (i.e., as in the case of workflows that will be discussed in the Chapter 7).
In order, to ease integration with the middleware, Diet chooses to provide an API as simple
as possible. Two API exist for Diet: an API reducing the functionalities but compliant with
the GridRPC, and an API designed for Diet to access all available features. Using a few
function calls the user can create a client for the user at the previous level.

Diet client: The named client is hidden from the user’s point of view, but is dedicated to the
diet developer. It corresponds to internal software architecture that deals with the API and
manages the communications between users and schedulers (Section 2.3).

A client that has a problem to solve should be able to obtain a reference to the server that
is best suited for her. A problem can be submitted from a web page, a PSE such as Scilab (a
Matlab-like tool), or from a compiled program. Diet is designed to take into account the data
location when scheduling jobs. Data are kept as long as possible on (or near to) the computational
servers in order to minimize transfer times.

2.2.1 GridRPC API

Joint work with:
? Yves Caniou : University Claude Bernard 1. LIP Laboratory. Lyon. France.
? Frédéric Desprez : INRIA. LIP Laboratory. Lyon. France.
? Hidemoto Nakada : National Institute of Advanced Science and Technology. Tokyo. Japan.
? Yoshio Tanaka : National Institute of Advanced Science and Technology. Tokyo. Japan.
? Keith Seymour : University of Tennessee. Knoxville, TN. USA

For the client, the usage of Diet corresponds to writing a program with different function
calls. Diet is compliant with the GridRPC standard, and we are involved in the standardization
process. One of the goals of the GridRPC API is to clearly define the syntax and semantics for
GridRPC, which is the extension of the Remote Procedure Call (RPC) to Grid environments.
Hence, end-user’s client/server applications can be written given the programming model.
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The GridRPC Paradigm

The GridRPC model is pictured in Figure 2.1: (1) servers register their services to a registry; (2)
when a client needs the execution of a service, it contacts the registry and (3) the registry returns
a handle to the client; (4) then, the client uses the handle to invoke the service on the server and
(5) eventually receives back the results.

(5)

Registry

Client ServiceCall

Results

Handle Register

Lookup
(1)

(2)
(3)

(4)

Figure 2.1: The GridRPC model.

The GridRPC API

Mechanisms involved in the API must provide means to make synchronous and/or asynchronous
calls to a service. If the latter, clients must also be able to wait in a blocking or non-blocking
manner for the completion of a given service. This naturally involves some data structures, and
conducts to a rigorous definition of the functions of the API.

GridRPC Data Types
Three main data types are needed to implement the API: (1) grpc_function_handle_t is

the type of variables representing a remote function bound to a given server. Once allocated by the
client, such a variable can be used to launch the service as many times as desired. It is explicitly
invalidated by the user when not needed anymore; (2) grpc_session_t is the type of variables
used to identify a specific non-blocking GridRPC call. Such a variable is mandatory to obtain
information on the status of a job, in order for a client to wait for, cancel or determine the error
status of a call; (3) grpc_error_t groups all kind of errors and returns status codes involved in
the GridRPC API.

GridRPC Functions
grpc_initialize() and grpc_finalize() functions are similar to the MPI initialize and finalize

calls. It is mandatory that any GridRPC call is performed in between these two calls. They read
configuration files, make the GridRPC environment ready and finish it.

In order to initialize and destruct a function handle, grpc_function_handle_init() and
grpc_function_handle_destruct() functions have to be called. A function handle can be
dynamically associated to a server, because of resource discovery mechanisms for example, a call to
grpc_function_handle_default() postpones the server selection until the actual call is made
on the handle.
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grpc_get_handle() let the client retrieve the function handle corresponding to a session ID
(e.g., to a non-blocking call) that has been previously performed.

Depending on the type of the call, blocking or non-blocking, the client can use the grpc_call()
and grpc_call_async() function. If the latter, the client possesses after the call a session ID
which can be used to respectively probe or wait for completion, cancel the call and check the error
status of a non-blocking call.

After issuing a unique or numerous non-blocking calls, a client can use: grpc_probe() to know
if the execution of the service has completed; grpc_probe_or() to know if one of the previous
non-blocking calls has completed; grpc_cancel() to cancel a call; grpc_wait() to block until the
completion of the requested service; grpc_wait_and() to block until all services corresponding
to session IDs given as parameters have finished; grpc_wait_or() to block until any of the service
corresponding to session IDs given as parameters has finished; grpc_wait_all() to block until
all non-blocking calls have completed; and grpc_wait_any() to wait until any previously issued
non-blocking request has completed.

Presentation of the Interoperability Between Implementations

The Open Grid Forum standard describing the GridRPC API did not focus on the implementation
of the API. Then, divergences in implementations have been observed. In order to make a GridRPC
client-server code reusable in all GridRPC middleware relying on the GridRPC API, a document
listing requirement for interoperability between implementations has been proposed [159] points
out, with exhaustive test-cases, the differences and convergences in behavior of the main GridRPC
middleware implementations, namely Diet, Netsolve, and Ninf. In addition, a program has been
written to test the GridRPC compliance of all middleware.

2.3 Schedulers
The current environments previously cited have a centralized scheduler which can become a bottle-
neck when many clients try to access several servers. Figure 2.2 shows two experiments performed
with Diet with the scheduler either in a distributed arrangement or in a centralized arrangement
to manage 150 nodes.

In this test, the centralized scheduler is able to complete 22,867 requests in the allotted time
of about 1400 seconds, while the hierarchical scheduler is able to complete 36,307 requests in the
same amount of time. The distributed configuration performed significantly better, despite the
fact that two of the computational servers are dedicated to scheduling and are not available to
service computational requests. Note that the Diet scheduler is designed to allow distributed
configurations, and is therefore not perfectly optimized for a centralized configuration. Although
it would be interesting to compare against a centralized-only scheduler as well, we feel that these
results are compelling. At least for the Diet toolkit, and most likely for other schedulers as well,
distributing the task of scheduling can improve performance in large resource environments.

In the case of Diet, the scheduler is scattered across a hierarchy of Local Agents (LA) and
Master Agents (MA). An MA receives computation requests from clients. These requests are
generic descriptions of problems to be solved. From the MA, requests reach servers through the
hierarchy of LA.
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Figure 2.2: Comparison of the numbers requests completed by a centralized Diet scheduler versus
a three agent distributed Diet scheduler.

2.4 Servers
Diet is built upon Server Daemons (SeD). A SeD encapsulates a computational server. The
information stored on an SeD is the list of problems that can be solved on it, and every information
concerning its load (available memory, number of available resources, . . . ). A SeD declares the
problems it can solve to Diet and provides an interface to clients for submitting their requests. A
SeD can give performance prediction for a given problem.

An MA collects information about computation services from the SeDs and chooses the best
one. The reference of this server is returned to the client. An LA aims at transmitting requests and
information between MAs and SeDs. The information stored on an LA is the list of requests and,
for each of its sub-trees, the number of servers that can solve a given problem and information about
data distributed in this sub-tree. Depending on the underlying network architecture, a hierarchy
of LAs may be deployed between an MA and its SeDs.

2.5 Communication Layer
Our first Diet prototype is based upon OmniORB, a free Corba implementation which provides
good communication performance. Corba systems provide a remote method invocation facility with
a high level of transparency. This transparency should not dramatically affect the performance,
communication layers being well optimized in most Corba implementations [72]. Moreover, the
time to select a server using Corba should be short with regard to the computation time.

Moreover Grid computing is a very active research domain. Existing platforms are usually
subject to frequent experimental modifications and feature add-ons. Object oriented development
platforms allow an easier development and a greater maintainability of the code. Corba is thus
well suited to support distributed resources and applications in a large scale Grid environment.
New dedicated services can be easily published, as well as existing services can be easily used.
Thus we can conclude that Corba systems are one of the alternatives of choice for the development
of Grid specific services. Another alternative to OGSA the most famous way to develop Grid
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Figure 2.3: Diet architecture.

services [79, 84].

2.6 Diet in Practice
The Diet architecture is built in the hierarchical order, each component contacting its father. The
MA is the first entity to be started. It waits for connections from LAs or requests from clients.
When an LA is launched, it declares itself to the MA. At this point of the system initialization, two
kinds of components can connect to the LA: a SeD, which manages some computation resource, or
another LA, to add a hierarchical level in this branch. A client can contact an MA to determine
the best server, and then, directly deal with it.

The following algorithm allows an MA to choose a server to execute a computation. This
decision is taken in four steps. (1), find the problem; (2), locate involved data and capable servers
by sending a request to computational servers, propagate a request to its sub-trees; (3), forecast
the computation time on all capable servers, and send the reply to the request back to the MA; (4),
choose a server and send its reference to the client. This is done by the MA once it has collected
all replies.

The algorithm used to reply to the request forwarded by the MA is divided in three steps. Step
1, Initialization when a SeD receives a request, it sends a response structure to its father. If the
server can solve the problem, it keeps the evaluated computation time acquired from a forecast
tool. Step 2, Aggregation, each LA gathers responses coming from its children and aggregates
them into one structure. The information concerning communication times are gradually upgraded.
The forecast tool computes the transfer time of data to the capable servers, combining information
from monitoring and data attributes. This transfer will use the shortest path among those that
are monitored. Step 3, Use, when the responses come back to the MA, it can use them to take
a decision. The evaluated computation and communication times are used to find the server with
the lowest response time to perform the computation.
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2.7 Using Diet: a User Point of View
When this architecture has been introduced, recurrent questions kept on coming from users. How
can they interface their applications with Diet? Where and how they had to contribute? Figure 2.4
gives the main idea of that. Following the picture with a up-bottom view we described this layered
structure.
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Figure 2.4: Diet layers. User point of view.

At the top level (User view) a high level interface can be designed (not required but more user-
friendly) such as web pages (e.g., the web pages created for the Décrypthon project [22], or for
the TLSE project [50], or the web portal designed for the ANR project LEGO 1 for cosmological
application [39]), or through high level tools such as Scilab (i.e., an interface between Diet and
Scilab was designed, and Scilab is able to send requests to Diet). Through these interfaces we
reach the maximal isolation of the platform. The user gives parameters without having to deal
with Grid or Cloud resources.

The second layer (Application Layer - Client side) corresponds to the first contribution of the
user to integrate her application in a Grid environment and more precisely to Diet in our case. The
idea was to provide an API as light as possible (keeping the maximum of features). As already said,
the API of Diet is twofold. A reduced API, but compliant with the GridRPC standard [152], and
a dedicated more extensive API. For the sake of simplicity, we can see these API as the functions
required to submit to the middleware the data needed for the computation. The call to Diet is
performed from this API (i.e., respectively diet_call() and grpc_call())

The layers API Diet _client, Master Agent/Local Agent and API Diet _SeD correspond to
the Diet core and thus the user does not have to deal with this layer. Moreover, we can notice

1http://graal.ens-lyon/LEGO
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that Corba is used only in these layers, this implies that the user does not need any knowledge of
this paradigm.

The next layer is the dual part of the Application Layer - Client side but on the server side. The
aim here is to grab the data from the middleware and launch the application with these data. This
step requires to have knowledge on how to launch the application. Indeed, this layer will choose if
the execution will be launches in sequential or in parallel mode.

Finally, the last layer is the application. In many cases Diet does not know anythings about
the core of the application. It could be useful (but not necessary) to have more knowledge about it,
as the expert of scheduling wants to take benefit of this information to design a better scheduler.
Nevertheless, Diet does not require to update an existing application to be integrated with it.
This point of view is very appreciated from users. To be more accurate, Diet implies only one
constraint which is that the application must be called through a line command or through an API,
or even through a toolkit (e.g., gSOAP [167] to deal with the Web Services).

2.8 Diet Suite
To help the Diet user community, we have developed a set of tools to ease the usage of this
middleware, the deployment of all the distributed software components, and the visualization of
each component. The implementation of these external tools was driven accordingly to the user’s
requirements. Figure 2.5 shows how these external tools work together. We give here a brief
introduction to each of them. The details of the implementation of each tool is out of topic of this
manuscript.

XML

XMLGoDIETGenerator
DIET Dashboard

XML

XMLGoDIETGenerator

DIET Webboard

GoDIET

LogService LogService
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XML

Java Console

Java Console

GoDIET
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Figure 2.5: Diet and tools.
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2.8.1 GoDiet

Joint work with:
? Holly Dail : INRIA. LIP Laboratory. Lyon. France.

GoDiet is designed to automate the deployment of Diet platforms and associated services
for diverse Grid environments. Key goals of GoDiet included portability, the ability to integrate
GoDiet in a graphically-based user tool for Diet management, and the ability to communicate
in Corba with LogService; we have chosen Java for its implementation as it satisfies all of these
requirements and provides rapid prototyping.

GoDiet automatically generates configuration files for each Diet component, taking into ac-
count the user’s configuration preferences, and the hierarchy defined by the user. It also launches
complementary services (such as a name service and logging services), provides an ordered launch
of components based on dependencies defined by the hierarchy, and provides remote cleanup of
launched processes when the deployed platform is to be destroyed.

GoDiet requires an XML file as input, in which the user describes her available compute and
storage resources, and the desired overlay of agents and servers onto those resources. In short, the
GoDiet XML file contains the description of Diet agents and servers, and their hierarchy, the
description of desired complementary services like LogService, the physical machines to be used,
the storage disks available on these machines, and the configuration of paths for the location of
needed binaries and dynamically loadable libraries. The file format provides a strict separation of
the resources description and the deployment configuration description; the resources description
portion must be written once for each new Grid environment, but can then be re-used for a variety
of deployment configurations. Experiments to validate GoDiet have been presented in [43].

2.8.2 XMLGoDIETGenerator

Joint work with:
? David Loureiro : INRIA. LIP Laboratory. Lyon. France.

XMLGoDIETGenerator is a Java application that builds, given a compact descriptor file and
a reservation directory a GoDiet XML file you can use to deploy a Diet platform with GoDiet.

XMLGoDIETGenerator relies on a small set of information in order to be as simple as possible
to use. Moreover the information are close to the ones used in the GoDiet XML file in order to
be understandable for the developers that write their one GoDiet XML files.

This application fills the lack of an XML Generator for large experiences that need large XML
files for GoDiet, a lack of a generator that could be flexible by offering the users a certain number
of predefined hierarchies if none were satisfying. There is also the possibility of creating your own
hierarchy by implementing your own Hierarchy class.

Finally, one can consider the fact that for large experiments, writing the GoDiet file by hand
is time consuming. And if the user should redo this experiment with a different set of machines, or
cluster, the modifications that need to be done on the GoDiet file can be reduced with XMLGo-
DIETGenerator, as the file will be generated according to the available resources.

XMLGoDIETGenerator is a stand-alone application you can use from the command line for an
easy creation of an XML GoDiet input file. But it can also be used from the Diet Dashboard,
through a nice GUI interface helping the user in creating the GoDiet file with or without keeping
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the input file of the XMLGoDIETGenerator.

2.8.3 LogService

Joint work with:
? George Hoesch : TU München. Germany.
? Cyrille Pontvieux : IUP informatique. Besançon. France.

An event monitoring system called LogService [32] has been designed. This monitoring service
offers the capability to be aware of information that need to be gathered from a distributed platform.
The communication layer of LogService is based on Corba technology. A LogComponent is
attached to each component that needs to to spawn information events. A LogComponent
relays information and messages to LogCentral. LogCentral collects messages received from
the various LogComponents, then it stores or sends these messages to LogTools. LogTools
connect themselves to LogCentral and wait for messages. The visualization requires to centralize
the information. The main interest in LogService is that information are collected by a central point
LogCentral that receives logEvents from LogComponent that are attached to the component
that you want to monitor. The LogCentral offers the possibility to forward this information
to several tools (LogTools) which are responsible for analyzing these messages and offering a
comprehensive information to the user.

LogService defines and implements several functionalities.

Filtering mechanisms are used to reduce the number of messages sent. In order to decide
which messages are required by a tool. The tools have to declare their filters to the monitor
(LogCentral).

Event ordering is another important feature of a monitoring system. LogService handles this
problem by the introduction of a global time line. When created, each message receives
a time-stamp. The problem that can occur is that the system time can be different on
each host. LogService measures this difference internally and corrects the time-stamps of
incoming messages accordingly. The time difference is corrected using the time-stamp of
the last ping that LogCentral sent to the LogComponent. However, incoming messages
are still unsorted. Thus, the messages are buffered for a short period of time in order to
deliver a sorted stream of messages to the tools. Messages that arrive out of order within this
time frame are sorted in the buffer and can be properly delivered. Although this induces a
delivery-delay for messages, this mechanism guarantees the proper ordering of messages. As
tools usually do not rely on true real-time delivery of messages this short delay is acceptable.

Dynamic system state: Components may connect and disconnect at runtime. A problem that
arises in distributed environments is to know the state of the application at a given time.
This state may for example contain information on connected servers, their relationships,
the active tasks, and many other pieces of information that depend on the application. The
system state can be constructed from all events that occurred in the application. Some tools
rely on this state to work properly. The problem appears if those specific tools do not receive
all messages. This might occur as tools can connect to the monitor after the application
has been started. In fact, this is quite probable as the lifetime of the distributed application
can be much longer than the lifetime of a tool. As a consequence, the system state must be
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maintained and stored. In order to maintain a system state in a general way, LogService does
not store the system state itself, but all messages which are required to construct it. These
messages are identified by their tag and stored in a special list. This list is forwarded to each
connected tool. This process is transparent for the tool since it simply receives a number of
messages that represent the state of the application. In order to further refine this concept,
the list of important messages is also cleaned up by LogService. After a disconnection of a
component the respective information is no longer relevant for the system state. Therefore,
all messages sent by this component is removed from the list.

2.8.4 VizDIET

Joint work with:
? Raphaël Bolze : CNRS. LIP Laboratory. Lyon. France.

The first goal of VizDiet is to graphically represent the Diet hierarchy and to monitor its
behavior. VizDiet gives the possibility to show a lot of information extracted from information
events received from LogCentral. All objects and information about the Diet components are
used to compute the following properties of the system.

Average time : represents the elapsed time mean for each request.

Max/min time : max/min time of all requests’ elapsed time.

Load : the number of requests computed at the same time. It is the number of requests that have
a common intersection in the interval time represented by begin and end solve time.

Number of requests : this information is very useful. For example, one may be interested in
the number of requests for a specific service on a specific SeD.

Latency : This value represents the Diet’s latency that includes the time to transmit data from
client to server, network latency, and any other latency introduced by scheduling policy (e.g.,
request queueing . . . ).

Scheduling information : Diet’s agent return the sorted list of SeD that can compute the
service asked by the client.

data information : with the aggregation of data information represented by logEvent, we are
able to know the amount of data presents in Diet, but also the time needed to transfer data
and history of transfer for this.

Interaction with other systems : As LogService can relay any event, we can monitor the in-
teractions of Diet components with JuxMem 2 [16] and know the amount of data read from
and written by JuxMem.

VizDiet can display a variety of information about the activity of a Diet platform. Figure 2.6
show some example of VizDiet statistic output as the load of the chosen element, the flow of
requests (very useful for observing the behavior of the scheduler and has been proven very useful
for scheduler developers) and the tasks repartition given with the Gantt chart.

2JuxMem (Juxtaposed Memory) is a data sharing service for Grid computing
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Figure 2.6: Load, taskflow, and Gantt chart in VizDiet stats.

All of these methods can be applied to calculate values for one element such as a SeD, an Agent,
or it can be applied to the entire Diet platform. It can also be applied to a specific set of requests
restricted to one type of request.

2.8.5 Diet Dashboard

Joint work with:
? Abdelkader Amar : ENS-Lyon. LIP Laboratory. Lyon. France.
? David Loureiro : INRIA. LIP Laboratory. Lyon. France.

Diet Dashboard is a set of tools written in Java that provide to Diet end-user a friendly-
user interface to design, deploy and monitor the execution of applications. Diet Dashboard is
an extensible set of graphical tools for the Diet community. With this tool, a non-expert user
can manage Grid resources, monitor the Grid itself and manage the Grid middleware by designing
its Grid applications or using workflows and then deploying these Grid applications over the Grid
platform. The Diet Dashboard offers a large number of modules, created to answer the different
needs of tools appearing in a Grid context. The software architecture design of Diet Dashboard
makes its extensible (modules can easily be added to the core of the application). Diet Dashboard
is currently based on seven tools:

1. Workflow designer: This tool dedicated to workflow applications written in Diet provide
to the user an easy way to design and execute workflows with Diet. After connecting to a
deployed Diet platform, the user can compose the different available services and link them
by drag’n’drop. Once the workflow designed, the user can set its parameters and then execute
it. Diet Dashboard includes a generic client that can execute any workflow. The results of
the workflow and the execution log are displayed.

2. Workflow LogService: This tool can be used to monitor workflows execution by displaying
the DAG nodes of each workflow and their states. Three states are available: waiting, running
and done. The workflow log service can be used in two mode:

• local mode: can be used if your Diet Grid application can access to your host.
• remote mode: this mode is useful if your platform is behind a firewall and allow only
ssh connections.
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3. Diet Designer: Allows to the user to design graphically a Diet hierarchy. Only the
application characteristics are defined (agent type: MA or LA, and SeD parameters). The
designed hierarchy can be stored to be used with the Diet mapping tool.

4. Diet mapping tool: Allows the user to map the allocated Grid’5000 resources to a Diet
application. The mapping is done in an interactive way by selecting the site, then Diet agents
or SeD. For each Grid’5000 site, the nodes (or hosts) are used in a homogeneous manner but
the user can select a particular host if needed.

5. Diet deployment tool: This tool is a graphical interface to GoDiet. It provides the basic
GoDiet operations: open, launch, stop and also a monitoring mechanism to check if Diet
elements are still alive (three states are available: unknown, dead and running).

6. Diet resource tool: This tool was designed to manage the user Grid resources which is an
important aspect of Grid computing. Currently this tool is used only for Grid’5000 platform
and provides several operations to facilitate the access to this platform. The main features
are:

• Displaying the status of the platform: this feature provides information about clusters,
nodes and jobs.
• Resources allocation: this feature provides an easy way to reserve resources by selecting
in a Grid’5000 map the number of required nodes and period of time. The allocated
resources can be stored and used with the Diet mapping tool.

7. XMLGoDietGenerator: The Diet Dashboard can call the external tool XMLGoDietGen-
erator described in Section 2.8.2.

2.8.6 Diet Webboard

Joint work with:
? Nicolas Bard : CNRS. LIP Laboratory. Lyon. France.

Diet Webboard is a Java/Jsp web interface designed to manage all aspects of the Décrypthon
Grid. Working with a MySQL database, it stores and updates in real time the state of each object
in the Grid: storage spaces, data, jobs and results, computing nodes, requests to Diet, users...

Diet Webboard also implements the functionalities of GoDiet: it is capable of launching the
whole Diet architecture, and also stops it when necessary. It includes a page for viewing the state
of installed and running applications servers on the Grid. And finally, its code can be used to
write a dedicated web interface for an application, such as the ones created for submitting jobs for
Décrypthon applications.

The Diet Webboard’s main page is a list of links to all the functionalities it implements.
Managing the daemons, application examples, databases objects lists, monitoring and statistics, all
these links are only enabled if the user has the right permissions.

The Diet Webboard application can run three daemons.

1. The DataBaseManager threads, which contains information for jobs submission and monitor-
ing, it also checks periodically the database for errors, and finally it is able to submit again
a job or a workunit with expired walltime for fault tolerance.
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2. The GoDiet Thread, which is capable of launching and stopping the Diet platform.

3. The Diet test thread, this thread will launch many Jobs randomly on the Grid, for testing
purpose.

The Diet Webboard has a strong connection with the Diet platform. Thus, it offers the
possibility to check on the nodes running Diet SeD which applications are installed, which versions
(according to their naming convention), and to detect which applications can run on each SeD.
It also displays the list of disabled nodes and worker nodes used only through batch scheduler
(LoadLeveler, OAR,...).

2.9 Conclusion
The aim of this chapter is to give an overview of the Diet architecture. We introduce the key
points that made the success of Diet. The particular care we took in designing tools close to the
user’s needs, and the simplicity of usage of Diet, is the reason why Diet has been chosen by many
Grid users. Moreover we gave an overview of external tools developed around Diet.

In the remainder of this document, we will focus on different parts of this architecture sorted
by functionality. We started with the simple idea to have only a tool to play with your own
scheduling algorithms and we ended with a real, and complete middleware, used in production for
read scientific applications.

31



Chapter 3

Diet: Multi-Master Agent. Scalability
from client side
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As we have seen in Chapter 2, a naive approach is to build a Diet platform where every
computer is managed by a unique Master Agent. From clients’ point of view, this approach is
not scalable, because each of them search to send a message to every computer that can resolve a
specified problem, which generates an evaluation prediction on each computer. All the Diet clients
try to access the same entry point of the platform. Moreover, this entry point is the root of the
hierarchy. All requests from users and answers need to transit through this root. This is clearly
the bottleneck. To avoid this bottleneck we decided to divide the hierarchy into many hierarchies
and find a way to interconnect them.

Two versions were designed: the first one is static and use the Corba Multi-MA extension; and
the second one is dynamic and uses the P2P approach.
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3.1 Multi-hierarchies: The Corba Multi-MA extension
Joint work with:

? Sylvain Dahan : University of Franche-Comté. LIFC Laboratory
? Jean-Marc Nicod : University of Franche-Comté. LIFC Laboratory
? Laurent Philippe : University of Franche-Comté. LIFC Laboratory

The multi-MA extension written by Sylvain Dahan under the supervising of Jean-Marc Nicod
and Laurent Philippe to share computing resources between several sites. The Multi-MA allows
the creation of several sets of computers. Each set is managed by a Master Agent. Those Master
Agents are connected by a communication graph. When the user searches an available computer,
he probes to a Master Agent, which searches a computer inside its own set of computers. If it
could not find any available computer that can resolve the submitted problem, then it asks the
other Master Agents if they have some computers available to resolve the problem. The choice of
this algorithm comes from the assumption that we plan to optimize the deployment. That means
clients should quickly connect to a correct hierarchy. We want to avoid to broadcast all requests,
which would increasing significantly the number of messages. This way, requests are forwarded to
a limited number of computers, unlike the monolithic approach where every computer resources is
managed by a unique Master Agent. This allows several users to build a Grid platform, by sharing
their resources, which is scalable with the number of simultaneous users.

Several Diet platforms are shared by interconnecting their Master Agent (MA). Clients ask
for available SeD to their MA as usual. If the MA finds an available SeD which can resolve the
problem, it returns a reference on it to the client. If it does not find a SeD, it forwards the request
to other MAs which can also forward it to other ones and so on. When a MA finds a SeD which
can resolve the client request, it returns its reference to the client’s MA which returns the reference
to the client. Then, the client can use this SeD to resolve its problem.

3.2 The P2P Multi-MA extension
Joint work with:

? Cédric Tedeschi : ENS Lyon. LIP Laboratory. France.
? Frédéric Desprez : INRIA. LIP Laboratory. France.

As Ian Foster mentioned in the book [83], P2P is a good way to deal with Grid environments.
The heterogeneous and dynamic nature can be managed through a P2P approach. The aggregation
of different independent Diet hierarchies (a multi-hierarchy architecture) could be managed using
the P2P paradigm. We designed a P2P connection between Master Agents using the JXTA-J2SE
toolbox [135] for on-demand discovery and connection of MAs. We called this prototype Dietj .

Within Dietj , the several MAs access each others’ resources when processing a request, thus
offering to the client an entry door to resources of several hierarchies put in common in a transparent
manner. This results in avoiding the growing probability of bottleneck on one MA facing all requests
thus increasing the scalability of the whole system.

The aim of Dietj is to dynamically connect together geographically distributed Diet hierarchies
to gather services on-demand and improve the scalability of service discovery.

Dynamically connecting hierarchies for scalability. The clients are now given the ability to
discover at time of requesting a service, one or several MAs, and thus connect the server with
the best latency/locality.
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Balancing the load among the MAs. The entry point for each client being dynamically cho-
sen, the bottleneck on the previously unique Master Agent is now avoided. MAs are connected
in a pure unstructured Peer-to-Peer fashion (without any mechanism of maintenance, routing,
or group membership).

Gathering services at large scale. Whereas Diet hierarchies were unable to communicate to-
gether in the first version of Diet. With introduction of Dietj we provided the first Multi-MA
behavior, services are now gathered when processing a request. Thus, providing clients a front
door to resources of hierarchies put in common in a transparent way.
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Figure 3.1: Dietj architecture.

3.2.1 Dietj Architecture

The Dietj architecture, shown in Figure 3.1, connects several Diet hierarchies through a JXTA
network of Master Agents. The MA’s internal architecture, shown on Figure 3.2 is divided into
three parts.

• The JXTA part. The JXTA part of the MA is a peer on the JXTA virtual network. This
part is its connection point to other Master Agents. This part is a java bytecode.

• The Diet part. The Diet part is the traditional Diet MA, root of a Diet hierarchy of
Agents and Local Agents, allowing the discovery of servers that registered to this hierarchy.
This part is based on libraries generated from the Diet C code.

• The interface. To cooperate, Java (JXTA native language) and C (Diet native API lan-
guage) need an interface. We use the JNI technology allowing to call C functions from a Java
program, and the data conversion between the two languages.
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Figure 3.2: MA internal architecture.

3.2.2 The Multi-Master Agent system

One Multi-Master Agen (MMA) t is composed of all MAs running at a given time over the network
and reachable from a first MA. The MA is able to dynamically connect to these other MAs. Each
MA is known on the JXTA network by an advertisement with a name common to all of them
(“DietMA”) which is published at the beginning of its “life". This advertisement is published with
a short lifetime to avoid Clients and other MAs to try to bind to an already stopped MA, and thus
easily take into account the dynamicity of the platform.

During the Master Agent loading time, the JXTA part loads the Diet part via JNI, periodically
re-publishes its advertisement, while waiting for requests. When receiving a client’s request, the
Diet part submits the request to its own hierarchy. If the submission to the Diet hierarchy
retrieves no SeD’s references with the required service, the JXTA part builds a multi-hierarchy by
discovering other MAs (thanks to their JXTA advertisements) and propagates the request to them.
When the JXTA part has received responses from all other MAs or when a timeout is reached, the
response is sent back to the client which is not aware that a multi-hierarchy has been temporarily
built.

3.2.3 Dynamic Connections

Dynamic connections between the MAs allow to transparently perform the service discovery in
a dynamic large scale multi-hierarchy, using JXTA advertisements. The communication between
the agents inside one hierarchy are still static as we suppose that small hierarchies are installed
within each administrative domain. At the local level, performances are not very variable and new
elements are not frequently added.

3.3 Traversing the Multi-Hierarchy
We now discuss approaches and algorithms implemented for propagating the clients’ requests and
gather information about servers of several hierarchies.

3.3.1 Approach

Discovering the MAs, then discovering the servers

It is important to note that the multi-hierarchy construction is divided into two parts.
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1. peers discovery. The first step aims at discovering MAs reachable on the network, thanks to
the JXTA discovery process. But once a peer has been discovered, i.e., got its advertisement
(mainly containing its name and its address, under the shape of an input pipe advertisement),
you still need to establish a connection with it.

2. service discovery. The second step consists in exploring the multi-hierarchy composed
of the MAs discovered in the first step, looking for the requested service inside the Diet
hierarchies.

JXTA discovery mechanisms

JXTA 2.x provides a hybrid mechanism based on DHT [165] and random walk to achieve the
discovery of advertisements (e.g., advertisement named “DietMA”). Again, we choose not to use
the hybrid DHT mechanism to avoid its maintenance overhead, its lack of exhaustiveness (when
failing retrieving the advertisement by the hash function, it uses a less-efficient “walking” method)
and cope with the unstructured fashion of the multi-hierarchy designed.

Thus, we first use the JXTA discovery mechanism based on flooding among the peers. Once the
MA’s references are obtained, an algorithm optimizing the traversal of the multi-hierarchy (the MAs
graph) is used to connect MAs together and propagate the request through the multi-hierarchy.

3.3.2 Implementations

The propagation of the request in the Dietj multi-hierarchy (i.e., between the MAs) has been
implemented with two algorithms.

Propagation as an Asynchronous Star Graph Traversal

The propagation has first been implemented as an intuitive asynchronous star graph traversal. One
MA r which found no SeD providing the service requested by a client in its own hierarchy, discovers
other MAs with the JXTA discovery process. Then, it forwards the request in an asynchronous way
to all the MA previously discovered, using a simple JXTA multicast pipe instruction. On receipt of
the forwarded request, each MA collects the servers able to solve the problem in its own hierarchy,
and sends back the response to r that collects and merges responses to create the final response
message, that it sends back to the client. Using this first algorithm, the propagation systematically
builds a star graph, the MA initiating the propagation being the root of the star graph. We called
this algorithm “STARasync”.

Propagation as an Expanded Version of the Asynchronous PIF Scheme

The propagation has also been implemented using an asynchronous version of the Propagation of
Information with Feedback scheme (PIF), to have an unstructured, efficient and adaptative multi-
hierarchy traversal. A complete description of the basic PIF can be found in [60, 151]. Figure 3.3
describes a scenario of propagation in a Diet multi-hierarchy, applying the two following phases:

1. The Broadcast phase: The MA that received the request from the client (and is unable to
find a server providing the requested service) initiates the wave, and so is the root r. As in the
STARasync algorithm, it forwards the request to all other MAs it has previously discovered.
Let Mr be the set of discovered MAs. r then waits for responses of MAs in Mr. The MA
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that sent the request to it becomes its parent. Of course, m collects the servers to solve the
problem described in the request in its hierarchy. Finally, m propagates the request in its
turn to the MAs in Mr (that it knows from its parent), except those that are the way taken
by the request to reach m from r. Thus a time optimal tree rooted at r is built.

2. The Feedback phase: r waits for the responses of Mr during a finite time using a timeout.
The MAs in Mr send the enabled servers found in their hierarchy back to their parent,t and,
when receiving a response from a child, send the response to their own parent.

PIF scenario Let us have a look at Figure 3.3. The MA that received the request from the client
found no SeD providing the requested service in its own hierarchy. After having discovered
other MA, it initiates the wave (1). Some MAs have received the propagated request. They
forward it in their turn, and initiate the asynchronous feedback phase (2). All MAs have
received the request. A spanning tree is built. The feedback phase goes on and ends. The
connections opened during this phase depends on the traffic load encountered during the
broadcast phase, allowing an optimal feedback phase (3).

Quick analysis of the PIF scheme

Let us call this algorithm “PIFasync”. Note that PIFasync builds an on-demand optimal tree for a
given root for each request, thus balancing the load among the MAs graph as the number of re-
quests increases and also avoiding overloaded links. It was shown in [145, 151] that in asynchronous
environments, the PIF scheme is the fastest possible to reach every network nodes, messages fol-
lowing the fastest links during the broadcast phase. In other words, the dynamic tree built during
the propagation is time optimal. It provides fault tolerance, because of the several retransmis-
sions achieved by this algorithm and thus the several attempts to reach each MA. The number of
messages can be very important (O(n2) in the worst case). Note that algorithm STARasync also
provides a PIF scheme. However, it is not an adapting scheme, messages always follow the same
links, ignoring their heterogeneity and communication load.
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Figure 3.3: Propagation scenario in a Diet multi-hierarchy.
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3.4 A new mechanism for Service Discovery in P2P network
Joint work with:

? Cédric Tedeschi : ENS Lyon. LIP Laboratory. Lyon. France.
? Frédéric Desprez : INRIA. LIP Laboratory. Lyon. France.
? Ajoy K. Datta : University of Nevada. Las Vegas. USA.
? Franck Petit : Université de Picardie Jules Verne. MIS Laboratory. Amiens.

Beyond the MMA P2P architecture we decided to provide a service Discovery in P2P network.
From a need of Diet, we have extended this work to a general purpose. The core element of this
architecture, indexing the services, is a distributed trie. It was called DLPT, for Distributed Lexi-
cographic Placement Table or DPT for Dynamic Prefix Tree as referred to as in several papers [59]
for instance. The DLPT is a stand alone system. It even became the base of a platform in the
SPADES ANR (see Section 3.4.3) that I lead. We give here an overview of this system.

The resource discovery in P2P environments has been intensively studied. Although DHTs [144,
147, 158] were designed for very large systems, they only provide rigid search mechanisms. A
great deal of research went into finding ways to improve the retrieval process over structured
peer-to-peer networks. Peer-to-peer systems use different technologies to support multi-attribute
range queries [29, 121, 150, 153]. Trie-structured approaches outperform others in the sense that
logarithmic latency (or constant if we assume an upper bound on the depth of the trie) is achieved
by parallelizing the resolution of the query in several branches of the trie.

Among trie-based approaches, Prefix Hash Tree (PHT) [142] dynamically builds a trie of the
given key-space (full set of possible identifiers of resources) as an upper layer mapped over any
DHT-like network. Fault-tolerance within PHT is delegated to the DHT layer. Skip Graphs,
introduced in [21], are similar to tries, and rely on skip lists, using their own probabilistic fault-
tolerance guarantees. P-Grid is a similar binary trie whose nodes of different sub-parts of the trie
are linked by shortcuts like in Kademlia [125]. The fault-tolerance approach used in P-Grid [68] is
based on probabilistic replication.

3.4.1 DLP-Tables

The DLPT (Distributed Lexicographic Placement Table) is the architecture that we have recently
developed and studied in [54]. This approach, initially designed for the purpose of service discovery
over dynamic computational Grids and aimed at solving some drawbacks of similar previous ap-
proaches, is a two layer architecture. The upper layer is a prefix tree maintaining the information
about available services. Each node of this tree maintains the information about services sharing
a particular name or (key), used to label the node. This tree is built dynamically as services are
registered by some servers of the computational platform, as illustrated by Figure 3.4. Nodes stor-
ing some services’ references (and labeled by actual names of services) are grey-filled, the others,
created to ensure the consistency of the structure and the routing of queries, are labeled by vir-
tual keys. (a) First a DGEMM is declared. (b) A DTRSM is declared resulting in the creation of their
parent, whose label is their greatest common prefix, i.e., D. (c) Finally, a DTRMM is declared and
the node DTR is created. This tree is mapped onto the lower layer, i.e., the physical network, for
example, using a distributed hash table. An advantage of this technology is its ability to take into
account the heterogeneity of the underlying physical network to build a more efficient tree overlay,
as detailed in [55]. Simulations available in [54] show that, using different data sets, approximately
1/3 of nodes are labeled by virtual keys. In other words, 1/3 of the nodes has the sole purpose to
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ensure the consistency of the architecture, 2/3 of nodes storing actual services’ references.

Figure 3.4: Construction of the prefix tree in DLPT approach.

When a discovery request sent by a client enters the tree, on a random node, the request moves
upward until reaching a node whose subtree contains the requested node and then moves downward
to this node. The DLPT system supports range queries and automatic completion of partial search
strings. In its original design [54], the tree is mapped over the network using a distributed hash
table.

Mapping design for the DLPT

How the logical entities (nodes of the tree, referred to as nodes in the following) were mapped on
the processors of the network (referred to as peers henceforth), i.e., the question: which peers
executes which node? was left aside. We now briefly discuss how to map the trie onto peers. We
describe two architectures we have defined to implement the DLPT in a real environment.

Centralized approach. In a first simple approach illustrated in Figure 3.5(a), the mapping relies
on a central device. Obviously, this device is only used for the mapping and does not have
any role when processing insertion or discovery requests. The peers, when connecting the
network, join the DLPT by registering themselves to this central device. When a new logical
node is created, a peer is randomly chosen to host it among the peers that registered to this
central repository. This approach is intuitive, easy to implement, but as in every centralized
systems, the central device is a single point of failure, even if duplicating it. This led us to
define a distributed architecture.

Distributed approach In a second approach, a DHT structures the network and a peer can be
chosen by hashing the node ID, as illustrated on Figure 3.5(b). Indeed, any DHT could be
used. An issue we do not consider in this manuscript is related to load balancing. Obviously,
using a DHT to uniformly distribute the logical nodes on the peers do not achieve an efficient
balancing of the workload. The load of a node depends on the popularity of services and
its depth in the trie (nodes close to the root are more solicited than leaves when routing
requests). DHTs make two common assumptions. First, they consider that the capacities
of peers are homogeneous, which can not be ensured on real Grids. They also assume that
each data item has the same probability to be requested. We rely on several recent works
addressing the heterogeneity of both the capacity of peers and popularity of nodes inside
DHTs [88, 104, 120].
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(a) Partially centralized approach. (b) Tree nodes and peers in the circle.

Figure 3.5: Architecture of DLPT mapping

The decentralized approach is better for scalability, thus we choose the second one, based on
the DHT, however this leads to two drawbacks:

• The presence of an underlying system like a DHT, leads to the need to maintain two layers
(one DHT, and one tree over the DHT), making the maintenance cost of this two-layer
architecture extremely high.

• The routing scheme presented in the previous section, as well as the heterogeneity on both
popularity of keys and capacity of peers could lead to an unbalanced distribution of the load
and thus create bottlenecks on different peers.

Tackling these two drawbacks, we now focus on a mapping scheme having several properties:

• This scheme is self-contained (avoid the need for a DHT or any extra tool) and maintain the
tree indexing the services while mapping it on the peers.

• On top of this protocol, it uses some load balancing heuristics based on local maximization of
the throughput i.e., the number of requests processed by the service discovery system. This
heuristic is based on existing approaches for load balancing within DHTs.

From now on, we consider that IP addresses of peers are still hashed, but the hash function
to find the peer hosting one node is locality-preserving. In other words, the nodes’ labels are not
hashed but nodes are just placed on the peer whose id is the smallest higher than the label of
the node, assuming that we hash IP addresses of peers by using a hash function which has values
within the set of possible labels of nodes. As a simple example, consider the PGCP tree given in
Figure 3.6(a). The mapping achieved is similar to Chord [158] (consistent hashing) in the sense
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(a) PGCP tree example. (b) Tree nodes and peers in the cir-
cle.

(c) Another view of this lo-
cality preserving Chord-like
placement of nodes on peers.

Figure 3.6: Example of mapping

that each node is run by the successor peer of the node’s label. Have a look at Figure 3.6(b) The
tree nodes (transparent and grey-filled on the internal dashed circle) and the peers (big and black
filled on the external circle with an identifier randomly picked in the set of possible strings) are
in the same circle identifier space. Now, each peer is supposed to run nodes whose labels fall in
the range between itself and its predecessor peer. For instance, peer DMrXz runs nodes D and
DGEMM. Nodes are again connected through the tree links (that do not appear on Figure 3.6(b)
for clarity), peers are also connected, on a basic ring. Another view of this locality preserving
Chord-like placement of nodes on peers is given by Figure 3.6(c). Peers (pseudo-ellipses in dashed
lines) are connected in a ring (bold arrowed lines), each peer running the set of nodes inside its
ellipse.

Load balancing for the DLPT

The DLPT focus on P2P architecture beyond the scope of the forest of Diet trees. Thus we have
designed this structure to be compliant with high dynamic nature and to support a high level of
scalability. In this context, a load balancing is required to ensure a good performance even when
the number of nodes grows. We introduce here the main idea of the solution we proposed for the
DLPT.

Each peer runs a set of nodes. As detailed before, the routing follows a top-down traversal.
Therefore, the upper node is, the more times it will be visited by some request. Moreover, due
to the sudden popularity of some service, the nodes storing the corresponding keys, independently
from their depth in the tree, may become overloaded. The technique we present now deals with
this issue by maximizing the aggregated throughput of two consecutive peers, i.e., the number of
requests these two heterogeneous peers will be able to process. This is achieved by periodically
redistributing the nodes on the peers, based on recent history.

Let us consider one particular peer S to illustrate the load balancing process. This is periodically
triggered on S. Let P be the predecessor of S. Refer to Figure 3.4(a). CS and CP refer to their
respective capacities, i.e., the number of requests they are respectively able to process during one
given period of time. Note that the peers capacity does not change over time. At the end of one
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period, some peers send the number of requests they received during this time unit, for each node
it runs, to its successor. Here, S has information on the loads of the nodes run by P, and obviously
knows its own load history. Assume that, during last time unit, the set of nodes run by S and P
were respectively NS and NP and that each n of the union of NS and NP has received a different
number of requests, denoted by ln. Then, the load of S, denoted by LS during the ending period
was the sum of the loads of the nodes it runs. Finally, we easily see that, during this last period,
the number of satisfied requests (or throughput T), i.e., requests that were effectively processed
until reaching its destination is T = min(LS, CS) + min(LP , CP).

Starting from this knowledge, i.e., the load of every nodes n in NS and NP, we want to maximize
the throughput of the next period of time. To do so, we need to find the new distribution (NS, NP)
that maximizes T, assuming the load distribution in two consecutive periods will not be the same,
but close. The number of possible distributions of nodes on peers is bounded by the fact that nodes
identifiers can not be changed, in order to ensure the routing consistency and a way to retrieve
services. The only parameter that we can change is the identifiers of peers. Then, as illustrated on
Figure 3.7, finding the best distribution is equivalent to finding the best position of P moving along
the ring, as illustrated by arrows on Figure 3.7(b). The time and extra space complexity of the
redistribution algorithm is clearly in O(card(NS) + card(NP)). In other words, even if periodically
performed, the MLT heuristic has, locally, a constant communication cost and a time complexity
linear in the number of nodes between two local peers. An example of the result of this process is
given in Figure 3.7(c), where, according to the previous metric, the best distribution is 3 (weighted)
nodes on S, and 5 (weighted) nodes on P. This heuristic is henceforth referred to as MLT (Max
Local Throughput).

Figure 3.7: One local load balancing step.

Fault tolerance mechanism in the DLPT

The basic design of the DLPT presented in [54] has the ability to greedily take into account the
heterogeneity of the underlying physical network to make a more efficient tree overlay. However,
in [54], the fault tolerance is still addressed by replication of nodes and links of the tree. To
summarize, the fault tolerance issue is mostly either ignored, delegated or based on replication.
In [48], we provided a first alternative to the replication approach. The idea was to let the trie
crash and to reconnect and reorder the nodes rounds build is the x However, this protocol assumed
the validity of subtries being reordered, thus limiting the field of initial configurations handled and
repaired. In [45] we present a new protocol able to repair any labeled rooted tree to make a valid
greatest common prefix tree and thus offer a general mechanism to maintain distributed tries.
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In the self-stabilizing area, some investigations take interest in maintaining distributed data
structures. The solutions in [98, 99] focus on binary heap and 2-3 trees. Several approaches have also
been considered for a distributed spanning tree maintenance [77]. In [97], a self-stabilizing spanning
tree construction is also proposed for a model, introduced in the same paper. The proposed model
introduces mechanisms that fit large scale systems. Roughly speaking, their model is based on the
classical message-passing model in which a mechanism for resource discovery called oracle is added.
In [25], the authors presented the first snap-stabilizing distributed solution for the Binary Search
Tree (BST) problem. Their solution requires O(n) rounds to build the BST, which is proved to be
asymptotically optimal for this problem in the same paper.

In [52] we have presented the first snap-stabilizing greatest common prefix tree for peer-to-peer
systems. It provides an alternative to tree-structured peer-to-peer networks suffering from the
high cost of replication and an innovating way to implement fault tolerance over large distributed
systems. We have developed an optimal algorithm in terms of stabilization time (snap-stabilizing).
It requires an average number of rounds proportional to the height of the tree, thus providing a
good scalability. This result has been confirmed by simulation using actual data sets in [52].

3.4.2 Multi-Attribute Searches

As illustrated on Figure 3.8, supporting multi-attribute queries is achieved using a simple exten-
sion of the previous algorithms to a multi-dimensional system in which each dimension (or type of
attribute is maintained by a distinct overlay. Then, the value/address of a service having several at-
tributes is stored in each overlay. For multi-attribute requests, like {DTRSM, Linux*, PowerPC*},
the client sends three independent requests. The request on DTRSM will be sent to the services’
names tree, Linux* to the system tree and PowerPC* to the processor tree. Requests are inde-
pendently processed within each tree and the client asynchronously receives the values and finally
intersects the sets of locations obtained to only keep answers matching the three values requested.

Figure 3.8: Processing a multi-attribute query.
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Figure 3.9: The architecture of the platform SPADES based on DLPT.

3.4.3 SPADES: Emerging Platform based on DLPT

Joint work with:
? Cédric Tedeschi : ENS Lyon. LIP Laboratory. Lyon. France.
? Florent Chuffart : INRIA. LIP Laboratory. Lyon. France
? Haiwu He : INRIA. LIP Laboratory. Lyon. France
? Franck Petit : Université de Picardie Jules Verne. MIS Laboratory. Amiens. France.
? Frédéric Suter : CNRS. IN2P3. Lyon. France.

Today’s emergence of Petascale architectures and evolutions of both research and production
Grids increase a lot the number of potential resources. However, existing infrastructures and access
rules do not allow to fully take advantage of these resources.

One key idea of the SPADES 1 project (ANR project) is to propose a non-intrusive but highly
dynamic environment able to take advantage of available resources without disturbing their native
use. In other words, SPADES’ vision is to adapt the desktop Grid paradigm by replacing users’
computers at the edge of the Internet by volatile, but highly efficient resources. Batch schedulers
(BS) manage these volatile resources, with reservation mechanisms. Access to these machines
may be limited in time and susceptible to preemption (best-effort mode). One of the priorities of
SPADES is to support platforms at a very large scale. Petascale environments are in consequence
particularly considered. However, these next-generation architectures still suffer from a lack of
expertise for an accurate and relevant usage. One of SPADES’ goals is to show how to take

1http://graal.ens-lyon.fr/SPADES
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advantage of the power of such architectures. Another challenge is to provide a software solution
for a service discovery system able to face a highly dynamic platform. To reach this goal the system
used is the DLPT described above. This system will be deployed over volatile nodes and thus must
tolerate “failures". The implementation of such an experimental development also leads to the
need for an interface with batch submission systems able to make reservations in a transparent
manner for users, but also to be able to communicate with these batch systems in order to get
the information required by our schedulers. SPADES will propose solutions for the management of
distributed schedulers in Desktop Computing environments, coping with a co-scheduling framework
(see Figure 3.9).

3.5 Conclusion and Future Work
In this chapter, we have presented Dietj , the first extension of a Network-Enabled Server system
taking into account the dynamic and heterogeneous nature of today’s platforms on which Grids will
inexorably take place. The use of JXTA and the asynchronous PIF algorithm shows an efficient
on-demand discovery of available servers at a large scale. Beyond this Diet functionality we have
developed a new service discovery called DLPT based on tree. This system has been improved with
load balancing and self-stabilizing mechanisms to ensure fault-tolerance. Armed with this concept
we have designed an emerging platform around co-scheduling, service discovery and large amounts
of resources provided through different infrastructure such as Petascale architecture.
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Chapter 4

Diet: Resources Management.
Scalability and Heterogeneity from
server side.
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Diet was designed for high performance computing. In this area, resources are shared between
users. But each user would rather to have resources in a dedicated environment for different reasons

• avoid conflict between applications,

• take benefit of the maximum power, memory and storage until resources are freed,

• increase reproducibility,

• from the point of view of the resource providers, the dedicated paradigm allows to control
the resource access, thus provider can apply their own policy.

Parallel Grid resources (parallel machines or clusters of workstations) are generally managed
by a reservation batch system (a.k.a., LRMS for Local Resource Management System) such as
OAR [40], SGE [86], LSF [102], Loadleveler [139]. Such a system is responsible for managing the
submitted jobs, locating and allocating the required resources. It accepts user submission scripts
which must normally contain a variety of information including the requested number of resources
and the amount of time needed for the reservation (walltime).
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4.1 Parallel systems
Basic parallel systems are surely the less deployed in actual computing Grids. They are usually
composed of a gateway where clients log in, and from which they can log on numerous nodes and
execute their parallel jobs, without any kind of reservation (time and space). Some problems occur
with such a use of parallel resources: (1) multiple parallel tasks can share a single processor, hence
delaying the execution of all applications using it; (2) during the deployment, the application must
at least check the connectivity of the resources; (3) if performance is wanted, some monitoring has
to be performed by the application.

4.2 Diet LRMS Management
Joint work with:

? Yves Caniou : University of Lyon Claude Bernard. LIP Laboratory. Lyon. France.
? Frédéric Desprez : INRIA. LIP Laboratory. Lyon. France.
? Jean-Sébastien Gay : ENS Lyon. LIP Laboratory. Lyon. France.

A rule of Diet is to hide the Grid complexity to the user. That means we should provide
transparent access to parallel resources for the user. It must choose the best parallel resource that
suits the request, eventually provide for the parallel malleable tasks 1 the right number of processors,
provide the corresponding walltime, and submit this information to the LRMS in an automatically
built script in the language of the reservation system. Indeed, as the user does not need to know
where his/her job is executed (he does not need to know the computation availability of a given
host, the memory availability, etc.), such a script has to be produced by the middleware in place of
the user. The Diet environment must implement such mechanisms to provide transparent access
to parallel resources and minimize at the same time the completion time of the parallel task. These
developments have been made by the efforts provided under the guidance of Yves Caniou.

4.2.1 Sequential and parallel requests

Two extensions (at the client and server level) of the Diet API provide means to request ex-
clusively sequential services, parallel services, or let Diet choose the best implementation of a
problem for efficiency purposes (according to the scheduling metric and the performance func-
tion). Diet provides an API for the client, thus the client can explicitly call a parallel call
diet_parallel_call(diet_profile_t *profile). Moreover if the user wants to choose the
amount of required resources, he can be using the diet_profile_set_nbprocs() function.

4.2.2 Transparently Submitting to LRMS

Diet can submit jobs to LRMS including Loadlever, OAR (v1.6 and v2.x) and PBS. We plan
to complete integration with many other such as the WMS system used in the EGEE [119] and
SLURM [103].

As we have said, the Diet parallel/batch API provides several functions on both client and
server side. On the client side, the client can explicitly ask for a sequential/parallel computation of
its job, but otherwise and whenever possible, Diet will choose the best available allocation among
sequential/parallel resources (more information will be given to this process in the Chapter 8). On

1A malleable task is a computational unit which may be executed on any arbitrary number of processors.[130]
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the server side, the SeD programmer builds a script that is generic for all LRMS: the Diet server
API provides generic environment variables perform the necessary abstraction to the site where the
job is executed. For example, the generic variable DIET_NAME_FRONTALE is the identity of the site
access point and can be used to ease data management; DIET_BATCH_NODESFILE is the name of
the file containing the identity of the batch allocated nodes which is necessary for MPI execution,
etc. The SeD program must end by a call to diet_submit_call(), which builds and submits the
script.
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Figure 4.1: The Diet architecture with parallel and LRMS support.

To conclude this first part of this chapter, we have now three kind of SeD available with Diet
for different usage. Figure 4.1 is an example of Diet deployment using different kind of SeD: The
basic SeD, the parallel SeD and the SeD-batch are involved. The next generation of the LRMS are
based on virtualization. The concept is not new as it exists since the 60’s as mentioned in [91].
Nowadays, resource reservation can be done through the deployment of Virtual Machines (VM)
such as VMware [172] or Xen [23]. The VM are a technical solution to open the Cloud platform
to the users. The VM may provide an homogeneous-like environment and offer a certain level of
security based on the sandbox paradigm. In the next section we will see how Diet can work with
Cloud platforms.

4.3 Cloud resources management
Joint work with:

? Frédéric Desprez : INRIA. LIP Laboratory. Lyon. France.
? Adrian Muresan : ENS Lyon. LIP Laboratory. Lyon. France.

Over the last years, Internet Computing and storage have considerably evolved from small iso-
lated nodes to large-scale Cluster-like architectures driven by efficiency and scalability needs which
we now know under the name of “Clouds” [19, 168]. They aim at being dynamically scalable and
offer virtualized resources as service over the Internet. Usually solutions deployed in Clouds are web
browser targeted and are load balanced when it comes to computational power and storage. Clouds
can also be used in more computational-intensive domains by using them as scalable computational
resources.
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Grid platforms offer a large benefit when it comes to computational power, yet they have a
drawback caused by their scalability. To get the best of both worlds, a Grid middleware can be
used to manage and harness raw Cloud computational resources.

The current chapter will only scratch the surface of this interesting topic. We offer a proof-
of-concept of using a Cloud system as computational resource through a Grid middleware. We
demonstrate the use of Eucalyptus [134], the open-source Cloud, as a resource for Diet.

4.3.1 Eucalyptus

In the world of open-source Cloud Computing, Eucalyptus [133] is a pioneer. It relies on
commonly-available Linux tools and simple Web Service technologies and is compatible with the
Amazon Elastic Computing Cloud (EC2) SOAP interface [2].

The Eucalyptus platform has a three-level hierarchical architecture. At the top of the hier-
archy lies the Cloud Controller node (CLC). Its role is to coordinate the Cloud as a whole and to
handle client Cloud management requests. This is the only node that is responsible for decision-
making.

Halfway between the top and bottom of the hierarchy lies the Cluster Controller (CC). It is
responsible for keeping track of resource usage in its Cluster.

At the bottom of the hierarchy lies the Node Controller (NC). Each physical machine that
is to be a computing machine needs to have the NC service running. The NC has two main
responsibilities: monitoring resource usage and managing virtual resources.

To achieve virtual resource management, Eucalyptus uses Xen [23] and/or KVM [111] vir-
tualization technologies. These offer great benefits when dealing with scalability and application
isolation but also have drawbacks due to the necessary start-up and shutdown time of the virtual
machines.

We have chosen to use the SOAP interface that Eucalyptus provides. This is more flexible
than the query interface (the query string has a limited size) and offers better security because
it implements the WS-Security standard with an asymmetric RAS key pair. As a result we have
successfully managed to programmatically manipulate Eucalyptus virtual resources and gain
direct access to them once instantiated. On the basis of the above results we are ready to integrate
Eucalyptus as a resource into Diet.

4.3.2 Diet over a Cloud

With the question of how to harness Eucalyptus as a Diet resource in mind we need to consider
the architectures of both systems in order to find a suitable answer. From a high-level perspective
we have several plausible solutions that differ by how much of the architectures of both systems
overlap or are included one in the other. To be more precise, we can consider the following two
scenarios and any other scenario that is logically between the two.

Diet is completely outside of Eucalyptus: In this scenario the Diet and Eucalyptus
architectures do not overlap at all in the sense that all Diet agents or SeDs run separately with
respect to the Eucalyptus controllers. The Diet SeD requests resources (compute nodes) to Eu-
calyptus when needed and uses the resources directly (bypassing Eucalyptus broker) once they
are ready. In this scenario scalability is limited because of the fixed Diet architecture that cannot
scale easily, but the number of compute nodes takes full advantage of Eucalyptus’s scalability.
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Diet is completely included in Eucalyptus: The Diet architecture is virtualized inside
Eucalyptus. This scenario is the other extreme of the previously stated one since Diet agents
and SeDs are virtualized and instantiated on-demand. It is obvious that this scenario offers more
flexibility because one can configure the amount of physical resources that are allocated to Euca-
lyptus virtual resources. This is also a more scalable approach because of the on-demand way of
use that is typical to Cloud platforms.

The simplest and most natural scenario from the perspective of Diet is to treat Eucalyptus
as a new type of resource allocator and scheduler inside the SeD since Diet is easily extensible in
this direction.
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Figure 4.2: Diet architecture with three different kinds of server daemons, including Cloud server.

Figure 4.2 shows the architecture of Diet with three kinds of server daemons:

SeD: The basic SeD encapsulates a computational server. The information stored on a SeD is
a list of data available on it, the list of problems that it can solve and performance-related
information.

SeD Batch: is an upgraded version of the basic SeD. This SeD has the capability of submitting
requests to different Batch Schedulers (BS) without the user having to know how to submit
to the underlying BS.

SeD Cloud: based on the same idea that the previous one: this version provides the capability
to use Cloud resources through the API of the Cloud platform. Knowing which image is
associated to which service, the SeD can then automatically deploy it on the selected number
of compute nodes.

Handling of a service call is done in three steps.

Obtain the requested virtual machines. This first step involves requesting the virtual ma-
chines to Eucalyptus by using its SOAP API. The SeD Cloud contains a mapping of services
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to virtual machines that the user is not aware of (and does not need to be aware of). The
start-up of virtual machines is a time consuming operation and is best done asynchronously
with the request. As a result, the SeD Cloud polls Eucalyptus to receive a positive or
negative reply related to the number of virtual machines requested. If the reply is positive
then the SeD Cloud can proceed to the second step in handling the request.

Execute the MPI service on the instantiated virtual machines. The end result of the pre-
vious step is a list of addresses of the instantiated virtual machines. Having this low-level
information, the SeD Cloud can now initiate a parallel request such as a MPI request on the
machines. The result of the calculation is returned and a reply is formed for the service call.

Terminating the virtual machines. The SeD Cloud initiates another SOAP request to Euca-
lyptus for the termination of the instantiated virtual machines.

4.4 Conclusion and Future work
In this chapter we have shown how Diet can manage resources. We have seen different methods
to address them: basic, parallel, through a LRMS or using a Cloud environment. The modular
conception of Diet helps the developer to add new LRMS or new Cloud environments easily. A
future work in this topic will be to add the virtual SMP architecture using for example the Kerrighed
technology [129] as described in Figure 4.3. Kerrighed virtualizes a cluster to an SMP and Diet
could control and updates the Kerrighed resources related to the platform load. A communication
layer between Kerrighed and Diet schedulers through the SeD Kerrighed is required to provide
an efficient and dynamic management of the resources. Diet will add or remove nodes to the
Kerrighed platform to grow or reduce the SMP computer on demand.
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Figure 4.3: Diet architecture with Virtual SMP as resources.
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While middleware designers often note that the problem of deployment planning is important,
only a few algorithms exist [44, 106, 108] for efficient and automatic deployment planning. Ques-
tions such as “which resources should be used?”, “how many resources should be used?”, “what
arrangement should be used”, and “should the fastest and best-connected resource be used for a
scheduler or as a computational resource?” remain difficult to answer. In [169] the authors state
the need for adaptive middleware technologies for Grid environments. Technologies that can se-
lect resources from the Grid to a better fit to the users’ expectations, and that can do proper
configuration of the selected resources, are needed.

Related to the Diet architecture we focused on hierarchical arrangements. A hierarchy is
a simple and effective distribution approach, and has been chosen by a variety of middleware
environments as their primary distribution approach [47, 67, 95, 149]. Before trying to optimize
deployment planning on arbitrary, distributed resource sets, we target a smaller sub-problem that
has previously remained unsolved: what is the optimal hierarchical deployment on a cluster with
hundreds to thousands of nodes? This problem is not as simple as it may sound: one must decide
how many resources should be used on the whole, how many should be dedicated to scheduling
or computation, and which hierarchical arrangement of schedulers is more effective (i.e., more
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schedulers near the servers, near the root agent, or a balanced approach). For instance, this problem
arose while doing a Diet deployment on a large Korean cluster, at the School of Aerospace and
Mechanical Engineering (Seoul National University), which has more than 500 CPUs [1].

5.1 Deployment and Planning
A deployment is the mapping of a middleware platform across many resources. Deployment can be
broadly divided in three categories: software deployment, system deployment, and an intermediate
category using virtual machines:

Software deployment. maps and distributes a collection of software components on a set of re-
sources, and can include activities such as configuring, installing, updating, and adapting
a software system. Examples of tools that automate software deployment include Smart-
Frog [92], Distributed Ant [93], and Software Dock [96].

System deployment. involves assembling physical hardware as well as organizing and naming
whole nodes and assigning activities such as master and slave. Examples of tools that facilitate
this process include the Deployment Toolkit [156], Warewulf1, and Kadeploy [122]. Although
these toolkits can automate many of the tasks associated with deployment, they do not
automate the decision process of finding an appropriate mapping of specialized middleware
components to resources so that the best performance can be achieved from the system.

VM deployment. At an intermediary level, we find the deployment of Virtual Machines, which
basically consists in deploying a system on top of another system. Several virtual machines
can then be hosted by a single physical machine. This kind of deployment offers different
levels of virtualization, as it can either just virtualize the system without hiding the hardware,
or it can emulate another kind of hardware. We can cite Xen [24] and QEMU [26] as examples.

Our research focuses on the software deployment that provides an autonomic management. It
can be of great help when managing a platform over a long period. Several solutions exist. They
range from application specific to totally generic software.

ADAGE [116, 118] is a generic deployment software. It relies on modules specific for each
software deployment. Its design decouples the description of the application from the description of
the platform, and allows specific planning algorithms to be plugged-in. ADAGE is targeted towards
static deployment (i.e., “one-shot” deployment with no further modifications), it can however be
used in conjunction with CoRDAGe [64] to add basic dynamic adaptations capabilities.

ADEM [101] is a generic deployment software, relying on Globus Toolkit. It aims at automati-
cally installing and executing applications on the Open Science Grid (OSG), and can transparently
retrieve platform description and information.

DeployWare [80, 81] is also a generic deployment software, it relies on the Fractal [137] com-
ponent model. Mapping between the components and the machines has to be provided, as no
automatic planning capabilities are offered.

Section 5.4 introduced GoDiet [43]. It is a tool specifically designed to deploy the Diet
middleware. An XML file containing the whole deployment has to be provided.

1http://www.warewulf-cluster.org
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TUNe [35] is a generic autonomic deployment software. Like DeployWare, it also relies on
the Fractal component model. TUNe targets autonomic management of software, i.e., dynamic
adaptation depending on external events. Sekitei [107] is not exactly a “deployment software”, as
it only provides an artificial intelligence algorithm to solve the component placement problem. It is
meant to be used as a mapping component for other deployment software. Finally, Weevil [170, 171]
aims at automating experiment processes on distributed systems. It allows application deployment
and workload generation for the experiments. However, it does not provide automatic mapping.

Apart from the installation and the execution of the software itself, which has been a well studied
field, another important point is the planning of the deployment, i.e., the mapping between the
software elements, and the computational resources. Whereas deployment software can cope with
the installation and execution part, very few propose intelligent planning techniques. To the best
of our knowledge, no deployment algorithm or model has been given for arranging the components
of a Problem Solving environment (PSE) in such a way as to maximize the number of requests that
can be treated in a time unit. In [117], software components based on the Corba component model
are automatically deployed on the computational Grid. The Corba component model contains
a deployment model that specifies how a particular component can be installed, configured and
launched on a machine. The authors note a strong need for deployment planning algorithms, but
to date they have focused on other aspects of the system. Our work is thus complementary.

Optimizing deployments is an evolving field. In [106], the authors propose an algorithm called
Sekitei to address the Component Placement Problem (CPP). This work leverages existing AI
planning techniques and the specific characteristics of CPP. In [108] the Sekitei approach is extended
to allow optimization of resource consumption and consideration of plan costs. The Sekitei approach
focuses on satisfying component constraints for effective placement, but does not consider detailed
but sometimes important performance issues such as the effect of the number of connections on a
component’s performance.

The Pegasus System [154] workflow planning for the Grid as a planning problem. The approach
is interesting for overall planning, when one can consider that individual elements can communicate
with no performance impact. Our work is more narrowly focused on a specific style of assembly and
interaction between components, and has a correspondingly more accurate view of performance to
guide the deployment decision process.

5.2 Automatic Middleware Deployment Planning on Clusters
Joint work with:

? Pushpinder Kaur Chouhan : ENS Lyon. LIP Laboratory. Lyon. France.
? Frédéric Desprez : INRIA. LIP Laboratory. Lyon. France.

We have introduced an automated deployment planning approach that determines a good de-
ployment for hierarchical scheduling systems in homogeneous cluster environments. We consider
that a “good deployment” is one that maximizes the steady-state throughput of the system, i.e.,
the number of requests that can be scheduled, launched, and completed by the servers in a given
time unit. We have shown that the optimal arrangement of agents is a complete spanning d-ary
tree; this result is concordant with existing results in load-balancing and routing from schedul-
ing and networking literature. More importantly, our approach automatically derives the optimal
theoretical degree d for the tree. We developed the first detailed performance models available
for scheduling and computation in the Diet system, and validated these models in a real-world
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environment. We also presents real-world experiments demonstrating that the deployments auto-
matically derived by our approach are in practice nearly optimal, and perform significantly better
than other reasonable deployments.

In [44] we presented a heuristic approach for improving deployments of hierarchical NES systems
in heterogeneous Grid environments. The approach is iterative; in each iteration, mathematical
models are used to analyze the existing deployment, identify the primary bottleneck, and remove
the bottleneck by adding resources in the appropriate area of the system. The techniques given
in [44] are heuristic and iterative in nature and can only be used to improve the throughput of a
deployment that has been defined by other means; the work presented hereafter provides an optimal
solution to a more limited case, and does not require a predefined deployment as input.

5.2.1 Platform deployment

Our objective is to generate the best possible platform for the available resources, so as to maximize
the throughput. The throughput is the number of requests that can be serviced for clients in a
given time unit. We consider that at the time of deployment we do not know the clients’ locations
or the characteristics of the clients’ resources. Thus, clients are not considered in the deployment
process.

A valid deployment thus consists of a mapping of a hierarchical arrangement of agents and
servers onto the set of resources. Any server or agent in a deployment must be connected to at
least one other element; thus a deployment can only have connected nodes. A valid deployment
will always include at least the root-level agent and one server. Each node can be assigned to either
exactly one server, exactly one agent, or the node can be left idle.

Optimal deployment

Our objective is to find an optimal deployment of agents and servers for a set of resources. We
consider an optimal deployment to be a deployment that provides the maximum throughput of
completed requests per second. When the maximum throughput can be achieved by multiple
distinct deployments, the preferred deployment is the one using the least resources.

We assume that at the time of deployment we do not know the locations of clients or the rate at
which they will send requests. Thus it is impossible to generate an optimized, complete schedule.
Instead, we seek a deployment that maximizes the steady-state throughput, i.e., the main goal is
to characterize the average activities and capacities of each resource during each time unit.

Definition 1. A Complete Spanning d-ary (CSD) tree is a tree that is both a complete d-ary tree
and a spanning tree.

For deployment, leaves are servers and all other nodes are agents. A degree d equal to one
is useful only for a deployment of a single root agent and a single server. Note that for a set of
resources and degree d, a large number of CSD trees can be constructed. However, with a given
homogeneous resource set, all such CSD trees are equivalent as they provide exactly the same
number of agents and servers, and thus provide exactly the same performance.

Definition 2. A dMax set is the set of all trees for which the maximum degree is equal to dMax.

Theorem 1. In a dMax set, all dMax CSD trees have optimal throughput.
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Theorem 2. A complete spanning d-ary tree with degree d that maximizes the minimum of the
scheduling request and service request throughputs is an optimal deployment.

5.2.2 A deployment model for Diet

This description of the agent/server architecture focuses on the common-case usage of Diet. An
extension of this architecture with several hierarchies and several MA is also available (see Chap-
ter 3).

Request performance modeling

We have designed a model for the scheduling throughput and the service throughput in Diet. We
defined performance models to estimate the time required for various phases of request treatment
in Diet. We made the following assumptions about Diet for performance modeling. The MA and
LA are considered as having the same performance because their activities are almost identical and
in practice we observe only negligible differences in their performance. We assumed that the work
required for an agent to treat responses from SeD-type children and from agent-type children is the
same. Diet allows configuration of the number of responses forwarded by agents; here we assume
that only the best server is forwarded to the parent.

When client requests are sent to the agent hierarchy, Diet is optimized such that large data
items like matrices are not included in the problem parameter descriptions (only their sizes are
included). These large data items are included only in the final request for computation from client
to server. As stated earlier, we assume that we do not have a priori knowledge of client locations
and request submission patterns. Thus, we assume that needed data is already in place on the
servers and we do not consider data transfer times.

The model is fully detailed in [62]. To give an overview, we can describe what we have modelized:
Agent communication model: To treat a request, an agent receives the request from its parent,

sends the request to each of its children, receives a reply from each of its children, and sends
one reply to its parent.

Server communication model: Servers only have one parent and no children, so we take into
account the time in seconds required by a server for receiving messages associated with a
scheduling request and the time in seconds required by a server for sending messages associated
with a request to its parent.

Agent computation model: Agents perform two activities involving computation: the processing
of incoming requests and treatment of replies. There are two activities in the treatment of
replies: a fixed cost in MFlops and a cost that is the amount of computation in MFlops
needed to process the server replies, sort them, and select the best server.

Server computation model: Servers also perform two activities involving computation: perfor-
mance prediction as part of the scheduling phase and provision of application services as part
of the service phase.

Steady-state throughput modeling

We have considered two different theoretical models for the capability of a computing resource to
do computation and communication in parallel:
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Send or receive or compute, single port: In this model, a computing resource has no capability
for parallelism: it can either send a message, receive a message, or compute. Only a single
port is assumed: messages must be sent serially and received serially. This model may be
reasonable for systems with small messages as these messages are often quite CPU intensive.

Send || receive || compute, single port: In this model, it is assumed that a computing resource
can send messages, receive messages, and do computation in parallel. We still only assume a
single port-level: messages must be sent serially and they must be received serially.

Based on all these considerations we compared our model with different real deployments on
Grid’5000 [31]. Figure 5.1 gives an example of the relevance of the model. We can see the compar-
ison between the model and the measured throughput when we deployed 45 nodes providing the
matrix multiplication (dgemm function from BLAS library [12]).
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Figure 5.1: Predicted and measured throughput for different CSD trees for dgemm 310 with 45
available nodes in the Sophia cluster.

5.3 Automatic Middleware Deployment Planning on Heteroge-
neous Environment

Joint work with:
? Benjamin Depardon : ENS Lyon. LIP Laboratory
? Frédéric Desprez : INRIA. LIP Laboratory

The previous model gives a solution for hierarchical middleware, and algorithms to deploy a
hierarchy of schedulers on cluster and Grid environments. We can notice that we obtain an optimal
hierarchical middleware deployment for a homogeneous resource platform of a given size.

The maximum throughput of the middleware is modelized when it works in steady-state, mean-
ing that only the period when the middleware is fully loaded is taken into account, and not the
periods when the workload initially increases, or decreases in the end. However, a limitation in this
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latter work is that only one kind of service could be deployed in the hierarchy. Such a constraint
is of course not desirable, as nowadays many applications rely on workflows of different services.
Hence, the need to extend the previous models and algorithms to cope with hierarchies supporting
several services.

Several works have also been conducted on Corba-based systems. Works on throughput, la-
tency and scalability of Corba have been conducted [89, 90], or even on the ORB architecture [7].
Several Corba benchmarking frameworks have been proposed [36], and some web sites also propose
benchmarks results, see for example [138]. These benchmarks provide low level metrics on Corba
implementations, such as consumed memory for each data type, CPU usage for each method call.
Though accurate, these metrics do not fit in our study, which aims at obtaining a model of the
behavior of Diet at a user level, and not at the methods execution level.

Two techniques are used to solve the deployment planning problems. The two methods show
quite orthogonal ways of thinking:

Linear Programming (LP) aims at obtaining a solution to an optimization problem through
exact resolution of a system of constraints. LP is a method for the optimization of a linear
function (the objective function), subject to several constraints which can be represented as
linear equalities or inequalities. There exists several software to solve LP problems, such as
GNU Linear Programming Kit (GLPK) [4], ILOG CPLEX [5], or lpsolve [6].

Genetic Algorithms try to find a good solution through random searches and improvements.
Genetic Algorithms [126] are part of what are called meta-heuristics such as tabu search,
hill climbing, or simulated annealing. More precisely genetic algorithms are evolutionary
heuristics. Genetic algorithms were invented by John Holland in the 1970s [100], and are
inspired by Darwin’s theory about evolution. The idea is to have a population of abstract
representations (called chromosomes or the genotype of the genome) of candidate solutions
(called individuals) to an optimization problem evolve towards better solutions. There exists
quite a lot of parallel distributed evolutionary algorithms and local search frameworks, such
as DREAM [18], MAFRA [115], MALLBA [9], and ParadisEO [37].

5.3.1 Planning with heterogeneous services

We concentrate on determining what is the best mapping of the middleware on the available
resources to fulfill users’ requirements. Platforms can also be of different “flavors”: homogeneous
or heterogeneous. All in all, four problems are addressed during this work (i.e., taken into account
many services).

1. Modelization. We provide a model for hierarchical GridRPC middleware. It is an extension
of the one presented ahead and in [62], in that it takes into account several services.

2. Homogeneous platform. This is the simplest platform we can deal with: all nodes have
the same characteristics, and are interconnected with links which also have the same charac-
teristics. This model reflects the common case of cluster computing.

3. Computation heterogeneous platform. Going a step further in this model, we consider
that nodes can have different characteristics, even though the interconnection links remain
homogeneous. This reflects the case where several machines share the same network: for
example clusters that are linked altogether, or company desktop computers.
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4. Heterogeneous platform. The last step is of course the case where every machine, and
every link can have its own characteristics. This is the typical Grid computing case.

The previous approach focus on one kind of service. To extend the model we added the schedul-
ing throughput for different service offered by the platform, i.e., the rate at each request are pro-
cessed by the scheduling phase. We have shown in [62] that the completed request throughput of a
deployment is given by the minimum of the scheduling and the service request throughput. More-
over the service request throughput for a given service increases as the number of servers included
in a deployment and allocated to this service increases.

First we have designed a model for homogeneous platform [46]. From this model we have
proposed a heuristic for automatic deployment planning. The heuristic comprises two phases. The
first step consists in dividing nodes between the services, so as to support the servers. The second
step consists in trying to build a hierarchy, with the remaining nodes, which is able to support the
throughput generated by the servers.

First we need to allocate server nodes, then a bottom-up approach is used to build a hierarchy
of agents. The aim is to obtain for all services the same ratio of requested to obtained throughput.
A simple way of dividing the available nodes to the different services is to increase iteratively the
number of assigned nodes per services.

As previously, we keep the bottom-up construction. We first distribute some nodes to the
servers. Then, with the remaining nodes, we iteratively build levels of agents. Each level of agents
has to be able to support the load incurred by the underlying level. The construction stops when
only one agent is enough to support all the children of the previous level. In order to build each level,
we make use of an integer linear program fully described in [73]. Using the linear program, we can
recursively define the hierarchy of agents, starting from the bottom of the hierarchy. Our objective
function is the minimization of the number of agents: the equal share of obtained throughput to
requested throughput ratio has already been cared of when allocating the nodes to the servers,
hence our second objective that is the minimization of the number of agents in the hierarchy has
to be taken into account.

To build the hierarchy we proceed as follow. We first try to give as many nodes as possible
to the servers, and we try to build a hierarchy on top of those servers with the remaining nodes.
Whenever building a hierarchy fails, we reduce the number of available nodes for the servers.
Hierarchy construction may fail for several reasons

• no more nodes are available for the agents

• no solution

• only chains of agents have been built, i.e., each new agent has only one child. However,
chains of agents in a hierarchy is useless.

Finally, either we return a hierarchy if we found one, or we return a hierarchy with only one
child of each type, as this means that the limiting factor is the hierarchy of agents. Thus, only
one server of each type of service is enough, and we cannot do better than having only one agent.
Figure 5.2 presents an example of our bottom up approach.

Correcting the throughput. Once the hierarchy has been computed, we need to correct the
throughput for services that were limited by the agents. Indeed, the throughput computed may
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Figure 5.2: Bottom-up approach.

be too restrictive for some services. The values obtained implied that we had effectively an equal
ratio between obtained throughput over requested throughput for all services, which may not be
the case if a service requiring lots of computation is deployed alongside a service requiring very
few computation. Hence, once the hierarchy is created, we need to compute what is really the
throughput that can be obtained for each service on the hierarchy. To do so, we simply use our
agent model, and we try to maximize the values of the throughput for all services that are limited
by the agents. A linear program was written for this purpose fully described in [73].

Comparing Diet and the Model We confronted our model with our target middleware, Diet,
over the Grid’5000 platform. We will denote by dgemm x the call to a dgemm service on matrices
of size x × x, and Fibonacci x the call to a Fibonacci service to compute the Fibonacci number
for n = x. We have considered two computation/communication (as mentioned in Section 5.2.2
page 56)

To validate the model we have benchmarked the communication and the computation per-
formance of the platform, and the communication and computation requirements of the Diet
middleware [73]. Then, we compared throught given by the model and the throughput obtained
with a real experiment.

Experimental Results. Table 5.1 presents the relative error between the theoretical and ex-
perimental throughput: a dash in the table means that the algorithm returned the same hierarchy
as with fewer nodes, and hence the results are the same. Figures 5.3(a), 5.3(b), 5.3(c) and 5.3(d)
compare the throughput obtained with our model and during our experiments.

As can be seen, the experimental results closely follow what the model has predicted. Higher
errors can be observed for really small services (dgemm 10 and Fibonacci 20). This is due to
the fact that really small services are harder to benchmark. Note however that even if theoretical
throughputs for small services are lower than experimental ones, the model correctly detects when
the throughput drops due to the load at the agent level (see Figures 5.3(b) and 5.3(d)). Figure 5.3(a)
does not extend to 50 nodes, this is due to the fact that our algorithm returned exactly the same
hierarchy for more than 20 nodes. Adding new servers to this hierarchy did not improve the
performance.

In Figure 5.3(d), we can observe that dgemm performance degrades as the number of nodes in-
creases. This seems to come from Corba communications. The modification of Corba can increased
greatly the obtained throughput. However, we did not manage to make the experiments exactly
match the model with dgemm 500, Fibonacci 20 experiments.
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Figure 5.3: Homogeneous: comparison theoretical/experimental throughput.

Experiment Number of nodes
3 5 10 20 30 40 50

dgemm 100, Fibonacci 30 dgemm 1.87% 1.58% 4.17% 4.39% - - -
Fibonacci 1.76% 1.26% 0.26% 2.28% - - -

dgemm 10, Fibonacci 20 dgemm 27.4% - - - - - -
Fibonacci 27.3% - - - - - -

dgemm 10, Fibonacci 40 dgemm 27.2% 29.1% 28.1% 28.7% 28.2% 22.9% 23.9%
Fibonacci 14.6% 10.4% 9.7% 8.0% 6.7% 1.4% 2.3%

dgemm 500, Fibonacci 20 dgemm 1.1% 0.7% 3.0% 3.0% 4.7% 9.5% 19.1%
Fibonacci 31.8% 32.6% 26.4% 25.8% 20.1% 5.8% 10.4%

dgemm 500, Fibonacci 40 dgemm 2.2% 7.9% 3.9% 2.8% 0.0% 0.5% 0.3%
Fibonacci 10.5% 10.5% 8.2% 8.7% 5.7% 4.6% 0.3%

Table 5.1: Experimental throughput: relative error.
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In order to validate the relevancy of our algorithm to create hierarchies, we compared the
throughputs obtained with our hierarchies, and the ones obtained with a star graph having exactly
the same allocation of servers obtained with our algorithm. Nevertheless our algorithm gives better
throughputs than star-graphs thus validating the benefit of our approach.

5.3.2 Planning with heterogeneous computation

Before moving to a fully heterogeneous platform, we first deal with a simpler case. We assume that
nodes’ computing power can be heterogeneous, but that communication links are homogeneous
with fixed bandwidth. This type of platform is quite close to a fully homogeneous one, and thus
does not discard our bottom-up approach presented in Section 5.2. In fact, we only need to adapt
the linear program and algorithm based on to take into account the computing power heterogeneity.

We also use the same approach to distribute the nodes for the servers. Thus, we reused our algo-
rithm with the only modification being that we need to take into account the nodes’ heterogeneity.
Hence, we propose two heuristics: min-first which first give the less powerful nodes to the servers,
and max-first which first give the more powerful nodes to the servers. As previously, algorithm
first computes the maximum supported throughput by an agent (we use for this the most powerful
node), then distributes some nodes to the servers using either min-first or max-first heuristics, then
tries to build a hierarchy of agents using the linear program. Once a hierarchy is found, we correct
the obtained throughput.

As has been done for the homogeneous platform case, we validate our model against real ex-
ecutions with the Diet middleware. Figures 5.4(a) and 5.4(b) present the comparison between
theoretical and experimental throughput for respectively experiments with min-first and max-first
heuristics. Table 5.2 presents the relative error for those experiments. As can be seen, the min-
first heuristic is the most interesting one when dealing with large platforms. This can easily be
explained. Using less powerful nodes for servers leaves more powerful nodes for the agents, hence
the maximum attainable throughput due to agents limitation is higher. Whatever the heuristic, we
remain within 18.3% of the theoretical model.
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Figure 5.4: dgemm 100, Fibonacci 30 theoretical and experimental throughput, with min-first and
max-first heuristics.
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Experiment Number of nodes
1-2 2-3 5-5 10-10 15-15 20-20 25-25

min-first dgemm 0.3% 5.2% 6.1% 3.2% 3.9% 2.9% 4.20%
Fibonacci 4.1% 5.1% 10.2% 9.7% 10.0% 10.6% 11.0%

max-first dgemm 2.1% 0.1% 7.0% 7.7% 8.9% 2.3% 3.8%
Fibonacci 4.6% 10.8% 12.7% 12.8% 18.3% 4.5% 3.0%

Table 5.2: Relative error, using min-first and max-first heuristics.

Hierarchy shape Figures 5.5, and 5.6 give an example of the shape of the hierarchy generated
by respectively min-first and max-first on a 25-25 platform. Colored nodes are on the first cluster
(Sagittaire on Grid’5000), white nodes on the second cluster (Capricorne on Grid’5000) cluster.
“D” stands for dgemm, and “F” stands for Fibonacci.
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Figure 5.5: Hierarchy generated with min-first on 25-25 nodes.
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Figure 5.6: Hierarchy generated with max-first on 25-25 nodes.

5.3.3 Planning with heterogeneous computation and communication

We finally deal with a fully heterogeneous platform: each node has a computing power of its own,
and the communication links between any two nodes are possibly all different.

The problem when dealing with totally heterogeneous platforms is that we need information
about both the location of the parent, and location of the children. Hence, the bottom-up approach
we used so far will not be applicable, nor would be a top-down approach: we will not be able to
build a level if we do not know the position of the parent in a bottom-up approach, and conversely
we cannot build a level without knowing the position of the children in a top-down approach.
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Genetic Algorithm Approach

As we cannot use an iterative approach to build a hierarchy without risking to have to test all
possible solutions, we took a totally different approach: we rely on a genetic algorithm to
generate a set of hierarchies, then evolve them, and finally select the best one among them.

In order to define our genetic algorithm, we need to describe a few notions: the objective
function, crossover and mutations, and finally the evaluation strategy.

The objective function has to encode all the goals we aim at optimizing in a hierarchy. It also
needs to be subject to an order relation. The chosen fitness value encodes the fact that we want
to maximize the throughput, while minimizing the number of agents. Actually, in order to guide a
bit more the genetic algorithm towards convergence, we encodes two more metrics that we wish to
minimize at the end of the fitness value: the number of agents that do not have any children (in
order to remove really useless elements) and the depth of the hierarchy (this should not affect the
throughput, but this impacts the response time of the hierarchy, and limits the formation of chains
of agents). The genotype needs to encode the whole hierarchy: the parent/children relationship,
and the type of each node (agent, server or unused). Two arrays are used for this. Genotypes are
randomly generated when creating the first generation of individuals: nodes’ types and relationship
are randomly chosen in such a way that a valid hierarchy is created.

We define a crossover between two hierarchies as follows. Crossovers are only made on the
parent array. We randomly select two nodes (one on each hierarchy) and exchange the parent of
both selected nodes. Figure 5.7 presents an example of crossover. Why not define a crossover which
replaces a whole part of a hierarchy into another one? This approach works well for a small number
of nodes, but it has a far too big impact on the hierarchy shape on a large number of nodes.
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Figure 5.7: Crossover. Colored nodes are the one selected for crossover, within hierarchy elements
represent the nodes’ number.

Mutation

Mutations on a hierarchy can occur at different levels in the hierarchy. We define the following
mutations, also presented in Figure 5.8:

• Hierarchy modification:

1. we randomly select a node to change its type. If the mutation changes the type from
agent to unused or SeD, or from SeD to unused, then we remove the underlying hierarchy
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and modify the type of the node. If the type changes from unused to agent or SeD, we
randomly choose a parent among the available agents.

2. we randomly select a node that will choose a new parent among the available agents.
We can end up with two hierarchies (if the new parent is the node itself). In this case
we randomly select one of the two hierarchies, and delete the other.

• Pruning: a node is randomly selected, then its whole underlying hierarchy is deleted.

Figure 5.8: Mutations. Colored node has been selected for mutation. Hexagons are agents, and
circles are servers.

Planing evaluation

In order to evaluate a hierarchy generated by our genetic algorithm, we first compute for all services
the throughput supported by the servers. Then, for each agent in the hierarchy, we compute the
maximum throughput for each service supported by the agent.

Genetic Algorithms (GA) rely on quite a lot of different parameters. Each one of them can
influence the quality of the result. Among them are the following: Selection method (we need
to choose which one should stay alive), weak elitism (forces the algorithm to converge towards a
locally good solution), size of the population, Probability of crossover and mutation. We used the
ParadisEO [37] framework to implement our genetic algorithm.

We have compared the best GA to the min-first and max-first heuristics. We observed that
even if on the mean GA do not obtain results as good as min-first or max-first, the best GA results
closely follows the min-first heuristic. The loss is no bigger than 15%, and it gives better results
than max-first for larger platforms. This confirms that our approach can be effective: even if one
run of GA is not sufficient to obtain the best result, taking the best hierarchy over a few runs
of GA can give us good results. Note that this is often the case with genetic algorithms, as it is
an exploratory method. We are quite confident that the performance loss obtained with the GA
solutions can be reduced by fine tuning the GA parameters.
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5.4 GoDiet

Joint work with:
? Holly Dail : INRIA. LIP Laboratory. Lyon. France.

We have introduced GoDiet the software deployment tool of Diet in the Section 2.8.1. The
goal of GoDiet is to automate the deployment of Diet platforms and associated services for
diverse Grid environments. As we mentioned users write this XML file, describing their available
compute and storage resources and the desired overlay of agents and servers onto those resources.
Users can use the previous work concerning the planning to find the best deployment for a given
platform.

Key goals of GoDiet included portability, the ability to integrate GoDiet in a graphically-
based user tool for Diet management, and the ability to communicate in Corba with LogSer-
vice [32]; we have chosen Java for the GoDiet implementation as it satisfies all of these require-
ments and provides for rapid prototyping. The description of resources, the software to deploy,
and user preferences are defined in an XML file; we use a Document Type Definition file (DTD) to
provide automated enforcement of allowed XML file structure.

More specifically, the GoDiet XML file contains the description of Diet agents and servers
and their hierarchy, the description of desired complementary services, the physical machines to be
used, the disk space available on these machines, and the configuration of paths for the location
of needed binaries and dynamically loadable libraries. The file format provides a strict separation
of the resource description and the deployment configuration description; the resource description
portion must be written once for each new Grid environment, but can then be re-used for a variety
of deployment configurations. Thus it’s easy to design a tool to generate automatically the XML
file using the deployment algorithm based on the planning model.

Both the graphical and non-graphical console modes can report a variety of information on the
deployment including the run status and, if running, the PID of each component, as well as whether
log feedback has been obtained for each component. GoDiet can also be launched in mode batch
where the platform can be launched and stopped without user interaction; this mode is primarily
useful for experiments.

We give here some details around the internal part of GoDiet to help the reader to have a good
overview of this tool. We use scp and ssh to provide secure file transfer and task execution. ssh
is a tool for remote machine access that has become almost universally available on Grid resources
in recent years. With a carefully configured ssh command, GoDiet can configure environment
variables, specify the binary to launch with appropriate command line parameters, and specify
different files for the stdout and stderr of the launched process. Additionally, for a successful
launch GoDiet can retrieve the PID of the launched process; this PID can then be used later for
shutting down the Diet deployment. In the case of a failure to launch the process, GoDiet can
retrieve these messages and provide them to the user.

GoDiet was used to perform many large scale deployment [22, 38, 39, 43]. One of future
work is to provide a solution with the complete deployment process. Means integrate the planning
algorithms into GoDiet.
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5.5 Conclusion
In this chapter, we have presented our approach for designing a model for hierarchical middleware
performance. Several parameter have to be taken into account: homogeneous platform, heteroge-
neous services, heterogeneous computation, heterogeneous computation and communication. We
propose different ways to solve the problem using the model: linear programming paradigm and
genetic algorithm approach. To offer a complete and automatic deployment tool a huge problem
is not yet solved and concern the resources discovery. It is very difficult to have an automatic
resources discovery on a Grid environment. Nevertheless from the knowledge of resources, the
planing solutions given in this chapter and the usage of GoDiet offer a powerful toolkit to design
an efficient deployment. The next work will be to work on a dynamic deployment and update the
deployment according to the usage of the middleware.
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Chapter 6

Data management in Diet
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Data management in grid environments is currently a topic of major interest to the grid comput-
ing community. Indeed, in many application, high performance computing requires to deal with a
large amount of data. Sometimes the large data comes from the input data, or it is generated during
runtime, or it concerns the output data, and of course all combinations of these three cases exists.
However, when we started this work no approach had been widely established for transparent data
sharing on grid infrastructures. Currently, the most widely-used approach for data management
for distributed grid computation relies on explicit data transfers between clients, and computing
servers: the client has to specify where the input data is located, and to which server it has to
be transferred. Then, at the end of the computation, the results are eventually transferred back
to the client. As an example, the Globus [82] platform provides data access mechanisms based
on the GridFTP protocol [10]. Though this protocol provides authentication, parallel transfers,
checkpoint/restart mechanisms, etc., it still requires explicit data localization. It has been shown
that providing data with some degree of persistence may considerably improve the performance of
series of successive computations. In another direction, a large-scale data storage system is pro-
vided by IBP [5], as a set of so-called buffers distributed over Internet. The user can “rent” these
storage areas, and use them as temporary buffers for optimizing data transfers across a wide-area
network. Transfer management still remains the burden of the user. Finally, Stork [114] is another
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example of system providing mechanisms to explicitly locate, move and replicate data according
to the needs of a sequence of computations. It provides the user with an integrated interface to
schedule data movement actions just like computational jobs. Again, data location and transfer
have to be explicitly handled by the user. In this Chapter we will see how the data management
is taken into account in the GridRPC paradigm. And we describe three data management systems
involved within Diet.

6.1 GridRPC and Data Management
The GridRPC paradigm is based on the classical RPC model to allow developers and users to
transparently take benefits of the Grid resources. In such a platform, servers declare one or several
services which are accessible to the client through a simple function call. The GridRPC middleware
have to manage the services retrieval, the transfers of the parameters and task’s execution on the
server before to send back the results to the client. Everything should be done as transparently as
possible, masking the Grid complexity to the users and application developers.

However, in a large scale heterogeneous platform, the data transfer time can be very long, and
the middleware have to provide mechanisms avoiding useless transfers or data movements. Some
strategies have been studied to avoid such transfers:

Data persistency: Many applications use some temporary or intermediate results. For example,
the matrices operation A × B + C, needs to calculate first D ← A × B then D + C. The
intermediate result D can be uninteresting for the user. In another hand, the matrices
multiplication operation can be used many times by different applications, and should be
proposed independently. A way to avoid the intermediate result D to go back to the client
application, which have then to send it again, is to declare data D has a persistent result.
That means that this data must stay on the server where it was computed. Then, just giving
a reference to this data, the client can use it for the rest of the treatment. For workflows, and
dataflows executions the exception becomes the rule, and many intermediate results should
not be transferred to the client application to avoid bandwidth, and time consumption.

Data locality: Some scientific applications use very large data or data sets which are not directly
interesting for the users. For example, when proceeding to a Blast alignment search on large
biological database [12, 49], the most important scientific aspect is the result of the Blast
search on the database and not the database itself. The researchers do not need to store the
database on their local machine. It is often the case in biology, high energy physics, cosmology
etc. Similarly, in order to preserve storage and to avoid large data transfer between a personal
computer using a small bandwidth connexion, and the large bandwidth network of a Grid
platform, the Grid middleware should be able to store data, and to provide an easy access to
them. Moreover, to increase the platform performance, and to preserve network bandwidth,
the data should be stored as “near” as possible to the computation resources which use them.

Data replication: The data involved in scientific in-silico researches are often used in an embar-
rassingly parallel manner. Indeed, as reference data, they are explored, compared to new ones
or analysed using many different parameters. Each search on them can then be done indepen-
dently as long as the computation resources can access to the reference data. Staying on the
same example, the Blast application uses reference biological databases to search alignment
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between the sequences they contain, and newly discovered sequences. The main objective is
to find clues about the function of an unknown gene or protein. Several thousands of new
sequences are usually compared to one or several biological databanks. In such a context,
disposing of several data replica is mandatory to efficiently parallelize the searches.

These three strategies are tightly linked. Indeed, data replication, and data locality implies
data persistency; to be efficient the data replication must take into account the proximity of the
computing resources; to allow more complex workflows than only iterative processes, we need data
persistency as well as data replication.

In the GridRPC context, the computing resources are the services, and the data are the input
parameters, and the results of these services. To provide these data management strategies, a
GridRPC middleware have to implement:

• Different data persistency modes.

• An explicit data placement mechanism.

• A data replication system.

The three next sections present these needs in details.

6.1.1 Data persistency mode

As we have seen before, leaving the data on the server that produces them can avoid useless
transfers. It is particularly the case for intermediate or temporary data. However, sometimes,
these intermediate results can also be interesting for the user. In these cases, the data should stay
on the server (to avoid the client application has to send them again on the platform), but it also
has to be returned to the client. We can define two data persistency modes:

• Persistent data: The data stays where it was produced.

• Persistent-return data: The data stays where it was produced and is also returned to the
client.

It is also possible that a user wants that a data stays on a server for as long as he wants, until he
decides to remove it. For example, the user knows that the data will be frequently used as a service
parameter. We can define a persistency mode which gives a data lifetime information. As for the
persistent data mode, the user can also want to get the intermediate results back. We can define
two other persistency modes:

• Sticky data: The data stays where it was produced, until the user explicitly chooses to remove
it.

• Sticky-return data: The same than the sticky mode, but the data is also returned back to the
client application.

The last persistency mode for a data is no persistency at all, the data is returned back to the client,
and immediately removed from the server. We will call such a data “Volatile data”.

Introducing persistent data, the middleware must provide data naming, and retrievement ser-
vices. Indeed, to reuse a data which is stored on the Grid, we have to give a unique reference to
it (a data unique identifier), and the middleware must be able to retrieve the data using only this
identifier.
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6.1.2 Data placement

To move the data closer to the computing services which use them, the GridRPC middleware can
either allow the user to choose explicitly the server or select the server itself. In the first case, the
user has to know more information about the platform, but can also do more optimization taking
into account his data usage. By letting the middleware choose where to store the data, the user
must give more information about the applications, and the data they could use. In both cases,
the middleware must be able to move the data from a server to another one. So, it needs a data
transfer service which can retrieve, and move the data. Because the storage resources are limited,
the middleware should also be able to select which data to remove from a server when it is necessary
to store a new one. In this situation, the data sticky mode is relevant. Indeed, by choosing the
sticky mode for a data, the middleware avoids to remove it to free some space to a new one.

The middleware then should implement a data replacement algorithm to select the data which
can be removed. Several strategies can be implemented like the Least Frequently Used or Last
Recently Used data selection algorithms.

6.1.3 Data replication

Data replication allows to use the same data as entry for several services or for the same service
on different servers. It is then possible to fully parallelize the embarrassingly parallel or parameter
sweep applications. Data replication can also preserve the platform bandwidth, avoiding long
distance transfers, and increases the data availability. However, data replication introduces several
issues:

• When a data have several replicas, which one should be used for a particular transfer ? (best
“data source” selection)

• When modifying a data, how and when its replicas should be updated ? (data coherency
problem)

• When removing a data replica, how can we ensure that at least one copy of it stays on the
platform ? (data availability problem)

There are two ways to manage data replication:

Explicit data replication: The user chooses explicitly where and when to replicate a data. For
example, he can choose to replicate a data on a particular server, or as much as possible on
the entire platform.

Implicit data replication: Instead of simply moving a data from one server to another one, the
middleware can choose to copy it on the second one, leaving a copy on the first one. Using a
service with a data as entry parameter causes this data replication.

The data replacement algorithm involved in the data placement service is an important point
when using data replication. Selecting a good strategy can save network bandwidth as well as in-
crease the platform performance. Choosing the data persistency mode for each data replica (simply
persistent or sticky) is then also important for the platform performance, and data availability.
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6.1.4 GridRPC data management API

Joint work with:
? Yves Caniou : University Claude Bernard 1. LIP Laboratory. Lyon. France.
? Gaël Le Mahec : ENS-Lyon. LIP Laboratory. Lyon. France.
? Hidemoto Nakada : National Institute of Advanced Science and Technology. Tokyo. Japan.
? Yoshio Tanaka : National Institute of Advanced Science and Technology. Tokyo. Japan.

A good way to understand and show the functionalities of the GridRPC API is to describe some
examples.

Simple data management using the GridRPC API

In the example given Figure 6.1, the client proceeds to a simple remote call using a memory data
as first parameter, and a disk data as second parameter for the call. It defines the result to be
written on an NFS partition on its local network.

client
NFS

server

A B C

A   ×    B  →  C

grpc_function_handle_init(hdl, "server1.somewhere.eu", "x");
grpc_data_memory_mapping_set("A", &A);
grpc_data_init(data1, {"memory://local.here.fr/&A", NULL}, {NULL},
               GRPC_DOUBLE, {n, m, NULL}, {GRPC_VOLATILE, NULL});

grpc_data_init(data2, {"file://home/me/matrix.dat", NULL}, {NULL},
               GRPC_DOUBLE, {m, n, NULL}, {GRPC_VOLATILE, NULL});

grpc_data_init(data3, {NULL}, {"nfs://local.here.fr/home/me/C.dat",
               NULL}, GRPC_DOUBLE, NULL, NULL);

grpc_call(hdl, &data1, &data2, &data3);

Figure 6.1: GridRPC simple data management

Data replication using the GridRPC API

In Figure 6.2, the client proceeds to the data replication, and then uses these different replicas as
input URI for the first parameter. The result is copied on several remote servers, and stays in place
for a second service call.

Data prefetching using the GridRPC API

The example describes in Figure 6.3, the client starts to send the data to one server while using
another one for a service execution. The service sends its result to the second server, and the client
calls a new service on it using the prefetched data, and the first service result as parameters.

During the history of Diet, three data managers were designed. With different approaches and
different goals. The first data manager available in Diet is called Dtm [71], the second one is based
on a P2P approach, and finally Dagda, the third one, that offers a complete implementation of
the GridRPC data management API.
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client
NFS

server

A B C

A   ×    B  →  C

server 1

server 2 server 3

grpc_function_handle_init(hdl, "server1.somewhere.eu", "x");

grpc_data_memory_mapping_set("A", &A);
grpc_data_init(data0, {"memory://local.here.fr/&A", NULL},
               {"ftp://s0.somewhere.eu/pub/A.dat",
                "ibp://s1.elsewhere.us/1212#A.dat/ReadKey/READ",
                "srb://s2.anywhere.jp/COLLECTION/Simulations/A.dat",
                NULL}, GRPC_DOUBLE, {n, m, NULL},
              {GRPC_PERSISTENT, GRPC_PERSISTENT, GRPC_PERSISTENT,
               NULL});

grpc_data_transfer(&data0, NULL, NULL, NULL, NULL);
grpc_data_wait({&data0, NULL}, GRPC_WAIT_ALL);

grpc_data_init(data1,
               {"ftp://s0.somewhere.eu/pub/A.dat",
                "ibp://s1.elsewhere.us/1212#A.dat/ReadKey/READ",
                "srb://s2.anywhere.jp/COLLECTION/Simulations/A.dat", NULL},
               {NULL}, GRPC_DOUBLE, {n, m, NULL}, NULL);

grpc_data_init(data2, {"file://home/me/matrix.dat", NULL}, {NULL},
               GRPC_DOUBLE, {m, n, NULL}, {GRPC_VOLATILE, NULL});

grpc_data_init(data3, {NULL}, {"nfs://local.here.fr/home/me/C.dat", NULL},
               GRPC_DOUBLE, NULL, NULL);

grpc_call(hdl, &data1, &data2, &data3);

Figure 6.2: Data replication example with the GridRPC API

client
NFS

server 2

A B D

C   +    A  →  D

server 1

A   ×    B  →  C

C

grpc_function_handle_init(hdl1, "server1.somewhere.eu", "x");
grpc_function_handle_init(hdl2, "server2.elsewhere.jp", "+");

grpc_data_memory_mapping_set("A", &A);
grpc_data_init(data1, {"memory://local.here.fr/&A", NULL},
               {"ftp://server2.elsewhere.jp/pub/A.dat", NULL},
               GRPC_DOUBLE, {n, m, NULL}, {GRPC_VOLATILE, GRPC_PERSISTENT});
grpc_data_transfer(&data1, NULL, NULL, NULL);

grpc_data_init(data2, {"file://home/me/matrix.dat", NULL}, {NULL},
               GRPC_DOUBLE, {m, n, NULL}, {GRPC_VOLATILE, NULL});
grpc_data_init(data3, {NULL}, {"nfs://server2.elsewhere.jp/home/me/C.dat", NULL},
               GRPC_DOUBLE, NULL, NULL);
grpc_data_init(data4, {NULL}, {"nfs://local.here.fr/home/me/D.dat", NULL},
               GRPC_DOUBLE, NULL, NULL);

grpc_call(hdl1, &data1, &data2, &data3);
grpc_call(hdl1, &data1, &data3, &data4);

Figure 6.3: Data prefetching example with the GridRPC API.

6.2 Dtm: Data Tree Manager
Joint work with:

? Bruno Del Fabro : University of Franche-Compté. LIFC Laboratory. Besançon. France.
? Frédéric Desprez : INRIA. LIP Laboratory. Lyon. France.
? Jean-Marc Nicod : University of Franche-Comté. LIFC Laboratory. Besançon. France.
? Laurent Philippe : University of Franche-Comté. LIFC Laboratory. Besançon. France.

Dtm is the data manager used by Diet for the versions earlier than 2.3. Dtm provides a data
management which allows the users to define a data as persistent to avoid useless transfers. Dtm
is composed of two main components:

• The Data Location Manager which is used to retrieve a data stored on the Diet hierarchy.
Each element of the Diet hierarchy has its own data location manager.

• The Data Manager which is only launched on the SeDs. It is used to store, delete, and record
the data on a node.

The Data Location Manager fills and updates a data location table at each level of the hierarchy.
For each data identifier, it records on these tables which child of the current node should be followed
to retrieve the data. This mechanism gives an efficient way to retrieve a data among a large set of
nodes but cannot be used to manage more than one copy of each data.
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The Data Manager is the component of Dtm which manages the data. It can store persistent
data, remove them or move them to another Data Manager on the Diet hierarchy. This component
is only launched on the SeDs and uses all the available resources on the machine. Since Dtm cannot
manage more than one copy of a data, a persistent data cannot be copied from a SeD to another
one. When a SeD asks for a data already stored on the hierarchy, the data is moved from its source
(i.e., copied, then deleted). However, Dtm allows the user to define a data as sticky: the data
cannot be moved after they are stored on a node. Using this data persistence mode ensure the data
will always be available where they have been stored. If another SeD needs a data, Dtm copies it
on this new storage and does not remove it from the first node. But the location manager “forgets”
the previous data location. So, because the Location Manager cannot manage more than one data
replica, such a replica will never be deleted or updated since the only SeD which knows it is the
SeD which stored it. So, this data management mechanism can be very hazardous to use because
the minimum data coherence cannot be ensured. Moreover, since only one data replica is known by
the system, it is the only source available for a new data transfer even if a “closer” Data Manager
could send the data faster or avoiding useless bandwidth consumption.

Dtm is an easy-to-use and efficient data management solution for simple services. But its
limitations deprive the users of the possible benefits of an advanced Grid data management. To
avoid multiple transmissions of the same data from a client to a server, the Dtm allows to leave
data inside the platform after computation while data identifiers will be used further by the client
to reference its data.

First, a client can choose whether a data will be persistent inside the platform or not. We call
this property the persistence mode of a data. We have defined several modes of data persistence
as shown in Table 6.1.

mode Description
DIET_VOLATILE not stored
DIET_PERSISTENT_RETURN stored on server, movable and copy back to client
DIET_PERSISTENT stored on server and movable
DIET_STICKY stored and non movable
DIET_STICKY_RETURN stored, non movable and copy back to client

Table 6.1: Persistence Modes.

In order to avoid interlacing between data messages and computation messages, the proposed
architecture separates data management from computation management. The Data Tree Manager
is build around three entities, the logical data manager, the physical data manager, and the data
mover (see Figures 6.4 and 6.5).

The Logical Data Manager is composed of a set of LocManager objects. A LocManager is set
onto the agent with which it communicates locally. It manages a list of couples (data identifier,
owner) which represents data that are present in its branch. So, the hierarchy of LocManager
objects provides the global knowledge of the localization of each data.

The Physical Data Manager is composed of a set of DataManager objects. The DataManager
is located onto each SeD with which it communicates locally. It owns a list of persistent data. It
stores data and has is charge of providing data to the server when needed. It provides features for
data movement and it informs its LocManager parent of updating operations performed on its data
(add, move, delete). Moreover, if a data is duplicated from a server to another one, the copy is set
as non persistent and destroyed after it uses.
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Figure 6.5: DataManager and LocManager ob-
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This structure is built in a hierarchical way as shown in Figure 6.5. It is mapped on the
Diet architecture. There are several advantages to define such a hierarchy. First, communications
between agents (MA or LA) and data location objects (LocManager) are local like those between
computational servers (SeD) and data storage objects (DataManager). This ensures a lower cost for
the communication for agents to get information on data location and for servers to retrieve data.
Secondly, considering the physical repartition of the architecture nodes (an LA on the front-end
of a local area network for example), when data transfers between servers localized in the same
subtree occur, the following updates are limited to this subtree. So, the rest of the platform is not
involved in the updates.

The Data Mover provides mechanisms for data transfers between Data Managers objects as well
as between computational servers. The Data Mover also has to initiate updates of DataManager
and LocManager when a data transfer has finished. This data manager is no longer maintained
due to lack of human resources.

6.3 JuxMem

Joint work with:
? Gabriel Antoniu : INRIA. IRISA Research Unit. Rennes. France.
? Frédéric Desprez : INRIA. LIP Laboratory. Lyon. France.
? Mathieu Jan : INRIA. IRISA Research Unit. Rennes. France.

An alternative data manager has been designed during the ACI project called GDS [15]. The
aim of this data manager called JuxMem is to provide a service of transparent data access. The
service also transparently applies adequate replication strategies and consistency protocols to ensure
data persistence and consistency in spite of node failures.

JuxMem (Juxtaposed MEMory) [17] is a peer-to-peer data sharing service for the Grid. This
service uses JXTA [163], a network programming and computing platform from Sun Microsystem,
and it needs its own architecture deployment. JuxMem can be used for data management in
Diet: on the client side, the data needed for the Diet service execution are inserted into the
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JuxMem service. Then, the data unique identifier is stored on the problem profile sent to the SeD,
which directly asks JuxMem to obtain the data. This data management approach is interesting
since JuxMem transparently ensures the data coherency, the persistence of the data and fault
tolerance. However, using JuxMem, the user cannot decide where the data will be stored and it
is difficult to evaluate the time needed to transfer a data to a specific node. So, JuxMem is a
very interesting approach for the data management in Diet but cannot be used to implement some
specific scheduling algorithms which need to explicitly distribute and replicate the data. Let us
also mention that the interaction between JuxMem and Diet is still an experimental work.

To illustrate how a GridRPC system can benefit from transparent access to data, we have
implemented the proposed approach inside the Diet GridRPC middleware, using the JuxMem
data-sharing service. Note however that the concept of Grid data-sharing service can also be used
in connection with other GridRPC middleware.

How Diet uses JuxMem to manage data? In our work, Diet internally uses JuxMem whenever
a data is marked as persistent. However, we distinguish two cases for persistent data.
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Figure 6.6: Multiplication of two matrices by a Diet client configured to use JuxMem for persistent
data management.

Table 6.2 summarizes the interaction between Diet and JuxMem in each case, depending on
the data access mode (e.g. in, inout, out) on both client/server sides. In the previous example,
matrices A and B are in data, and matrix C is an out data. Note that for inout and out data,
calls to JuxMem are executed after the computation on the client side only if the persistent mode
is PERSISTENT_RETURN.

Modifications performed inside the Diet GridRPC middleware to use JuxMem for the man-
agement of persistent data are small. In our setting, Diet clients or SeDs use JuxMem’s API
to store/retrieve data, thereby acting as JuxMem clients. Also, note that our solution supports
GridRPC interoperability, Diet simply uses JuxMem’s API, with no extra code for data manage-
ment.
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Client side SeD side
Computation Before After Before After
in attach;

msync;
detach;

mmap;
acquire_read;

release;
unmap;

inout attach;
msync;

acquire_read;
release;

mmap;
acquire;

out mmap;
acquire_read;

release;

attach;
msync;
unmap;

Table 6.2: Use of JuxMem inside Diet for in, inout and out persistent data on client/server side,
before and after a computation. The juxmem prefix has been omitted.
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Figure 6.7: Total execution time (t) of a test with one persistent matrix of variable size when Diet
is configured with and without JuxMem. The execution time of the service is s (s = 5 seconds on
the left and s = 60 seconds on the right).

We now present the experimental evaluation of our JuxMem-based data management solution
inside Diet.

We performed tests using 4 clusters (Rennes, Orsay, Toulouse and Lyon) of the French Grid’5000
testbed [41], using a total number of 3 sites simultaneously for a total number of 129 nodes.

Benefits of persistence: results based on a synthetic service. The goal of this test is to
demonstrate and measure the benefits of the management of persistent data by JuxMem, in terms
of impact on the overall execution time of a client’s series of service invocations. For this test,
one client located in one cluster of the Grid (here: Rennes) performs a series of 32 asynchronous
GridRPC calls to a simple synthetic service.

Figure 6.7 shows the total execution time t of the client code when Diet is configured with
and without JuxMem for the management of persistent data (s = 5 seconds on the left and
s = 60 seconds on the right). For m = 64 MB, t is equal to 257 seconds when Diet is configured
without JuxMem (with s = 5 seconds). This time is lowered to 38 seconds when Diet is configured
with JuxMem (still with s = 5 seconds). This is a speedup of 6.8. The speedup start to become
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noticeable for values of m higher than 1 MB. Note that for very small values of m, the overhead
of using JuxMem, instead of directly sending data to SeD, is low (the value of t is essentially the
same in both cases).

In addition to offer new functionalities for the data management into Diet as such as replication
strategies and consistency protocols, JuxMem proofs that Diet can integrate easily alternative
data manager. The IRISA does not maintain this data manager.

6.4 Dagda: Data Arrangement for Grid and Distributed Appli-
cations

Joint work with:
? Gaël Le Mahec : CNRS/IN2P3 Clermont-Ferrand. France.
? Frédéric Desprez : INRIA. LIP Laboratory. Lyon. France.

Dagda was first introduced in Diet version 2.3. It was designed to answer the different prob-
lems presented in Section 6.1. The first target application of Dagda was the Blast bioinformatics
application which uses large databanks in read-only access and a very large number of short time
requests. In this section, we introduce the Dagda data management capabilities and the different
problems it can deal with.

6.4.1 Dagda: A new data manager for the Diet middleware

Dagda introduces some data management features that were lacking in the previous Diet data
manager. It allows the Diet application developers to perform explicit data replications as well
as implicit ones. It also introduces some optimizations for the storage resources and the transfers
performances. It introduces automatic data management policy selection to choose which data can
be erased to free space to store a new data. When choosing Dagda as the Diet data manager,
the users can directly take benefit of the transfers optimizations and data replications without any
change in their applications. But Dagda also introduces direct data management extending the
standard Diet API.

Moreover, by using the Dagda API, the Diet users can manage directly their data:

• Store a data on the Grid, leaving Dagda choose where the data should be recorded.

• Retrieve a data, using its unique ID, leaving Dagda choose the best source node.

• Replicate a data by choosing where to copy it.

• Make a “snapshot” of the Grid data state, allowing to stop the middleware and restart it
later with the same data distribution.

• Define a data ID “alias” to easily share a recorded data.

Dagda also introduces an advanced configuration of the nodes for the data management. The site
administrator can limit the memory and disk space used by Dagda to store the data. He can
choose where the data files will be stored and if the storage directory is accessible to the children
of the node. Then, when a file is stored on such a configured agent, all of its children can access
it transparently. Dagda is a part of the Diet middleware written in C++ language and relying
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on Corba. It is optionally compiled with Diet as its data manager and it does not need special
requirements. Dagda will be the default data manager in the next release of Diet v3.0. Strong
relationships between Dagda and the workflow engine exist as we will see Section 7.3.

6.4.2 The Dagda architecture

Figure 6.8 presents the Dagda components architecture.

NetworkPhysical resources

Storage resources management

cache replacement algorithm

15GB resource limitation control Data status
backup/restoration DAGDA CORBA interface

DAGDA API

DAGDA implementation object

data identification transfers management data search

data access data replication + - data adding/removing

Figure 6.8: The Dagda components internal architecture.

Storage resource management
Using Dagda as Diet data manager the sites administrators can choose to fix storage resource

limitations for the Diet services. These limitations can be fixed as well for the disk space as for the
memory space that Dagda can use to store the Diet data. Because of these explicit or implicit
limitations (the total available disk and memory available space), the site administrator can choose
one data replacement algorithm to use to select which data can be removed to free space to store
a new data. Currently, Dagda proposes three different strategies:

Least Frequently Used (LFU): The data which is the least frequently used, among the locally
stored data having a sufficient size, is selected to free some space for a new data.

Last Recently Used (LRU): The data which was the last recently used, among the locally
stored data having a sufficient size, is selected to free some space for a new data.

First In First Out (FIFO): The data of sufficient size which was recorded the longest time ago
is selected to free some space for a new data.

Of course, it is possible to choose to never remove a data to free space for new data.
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The Dagda object
Dagda uses a decentralized naming service. It uses a Universal Unique ID (UUID) library based

on the RFC 4122 to generate identifiers. Using this identifier, Dagda can retrieve a data contacting
the others Dagda components of the platform. Then, the data transfers can be directly initiated
from each Dagda component in the platform to all the others. Dagda transfers the data in several
parts. The maximum size of a the data chunk transmitted through the network at a time can be
fixed in the Dagda configuration. By limiting the size of the data chunks, the user can also limit
the system memory that Dagda will use to perform the transfers.

The Dagda Corba interface
In its current version, Dagda uses Corba to perform its communications and transfers through

the network. The data search and remove commands are performed as simple Corba calls. The data
transfers to add or update a specified data are performs through several Corba calls transmitting
the data as parameter. For the data transmissions, Dagda uses the pull model: the destination
Dagda components ask for the beginning of data transfer, in contrary of the push model where
the data are directly transmitted from the source to the destination.

The API proposes functions to put or get data from/to the platform in a synchronous or
asynchronous manners. The asynchronous transfers can be used to perform several data transfers
in parallel but also to proceed to data prefetching. In the first case, the user must wait for the end
of the transfers, calling a waiting function for each of them. In the second case, the transfers are
done independently, and there is no need to wait for their ends. Indeed, by making some prefetching
the user can anticipate the use of a data on a node, but waiting for the transfers to be completed
partially decreases the prefetching benefits by also waiting for the useless transfers (in the end, the
node might not be selected for the service execution).

The user can implement many replication strategy algorithms as long as he has sufficient infor-
mation about the platform. In the next version of Dagda, we will introduce more complex rules
to allow the usage of conditional replication rules based on several characteristics of the nodes.

6.4.3 Interactions between Diet and Dagda

Figure 6.9 presents interactions between Dagda during a Diet service call.

1. The client performs a Diet call.

2. Diet selects one or more SeDs to execute the service.

3. The client submits its request to the selected SeD, sending only the data descriptions.

4. The SeD downloads the new data from the client and the persistent ones from the nodes on
which they are stored.

5. The SeD executes the service using the input data.

6. The SeD performs updates on the inout and out data and sends their descriptions to the
client. The client then downloads the volatile and persistent return data.

Each Diet component (clients, agents and SeDs) has its own Dagda component and can inter-
act with the complete Dagda deployment. Figure 6.10 present the internal interactions between
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Figure 6.9: The Dagda interactions with Diet.

the client or server applications and Dagda. Figure 6.11 presents the interactions between a Diet
agent and its Dagda component.
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Figure 6.10: Interactions between Diet applications and Dagda.

6.5 Conclusion
In this chapter we have shown how Diet deals with the data management. We have presented
the GridRPC data management model and the corresponding API, which is now an Open Grid
Forum standard. It is a simple, powerful, flexible, and effective means to manage data in a Grid
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Figure 6.11: Interactions between Diet agents and Dagda.

environment. We introduced three data managers for the Diet middleware which provide mech-
anisms for data persistency and replication. The use of these data managers can largely improve
the global performances of the platform as described in [75]. Data management is fundamental for
a Grid middleware. The knowledge established with Dtm and JuxMem has been very fruitful to
design Dagda. In the future, Dagda will propose a loadable module support for data replacement
algorithms to allow the users to easily develop by themselves their own algorithm to be used by
Diet.
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Chapter 7

Workflow management

Contents
7.1 Workflow architecture into Diet . . . . . . . . . . . . . . . . . . . . . . . 84
7.2 The workflow model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
7.3 Data management in workflow context . . . . . . . . . . . . . . . . . . . 87
7.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88

A large number of scientific applications are represented by graphs of tasks which are connected
based on their control and data dependencies. The workflow paradigm on Grids is well adapted for
representing such applications, and the development of several workflow engines [14, 136, 154, 160]
illustrate significant and growing interest in workflow management within the Grid community.
The success of this paradigm in complex scientific applications can be explained by the ability
to describe such applications with a high level of abstraction and in a way that makes it easy to
understand, change, and execute them.

Several techniques have been established in the Grid community for defining workflows. The
most commonly used model is the graph and especially the Directed Acyclic Graph (Dag). Since
there is no standard language to describe scientific workflows, the description language is envi-
ronment dependent and usually XML based, though some environments use scripts. In order to
support workflow applications in the Diet environment, we have developed and integrated a work-
flow engine. Our approach has a simple and high level API, the ability to use different advanced
scheduling algorithms, and it allows the management of multi-workflows sent concurrently to the
Diet platform.

7.1 Workflow architecture into Diet
Joint work with:

? Abdelkader Amar : ENS Lyon. LIP Laboratory. Lyon. France.
? Frédéric Desprez : INRIA. LIP Laboratory. Lyon. France.
? Benjamin Isnard : INRIA. LIP Laboratory. Lyon. France.

Diet users, following the GridRPC paradigm, usually submit individual tasks. Workflows can
of course be decomposed into individual tasks, but the knowledge of their overall structure their
graphs helps the scheduler to make intelligent mapping decisions. Thus, we extended the agent
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hierarchy by adding a new special agent to handle workflow submissions. This special agent, called
MADAG, manages the different workflow submissions. An overview of the new Diet architecture
is shown in Figure 7.1.

	
  (a) Architecture 1: Complete schedule from the
Client.

	
  (b) Architecture 2: Schedule is handled by the
MADAG

Figure 7.1: Two different architectures of Diet workflow engine.

The workflow support in Diet includes three modes. These three modes are represented by two
architectures (Figure 7.1(a) and 7.1(b)) which are presented below, and can be used in the same
platform without conflict.

• The first one provides a workflow manager at the client side. The client reads and processes
the workflow description; a Dag structure is created. The client sends a set of problem
descriptions to the MA to check if all services are available. If all services are available, the
client starts the workflow execution. In this mode, since all scheduling operations are done
in the client side, we can use a customized scheduler. The client programmer can write his
personal scheduler.

• The second one uses a special agent called MADAG, which is responsible to communicate with
the MA of the platform and provide an ordering and mapping for workflow execution.

• The third mode is similar to the second one, but in this mode, the MADAG only provides an
ordering for the workflow execution.

The two architectures presented in Figure 7.1 can be used within the same Diet platform.
The use of the MADAG is based on the user’s choice to use his own scheduling strategy or to use
the global one provided by the MADAG. It is obvious that when the user decides not to use the
MADAG, there is no collaboration between the different clients, but he can use and easily test a new
scheduling algorithm by plugging it in the client code. On the other hand, when the MADAG is used,
the workflow submissions go through this special agent and the multi-workflows can be handled
more efficiently using core heuristics. To avoid overloading due to multiple workflow submissions
from different clients, the MADAG is not responsible for workflow execution but it only manages
the scheduling phase.
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7.2 The workflow model
Joint work with:

? Frédéric Desprez : INRIA. LIP Laboratory. Lyon. France.
? Benjamin Isnard : INRIA. LIP Laboratory. Lyon. France.
? Johan Montagnat : CNRS. I3S Laboratory. Sophia-Antipolis. France.

Because of large amounts of computations and data involved in some workflow applications, the
number of tasks in a Dag can grow very fast. The need for a more abstract way of representing
a workflow that separates the data instances from the data flow has led to the definition of a
“functional workflow language” called the Gwendia language [127] designed by the Gwendia ANR
project, 1 in which the Diet team is involved.

A complex application can be defined using this language that provides data operators and
control structures (if/then/else, loops, ...). To execute the application, we need to provide both
the workflow description and a file describing the input data set. The Diet workflow engine will
instantiate the workflow as one or several Dags, sent to the MADAG agent to be executed in the
Diet platform.

The Gwendia workflow language describes a graph of “workflow nodes” where the vertices can
belong to one of the following categories:

• computing “activities”: a node describes a service that can be executed on a computing
platform (e.g., a Grid or Cloud). The properties of this node include the data input and
output ports with the type of data they receive or send.

• workflow control structures: a node controls the way other workflow nodes are used by the
workflow engine. For example a conditional structure (if/then/else) can be used to trigger
different activities depending on the value of an expression. These nodes also contain data
input/output ports like activities.

• data “sources” and “sinks”: these nodes produce data items (respectively receive them). A
data source can be implemented as a file or as a database query. A data sink performance
can be implemented as a terminal output or as a database insertion. These nodes usually
define one output port (respectively one input port).

The edges of the graph are oriented, (one to one) and represent data flows between workflow
nodes. More precisely, they interconnects ports of the workflow nodes together (one edge or “link”
connects an output port to an input port).

The Gwendia workflow language adopts a “data-driven” approach which means that the data
model determines the execution model of the workflow [127]. This approach is different from
control-driven workflow languages that use control structures that are independent from the data
model to determine the execution schedule of the workflow.

This approach consists in using the characteristics of the data flows between workflow nodes
to determine how the workflow is “instantiated”, i.e., how the workflow engine generates a graph
which has tasks as vertices and data dependencies (i.e., data “A” is produced by one task and used
by another one) as edges. This graph can be generated dynamically and executed simultaneously,
or the execution can be handled by a different workflow engine that takes this graph of tasks as
input: a Dag. This engine manages task scheduling and execution.

1http://gwendia.polytech.unice.fr, contract ANR-06-MDCA-009.
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Figure 7.2 shows the proposed architecture for the workflow engine. It shows the main compo-
nents and their main dependencies

GWENDIA ANR-06-MDCA-009

Figure 4. Architecture for GWENDIA language enactement

3. Optimization of data transfers by the workflow
manager

For scalability reasons, the workflow manager should only manipulate a limited size

data sets. Large experiments will cause large amounts of data items to be considered

(possibly millions) and the manager should not saturate the memory of the engine

running host nor become a bottleneck of the overall computation plan execution due to

excessive data transfers centralized through a single host. For this purpose, our workflow

engines are only manipulating limited size primitive data types (integers, floats, strings...)

or references to files. File contents are never seen nor transferred through the hosting

computer.

Files eventually need to be transferred towards the computing nodes though. The

amount of data involved in application files transfer by far dominate the amount of data

manipulated on the distributed platform during the workflow execution. Since data items

and files might be shared between a various number of computing tasks generated by the

workflow enactor, file transfer optimization is likely to have a significant impact on the

overall workflow execution performance.

Data transfers and the opportunity for data transfer optimization and scheduling

depend to a large extent on the underlying grid middleware capability. The DIET

middleware for instance operates a grid of pre-deployed services, persistent on the host

they were initially allocated on, which can implement data file persistency and peer-to-

peer data transfers. This capability is exploited in the DIET DAGDA optimizer described

below. Conversely, the gLite middleware operates a batch-oriented infrastructure on

which anonymous computing resources are allocated on the fly, independently for each

task, and freed as soon as the allocated computation completes. In this framework, the

workflow manager has to ensure data persistence at the upper level. These two

approaches and their connection to the workflow managers are discussed below.
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Figure 7.2: Architecture for Gwendia language enactment.

7.3 Data management in workflow context
Joint work with:

? Frédéric Desprez : INRIA. LIP Laboratory. Lyon. France.
? Gaël Le Mahec : CNRS/IN2P3 Clermont-Ferrand. France.
? Benjamin Isnard : INRIA. LIP Laboratory. Lyon. France.

The Dagda system, described Section 6.4, provides a concept called “container” used to group
several data together as a single data. A container is a logical data that can contain an arbitrary
number of data elements. Its size is dynamically adjusted and there are no constraints on the types
of data that can be inserted as elements. This can be viewed as a dynamic array of pointers to data
elements. Containers, as any other data items managed by Dagda, can be transferred between
any Dagda agents. But the transfer of the container does not necessarily mean the transfer of all
its elements. This is only when an element is used that the transfer happens.

Using this concept, the workflow enactment engine can implement arrays of arbitrary depth and
manipulate elements within the array, for example use references of elements of the array to transfer
them individually. A container produced by a given task executed on a node does not necessarily
need to be completely transferred to other processing nodes; in the case of data parallelism, only
one element of the container is transferred to each processing node. Therefore it is essential that
the workflow engine can provide a reference to that element only as the input of another task. The
container is virtually splitted in different elements by the workflow engine.

Similarly, when a task requires consolidation of results from many other tasks, usage of contain-
ers avoids data transfers through the client that would be required to build the input data. With
containers the input data is virtually containing all the outputs to process, but the data transfers
occurs effectively only when required and between processing nodes only.
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7.4 Conclusion
With the Diet workflow extension, we have provided a solution to easily submit a set of programs
with dependencies, called with in a single request. We have developed this approach to serve the
needs of applications, among them we can cite the cosmology application described in [39], Bio-
informatics applications as PipeAlign (product a high quality protein alignment), Gee (annotate
human genes according to not only their expression in neurological or muscular tissues, but also the
expression of their homologue in other species), and, Maxdo (used to detect protein-protein and
protein-DNA interactions.). Figure 7.3 shows the associated workflow of applications cited above.
All of three have been experimented with Diet in [33].

Figure 7.3: Shape of the workflow for three bio-informatics application.

The MADAG engine offers a Dag generator engine built on top of Diet. MADAG benefits from
all the workflow scheduling mechanisms included in it. To provide a better reactiveness it greedily
generates partial Dags, these sub-Dags are treated as soon as possible. In complete nodes are
produced on the unforeseeable constructs until the execution engine reaches these points and they
can be resolved. More sub-Dags are then produced until completion of the execution.

More recently, we have used the workflow engine to provide Map/Reduce [70] mechanisms with
Diet.
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The main interest and functionality of a Grid middleware is to hide the resource access. It is not
so difficult to provide this access, the real challenge resides in the quality of the chosen resources.
As introduced in Chapter 2, with the GridRPC paradigm, clients submit computation requests to
a scheduler that locates one or more servers available on the Grid. Scheduling is frequently applied
to balance the work among the servers and a list of available servers is sent back to the client;
the client is then able to send the data and the request to one of the suggested servers to solve
their problem. The internal quality of a Grid or Cloud middleware is related to the quality of the
scheduler. Moreover, to make effective use of today’s scalable resource platforms, it is important
to ensure scalability in the middleware layers, the scheduling is one of them.

Different works have been done on this problem. Among them, APST [56] allows internals
modifications on the internals of the scheduling phase, mainly to be able to choose the schedul-
ing heuristic. Several heuristics can be used like Max-min, Min-min, or X-sufferage (if necessary
reader can refer to [57] to more details about these heuristics). Scheduling heuristics for different
application classes have been designed within the AppLeS [58] and GrADS [27] projects. GrADS
is built upon three components [66]. A Program Preparation System handles application devel-
opment, composition, and compilation, a Program Execution System provides on-line resource
discovery, binding, application performance monitoring, and rescheduling. Finally, a binder per-
forms a resource-specific compilation of the intermediate representation code before it is launched
on the available resources. One interesting feature of GrADS is that it provides application-specific
performance models. Depending on the target application, these models can be extended, based
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on analytical evaluations by experts and empirical models obtained by real world experiments. For
some applications, simulations may be used to project their behavior on particular architectures.
These models are then fed into the schedulers to find the most appropriate resources used to run
the application.

Some work has been done to be able to cope with dynamic platform performance at the execution
time [146, 166]. These approaches allows an algorithm to automatically adapt itself at run-time
depending of the performance of the target architecture, even if it is heterogeneous.

Within the Condor project [162], the ClassAds language was developed [143]. The syntax of this
language is able to express resource query requests with attributes through a rich set of language
constructs: lists of constants, arbitrary collections of constants, and variables combined with arith-
metic and logic operators. The result is a multi-criteria decision problem. The approach presented
in our manuscript allows a scheduling framework to offer useful information to a metascheduler like
Condor.

8.1 Diet Distributed Scheduling
As we mentioned in the introduction of this chapter, scheduling is one of the most important
issues to be solved in such an environment. Classical NES algorithms use First Come First Served
approaches with the goal of minimizing the turnaround time of requests or the makespan of one
application. The distributed approach chosen in the Diet platform allows the study of other
algorithms where some intelligence can be put at various levels of the hierarchy.

The primary interest of the Diet scheduling approach lies in its distribution, both in terms
of collaborative decision making and in terms of distribution of information important to the
scheduling decision. We return to the general process of servicing a request to provide greater
details. When the MA receives a client request, it (1) verifies that the requested service exists in
the hierarchy, (2) collects a list of its children that are thought to offer the service, and (3) forwards
the request on those subtrees. Local agents use the same approach for forwarding the request to
their children, whether the children are other agents or SeDs. Agents obtain information on services
available in sub-trees during the deployment process. When a SeD or agent starts, it joins the Diet
hierarchy by contacting its parent agent (located by a string-based name in a naming service). The
parent adds the new child to its list of children and records which services are available via that
child. The parent need not track whether the service is provided directly by the child (if the child
is a server) or by another server in the child’s subtree (if the child is an agent); it suffices to know
the service is available via the child. Thus, if an agent has N children and the Diet hierarchy offers
a total of M services, the most hierarchy information any agent in the tree will store is N ×M
service/child mappings.

When an agent forwards a request to its children, it sets a timer restricting the amount of
time to wait for child responses. This avoids a deadlock in the hierarchy based on one failed or
slow-to-respond server. Eventually, a child will be forgotten if it is unresponsive for long enough.

SeDs are responsible for collecting and storing all of their own performance and status data.
Specifically, the SeD stores a list of problems that can be solved on it, a list of any persistent
data that are available locally to the server, and status information such as the number of requests
currently running on the SeD and the amount of time elapsed since the last request. When a
request arrives at a SeD, the SeD creates a response object containing both status information and
performance data. SeDs are capable of collecting dynamic system availability metrics from the
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Network Weather Service (NWS) [173] or can provide application-specific performance predictions
using the performance evaluation module Fast [140, 141] (see Section 8.5.1).

After the SeDs have formulated a response to the request, they send their response to their
parent agent. Each agent is responsible for aggregating the responses of its children and forwarding
on a sorted list of responses to the next level in the hierarchy. Diet normally returns to the user
multiple server choices, sorted in order of the predicted desirability of the servers. The number
N of servers to return to the client is configurable, but is of course limited by the total number
of servers managed by the Diet hierarchy. Since agents have no global knowledge of the Diet
hierarchy, to ensure that a complete list can be returned to the client, each agent must return a
sorted list of its N best child responses (or less if the agent subtree contains less than N servers).

While the agent aggregation routines are designed to select the best servers for a problem, it is
in fact even more important that they ensure a decision is always made. The sorting approach thus
relies on a series of comparison options where each comparison level utilizes a different type of SeD-
provided data. In this way, the agent hierarchy does not become deadlocked simply because, for
example, some of the SeDs do not have the capability to provide an application-specific performance
prediction. In fact, for system stability, any agent-level sorting routine should rely on a final random
selection option to provide a last-resort option for choosing between servers.

8.2 Scheduling Extensions
Joint work with:

? Holly Dail : INRIA. LIP Laboratory. Lyon. France.
? Frédéric Desprez : INRIA. LIP Laboratory. Lyon. France.
? Alan Su : INRIA. LIP Laboratory. Lyon. France.

The distributed approach chosen in the Diet platform allows the study of other algorithms
where some intelligence can be put at various levels of the hierarchy. One first optimization consists
in adding queue-like semantics to the Diet server and Master Agent (MA) levels [65].

At the server level, the number of concurrent jobs allowed on a server can be limited. This
control can greatly improve performance for resource-intensive applications where resource sharing
can be very harmful to perform. Such control at the server-level is also necessary to support some
distributed scheduling approaches of interest. The following paragraph shows through an example
which kind of problems may appear.

As a simple first approach we do not attempt to keep extra jobs from reaching the SeD. Instead,
once solve requests reach the SeD we place their threads in what we will call a SeD-level queue.
In fact, to keep overheads low we implement a very lightweight approach that offers some, but not
all, of the semantics of a full queue. We add a counting semaphore to the SeD and initialize the
semaphore with a user-configurable value defining the desired limit on concurrent solves. When
each request finishes its computational work, it calls a post on the counting semaphore to allow
another request to begin computing. Figure 8.1 provides an overview of the queueing structures
added.

To support consideration of queue effects in the scheduling process, we use a number of ap-
proaches for tracking queue statistics. It is not possible to have complete information on all the
jobs in the “queue” without adding significant overhead for coordinating the storage of queue data
between all requests. Thus we approximate queue statistics by storing the number of jobs waiting
in the queue and the sum of the predicted execution times for all waiting jobs. Once jobs begin
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Figure 8.1: Diet extensions for request flow control.

executing we individually store and track the jobs’ predicted completion time. By combining these
data metrics and taking into account the number of physical processors and the user defined limit
on concurrent solves, we can provide a rough estimate of when a new job would begin execution.
This estimate is included by the SeD with the other performance estimates passed up the hierarchy
during a schedule request.

There are some disadvantages to this method of controlling request flow. Most importantly,
requests are in fact resident on the server while they wait for permission to begin their solve phase.
Thus, if the parameters of the problem sent in the solve phase include large data sets, memory-
usage or disk-usage conflicts could be seen between the running jobs and the waiting requests.
Some Diet applications with very large data sets use a different approach for transferring their
data where only the file location (e.g., perhaps an http locator for publicly available data) is sent in
the problem parameters and the data is retrieved at the beginning of the solve. The impact of this
problem will therefore depend on the data approach used by the application. A second problem
with this approach arises from the fact that once requests are allocated to a particular server, Diet
does not currently support movement of the request to a different server. When system conditions
change, although the jobs have not begun executing, Diet can not adjust the placement to adapt
to the new situation. Thus performance will suffer in cases of unexpected competing load or poorly
predicted job execution time. Also, in the case of improvements in the system, such as the dynamic
addition of server resources, Diet can not take advantage of the resources for those tasks already
allocated to servers. To avoid this problem we could plan to integrate the ability to carry out task
migrations. The last problem but not least, relates to fault-tolerance. If a server crash occurs, we
also lose the queue information. Thus, a replication mechanism should be implemented.

At the MA level, under high-load conditions, incoming requests can be stalled at the master
agent and then scheduled as a batch at an appropriate time. This batch window addition can
be used to test a variety of scheduling approaches: the MA can re-order tasks to accommodate
data dependencies, co-scheduling of multiple tasks on the same resource can be avoided even when
the requests arrive nearly simultaneously, and inter-task dependencies can be accounted for in
the scheduling process. In the standard Diet system, requests are each assigned an independent
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thread in the master agent process and that thread persists until the request has been forwarded
in the Diet hierarchy, the response received, and the final response forwarded to the user. In
this approach, the only data object shared among threads is a counter that is used to assign a
unique request ID to every request. In the modified master agent, each request is still assigned a
thread that persists until the response has been sent back to the client. However, we introduce one
additional thread that provides higher-level management of request flow. Scheduling proceeds in
distinct phases called windows and both the number of requests scheduled in a window and the time
interval spent between windows are configurable. An interesting aspect of this algorithm is that
the master agent can only discern characteristics of the Diet hierarchy, such as server availability,
by forwarding a request in the hierarchy. We avoid sending any task twice in the hierarchy, thus
the GlobalTaskManager must schedule some jobs in order to have information about server loads
and queue lengths. Information may given from NWS sensor [173], as discussed in Section 8.5.

8.3 Plugin Schedulers
Joint work with:

? Frédéric Desprez : INRIA. LIP Laboratory. Lyon. France.
? Alan Su : INRIA. LIP Laboratory. Lyon. France.

At the beginning basic scheduling in Diet was based on the FIFO principle – a task submitted
by a client was scheduled on the SeD whose response to the service query arrived the first to the
MA. This approach did not directly take into consideration the dynamic state of the SeDs. A second
version allowed a mono-criteria scheduling based on application-specific performance predictions.
Later a round-robin scheduling scheme was implemented in Diet, resulting in good performance for
task distribution over a homogeneous platform; however, this approach was found to be inefficient
when the workload or the platform was sufficiently heterogeneous.

Finally, we are now working on plugin schedulers specially designed for expert users who wish
to upgrade the scheduling for a specific application. This allows the user to play with the internal
logic of agents and tune Diet’s scheduling by changing the heuristics, adding queues, changing the
performance metrics and the aggregation functions, . . . Also we believe that this feature is useful
both for computer scientists to test their algorithms on a real platform and expert application
scientists to tune Diet for specific application behavior.

With our recent enhancements of the Diet toolkit, applications are now able to exert a degree
of control over the scheduling subsystem via plug-in schedulers. As the applications that are to
be deployed on the Grid vary greatly in terms of performance demands, the Diet plug-in scheduler
facility permits the application designer to express application needs and features in order that be
taken into account when application tasks are scheduled. These features are invoked at runtime
after a user has submitted a service request to the MA, which broadcasts the request to its agent
hierarchy.

When an application service request arrives at a SeD, it creates a performance estimation
vector – a collection of performance estimation values that are pertinent to the scheduling
process for that application (cf Table 8.1). The values to be stored in this structure can either
be values provided by CoRI (Collectors of Resource Information) (see Section 8.5.3), or custom
values generated by the SeD itself. The design of the estimation vector subsystem is modular;
future performance measurement systems can be integrated with the Diet platform in a fairly
straightforward manner.
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Information tag multi- Explanation
starts with EST_ value

TCOMP the predicted time to solve a problem
TIMESINCELASTSOLVE time since last solve has been made (sec)

FREECPU amount of free CPU between 0 and 1
LOADAVG CPU load average
FREEMEM amount of free memory (Mb)

NBCPU number of available processors
CPUSPEED x frequency of CPUs (MHz)

TOTALMEM total memory size (Mb)
BOGOMIPS x the BogoMips
CACHECPU x cache size CPUs (Kb)

NETWORKBANDWIDTH network bandwidth (Mb/sec)
NETWORKLATENCY network latency (sec)

TOTALSIZEDISK size of the partition (Mb)
FREESIZEDISK amount of free place on partition (Mb)

DISKACCESREAD average time to read from disk (Mb/sec)
DISKACCESWRITE average time to write to disk (Mb/sec)

ALLINFOS x [empty] fill all possible fields

Table 8.1: Explanation of the estimation tags.

CoRI generates a basic set of performance estimation values, which are stored in the estimation
vector and identified by system-defined tags; Table 8.1 lists the tags that may be generated by
a standard CoRI installation. Application developers may also define performance values to be
included in a SeD response to a client request. For example, a Diet SeD that provides a service to
query particular databases may need to include information about which databases are currently
resident in its disk cache, so that an appropriate server may be identified for each client request.
By default, when a user request arrives at a Diet SeD, an estimation vector is created via a default
estimation function; typically, this function populates the vector with standard CoRI values. If the
application developer includes a custom performance estimation function in the implemen-
tation of the SeD, the Diet framework will associate the estimation function with the registered
service. Each time a user request is received by a SeD associated with such an estimation function,
that function, instead of the default estimation procedure, is called to generate the performance
estimation values.

In the performance estimation routine, the SeD developer should store in the provided estima-
tion vector any performance data needed by the agents to evaluate and compare server responses.
Such vectors are then the basis on which the suitability of different SeDs for a particular ap-
plication service request is evaluated. Specifically, a local agent gathers responses generated by
the SeDs that are its descendants, sorts those responses based on application-specific comparison
metrics, and transmits the sorted list to its parent. The mechanics of this sorting process com-
prises an aggregation method, which is simply the logical process by which SeD responses are
sorted. If application-specific data are supplied (i.e., the estimation function has been redefined),
an alternative method for aggregation is needed. Currently, a basic priority scheduler has been
implemented, enabling an application developer to specify a multi-criteria scheduling policy based
on a series of performance values that are to be optimized in succession.

The diet_profile_desc_aggregator and diet_aggregator_set_type functions fetch and
configure the aggregator corresponding to a Diet service profile, respectively. A priority scheduler
logically uses a series of user-specified tags to perform the pairwise server comparisons needed to
construct the sorted list of server responses.
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To define the tags and the order in which they should be compared, four functions are in-
troduced. These functions, of the form diet_aggregator_priority_*, serve to identify the es-
timation values to be optimized during the aggregation phase. The _min and _max forms in-
dicate that a standard performance metric (e.g., time elapsed since last execution, from the
diet_estimate_lastexec function) is to be either minimized or maximized, respectively. Sim-
ilarly, the _minuser and _maxuser forms indicate the analogous operations on user-supplied esti-
mation values. The order of calls to these functions indicate the order of precedence of the tags,
with higher priority given to tags specified earlier in the process of defining the scheduler.

8.4 Workflow Scheduling
Joint work with1:

? Raphaël Bolze : CNRS. LIP Laboratory. Lyon. France.
? Frédéric Desprez : INRIA. LIP Laboratory. Lyon. France.
? Benjamin Isnard : INRIA. LIP Laboratory. Lyon. France.

The MADAG agent may receive many requests to execute workflows from one or several clients,
and the number of resources to execute all tasks in parallel may not be sufficient on the grid. In
this case the choice of a particular workflow scheduler is critical to determine the order of execution
of all tasks that are ready to be executed.

Schedulers provide different online scheduling heuristics that apply different prioritization algo-
rithms to choose the order of execution between tasks of the same DAG (intra-DAG priority) and
between tasks of different DAGs (inter-DAG priority). All heuristics are based on the well-known
HEFT (Heterogeneous Earliest Finish Time) heuristic [164] that is extended to this case of online
multi-workflow scheduling.

The available MADAG workflow schedulers are:

• A basic scheduler: this scheduler manages the precedence constraints between the tasks. The
priority between tasks within a DAG is set according to the HEFT heuristic. When a task is
ready to be executed (i.e., the preceding tasks are completed) the ready task with the higher
HEFT rank is sent to the client for execution without specifying a resource. Then the client
performs a standard Diet request that will use the scheduler configured by the SeD.

• A Multi-HEFT scheduler: this scheduler applies the HEFT heuristic to all workflows submit-
ted by different clients to the MADAG. This means that the priorities assigned by the HEFT
heuristic are used to order the tasks of all DAGs processed by the MADAG and following this
order the tasks are mapped to the first available resource.

• A Multi-AgingHEFT scheduler: this scheduler is similar to Multi-HEFT but it applies a
correction factor to the priorities calculated by the HEFT algorithm. This factor is based
on the age of the DAG i.e., the time since it was submitted to the scheduler. Compared to
Multi-HEFT this scheduler will increase the priority of the tasks of a workflow that has been
submitted earlier than other DAGs.

• A FOFT (Fairness on Finish Time) scheduler: this scheduler uses another heuristic to apply a
correction factor to the priorities calculated by the HEFT algorithm. This factor is based on

1My participation around this work was marginal. Nevertheless, to give a complete overview of Diet this work is
briefly described in this manuscript.
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the slowdown of the DAG that is calculated by comparing the earliest finish time of the tasks
in the same environment without any other concurrent workflow and the actual estimated
finish time.

The design of these algorithms and the evaluations of them are available in [30]
The workflow schedulers use information provided by the SeDs to be able to run the HEFT

heuristic. So the SeD programmer must provide the required data in the estimation vector by
implementing a plugin scheduler (see Section 8.3).

8.5 Performance evaluation
Scheduling tasks on computers comes down to mapping task requirements to system availability.
We now describe these values more precisely. Requirements of routines group principally the time
and the memory space necessary to their execution, as well as the amount of generated commu-
nication. These values depend naturally on the chosen implementation and on input parameters
of the routine, but also on the machine on which the execution takes place. System availability
information captures the number of machines and their speed, as well as their status (down, avail-
able, or allocated through a batch system). One must also know the topology, the capacity, and
the protocols of the network connecting these machines. From the scheduling point of view, the
actual availability and performance of these resources is more important than their previous use or
the theoretical peak performance.

8.5.1 Fast

Joint work with:
? Frédéric Desprez : INRIA. LIP Laboratory. Lyon. France.
? Martin Quinson : ENS Lyon. LIP Laboratory. Lyon. France.

The goal of Fast [140] is to constitute a simple and consistent Software Development Kit (SDK)
for providing client applications with accurate information about task requirements and system
performance information, regardless of how theses values are obtained. The library is optimized to
reduce its response time, and to allow its use in an interactive environment. Fast is not intended to
be a scheduler by itself and provides no scheduling algorithm or facility. It only tries to provide an
external scheduler with all information needed to make accurate and dynamic scheduling decisions.

Figure 8.2 gives an overview of Fast’s architecture, which is composed of two main parts. On
the bottom of the figure, a benchmarking program is used to discover the routine’s requirements
on every machine in the system. Then, on top, a shared library provides accurate forecasting
to the client application. This library is divided in two submodules: the right one on the figure
forecasts the system performance capabilities while the left one uses the routine’s requirements
models. Figure 8.2 shows that Fast uses principally two types of external tools (in grey): A
system monitoring tool such as NWS [173], and a distributed database. The first one is used to get
the system performance capabilities, while the second is used to store data computed at installation
phase about routine’s needs. Both types of tools are fully pluggable, and adding support for a new
distributed database system or a new monitoring tool is very simple.

The NWS (Network Weather Service) [173] is a project leaded by Pr. Wolski at the University
of California, Santa-Barbara. It constitutes a distributed set of sensors and statistical forecasters
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Figure 8.2: Fast’s architecture.

that capture the current state of each platform, and predict its future behavior. It is possible to
monitor the latency and throughput of any TCP/IP link, the CPU load, the available memory
or the disk space on any host. Concerning the CPU load, NWS can not only report the current
load, but also the time-slice a new process would get at startup. In order to benefit from a solid
and well tested basis, the main monitoring system used is NWS. But for sake of completeness, the
monitoring acquisition mechanism is easily pluggable, allowing Fast to obtain information from
other sources. For example, to ease the installation of Fast, it is possible to get information about
the CPU load from a limited internal sensor when NWS is not available for a given platform. In
its current version, Fast can monitor the CPU and memory load of hosts, as well as latency and
bandwidth of any TCP link. In addition to NWS, it can also report the number of CPUs on each
host to ease the comparison. Monitoring new resources like free disk space or non-TCP links should
be relatively easy in the Fast framework.

At Fast install time, a list of problems of interest are specified along with their interfaces; Fast
then automatically performs a series of macro-benchmarks which are stored in a database for use in
the Diet scheduling process. For some applications, a suite of automatic macro-benchmarks can not
adequately capture application performance. In these cases, Diet also allows the server developer
to specify an application-specific performance model to be used by the SeD during scheduling to
predict performance. Although the primary targeted application class consists of sequential tasks,
this approach has been successfully extended to address parallel routines as well, as explained in
more details in [78].
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8.5.2 Performance evaluation for parallel program

Joint work with:
? Frédéric Desprez : INRIA. LIP Laboratory. Lyon. France.
? Frédéric Suter : ENS Lyon. LIP Laboratory. Lyon. France.

The computational servers we target can be sequential or parallel. Moreover, they are running
libraries such as the BLAS, LAPACK and/or their parallel counterparts (PBLAS, ScaLAPACK).
The latter libraries are using virtual grids of processors and block-sizes to distribute the matrices
involved in the computations. The performance evaluation has thus to take into account the
shape of the grid as well as the distributions of the input and output data. We propose a careful
evaluation of several linear algebra routines combined with a run-time evaluation of the parameters
of the target machines. This allows us to optimize the mapping of data-parallel tasks in a client-
server environment. We have extended Fast. We propose a combination between dynamic data
acquisition and code analysis which will be the core of the extension of Fast to handle parallel
routines. We detail the extension on two examples of parallel routines.

To obtain a good schedule for a parallel application it is mandatory to initially determine
the computation time of each of its tasks and communication costs introduced by parallelism. The
most common method to determine these times is to describe the application and model the parallel
computer that executes the routine. We did this kind of modelization in [53].

Extension of Fast to Handle Parallel Routines

The first version of the extension only handles some routines of the parallel dense linear algebra
library ScaLAPACK. For such routines the description step consists only in determining which
sequential counterparts are called, their calling parameters (i.e., data sizes, multiplying factors,
transposition, . . . ), the communication schemes and the amount of data exchanged. Once this
analysis is completed, the computation part can easily be forecasted. Indeed, since Fast is able to
estimate each sequential counterpart, Fast calls are sufficient enough to determine their execution
times.

Furthermore, processors executing a ScaLAPACK code have to be homogeneous to achieve
optimal performance, and the network between these processors also has to be homogeneous. It
allows us two major simplifications. First, processors being homogeneous, the benchmarking phase
of Fast can be executed on only one processor. Then concerning communications we only have to
monitor a few representative links to obtain a good overview of the global behavior.

Figure 8.3 presents a comparison between the estimated time given by our model Figure 8.3(a)
and the actual execution time Figure 8.3(b) for the pdgemm routine on all possible grids from
1 up to 32 processors. Matrices are of size 2048 and the block size is fixed to 64. The x-axis
represents the number of rows of the processor grid, the y-axis the number of columns and the
z-axis the execution time in seconds. We can see that the estimation given by our extension is very
close to the experimental execution times. The maximal error is less than 15% while the average
error is less than 4%. Furthermore, these figures confirm the impact of topology on performance.
Indeed, compact grids achieve better performance than elongated ones because of the symmetric
communication pattern of the routine. The different stages for row and column topologies can be
explained by the log term introduced by the broadcast tree. These results shows that our evaluation
can be efficiently used to choose a grid shape for a parallel routine call. Combined with a run-time
evaluation of parameters like communication, machine load or memory availability, we can then
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Figure 8.3: Comparison for the pdgemm routine on all possible grids from 1 up to 32 processors.
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Figure 8.4: Initial distribution and processors grids used in this experiment.

The objective of our extension of Fast is to provide accurate information allowing at a scheduler,
to determine which is the best solution among several scenarios. Let us assume we have two matrices
A and B we aim to multiply. These matrices have the same sizes but distributed in a block-cyclic
way on two disjointed processor grids (respectively Ga and Gb). In such a case it is mandatory
to align matrices before performing the product. Several choices are then possible: redistribute B
on Ga, redistribute A on Gb or define a new virtual grid with all available processors. Figure 8.4
summarizes the framework of this experiment. These grids are actually sets of nodes from a single
parallel computer (or cluster). Processors are then homogeneous. Furthermore, inter– and intra–
grids communication costs can be considered as similar.

Unfortunately the current version of Fast is not able to estimate the cost of a redistribution
between two processor sets. This problem is indeed very hard in the general case [76]. So for this
experiment we have determined the amounts of data transferred between each pair of processors
and the communication scheme generated by the ScaLAPACK redistribution routine. Then, we
use Fast to forecast the costs of each point to point communication. Figure 8.5 gives a comparison
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between forecasted and measured times for each of the grids presented in Figure 8.4.
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Figure 8.5: Validation of the extension in the case of a matrix alignment followed by a multiplication.
Forecasted times are compared to measured ones distinguishing redistribution and computation
(matrix size 2000× 2000).

We can see that the parallel extension of Fast allows to accurately forecast what is the best
solution, namely a 4× 3 processor grid. If this solution is the most interesting with regards to the
computation point of view, it is also the less efficient from the redistribution point of view. The
use of Fast can then allow to perform a first selection depending on the processor speed/network
bandwidth ratio. Furthermore, it is interesting to see that even if the choice to compute on Ga is a
little more expensive, it induces less communications and releases 4 processors for other potential
pending tasks. Finally a tool like the extended version of Fast can detect when a computation
will need more memory than the available amount of a certain configuration and thus induce swap.
Typically the 2× 2 processor grid will no longer be considered as soon as we reach a problem size
exceeding the total capacity of involved processors. For larger problem sizes the 4 × 2 grid may
also be discarded.

This experiment shows that the extension of Fast to handle parallel routines will be very useful
to a scheduler as it provides enough information to be able to choose according to several criteria:
Minimum Completion Time (MCT), communication minimization, number of processors involved,
. . .

As we have seen Fast is a good way to provide the information to the scheduler. However when
we develop a project as Diet it was too risky to base a critical aspect only on one tool. Moreover
sometimes Grid platforms provide an integrated tool, e.g., Ganglia is deployed on a given platform.
Then, to be compliant with many Grid Resource Information Services (GRIS), Diet must provide
a tool to easily deal with any of GRIS. CoRI was designed with this goal.

8.5.3 CoRI

As we have seen in the previous section, the scheduler requires performance measurement tools
to make effective scheduling decisions. Thus, Diet depends on reliable Grid resource Information
Services. In this section, we introduce the exact requirements of Diet for a Grid information
service, the architecture of the new tool CoRI (Collectors of Resource Information) and the different
components inside of CoRI.
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CoRI architecture

In this section, we describe the design of CoRI, this new platform performance subsystem that
we have implemented to enable future versions of the Diet framework to more easily interface
with third-party performance monitoring and prediction tools. Our goal is to facilitate the rapid
incorporation of such facilities as they emerge and become widely available. This issue is especially
pertinent, considering the fact that Diet is designed to run on heterogeneous platforms, on which
many promising but immature tools may not be universally available. Such a scenario is common,
considering that many such efforts are essentially research prototypes. To account for such cases,
we have designed the performance evaluation subsystem in Diet to be able to function even in the
face of varying levels of information in the system.

We designed CoRI to ensure that it (i) provides timely performance information to avoid im-
peding the scheduling process and (ii) presents a general-purpose interface capable of encapsulating
a wide range of resource information services. Firstly, it must provide basic measurements that
are available regardless of the state of the system. The service developer can rely on such infor-
mation even if no other resource performance prediction service like Fast or NWS is installed.
Secondly, the tool must manage the simultaneous use of different performance prediction systems
within a single heterogeneous platform. To address these two fundamental challenges, we offer
two solutions: the CoRI-Easy collector to universally provide basic performance information, and
the CoRI Manager to mediate the interactions among different collectors. In general, we refer
collectively to both these solutions as the CoRI tool, which stands for Collectors of Resource
Information.

Figure 8.6: The CoRI architecture: The CoRI-Manager and its collectors, namely the CoRI-Easy
and the FAST collector.

CoRI Manager

The CoRI Manager provides access to different collectors, which are software components that can
provide performance information about the system. This modular design decouples the choice of
measurement facilities and the utilization of such information in the scheduling process. Even if the
manager should aggregate across performance data originating from different resource information
services, the raw trace of data remains, and so its origin can be determined. For example, it could
be important to distinguish the data coming from the CoRI-Easy collector and the Fast collector,
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because the performance prediction approach that Fast uses is more highly tuned to the features
of the targeted application. Furthermore, the modular design of the CoRI Manager also permits a
great deal of extensibility, in that additional collectors based on systems, such as Ganglia [123] or
NWS [173], can be rapidly implemented via relatively thin software interface layers. This capability
enables Diet users to more easily evaluate prototype measurement systems even before they reach
full production quality.

Estimation vector

In this section, we describe in greater detail the structure of the estimation vector, the data
structure used within Diet to transmit resource performance data. We then enumerate the stan-
dard metrics of performance used in Diet and present the various CoRI Manager functions. The
estimation vector is divided into two parts. The first part represents “native” performance mea-
sures that are available through CoRI (e.g., the number of CPUs, the memory usage, etc.) and the
scheduling subsystem (e.g., the time elapsed since a server’s last service invocation). The second
part is reserved for developer-defined measurements that are meaningful solely in the context of
the application being developed. The vector supports the storage of both singleton data values
(which we call scalars) and data value series, because some performance prediction measurements
are inherently a list of values (e.g., the load on each processor of a multi-processor node). An
estimation vector is essentially a container for a complete performance snapshot of a server node
in the Diet system, composed of multiple scalars and lists of performance data.

To differentiate among the various classes of information that may be stored in an estimation
vector, a data tag is associated with each scalar value or list of related values. This tag enables
Diet’s performance evaluation subsystems to identify and extract performance data. There are
two types of tags: system tags and user-defined tags. System tags correspond to application-
independent data that are stored and managed by the CoRI Manager; Table 8.1 (page 95) enu-
merates the set of tags that are supported in the current Diet architecture. User-defined tags
represent application-specific data that are generated by specialized performance estimation rou-
tines that are defined at compile-time for the SeD. At the moment of service registration, a SeD
also declares a priority list of comparison operations based on these data that logically expresses
the desired performance optimization semantics. The details of the mechanisms for declaring such
an optimization routine fall outside the scope of this manuscript; for a fully detailed description of
this API, please consult [161].

The basic public interface of the CoRI Manager that is available to Diet service developers
consists of three functions. The first function allows the initialization of a given collector and adds
the collector to the set of collectors that are under the control of the CoRI Manager. The second
function provides access to measurements. The last function tests the availability of the CoRI-Easy
collector.

CoRI-Easy collector

The CoRI-Easy collector is a resource collector that provides basic performance measurements of
the SeD. Via the interface with the CoRI Manager, the service developer and the Diet developer
are able to access CoRI-Easy metrics. We first introduce the basic design of CoRI-Easy, and then
we discuss some specific problems. CoRI-Easy should be extensible like CoRI Manager, i.e., the
measurement functions must be easily replaceable or extended by new functionality as needed.
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Consequently, we use a functional approach: functions are categorized by the information they
provide. Each logical type of performance information is identified by an information class, which
enables users to simply test for the existence of a function providing a desired class of information.
Thus, it is even possible to query the CoRI-Easy collector for information about the platform that
may not yet have been realized. Our goal was not to create another sensor system or monitor
service; CoRI-Easy is simply a set of routines that produce basic performance metrics. Note that
the data measured by CoRI-Easy are available via the interface of the CoRI Manager.

CPU evaluation. CoRI-Easy provides CPU information about the node that it monitors: the
number of CPUs, the CPU frequency and the CPU cache size. These static measurements
do not provide a reliable indication of the actual load of CPUs, so we also measure the
node’s BogoMips (a normalized indicator of the CPU power), the load average and CPU
utilization for indicating the CPU load.

Memory capacity The memory is the second important factor that influences performance. CoRI
monitors the total memory size and the available memory size.

Disk Performance and capacity. CoRI-Easy also measures the read and write performance
of any storage device available to the node, as well the maximal capacity and the free
capacity of any such device.

Network performance. CoRI-Easy should monitor the performance of interconnection networks
that are used to reach other nodes, especially those in the Diet hierarchy to which that node
belongs; this functionality is planned for a future release.

In this part we have seen how CoRI can provide to Diet an access to different resource in-
formation services (i.e., Fast or CoRI-Easy). Diet can take advantage of the CoRI design that
easily supports the growing number of resource information services. Thus, CoRI is a good way to
add new collectors that are especially designed for the grid environment. So we can see the CoRI
Manager as an open window that allows the use of a lot of different tools developed around the
world, and the CoRI-Easy collector as the first version of a homemade resource monitor.

8.6 Conclusion
In this chapter, we described the design of the plug-in scheduler in Diet. To provide underlying
resource performance data needed for plug-in schedulers, we designed tools that facilitates the access
to the resources information. Fast provides an efficient forecasting tool requiring benchmarks of
the applications. We have extended the capabilities of Fast to parallel programs. Finally we
designed a tool to provide the management of different performance measures and different kinds
of resource collector tools.

The plug-in facilities enable the scheduling information to be readily encoded with the applica-
tion, eliminating the need for potentially expensive microbenchmarks. Moreover, the CoRI resource
performance collection infrastructure enables middleware maintainers to closely assess and control
the intrusiveness of the monitoring subsystem. By configuring CoRI to gather only the information
that is needed for the applications that a specific Diet hierarchy is meant to support, excessive
monitoring costs are effectively avoided. The performance estimations provided for scheduling are
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suitable for dedicated resource platforms with batch scheduler facilities. In a shared resource envi-
ronment, there may be differences between the estimations obtained at the SeD selection moment
and the values existing when the client-SeD communication begins. However, even though in some
cases the information could be marginally incorrect, an informed decision is preferable.

The plug-in scheduler is a powerful mechanism of Diet that makes Diet a middleware which
can deal with the needs of applications. Thus, to be more efficient Diet is close to applications
and can find the best resources allocation in accordance with their needs.
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Chapter 9

Diet’s Applications Scope

Contents
9.1 Geology: Digital elevation model . . . . . . . . . . . . . . . . . . . . . . . 107
9.2 Aerospace: Finite element analysis . . . . . . . . . . . . . . . . . . . . . . 108
9.3 Robotic: Remote robot control . . . . . . . . . . . . . . . . . . . . . . . . 110
9.4 Tlse: Sparse linear system solvers . . . . . . . . . . . . . . . . . . . . . . 111
9.5 Cosmology: Formation of galaxies . . . . . . . . . . . . . . . . . . . . . . 112
9.6 Climatology: Ocean-Atmosphere modelization . . . . . . . . . . . . . . . 114
9.7 Bioinformatics: Blast . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
9.8 Bioinformatics: The Décrypthon Grid for neuromuscular discorder . . 115

9.8.1 The Décrypthon platform . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
9.8.2 The SM2PH application . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117

9.9 Conclusion and future works . . . . . . . . . . . . . . . . . . . . . . . . . . 118

During this manuscript we have tried to give the most complete view of Diet as possible. All
the researches lead around Diet have permitted a research prototype to become a middleware used
in real environments. This means real applications can take benefit of Diet performances. Before
concluding this manuscript, it seems relevant to briefly describe a certain number of applications
(Geology, Aerospace, Robotic, Sparse solver, Cosmology, Climatology). This gives the application
scope of Diet through real implementations. There are no dependencies between them, thus the
order follow the chronological order of implementation. The last application corresponds to the
Décrypthon project that is the production Grid platform of Diet.
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9.1 Geology: Digital elevation model
Joint work with:

? Sylvain Contassot-Vivier : University Lumière Lyon 2. Lyon. France.
? Frédéric Desprez : INRIA. LIP Laboratory. Lyon. France.
? Frédéric Lombard : University of Franche-Comté. LIFC Laboratory. Besançon. France.
? Jean-Marc Nicod : University of Franche-Comté. LIFC Laboratory. Besançon. France.
? Laurent Philippe : University of Franche-Comté. LIFC Laboratory. Besançon. France.

This application results from a partnership between the LIP laboratory and the LST laboratory,
both from ENS. The sequential version implemented by Michel Memier has been improved with
a parallel version designed for Cluster platform [63]. The program computes a DEM (Digital
Elevation Model). The input data are:

• Two satellite images of the same area, taken with two slightly different angles

• A set of additional parameters (e.g., camera localization, angle of the point of view, etc.)

The output is a 3D cloud of points graph representing a picture of the surface. The application
consists in matching two points, respectively from both images and computes the space localization
of others points of the picture. The resulting point cloud is mapped on a Grid where the heights
are know and correspond to the DEM, as shown Figure 9.1.

l’adaptateur HTTP (adresse, port. . . ) et les commandes locales utilisées pour les opérations élémentaires
d’administrations des hôtes NWS (démarrage, arrêt, redémarrage, test. . . ) Pour avoir une vue optimale de
l’ensemble de la toile NWS, la plateforme doit pouvoir fournir une image fidèle de tous les hôtes NWS, ainsi
que de leur état et leurs liaisons. Cette toile est recréée au niveau de MBean par des relations gérées à l’aide
du service Relation de JMX. Nous avons mis en famine deux gestions de cycle de vie : manuelle et automa-
tique. En mode manuelle, l’administrateur peut agir directement sur un hôte NWS à l’aide des opérations
d’administrations exposées de son MBean associé. De plus, il peut créer un nouveau MBean pour lancer
et administrer un nouvel hôte NWS. En mode automatique, chaque MBean peut scruter périodiquement
(service Timer de JMX) l’état de santé de son hôte associé et agir en conséquence.

3 Applications

3.1 Modèles numériques de terrains

Dans cette section, nous présentons un logiciel permettant le calcul parallèle de modèles numériques de
terrain (MNT). L’interfaçage de ce serveur de calcul a donné lieu à la création d’une démonstration com-
plète du fonctionnement de l’architecture DIET . Cette démonstration propose la soumission d’un calcul de
modèle numérique de terrain à travers un portail Web spécifique à ce type de problème.

3.1.1 L’application MNT

Cette application est le résultat d’une collaboration entre le LIP (Laboratoire de l’Informatique du Pa-
rallélisme) et le LST de l’ENS Lyon. Le programme séquentiel d’origine est l’œuvre de Michel Memier, puis
Sylvain Contassot-Vivier l’a parallélisé pour une grappe de PC.

Le programme de calcul de MNT prend pour paramètre d’entrée deux images satellites d’une région
donnée prises avec un angle légèrement différent ainsi qu’un ensemble d’informations sur ces images (po-
sition de la caméra, angle de vue, etc). La sortie est un nuage de points en trois dimensions représentant la
géographie du terrain photographié. Le travail réalisé par l’application consiste à apparier des points dans
les deux images pour calculer ensuite, à partir de ces liens, la position dans l’espace des autres points des
images. Le nuage de points résultant est aligné sur une grille dont les altitudes sont connues et qui constitue
le modèle numérique de terrain, représenté par la Figure 14.

FIG. 14 – Rendu tridimensionnel texturé d’un MNT

Cette application est utilisée pour traiter des images SPOT. Ce type d’images mesurant communément
6000 × 6000 pixels, les temps de calcul sont souvent longs et justifient le développement d’une version
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Figure 9.1: A textured 3D view of Digital Elevation Model.

This application is used to deal with the SPOT satellite pictures. The size of these images
is 6000 × 6000 pixels, computing time is important and a parallel version is definitively relevant.
The parallel version is based on the lines that fill the image. Each process receive a part of the
image (a horizontal strip to compute and some lines bound come from above and below this area).
Strips are distributed among processors. Experiments have show the benefit of the the parallel
version from 2 to 125 processors. Diet was used to distribute each strip on available servers. The
first web interface for Diet was designed to help the final user to use the application as can seen
in Figure 9.2.

107



parallèle. La parallélisation s’est faite sur la base des lignes qui composent l’image. Chaque processeur
reçoit une portion de l’image correspondant une bande horizontale, plus les lignes nécessaires au traitement
des premières et dernières lignes de cette bande. Les bandes sont réparties sur les processeurs de manière à
équilibrer la charge de travail. Des expériences ont montré que cette version parallèle permettait d’obtenir
une efficacité presque égale à 1 jusqu’à 125 processeurs environ.

3.1.2 Création du SeD MNT

Le programme de MNT est lancé, en temps normal, à partir d’un exécutable, de paramètres et de fichiers
de configuration. Son utilisation par un SeD supposait donc un travail en trois phases : transfert des fichiers
de données et des paramètres, exécution de l’application puis retour des fichiers de résultats. La plupart
des paramètres sont envoyés sous forme de fichiers. En addition aux types de données habituels (scalaires,
vecteurs, matrices), un mécanisme permettant la soumission transparente de problème prenant des fichiers
en paramètre a donc été implémenté dans DIET à l’occasion de la création du serveur MNT. L’ensemble des
paramètres est collecté dans le profile associé a l’appel.

La principale difficulté d’utilisation de l’application MNT a donc consisté au lancement du serveur qui
suppose un environnement d’exécution parallèle. Ceci suppose, à partir du SeD, de lancer MPI puis les
différentes tâches en parallèle. Pour finir, il faut collecter l’ensemble de données.

3.1.3 Création du client MNT

L’utilisation d’un serveur de calcul DIET par un utilisateur non informaticien suppose l’existence d’un
client conviviale proposant l’accès à ce serveur. L’écriture d’un client symétrique au serveur est donc in-
dispensable pour permettre aux utilisateurs d’accéder au serveur de calcul MNT de manière transparente.
Notre choix s’est porté sur une interface utilisateur de type portail Web. Ce type de client permet à un uti-
lisateur de soumettre un problème depuis son navigateur Web, sans installation préalable et sans mise à
jour régulière. L’application MNT a servi d’application pilote pour la mise en place du protocole de créa-
tion d’interfaces Web présenté dans ce dernier document. Cette démarche a été validée sur plusieurs autres
applications par la suite.

FIG. 15 – Interface Web de l’application DIET MNT
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Figure 9.2: Web portal for the DEM application (MNT means DEM in french).

9.2 Aerospace: Finite element analysis
Joint work with:

? Frédéric Desprez : ENS Lyon. LIP Laboratory. Lyon. France.
? Seung Jo Kim : SNU. Department of Aerospace Engineering. Seoul. Korea.
? Sihyoung Park : SNU. Department of Aerospace Engineering. Seoul. Korea.
? Christian Perez : INRIA. IRISA. Rennes. France.
? Antoine Vernois : ENS Lyon. LIP Laboratory. Lyon. France.
? Youngha Yoon : SNU. Department of Aerospace Engineering. Seoul. Korea.

In this work, Ipsap, a massively parallel general-purpose finite element analysis program is
incorporated for finite element analysis services (also called Mfem). Ipsap is based on the high
performance implementation of a multifrontal solver modified for the finite element method [110].
There have been significant progress in the multifrontal methods and they are considered to be the
most efficient direct solvers for the solution of general sparse system of linear equations. One of the
most famous serial and parallel implementation is that of Gupta et al. [94] The implementation of
common multifrontal methods deal with the global matrices in a given sparse format. The idea of
the multifrontal method used in Ipsap is that the fronts matrix may be assembled in the merging
stage even though the frontal matrix is reallocated in the re-ordered form [109]. It is algebraically
equivalent to the generalized multifrontal methods, but uses the finite element assembling concept.

With the help of this idea, matrix assembling time can be significantly reduced. Also, the
forming stage of the global sparse matrix is not required. In terms of communication overhead,
such a merit is specially conspicuous and therefore Ipsap shows an apparent enhancement of per-
formance in parallel environments. In Figure 9.3, the conceptual sketch of the multifrontal method
is presented.

In addition to the multifrontal method, the block Lanczos iteration algorithm for generalized
eigenvalue problems is implemented and incorporated in Ipsap. The block Lanczos iteration is
also modified such that the memory structure allocated for the Lanczos basis is best suited for
the multifrontal method. The main contribution of Ipsap eigenproblem solver lies in the sharing
the interface DOF’s enabling the mass matrix to be stored with each processor’s scope without
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Figure 9.3: Modified multifrontal algorithm.

communications.
In conjunction with the STAR project, we have deployed this application on a large Korean

cluster (with 500 CPUs and splitted in 7 cluster) and on several machines in France (Rennes and
Lyon) as shown Figure 9.4(a). Moreover a web portal has been implemented also (see Figure 9.4(b))

Lyon Rennes

Seoul

hpcgrid1 hpcgrid5hpcgrid4 hpcgrid7hpcgrid6hpcgrid3hpcgrid2

grid5000.ens-lyon.fr
paracisrv

aspen

(a) Grid platform prototype between Korea and
France

(b) STAR project Web portal

Figure 9.4: Deployment of Ipsap using the Mfem service.
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9.3 Robotic: Remote robot control
Work done by:

? Fabrice Sabatier : SUPELEC. Metz. France
? Amelia De Vivo : University di Salerno. Baronissi. Italy.
? Stéphane Vialle : SUPELEC. Metz. France

Figure 9.5: Robot controlled through Diet.

This application is the first that interfaced with
Diet by an external team. They focus on the com-
plexity of remote control of autonomous robots. It is
not as easy as it appears. It is not just a set of com-
mands to send to a robot. Indeed, many questions
must be solves before doing something, and gener-
ally, they need more processing power than available
on the robots onboard processor.

As described in [148] “the testbed application con-
sists of three very frequently used basic modules: self-
localization, navigation and lightness detection. Our
robot navigates in dynamic environments, where no

complete predetermined map can be used. Anyway, artificial landmarks are installed at known co-
ordinates. When switched on, the robot makes a panoramic scan with its camera, detects landmarks
and self-localizes. Based on its position, it can compute a theoretical trajectory to go somewhere.
For error compensation, new self-localizations happen at intermediate positions. During navigation
the robot checks the environment lightning and, eventually, signals problems. For this purpose it
moves its camera and catches images for average lightness computation. The Koala Server always
sends its clients JPEG compressed images. The three pilot modules were re-designed and turned
into Grid services for robotic application development.’ ’

They designed a Grid architecture across Internet, including resources from two laboratories,
one in Italy and one in France. It is based on the Diet GridRPC environment and supports
distributed remote redundant control of an autonomous robot. Figure 9.6 shows the deployment
phase.

User PC
Client pgm

Computing server PC

- locConnect service
- locDisconnect service
- localization service
- locFlush service

DIET server A

Robot server: 
multithreaded &
buffered server

Robot
server
PC

serial link

serial
link

driver

Computing server PC
DIET server B

PC on the Grid

DIET Local AgentDIET Master Agent

VPN1 - VPN-Corba-DIET

2 - VPN
Corba
DIET

2 - VPN-Corba-DIET

3 - VPN-TCP ItalyFrance

- navConnect service
- navDisconnect service
- navigation service
- navFlush service

Computing server PC

- locConnect service
- locDisconnect service
- localization service
- locFlush service

DIET server C

Figure 2. Deployment of the Grid architecture.

chronous call is for a single robot function, an asynchronous
call is for a robot function running in parallel to others, sev-
eral concurrent asynchronous calls are for redundant com-
putations. When a high-level service runs a redundant com-
putation, it waits only for the first GridRPC call to finish,
ignoring or cancelling the others. All these Grid program-
ming details are hidden to the user that can focus on robotic
problems.

The low-level robot services are organized like a three-
layers command stack, on top of a buffered client-server
mechanism. This mechanism allows concurrent accesses
to the Koala server through TCP sockets and to the Koala
robot through a serial link driver running on the Koala
server machine (see figure 1). The Koala Server is a mul-
tithreaded and buffered server. It supports concurrent re-
quests to different services, to simultaneously control dif-
ferent robot devices. It also accepts concurrent requests to
the same service, allowing redundant computations for fault
tolerance. In any case the robot accomplishes each needed
action just once, buffering all previous commands and re-
sults. Low-level robot services are called from high-level
Grid services distributed across the Grid. A high-level Grid
service can be called by another one or by application pro-
cesses, through the Grid middleware.

The Grid middleware consists of the DIET Grid environ-
ment [1] on an IPSEC-based VPN [3]. Practically a user
program (client application) makes GridRPC calls to high-
level Grid services that, in turn, make other GridRPC calls
(see figure 2). They contact the DIET agents, running some-

where on the Grid, to know the addresses of the most suit-
able computing servers. Then the user program contacts
directly these servers to get Grid services. This communi-
cation happens on the VPN using the DIET protocol on a
Corba bus.

Then, each computing server establishes a direct com-
munication with the Koala Server. This communication
happens on the VPN again, but bypasses the Corba-based
DIET protocol and goes directly on TCP sockets. This way
the robot server can send large camera images to the re-
questing Grid servers avoiding Corba slow down. After
processing, Grid servers use the Corba bus just for returning
small results (such as a computed localization) to the client
machine.

3. High-level Grid interface

3.1. Grid service mechanism

Figure 3 shows how the higher layer of our Grid archi-
tecture encapsulates complex low-level details.

As a programming interface, we designed a high-level
library. It is based on GridRPC functions, and it makes
easy to call high-level Grid services. For example, a sim-
ple API function can concurrently request several instances
of a high-level Grid service and wait for the first that fin-
ishes. The programmer does not need to deal with complex
synchronization mechanisms.

An example of application program is illustrated on fig-
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Figure 9.6: Diet deployment of the robotic application on Grid architecture
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9.4 Tlse: Sparse linear system solvers
Joint work with:

? Michel Daydé : IRIT Laboratory. Toulouse. France
? Frédéric Desprez : INRIA. LIP Laboratory. Lyon. France.
? Christophe Hamerling : CERFACS. Toulouse. France
? Jean-Yves L’excellent : INRIA. LIP Laboratory. Lyon. France.
? Marc Pantel : IRIT Laboratory. Toulouse. France
? Chiara Puglisi : IRIT Laboratory. Toulouse. France

Solving systems of linear equations is one of the key operations in linear algebra. Many different
algorithms are available for that purpose. These algorithms require a very accurate tuning to
minimize runtime and memory consumption. The Tlse project provides on one hand, a scenario-
driven expert site to help users choose the right algorithm according to their problem and tune
accurately this algorithm, and on the other hand, a test-bed for experts in order to compare
algorithms and define scenarios for the expert site. Both features require to run the available
solvers a large number of times with many different values for the control parameters (and maybe
with many different architectures). Currently, only the Grid can provide enough computing power
for this kind of application. The Diet middleware is the Grid backbone for Tlse (The Grid-Tlse
project is a three-year project started in December 2002 and funded by the French Ministry of
Research ACI GRID Program [13, 69]). It manages the solver services and their scheduling in a
scalable way.

Figure 9.7: Architecture of the
Grid-Tlse Project.

Three kinds of users may be interested in Grid-Tlse:

1. End users, with either basic, medium or advanced
knowledge in numerical computations and parallel/dis-
tributed programming. They mainly want to choose the
best solver for their problem according to specific metrics
(memory usage, robustness, accuracy, execution time)
and find out the control parameters’ best values for the
best solver.

2. Experts in numerical computation and parallel/dis-
tributed programming, who are involved in writing pack-
ages. Experts may want to compare solvers using sophis-
ticated controls and metrics or add new solvers or new
scenarios.

3. The Grid-Tlse manager who will take care of users,
computers, and services, matrix collections, bibliogra-
phy. The manager will also need to access the current
state of the Grid and the list of available solvers.

The main components of the Grid-Tlse site are the follow-
ings. WebSolve allows a user using a standard web navigator
to submit requests for computation or expertise to a Grid,

browse the matrix database, upload/download a matrix, monitor the submitted requests, manage
and add solvers and scenarios, and finally check for their correct execution. Most of the Web in-
terface is dynamic: it is built according to the meta-data. Weaver converts a general request for
expertise into sequences of elementary solver runs.
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It is also in charge of the deployment and the exploitation of services over a Grid through the
Diet middleware. The expertise providing kernel is fully dynamic in the same sense as WebSolve,
all the services rely on the meta-data. Diet provides an access to solvers and data. Finally,
the Database stores the required data for the whole project. In particular, it contains all the
meta-data.

First, the user interacts with the WebSolve interface in order to choose an expertise scenario
(the objective of the session) and provide the appropriate parameters for this scenario. Then, this
request is forwarded to the Weaver kernel. According to the description of the scenario, Weaver
builds one or more expertise steps (which correspond to execution operators in the scenarios). Each
expertise step produces an experiment plan. An experiment is a partially valued set of features
which represents a solver run. Running an experiment will forward this set to the appropriate solver
on the Grid thought Diet, which will send back the fully valued experiment resulting from the
solvers run. All the results of an experiment plan are processed according to the scenario in order to
produce the next expertise step. And finally, the results of the last experiment plan are forwarded
to WebSolve, which stores all the raw results and then produces synthetic graphics according to
the scenario and the user’s request.

The number of expertise steps is therefore dynamic and depends on the results of the experi-
ments. The expertise process terminates as the only iterative operators in a scenario are, on one
hand a foreach applied to finite sets of values, and on the other hand, recursive traversal of finite
static trees used in the meta-data. The scenario is therefore a kind of dynamic workflow whose
execution depends on the intermediate results.

Diet is used in order, on one hand, to schedule and execute experiments on the most adapted
available solvers on the Grid, and on the other hand, to share intermediate results inside an ex-
periment plan or between various experiment plans. Scenarios express data-flow dependencies
which are used by the Diet persistence facilities in order to reduce the communication costs by an
appropriate scheduling.

9.5 Cosmology: Formation of galaxies
Joint work with:

? Jeremy Blaizot : ENS Lyon. CRAL. Lyon. France.
? Hélène Courtois : ENS Lyon. CRAL. Lyon. France.
? Benjamin Depardon : ENS Lyon. LIP Laboratory. Lyon. France.
? Romain Teyssier : CEA. Saclay. France.

RAMSES is a typical computational intensive application used by astrophysicists to study
the formation of galaxies. RAMSES is used, among other things, to simulate the evolution of a
collisionless, self-gravitating fluid called “dark matter” through cosmic time. Individual trajectories
of macro-particles are integrated using a state-of-the-art “N body solver”, coupled to a finite volume
Euler solver, based on the Adaptive Mesh Refinement techniques. The computational space is
decomposed among the available processors using a mesh partitioning strategy based on the Peano-
Hilbert cell ordering. Cosmological simulations are usually divided into two main categories. Large
scale periodic boxes requiring massively parallel computers are performed on very long elapsed
time (usually several months). The second category stands for much faster small scale “zoom
simulations”. One of the particularity of the HORIZON project is that it allows the re-simulation
of some areas of interest for astronomers (Figure 9.8).
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Figure 9.8: Re-simulation on a supercluster of galaxies to increase the resolution

Performing a zoom simulation requires two steps: the first step consists of using RAMSES on
a low resolution set of initial conditions (i.e., with a small number of particles) to obtain at the
end of the simulation a catalog of “dark matter halos”, seen in Figure 9.9 as high-density peaks,
containing each halo position, mass and velocity.

Figure 9.9: Time sequence (from left to right) of the projected density field in a cosmological
simulation (large scale periodic box).

A small region is selected around each halo of the catalog, for which we can start the second
step of the “zoom” method. The idea is to resimulate this specific halo at a much better resolution.
For that, we add in the Lagrangian volume of the chosen halo a lot more particles, in order to
obtain more accurate results. Similar “zoom simulations” are performed in parallel for each entry
of the halo catalog and represent the main resource consuming part of the project.
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The result of the simulation is a set of “snaphots”. Given a list of time steps (or expansion
factor), RAMSES outputs the current state of the universe (i.e., the different parameters of each
particles) in Fortran binary files.

We have deployed Diet on 5 sites on Grid’5000 (6 clusters). We studied the possibility of
computing a lot of low-resolution simulations. The client requests a 1283 particles 100Mpc.h-1
simulation (first part). When it receives the results, it requests simultaneously 100 sub-simulations
(second part). As each server cannot compute more than one simulation at the same time, we won’t
be able to have more than 11 parallel computations at the same time. The experiment (including
both the first and the second part of the simulation) lasted 16h 18min 43s (1h 15min 11s for the
first part and an average of 1h 24min 1s for the second part). The benefit of running the simulation
in parallel on different clusters is clearly visible: it would take more than 141h to run the 101
simulation sequentially.

9.6 Climatology: Ocean-Atmosphere modelization
Joint work with:

? Yves Caniou : University of Lyon Claude Bernard. LIP Laboratory. Lyon. France.
? Ghislain Charrier : ENS Lyon. LIP Laboratory. Lyon. France.
? Andreea Chis : ENS Lyon. LIP Laboratory. Lyon. France.
? Frédéric Desprez : INRIA. LIP Laboratory. Lyon. France.
? Eric Maisonnave : CERFACS. Toulouse. France.

World’s climate is currently changing due to the increase of the greenhouse gases in the at-
mosphere. Climate fluctuations are forecasted for the years to come. For a proper study of the
incoming changes, numerical simulations are needed, using general circulation models of a climate
system (atmosphere, ocean, continental surfaces) on forced mode or coupled mode (i.e., allowing
information exchanges between each component during simulation). Imperfection of the models and
global insufficiency of observations make it difficult to tune model parametrization with precision.
Uncertainty on climate response to greenhouse gases can be investigated by performing an ensem-
ble prediction with varying parameters. Climatologists’ strategy, in our case, is to launch parallel
simulations. Each independent simulation models the evolution of the present climate followed
by the 21st century. All simulations have a distinct physical parametrization of clouds dynamics,
which primacy in such studies has been emphasized in [112]. Comparing independent simulations,
they expect to better understand the relations between the variation in this parametrization with
the variation in climate sensitivity to greenhouse gases. We have analyzed and modelized the ap-
plication in [38] with the purpose of deriving appropriate scheduling heuristics in order to decrease
the execution time of such applications.

An experiment is composed of several 1D meshes of identical Dags composed of parallel tasks.
To obtain a good completion time, we divide groups of processors into sets each working on parallel
tasks. Thus, the group sizes are chosen by computing the best makespan for several grouping
possibilities. We improved this heuristic method by different means. The improvement yielding to
the best makespan is the representation of the problem as an instance of the Knapsack problem.
As this heuristic is firstly designed for homogeneous platforms, in [38] we present its adaptation to
heterogeneous platforms. Simulations show improvements of the makespan up to 12%.
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9.7 Bioinformatics: Blast
Joint work with:

? Vincent Breton : CNRS. IN2P3. Clermont-Ferrand. France
? Gaël Le Mahec : CNRS. IN2P3. Clermont-Ferrand. France
? Frédéric Desprez : INRIA. LIP Laboratory. Lyon. France.

Genomics involving Blast (Basic Local Alignment Search Tool) applications [11, 113] are the
common tool for searching sequences similarities within protein and DNA databases. Blast is
used to search homologies between amino-acids or nucleotides sequences. It quantifies similarities
using some sensibility parameters and a similarity score matrix. Sequences are known as similar
if they have enough common characters and not too many differences which can be substitutions,
deletions or insertions. The search for similarities between sequences can be done at a global or local
level. At the global level, we search for the best alignment between two sequences permitting large
different area inside the sequences [132]. At the local level, we search subsequences alignments, not
using the subsequences without any alignment for the total similarity score computing [155, 87].

However, as the size of available databases 1 increases (now up to hundreds of Gigabytes),
the search of many sequences is time consuming. Many researches have been done to get faster
algorithms. Their goal is to reduce the search scope while looking at high scoring alignments.
Heuristics have been produced and among them Blast is the most popular. Still, as databases’ size
and number still increase, the use of parallel computing becomes mandatory. Several approaches
exist from parallelizing the Blast kernel itself (and distributing the databases) to splitting the
input sequences to different servers and replicating the databases. All these approaches can be
combined to get the best performance.

The Diet Blast [34] application was designed to manage thousands of Blast requests over
large biological databases. We tested it, submitting 40000 requests over 5 databases of different
sizes (from 1 to 5 GB). Each request is submitted asynchronously to the platform, Diet selects
the computation node using a scheduling algorithm. We tested four different scheduling policies: a
simple greedy algorithm, MCT, SRA and dynamic-SRA. A gains of 30% on completion time using
the dynamic-SRA algorithm has been reach.

9.8 Bioinformatics: The Décrypthon Grid for neuromuscular dis-
corder

Joint work with:
?Nicolas Bard : CNRS. LIP Laboratory. Lyon. France.
?Raphaël Bolze : CNRS. LIP Laboratory. Lyon. France.
? Frédéric Desprez : INRIA. LIP Laboratory. Lyon. France.
?Anne Friedrich : IGBMC, France.
?Luc Moulinier : IGBMC, France.
?Ngoc-Hoan Nguyen : IGBMC, France.
?Michaël Heymann : CNRS. LIP Laboratory. Lyon. France.
? Thierry Toursel : AFM, France.

The rapid progress of biotechnologies and information technologies has generated numerous
large biomedical datasets. Interpretation and exploitation of these heterogeneous high-throughput
datasets require increasingly complex information management and analysis. In this context, the

1http://www.ncbi.nih.gov/
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Décrypthon program 2, a Grid technology platform was launched in 2005 by the AFM 3 (French
Muscular Dystrophy Association) and IBM, historic partners since 2001, with the collaboration
of the CNRS (French National Center for Scientific Research) and French universities (Bordeaux
1, Lille 1, Paris 6 Jussieu, ENS Lyon, Orsay, CRIHAN in Rouen). The Décrypthon Grid aims
to promote access to computational resources to foster the development of large-scale research
programs in the field of biology, and in particular in the context of Neuromuscular Disorders (ND).
The close partnership of the AFM and IBM also led to the launch of the Help Cure Muscular
Dystrophy on the World Community Grid 4. Following the success of the first phase [28], the
second phase of this project is dedicated to the study of protein-protein interactions for more than
2000 gene candidates involved in ND5 with the final objective of predicting whether two proteins
are potential interacting partners in the cell. In February 2010, the project involves two major
programs (the Joint Evolutionary Trees (JET) program and the docking algorithm MAXDo) and
the Grid computing time available for this project is equivalent to 50 years CPU per day.

9.8.1 The Décrypthon platform

The Décrypthon resources managed by Diet are constituted of multiprocessor machines under the
AIX operating system, and a cluster of single processor machines under the linux system. The
machines of the Grid are very heterogeneous and managed by two different batch schedulers (OAR
and Loadleveler). This is a total of 58 machines for 475 processors, however only about 40 percent
of the Grid is available for the Décrypthon users: the resources are shared with the local users of
the universities. The Décrypthon Grid also has two web servers on the Orsay site. Figure 9.10
presents the overall architecture of the platform.

The Décrypthon Grid is monitored by a java/JSP application called Diet WebBoard introduced
Section 2.8.6. The architecture of the WebBoard is comprised of Diet WebBoard Admin, a
web application to administrate the Grid, and the GoDiet (see Section 5.4) the tool to deploy
the Diet platform. Each scientific application on the Grid has a dedicated Web Interface for
the users. The web applications update in real time the WebBoard database (Postgres or MySQL),
containing the status of each element of the architecture (Storage space, Jobs, Results, Working
nodes, etc.). The WebBoard uses a generic Diet client that can submit a job for any of the
applications.

Six major functions are implemented in the Diet WebBoard. Using the GoDIET tool, the
platform can be launched, stopped or checked for its integrity. The concept of Jobs andWorkunits
is added as an abstraction of the Diet tasks in order to exploit data parallelism on the servers.
Users are identified using a login and a password and actions on the interfaces are restricted. It
is also possible to run the Diet WebBoard under the https protocol. Jobs are monitored and a
job that is enable to finish before its walltime expires (for example when a cluster is shut down)
can be copied. Statistics on the usage of the Grid are available (daily Gantt charts, CPU time
used each day of a month, repartition of the load between the sites, and user defined charts). Many
other minor functions are also implemented such as sending mail to users when jobs are completed,
managing of the local and remote storage spaces for results and data, dumping the database, an
RSS feed.

2http://www.decrypthon.fr/english/
3AFM: http://www.afm-france.org/afm-english_version/
4WCG: http://www.worldcommunitygrid.org/
5http://www.ihes.fr/~carbone/HCMDproject.htm

116



Figure 9.10: The architecture of the Décrypthon Grid.

9.8.2 The SM2PH application

A number of biological projects that require significant computing power are now taking advan-
tage of the technological capabilities provided by the Décrypthon computing Grid.? Among these,
the SM2PH project [3] aims to develop an infrastructure dedicated to the understanding of the
correlation between gene variations and the associated human genetic diseases, which represents
a major challenge in the post-genomic era. As a first approximation, this so-called “genotype-
phenotype relationship” can be addressed by characterizing how genetic alterations affect gene
products (proteins) at the molecular level. In this context, SM2PH considers the phenotypes as-
sociated with human pathologies by defining the structural, functional and evolutionary context of
all the gene/protein known to be involved in human diseases. At the computer level, the estab-
lishment of the SM2PH infrastructure required the interoperability of numerous programs (more

Figure 9.11: The architecture of Diet WebBoard.
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than 20) and the development of automatic procedures to compute and integrate information from
heterogeneous sources as well as to perform regular updates.

A web interface dedicated to the SM2PH application has been developed using the Diet Web-
Board, which allows identified users to submit their input data (files containing thousands of se-
quences) and to select specific parameters. The upload of the user file initiates a job, with one
workunit for each sequence in the submitted file. A Diet client submits these workunits to the
Grid and the selected Diet SeD (on the least loaded cluster) submits a batch scheduler script. Fi-
nally, the SM2PH main application is launched on the worker node. The Décrypthon web interface
monitors the data sent by the users and surveys the Diet jobs. The state of each workunit can
be viewed (waiting, running, completed) and if the result has not been received when the walltime
expires, the workunit is re-submitted. The final output of the application is a set of 7 files per
submitted sequence. All these results are automatically gathered by the Grid server, and up to
5000 results can be downloaded at once by the user.

In February 2010, 2362 human proteins are known to be involved in human monogenic diseases.
These proteins represent the input dataset of the SM2PH project. A database named SM2PH-
db [3] has been developed to provide access to the scientific community to various querying and
analysis tools and to the retrieved or predicted data, together with a wealth of interconnected
information for each input gene/protein. To guarantee the sustainability of the SM2PH-db, the
SM2PH application is automatically launched on the Grid every 2 months, ensuring that the user
is working with up-to-date information. The advantages of the Décrypthon Grid in this context
is clear, since the complete update takes only 1 days instead of the estimated 15 days if it was
performed locally.

9.9 Conclusion and future works
In this Chapter we have shown through several examples that Diet can deal with a lot of different
application. Indeed, the process to use all these applications on a Grid is always the same: we
study the applications needs, and sometimes even their internal structure, the Diet is tuned to be
efficient with the application.

Applications have driven Diet from a prototype for scheduling algorithms experimental vali-
dation, to a middleware used in a Grid production platform. Obviously, a future work related to
this chapter is to increase the range of applications. Moreover, closer to the integration of applica-
tions point of view, new developments are in progress to provide a GUI integrated in the Eclipse
framework, to help users with their client and server programs.

Hence, this is no wonder we chose “Adapt the world to your application” as a catchphrase for
the commercial version of Diet. This shows the philosophy behind all the developments that lead
to what Diet is nowadays.
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Conclusion

This manuscript gives a complete overview of the Grid and Cloud middleware Diet. The tree
Diet architecture is described and three GridRPC components, client, scheduler and server are
discussed from the point of view of Diet. We also presented clues to understand how to use Diet.
A brief introduction around the six associated tools in the sphere of incluence of Diet are given.
Some researches have been lead around service discovery, when the hierarchy of Diet grows to an
aggregation of trees. We focused on resources management within Diet. We showed how Diet
deals with Local Resources Management Systems and Cloud platform. Some researches are driven
by the deployment and planing steps. We have designed a modelization to help Diet platform
administrators find the best (on homogeneous platform) or an efficient (on heterogeneous platform)
deployment of this distributed middleware. After the deployment and the service discovery, the
first problem to address concerns data management. We introduced three solutions implemented
in Diet to give an answer to this question. The following sections dealt with the management of
computing tasks. The workflow management available in Diet is described. This way users can
submit a set of requests (mainly useful in case of data dependencies between them) and thus benefit
of the scheduling made by our middleware. Finally as a pre-conclusion, we have chosen the most
significant applications that took benefit of Diet, and provides a Grid version of them. Diet was
downloaded 800 times over 42 country since 2005. The success story of Diet relies on two main
events. The first one was when Diet entered in production to serve the Décrypthon project. The
second one was when Diet has been involved in a start’up. A second life begins for Diet. One of
the first evolution is to increase the code quality through a better modularity using Boost [8].

During these years, as the technical chief of the development of Diet, I have been watchful to
different points:

Adaptability: a research software must be open to any research area or concept and collabora-
tions. A research software should always offer the bridges required to increase the relationship
between software.

Modularity: many functionalities of Diet can be switched on or off at the compilation step or
during run time. Indeed, Diet can be customized to fit the needs of the application and the
targeted platform.

Scalability: one of the main advantage of Diet is high scalability. Thus, I prohibited all cen-
tralized solutions, avoided any bottleneck (except for the final display of the visualization
part of course). Even if that was a simpler way to implement a functionality. For instance,
scheduling is done using a distributed approach that increases the complexity to be close to
the optimal solution, but implies some challenges to solve.
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Stability: In an academic research project, many students, engineers, collaborators6 are involved in
a project. That implies many personal backgrounds, many ways of developing. Nevertheless,
with the use of external collaborative tools for the development (i.e., CVS, Mailing List,
Bugzilla7, CDash8, etc.) and the quality of relationship between the Diet developers, we
have preserved an high stability during the development process.

User Friendly Interface: a key of the success of Diet was the easiness for a user to transform
his application to a grid application. Thus we kept in mind that the large available func-
tionalities of Diet must be hide behind an API as simple as possible. Moreover, I required
the development of a Graphic User Interface which has been very attractive application users
and very fruitful for demonstrations (Diet was in demonstration in 6 SuperComputing 2002,
2004, 2005, 2007, 2008 and 2009 and will be attending to the next one).

As a research point of view, many projects are related to Diet. Among them, we plan to
extend Diet Cloud. As we have seen in Section 4.3, Diet provides a solution to address a Cloud
platform through Eucalyptus [134]. However, Diet is a middleware and could be used to hide the
Cloud heterogeneity as it hides it for the Grid. Thus Diet can add different Cloud solution (e.g.,
OpenNebula [157] or Nimbus 9) interfaces. Hence Diet can increase and provide a good scheduling
for the Sky Computing paradigm [105]. We have already started a work to provide forecast the
resources reservation behavior of the Cloud platform [51].

Reducing power consumption is a big challenge that already motivated a lot of researches in
self-sufficient mobile systems. Computer centers turned into having more and more servers, and
thus consume a lot of electrical power. Thus under the code name Diet Green we want to reduce
energy by offering a green scheduler for the grid middleware DIET.

As has been discussed as a conclusion of Chapter 4, with the Diet SMP project we plan to
provide an access to virtual SMP resources through Kerrighed. This software virtualizes a cluster
to an SMP (see Section 4.4).

We want to extend the planning algorithms for the deployment (introduced Chapter 5) to deal
with the dynamicity of Diet (adding and removing of Diet components) and the load of the
platform during runtime. Moreover, the merge between research and the deployment software
should be finalized.

We would also like to ...

... Stop! Please! As usual when I talk about Diet, I consume too many time, too many pages.
Then, it’s time for me to close this manuscript and to turn the page on the first part of the life of
Diet. It was a fabulous adventure for so many reasons. No matter how, a very special thanks you
to each person involved in this story.

6Complete list is available here: http://graal.ens-lyon.fr/DIET/team-list.html
7http://graal.ens-lyon.fr/bugzilla/
8http://cdash.inria.fr/CDash/index.php?project=DIET
9http://www.nimbusproject.org
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