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Résumé

Les techniques d’interférométrie sur réflecteurs persistants, ou points stables (PSI), sont des

outils particulièrement efficaces pour le suivi des déformations du sol et offrent les avantages typ-

iques des systèmes de télédétection radar à synthèse d’ouverture (RSO) : une large couverture

spatiale combinée à une résolution relativement élevée. Ces techniques sont basées sur l’analyse

d’un jeu d’images RSO acquises sur une zone donnée. Elles permettent de régler le problème

de décorrélation grâce à l’identification d’éléments particuliers (au sein de la cellule de résolution)

dont la rétrodiffusion radar est de haute qualité et stable sur toute une série d’interférogrammes.

Ces techniques sont fort efficaces pour l’analyse de zones urbaines où les constructions con-

stituent de bons réflecteurs avec une réflexion supérieure à celle du sol ; il en va de même pour

des zones de campagne où la densité d’infrastructures est plus limitée. La technique PSI requiert

un modèle temporel approximatif a priori pour la détection des déformations, bien que la carac-

térisation de l’évolution temporelle de la déformation soit communément l’un des objectifs des

études.

Le travail réalisé porte sur une technique PSI particulière, appelée Stable Point Network

(SPN), Réseau de Points Stables, qui a été totalement développée par Altamira Information en

2003. Le travail présente de manière concise les caractéristiques de la technique et décrit les

principaux produits générés: carte moyenne de déformation, séries temporelles de déformation

des points mesurés, et les cartes de résidu d’erreur topographique utilisées pour géocoder de

façon précise les produits PSI.

Le principal objectif de cette thèse est l’identification et l’analyse des points faibles de la chaîne

de traitement SPN et le développement de nouveaux outils et méthodologies pour résoudre les

problèmes identifiés. Dans un premier temps, les performances de la technique SPN sont ex-

aminées et illustrées sur des cas pratiques (basés sur des sites test réels et à partir de données

provenant de différents capteurs) et à l’aide de simulations.

Les principaux points faibles de la technique sont identifiés et commentés, notamment le

manque de paramètres automatiques de contrôle qualité, l’évaluation de la qualité des données

d’entrée, la sélection de bons points pour la mesure ainsi que l’utilisation d’un modèle fonctionnel

pour le déroulement de phase (franges interferometriques) basé sur une tendance linéaire de la

déformation dans le temps.

Différentes solutions sont ensuite envisagées. Nous nous intéressons tout particulièrement

au contrôle qualité automatique dans la procédure de coregistration, en utilisant l’analyse du po-

sitionnement interpixel de certains points naturels, comme par exemple des pixels identifiés dans

les images. L’amélioration de la sélection finale des points de mesure (carte PSI) s’obtient grâce

à l’analyse de la signature du signal radar des cibles les plus puissantes présentes au sein de
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l’image, afin de sélectionner uniquement le centre du lobe principal du point de mesure. D’autres

développements apportent plus de robustesse dans des étapes clefs, ainsi l’analyse du rotationel

des estimations en lien étroit avec un réseau de mesures relatives, ou l’implémentation d’une

méthodologie différente pour l’intégration qui peut être lancée en parallèle afin d’être comparée

avec l’intégration classique. Enfin le principal inconvénient de la technique, c’est-à-dire l’utilisation

d’un modèle linéaire de détection des déformations du sol fait l’objet d’un développement d’une

nouvelle méthode d’ajustement qui permet des changements de tendance durant la période de

temps considérée.

Ces différentes améliorations sont évaluées en utilisant des données simulées mais égale-

ment avec des cas réels d’applications. La nouvelle méthodologie pour la détection de déforma-

tions du sol non linéaires a en particulier été testée sur la ville de Paris où l’on dispose d’une

grande quantité de données SAR ERS1/ 2 et ENVISAT. Ces images couvrent une large période

temporelle (1992 à 2008) sur laquelle des déformations non linéaires ont été répertoriées.

Mots clés: Télédétection, interférométrie radar à synthèse d’ouverture (InSAR), interférométrie

sur réflecteurs persistants (PSI), détection de déformations du sol non linéaires.



Abstract

Persistent Scatterer Interferometric techniques are very powerful geodetic tools for land deforma-

tion monitoring that offer the typical advantages of the satellite remote sensing SAR (Synthetic

Aperture Radar) systems: a wide coverage at a relatively high resolution. Those techniques are

based on the analysis of a set of SAR images acquired over a given area. They overcome the

decorrelation problem by identifying elements (in resolution cells) with a high quality returned SAR

signal which remains stable in a series of interferograms. These techniques have been useful for

the analysis of urban areas, where manmade objects produce good reflections that dominate

over the background scattering, as well as in field areas where the density of infrastructures is

more limited. Typically, PSI technique requires an approximate a priori temporal model for the

detection of the deformation, even though characterizing the temporal evolution of a deformation

is commonly one of the objectives of any study.

This work is focused on a particular PSI technique, which is named Stable Point Network

(SPN) and that it has been completely developed by Altamira Information in 2003. The work

concisely outlines the main characteristics of this technique, and describes its main products:

average deformation maps, deformation time series of the measured points, and the socalled

maps of the residual topographic error, which are used to precisely geocode the PSI products.

The main objectives of this PhD are the identification and analysis of the drawbacks of this

processing chain, and the development of new tools and methodologies in order to overcome

them. First, the performances of the SPN technique are examined and illustrated by means

of practical cases (based on real test sites made with data coming from different sensors) and

simulated scenarios.

Thus, the main drawbacks of the technique are identified and discussed, such as the lack of

automatic quality control parameters, the evaluation of the input data quality, the selection of good

points for the measurements and the use of a functional model to unwrap the phases based on a

linear deformation trend in time.

Then, different enhancements are proposed. In particular, the automatic quality control of

the coregistration procedure has been introduced through the analysis of the interpixel position

of some natural point targetslike pixels identified within the images. The enhancements in the

selection of the final points of measurements (the final PSI map) come by means of the analysis

of the SAR signal signature of the strong targets presented within the image, in order to select only

the center of the main lobe as point of measurement. The introduction of robustness within some

critical steps of the technique is done by means of the analysis of the rotational of the estimates

in close loops within a network of relative measurements, and by means of the implementation

of a different integration methodology, which can be ran in parallel in order to compare it with
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the classical one. Finally, the main drawback of the technique, the use of a linear model for the

detection of ground deformations, is addressed with the development of a new fitting methodology

which allows possible change of trends within the analyzed time span.

All those enhancements are evaluated with the use of real examples of applications and with

simulated data. In particular, the new methodology for detecting nonlinear ground deformations

has been tested in the city of Paris, where a large stacking of ERS1/2 and ENVISAT SAR images

is available. Those images are covering a very large time period of analysis during which some

known nonlinear ground deformations occured.

Keywords: Remote sensing, SAR interferometry (InSAR), Persistent Scatterers Interferome-

try (PSI), non-linear ground deformation monitoring.
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Chapter 1

Overview

1.1 Introduction

Since the 1970s, orbiting synthetic aperture radars (SAR) early missions [All83, Ela88, Coo67]

have proven to be a very interesting tool to reliably map the Earth’s surface and acquire informa-

tion about its physical properties, such as topography, morphology, roughness and the dielectric

characteristics of the backscattering layer. Spaceborne SAR sensors are active systems that op-

erate in the microwave domain (cm to dm wavelength) providing global acquisitions that are almost

independent from the meteorological conditions. Consequently these systems are very suitable

for operational monitoring tasks. Side-looking imaging geometry, pulse compression techniques

and synthetic aperture concept are combined together in order to obtain images with a geometric

resolution in the range of few meters to tens of meters.

At the end of the 1980s the first results published showed the potential of the use of space-

borne SARs as interferometers (InSAR) [Gab88, All89, Gol, Zeb86, Mas85, Pra90b]. After the

launch of the European Space Agency (ESA) satellite ERS-1 [ESAa] in 1991, a large amount of

SAR data suitable for interferometry became available. This was the first large scale opportunity

to test all the theoretic InSAR concepts and applications, which was done with a great level of

success. Availability of SAR data was ensured by the ERS-2 [ESAa] mission (replica of ERS-1

launched in 1995). The Canadian Space Agency (CSA) launched the RADARSAT-1 SAR mission

in 1995 and the National Space Development Agency of Japan (NASDA) L-band SAR sensor

named JERS (launched in 1992). Since the early 1990s radar interferometry has almost become

an operational technique, thanks to, among other reasons, this large amount of accessible data.

Today, spaceborne SAR interferometry is recognized as a very powerful tool for mapping the

Earth’s land, ice and even the sea surface topography. Didifferential InSAR (DInSAR) is a unique

method for detection and mapping of surface displacements over large temporal and spatial scales

with a precision in the order of a centimeter. This is of great importance for earthquake and

volcanic research, glaciology and ice sheet monitoring, studying tectonic processes, monitoring

land subsidence due to mining, gas, water, and oil withdrawal, human construction activities, etc.

[Mas93a, Mas93b, Zeb94, Jou95, Gol93, Pra90b].

Presently, there is a large amount of spaceborne SAR sensors, offering data sets of varying

1
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Figure 1.1.1: Most common past, present and future SAR satellite missions life span.

suitability for repeat pass interferometry. SAR images acquired at different wavelengths, with

different ranges of swath coverage, resolutions and revisit times are highly accessible. See 1.1.1

for further details about the past, the present and the future SAR sensor missions life span.

The current SAR sensors offer different imaging modes with quite different characteristics.

Depending on the particular conditions of the studied ground phenomena one could consider the

suitability of selecting one mode or another (as well as the sensor wavelength). For example,

the ScanSAR mode (Radarsat-1 and 2, ENVISAT, TerraSAR-X, ALOS) makes interferometric

measurements over very large areas possible (up to 400 x 400 Km) at the cost of a decreased

resolution and of a higher complexity level in the data handling and processing. Consequently,

this mode appears to be very suitable for large scale monitoring, such as required for tectonics,

earthquakes, glaciers motion and volcanoes.

New high resolution SAR data acquisition modes as the Spotlight (TerraSAR-X, Cosmo-Skymed,

RADARSAT-2) offers data at less than 1 meter resolution and 10 kilometers coverage. This mode

is very suitable for high resolution monitoring, especially in pure urban applications where the den-

sity and the complexity of single reflectors are very high. Then, it is possible to isolate the radar

response of this single reflector increasing the opportunity and the quality of the measurements

and providing higher and more accurate spatial sampling of the studied phenomena.

SAR interferometry is one of the main applications of radar imagery because it fully exploits

the geometric precision of the SAR systems (in the order of the sensor wavelength). The SAR

images are characterized by two kind of information related to the illuminated ground surface,

the amplitude and the phase. The amplitude is related with the mean power returned by each

radar resolution cell. Meanwhile the phase is directly related to the travel distance of the emitted

wave from the sensor to the illuminated ground surface. The principles of interferometry can be

explained as a technique that compares radar images acquired over the same area at different

moments in time and from slightly different point of views. By means of the analysis of the evolu-

tion of the SAR phase signal of the different acquisitions, information regarding the topographical

relief and ground deformation can be extracted. These phase components are superimposed in

the interferometric signal jointly with other unwelcome contributions, the most critical one being

the one due to the variations in the state of the atmosphere during the image acquisition. It is
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very important to detect those unwanted phase artifacts in order to avoid possible errors when in-

terpreting the InSAR data. Nevertheless, SAR interferometry technique has two main drawbacks

that must be understood completely in order to evaluate its limitations:

• The measurements are only relative: The phase information of each resolution cell does

not only contain information about the travel distance. The phase information is also related

to the target’s physical properties and the geometric layout due to the acquisition system.

The isolation of the travel distance information is possible when differentiating the phases

between two passes. The substraction is efficient only if the target properties do not change

and if the observation conditions are amost similars (to have a similar radar construction

phase for each resolution cell [Zeb92, Gat94]). When these conditions are met radar inter-

ferometry is a measure of differences of distances between two acquisitions [Mas93a].

• The phase measurement is ambiguous: The difference of distances measured by the inter-

ferometric signal is only the residual of this double difference modulus the signal wavelength.

Then, phase unwrapping techniques must be applied in order to remove this ambiguity and

to obtain absolute phase measurements [Gol, Pra90a]. However, this can be a very difficult

task, especially when the quality of the interferometric signal is not good.

Finally, in late 1990s and beginning of 2000s, a new InSAR processing technique appeared based

on the multi-image SAR images comparison over stable or coherent scatterers [Usa97, Usa99],

called Persistent Scatterers Interferometry (PSI). The Permanent Scatterer technique was the

first PSI methodology introduced in between 1999 and 2000 [Fer99a, Fer99b, Fer00, Fer01].

It is based on the fact that under certains particulars acquisition conditions, some targets over

the ground surface present a good and stable SAR response or backscattering [Usa97]. Then,

over those particular targets (characterized by a high signal to noise ratio) and by exploiting the

phase comparison over all the available data set the phase contribution due to the different natural

phenomena can be isolated. In other words, the variation of the interferometric phase due to the

topographical relief, the ground deformation and the different atmospheric conditions of each data

take can be estimated.

Almost in parallel, some other PSI techniques appeared which consider different approaches

to the problem of phase information extraction from a stacking of SAR data. Examples include

the Small Baseline Approach Subset (SBAS) technique [Ber02], the Interferometric Point Target

Analysis (IPTA) described in [Wer03], the Coherent Point Target (CPT) approach described in

[Mor01, Mor03], and the PS’s like approach described in [Hoo04] and the one described in [Ada03,

Ada04] performed by the InSAR team of the DLR (German Space Agency). At the same time

Altamira Information [ALT] developed its own PSI processing technique, the Stable Point Network

technique (SPN) [Arn03, Dur03]. It was entirely developed by the company and it is the result

of several years of research. Since 2004, Altamira Information has been exploiting the SPN

technique commercially as well as in research projects within the private and public domains.

During the past years, the SPN technique has been tested in a very large variety of scenarios

and in some cases under very difficult conditions. Therefore the robustness and the flexibility

of the chain is well known, and so are the main limitations and the constrains within the actual

processing work-flow.
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1.2 Main objective

The primary objective of this work is to study and improve the ground deformation estimation

procedures based on Persistent Scatterers Interferometric (PSI) methodologies. The technical

basis of the study is Altamira Information’s PSI technique, the Stable Point Network (SPN) [Arn03,

Dur03]. The improvements of the ground deformation estimates will be corroborated by means

of the terrain validation and data interpretation performed by the Laboratoire Geomatériaux et

Géologie de l’Ingénieur de l’Université de Marne-la-Vallée (UMLV).

One of the main constraints of the PSI methodologies is the need to perform a phase unwrap-

ping. As in classical InSAR, this is one of the most problematic and risky steps when performing

SAR phase measurements. In classical InSAR this is a two dimension problem. The unwrapping

must be done only in space (range and azimuth direction over one interferometric pair). Mean-

while, in PSI this problem is extended to three dimensions (space + time). The bibliography lists

several methodologies to deal with this problem [Gol, Zeb86, Pra90a, Mas93a], each of them with

some particular benefits and drawbacks, always depending on the nature of the studied test case.

In particular, SPN is based on linear ground deformation movement modeling in order to assist

the phase unwrapping step. This procedure has been demonstrated to be a very simple and ro-

bust estimator [Fer01, Mor01]. However, it becomes a big constraint when analyzing long periods

of time and/or with some special ground deformation cases [ESAb], especially when it must be

performed automatically, without human decisions and without any prior information about the test

site.

The main goal of this PhD is to present a solution for the main constraints of SPN in order

to deal with non-linear movements, especially with long time periods of analysis. In addition, the

quality control parameters of the chain will be analyzed and extended in order to increase the

robustness of the estimator and to reduce the human intervention within the processing workflow

steps. The work will be conducted by using simulated as well as real data extracted from several

different test cases. The results will be used in order to illustrate the theoretic explanations and

the enhancements introduced by the new developments.

1.3 Outline of this thesis

This document is divided into five chapters, including this overview and the conclusion. In Chap-

ter 2 the technical background explanations required to understand this work are reviewed. In

particular, the chapter addresses the basic concepts of SAR and SAR interferometry with special

emphasis on the explanation and understanding of the phase measurements. The main SAR

interferometric applications are also reviewed within this chapter, jointly with the steps in order to

illustrate the generation of an interferogram.

In Chapter 3 the key characteristics of the PSI processing methodologies are reviewed. An

extensive analysis of what is a Persistent Scatterers and how they can be detected in SAR images

is presented. The main points of the SPN processing chain are also explained within this chapter.
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Chapter 4 contains the principal work of this thesis. The chapter presents the main technical

improvements upon the SPN methodology which have contributed to enhance the detection and

monitoring of ground deformations. These improvements can be summarized in four main points:

• Enhancements of the automatic coregistration quality control procedure based on a stacking

of SAR images.

• Enhancements of the selection of the final SAR imaging pixels which are considered as

good quality targets in order to give the estimated ground deformation measurements.

• Enhancements in order to increase the robustness, the precision and the quality control of

the current SPN estimation methodology, but also which are very useful for the new one.

• Final and most important point, which gives the main guidelines for detecting possible non-

linear ground deformation movements with SPN by means of practical examples based on

simulated and real data.

Thus, a new automatic procedure is presented in order to enhance the monitoring of non-linear

ground deformations by means of SPN.

The last chapter of this thesis, Chapter 5, summarizes the general results and conclusions

of the presented research, which include a survey of the main limitations of SPN, and the de-

velopment of new procedures to improve the robustness, the processing quality control and the

PS identification. The most significant result of this work is the development of a new estimation

methodology to monitor non-linear ground deformations.
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Chapter 2

Background

Persistent scatterer interferometry is based on conventional synthetic aperture radar interferom-

etry (InSAR). In this chapter the basic principles of SAR, classical InSAR and Differential InSAR

will be explained. Only the information which is strictly necessary for a good comprehension of

the interferometric technique will be given. The main InSAR applications and drawnbacks will be

briefly reviewed at the end of the chapter. An extensive list of references are suggested for further

readings on SAR systems and its applications.

2.1 Synthetic Aperture Radar

In this section the basis of Radar and Synthetic Aperture Radar (SAR) will be introduced and

discussed. Special emphasis will be put regarding the acquisition system and geometry and the

understanding of the signal phase. For further explanation of Radar and in particular of SAR a

lot bibliographic information can be found, as for example [Cum05, Cur91, Ela88, Fra99, Mas08,

Sch93]

2.1.1 Acquisition system and geometry

Spaceborne SARs are active systems on board satellites which illuminate the Earth’s surface with

a series of microwave pulses in a side-looking geometry, as depicted in figure 2.1.1. While the

sensor is moving through its orbital path it transmits microwave pulses at the rate of the Pulse

Repetition Frequency (PRF). The emitted signal interacts with the elements of the Earth’s surface

and part of this energy is backscattered towards the satellite. The echoes from each emitted pulse

are received via the same antenna. Two different scanning mechanism are performed:

• Each transmitted pulse sweeps across the swath (across track or range direction) at the

velocity of c/sinθi. Being c the light velocity and θithe local wave incidence angle (oblique

geometry).

7
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Figure 2.1.1: Illustration of the spaceborne SAR system acquisition geometry.

• Simultaneously the ground surface is scanned in the along track (or azimuth direction) while

the antenna footprint is moving at a rate given by the ground velocity vg (which depends on

the sensor orbit velocity vs, the geometry and the rotation of the Earth).

The time scales of these two scanning mechanisms are very different (of about several orders of

magnitude). Then, it can be considered that they are both mutually independent. It is important

to highlight that the tuning of the PRF is a crucial parameter during the system design as it allows

to assume that each received echo signal is the response to a single transmitted pulse.

By this way, the received echoes are arranged side-by-side resulting in a two dimension data

matrix, as depicted in figure 2.1.2. The range direction is characterized by the radar principle.

The resolution is governed by the duration of the transmitted pulse τP . Meanwhile, in azimuth

the resolution is limited by the antenna footprint size, which is in the order of several kilometers

in azimuth and range. The expressions for the range and the azimuth resolution can be found in

equations 2.1.1 and 2.1.2.

rangeresolution ≈ cτp
2

(2.1.1)

azimuthresolution ≈ Roλ

La
(2.1.2)

where c is the speed of light (∼ 3 · 108m/s), R0 is the slant-range distance ( ∼ 850Km) and λ is

the wavelength (few centimeters for microwave SAR systems). To achieve a good resolution it is

natural to think that it would be desired to emit a pulse of short duration from a sensor with an

antenna of large dimensions. However, in terms of emitted power this is completely inefficient. To

generate a short signal in time a high peak power is required in emission in order to have enough

energy backscattered from the ground echoes. Furthermore, to get a good resolution in azimuth

an antenna of huge dimensions is necessary La, which is physically impossible for on board SAR

spaceborne systems.
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Figure 2.1.2: Illustration of the SAR imaging acquisition matrix formation.

(a) (b)

Figure 2.1.3: a) Example of real part of a chirp signal used by radar systems. b) Resulting of the ideal
matched filtering applied over the signal in (a).

The solution in range is achieved by the use of long duration phase coded pulse, like for

example the chirp function. Those kinds of signals are modulated in frequency, see figure 2.1.3. In

other words, the signal has a frequency modulation (FM) which changes in a linear way with time,

and consequently, their bandwidth is enlarged. In reception, a chirp function can be compressed

to a sinc function by means of correlation with a chirp of the same frequency rate. That operation

produces a narrow signal in time, hence with a large bandwidth in the frequency domain, which

results in an increase of the resolution. This range compression is often the first step performed

in SAR data processing workflow. The range pulse bandwidth is the parameter which have the

major influence in the range resolution.

In azimuth, the increase of resolution is achieved by means of the synthetic aperture technique.

The SAR images are formed by the coherent recording of the echoes, which allows for tracking

the phase history of each scatterer over the extent of the sensor’s trajectory. The exploitation of
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Figure 2.1.4: The principle of synthetic aperture radar. a) During the image formation each ground target is
observed several times while the satellites is moving on its orbit’s trajectory by a wide azimuth beamwidth
related to an antenna length or aperture of La.b) Equivalent antenna of size Ls ≫ Lawhich considers the
length of the sensor path during the time that a target stays within the radar beam. Since the beamwidth
is inversely proportional to the antenna aperture, a synthesized large aperture is equivalent to a narrow
beamwidth (to an improved azimuth resolution).

the signal phase by the subsequent image formation process can be regarded as the synthesis

of an antenna with a larger azimuth extent, hence the term Synthetic Aperture Radar. In figure

2.1.4 the geometry of the principle of the synthetic aperture technique is illustrated. The echoes

of the ground target are recorded by different data takes of the sensor along the orbit (sampled by

the PRF). It means, from slightly different point of views and not only when the antenna swath is

perpendicular to the target’s line of sight with respect to the sensor velocity vector. This originates

an hyperbolic evolution of the range distance between the sensor and the target through the

different data takes, which is known as the target’s Doppler history and is the key parameter for

recovering the target’s azimuth position and resolution.

At the end, as results of the several observations available of the same target the total obser-

vation time (TOBS in figure 2.1.4.a) of the target is increased. Which is equivalent to say that the

target is observed with a largest equivalent antenna. Thus, the synthetic aperture is shown by

Lsin figure 2.1.4.b. It is the length of the sensor path during the time that a target stays within the

radar beam. This length governs the amount of data which is available for processing from a given

target. Then, as the beamwidth (∼resolution) is inversely proportional to the antenna aperture,

if by using signal processing it can synthesized a large aperture, the azimuth resolution can be

improved by synthesizing the equivalent narrow beamwidth.

The ensemble (within a matrix) of the coherently demodulated echo signals is referred as the

SAR raw data, which has a resolution of several kilometers per pixel. The high resolution SAR

image is obtained by means of the compression or the focusing step, performed by means of using

signal processing techniques over the raw data. Only then, the resolution increases up to some

few meters. In order to compress the data in range direction the signal must be correlated with a

replica of the emitted chirp. Meanwhile in azimuth direction the Doppler history of each target is

exploited in order to sum coherently all the recorded complex samples of the same target. The

azimuth focusing should account for the hyperbolic evolution of the azimuth phase in order to align

the raw samples before the coherent summation. Figure 2.1.5shows an example of SAR raw data

before and after the focusing. For visualization purposes only the amplitude is presented. It can

be observed that the raw data (left image on figure 2.1.5) is blurred, it is almost impossible to

identify anything. After the focusing step, (right image on figure 2.1.5) the image becomes sharp,

it is possible to identify different structures, textures and roughness due to the different ground

reflexion mechanisms. The final image resolutions are governed by the formulas 2.1.3 and 2.1.4.
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(a) (b) (c)

Figure 2.1.5: Illustration example of focusing SAR data with ENVISAT. a) amplitude of a level 0 image. The
energy of the targets is spread over an area of several samples in the 2-D. b) amplitude of the 1-D range
focused images. The targets are focused in range but still spread in azimuth. c) amplitude of the 1-D range +
1-D azimuth focused image. Finally the energy of the targets is concentrated into their properly slant-range
position. This is the final level 1 detected product with the finest resolution achievable.

rangeresolution =
c

2Bp
(2.1.3)

azimuthresolution =
La

2
(2.1.4)

As it can be noticed in the formula 2.1.3 the final image resolution is related to the final pulse

bandwidth (BP ) achieved after the range de-chirping. Thanks to the use of chirp signals a large

bandwidth signal can be obtained resulting in a range resolution of the order of few meters. TIn

azimuth direction the achieved resolution (after the compression) depends only on the size of the

SAR antenna, as it can be noticed in equation 2.1.4.

As numerical example, for the C-band ENVISAT case, with an antenna size of about 10 meters

and a pulse bandwidth of about 16 MHz the resulting azimuth and range resolution are of about 5

per 9 meters approximately. For the X-band TerraSAR-X German sensor which have an antenna

size of 5 meters and a pulse bandwidth of 150 MHz the resulting image resolutions are of about

2.5 and 1 meters, in azimuth and slant-range respectively. However, higher resolution can be

achieved with other satellite modes such as the spotlight mode (TerraSAR-X, Cosmo-Skymed,

Radarsat-2) with up to 1 meter of azimuth resolution (or even less) at the cost of swath width

reduction [Sue02].

After the focusing, a complex image is obtained with the SAR response of the ground for

each slant-range resolution cell. The amplitude of this signal is directly related with the SAR

backscattering of the ground. The higher the amplitude is the higher the total amount of power

reflected from the ground. Meanwhile, the phase of the signal is mainly related with the distance

covered by the wave when travelling from the sensor to the ground and backwards.

2.1.1.1 Image Doppler centroid

Ideally, the closest point of approach of the radar to the ground point target is in the middle of

the area illuminated by the antenna. In reality, this condition is not fully accomplished for any of

the spaceborne SAR missions. Typically, the attitude of the instrument is controlled in order to
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Figure 2.1.6: Illustration scheme of a backward antenna off-pointing. The squint angle ψ is defined within
the plane given by the satellite flight direction vector

−→
Vs and the point target on ground P.

minimize the deviation from the perpendicular pointing direction, which is done in adaptive way

depending on the its position along the orbit. Hence, it can be found always an offset between

the azimuth antenna diagram mid-plane (when the ground target is seen with the maximum gain

of the azimuth antenna pattern) and the zero Doppler plane (when the target’s range vector is

perpendicular to the satellite flight direction), see figure 2.1.6.

The antenna pointing to the target is in correspondence with the maximum gain offered by the

antenna diagram, that is the mid-plane of the antenna diagram at t0 + tc in figure 2.1.6. The zero

Doppler plane at t0 + tc is also highlighted in figure 2.1.6, where all the point targets which are at

closest approach at that azimuth time are located. This zero Doppler plane is orthogonal to the

sensor velocity vector
−→
Vs. Hence, the angle between the sensor to target line at mid-plane of the

azimuth antenna pattern and the zero Doppler plane is defined as the squint angle ψ. Thus, the

beam center time and the Doppler centroid are given by equation 2.1.5[Coo67, Sch93].

tc =
R0

‖Vs‖ · tanψ

fDC = − 2‖Vs‖
λ · sinψ

(2.1.5)

Aforementioned, the squint angle varies in function of the attitude of the spacecraft. It mainly

depends on two of the three attitude angle, the yaw and the pitch. Their relative influence varies in

function of the incidence angle (see figure 2.1.8) and in consequence the squint angle will change

in range, see [Sch93, Mas08] for further details. In consequence, the squint angle characterizes

the image acquisition geometry and also its spectral support. As it was stated in equation 2.1.5

a squint angle is translated into a shift in the location of the targets in the azimuth direction and

into a mean Doppler centroid frequency which is not equal zero. In azimuth direction the image

spectrum is centered around the zero Doppler frequency or the mean Doppler centroid value.

Hence, in case of different squint angles the spectrum support of those acquisitions will be shifted

resulting in non-overlapping frequential bands in extreme cases when comparing repeat passes,

see figure 2.1.7. Thus, it is a very important image acquisition parameter that should be known.

Although the image Doppler centroid can be computed from the sensor attitude, the obtained
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(a) (b)

Figure 2.1.7: Doppler azimuth spectrum of two SAR images. a) case of an almost zero mean Doppler (-0.05
cycles). b) case of non-zero Doppler centroid (-0.45 cycles).

(a) (b)

Figure 2.1.8: Side-looking observation geometry of the spaceborne SAR systems. The sampling is per-
formed in the slant-range direction which is defined by the elevation angle θ of the antenna. This vector
incides the ground in an oblique way defined by the local incidence angle α, which would depend also on the
local topography. In case of flat Earth (a) the incidence angle and the elevation angle are the same. In case
of topography there could be found large variations between these two values.

accuracy is often not sufficient for SAR data processing. Usually this parameters is estimated

from the SAR image data itself before the SAR focusing.

2.1.1.2 SAR image distortions

As it was explained before, the spaceborne SAR systems send microwave pulses to the Earth’s

surface and receive the echoes. This is done in the range direction which is perpendicular to

the flight direction of the sensor (and looking right generally). This range direction is oblique

considering the Earth’s surface and it is defined by the elevation angle of the antenna, see figure

2.1.8.

Thus, the echoes coming from the ground objects are distinguished between them thanks to

this oblique geometry. Therefore, two objects at an identical range distance to the sensor are

indistinguishable, even though they are at different places and with a different height on ground.

This is the main reason why these kind of radars cannot look directly down to the ground. As the
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(a) (b) (c)

Figure 2.1.9: Main SAR geometric distorsions. a) foreshortening. b) layover. c) shadow.

sensor is side-looking, the objects in the ground (defined by its distance to the nadir of the radar,

see figure 2.1.8) are arranged as function of their range from the radar.

However, this side-looking geometry has some important disadvantages which arise in case

of abrupt terrain. As result, SAR images present geometric distortions which must be perfectly

understood. Those geometric artifacts affect their measurements, making them imposible in some

cases. They can be classified into three.

The foreshortening

It appears in the SAR images when the radar samples a topographic relief. As a result of the

oblique geometry of the acquisition system the slopes of the hills oriented towards the satellite

(A-B in figure 2.1.9.a) are compressed (A’-B’ in figure 2.1.9.a) while the slopes oriented away from

the satellite (B-C in figure 2.1.9.a) are expanded (B’-C’ in figure 2.1.9.a) in SAR geometry, see

figure 2.1.9.a. It means, the slopes in the front side of the hills are sampled with less pixels than

the one oriented on the back side.

All the ground features thus appear to be tilted towards the satellite. The slopes facing the

radar appears compressed and brighter due to the accumulation of ground reflections within the

same resolution cell. Any phenomena occuring on this slope will be poorly sampled. In extreme

cases, this accumulation of ground reflections from very different areas can result into an aliasing

of the signal, making impossible the exploitation of the SAR measurements.

Foreshortening can be corrected under (a visual point of view) with the use of a DEM during

the step of geocoding, see chapter 2.2.5.9. The appropiate geometry the slopes can be recovered

by means of using interpolation procedures over the SAR amplitude once it has been projected

into ground geometry.

Layover

It is an extreme case of foreshortening. It appears when the incidence angle is smaller than

the angle given by the local slope, especially in case of very steep slopes oriented towards the

satellite. In that cases tops of mountains, closer to the radar, are sampled before than their basis,

see figure 2.1.9.b. This results in extremely severe image distortion as the slopes in SAR images

are inverted. See how the points A and B in ground geometry are sorted in an inverse way in

slant-range geometry (B’ and then A’) in figure 2.1.9.b.

Layover cannot be corrected. The signal is completely lost because of the aliasing and the

SAR measurements cannot be exploited.
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Shadow

It appear in steep slopes that do not face the satellite. In such cases there are ground areas

which are not illuminated by the radar wave, see figure 2.1.9.c. As result, there is no returned

signal coming from those ground terrain regions and no measurements are possible. Those areas

appear with a very low amplitude level within the radar images since no backscattered signal is

received. Thus, the ground regions between the points B and D are not illuminated by the radar

wave in figure 2.1.9.c. Hence, the radar samples compressed between B’ and D’ will present a

very low amplitude level in SAR image.

2.1.2 The phase of the SAR signal

In general, the phase value detected by a radar imaging system is the measure of the phase

difference between the emitted and the received electromagnetic wave. This magnitude is related

basically to three main contributions [Arn97]:

• The travel phase : related to the distance between the antenna and the illuminated object

• The reflection phase : related to the electromagnetic interaction between the wave and the

object

• The construction phase : related to the accumulated phase that arrives to the radar within

every resolution cell and that is treated as a unique and single reflected echo signal

The recorded phase depends directly on the complex backscattering coefficient of the illuminated

surface. It characterizes completely the electromagnetic behavior of the observed ground terrain .

In consequence, it could be used for example in order to segmentate and to identify different kinds

of terrain and/or land use. The capacity of measuring distance by the signal phase is also a very

interesting magnitude. The possibility of detecting very small variations of this distance (below

the signal wavelength) make this instrument very useful for monitoring changes in the position

of the illuminated object. However, this measure is not straightforward for each single object of

the ground because the basic unit of measure of the imaging radars (resolution cell ~ pixel) is

very large in comparison with the used wavelength. Thus, for every pixel what is measured is the

contribution of several single targets. This total signal is obtained based on the coherent addition

of the returned echoes coming from every target on the ground and which slant-range position

lies within the same resolution cell. The power of every echo is governed by the backscattering

coefficient of every single scatterer. Hence, it is defined as the construction phase of the pixel.

This principle is the responsible of the radiometric pixel noise or “speckle”.

2.1.2.1 The travel phase

It is directly related to the physical distance between the sensor (which emits the electromagnetic

wave) and the target on ground (where the wave impacts). Then, it is a purely geometric measure

see figure 2.1.10,.

ϕSAR =
2 · π
λ/2

·R (2.1.6)
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Figure 2.1.10: Illustration of the travel phase detected by the radar.

(a) (b)

Figure 2.1.11: ENVISAT multilooked interferograms with independent acquisitions and without sensitivity to
the local topography. The interferogram in (a) is presenting strong atmospheric artifacts. The variability of
the phase values in space is very high, there is a lot of fluctuations between 0 and 2π radians. The phase
presented in (b) is not so fluctuating. The atmospheric affectation is not so strong as in (a).

In case of having a unique target, plus a constant wavelength and invariant atmospheric con-

ditions, the measure of the phase will be always the same if the object remains at the same place.

In real cases there are a lot of elements reflecting the signal within the resolution cell. It could be

said that the measure is related to the mean distance between a large amount of targets and the

sensor. The response of the whole target can be understood as only one unique center of phase

that falls at some place within the pixel.

However, this phase measure related to the physical distance could be corrupted. During this

travel the electromagnetic wave is crossing several layers of the earth’s atmosphere. In function

of the wavelength this layers will introduce non-homogeneous delays which will be accumulated

during the two way travel distance. Further details will be given regarding the impact of the

atmospheric artifact on the SAR phase in future chapters. The main constrain is that it is a non-

stationary and an unpredictable effect. Each SAR acquisition will have a different atmospheric

artifacts which could be more or less important depending on the particular conditions of the

atmospheric layers at the acquisition time, see figure 2.1.11 for an example.
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Figure 2.1.12: Different penetration of the radar signal can occur in function of the observed terrain nature
and the wavelength.

2.1.2.2 The reflection phase

It is directly related to the dielectric properties of the object which is being illuminated by the wave,

known as the backscattering coefficient of the object. This backscattering coefficient mainly de-

pends on the nature of the material constituting the object, the local incidence angle, the wave-

length, the polarization and the environmental conditions [Sch93].

In practice, it is very difficult to measure the backscattering coefficient of a single object be-

cause echoes coming from many different objects on ground are merged within a resolution cell.

In addition, the reflection of the wave is not always specular. There could be found reflections

at different levels as in function of the wavelength the wave can penetrate into the materials in

a different way. In general, signals with large wavelengths can penetrate more than the shorter

ones. For example, as it is illustrated in figure 2.1.12, for the same area one can have different

backscattering when a L-band, C-band or X-band SAR system is used just because the wave

comes from reflection of different layers while the earth’s surface still the same.

In general, the observed surface can be interpreted as the volumetric repartition of the elemen-

tary targets with variable backscattering coefficient for each one. The SAR imaging is detecting

the coherent addition of each of the targets placed within the same radar resolution cell. Then,

the construction phase will disturb the measure of the real coherent backscattering coefficient of

single objects presented on the scene.

2.1.2.3 The construction phase

It could be defined as a mean that describes the geometric distribution of the single targets on

ground and the sensor. It is the resulting phase for each slant-range resolution cell due to the

coherent addition of the echoes of all the elementary reflecting elements that lies within. It is the

responsible of the apparent random behavior of the phase and it is impossible to model and/or to

predict. It is important to notice that it is a phase measurement which does not exist physically. It

has the origin on the spatial sampling that the radar performs over the ground surface.
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Figure 2.1.13: Every single object presented on the ground surface contributes in a coherent way in the final
phase value detected by this slant-range resolution cell. The contribution of every elementary reflector is
characterized by its backscattering coefficient and by its distance to the satellite.

This is illustrated in figure 2.1.13 by means of an example. In the presented radar pixel in

figure 2.1.13 five single reflectors characterized under an electromagnetic point of view by their

backscattering coefficient σi (coherent magnitude ⇒ reflection phase). Under a geometric point

of view the phase for every single target is characterized by the physical distance between the

sensor and the position of every single reflector on ground Ri. Then, the final measure for this

slant-range pixel will be the resulting coherent addition of all the echoes returned by every single

elementary reflector, see equation 2.1.7.

Spixel =
∑

i

σi · ej2π
Ri
λ/2 (2.1.7)

The distribution of the single targets within the resolution cell is completely random. Consider-

ing that the size of the pixel (in the order of few meters) is larger than the signal wavelength (in the

order of few centimeters) there is no way to know if the echoes of each single target are added

in a constructive or in a destructive way. It must be considered that the phase signal is wrapped

modulus half a wavelength, see figure 2.1.14.

In consequence the echo signal which arrives to the sensor is not directly related with the

nature of the terrain. In a extreme situation, there could be found two single targets within the

same pixel and presenting a strong backscattering coefficient, but which contributions are added

in an opposite way in phase due to geometric reasons leading to a signal loss. This is the origin

of the speckle or fluctuation of the amplitude of the SAR images [Bec63]. Due to this effect

an homogeneous surface will appear in the SAR amplitude with a textures or with roughness in

function of the random addition of the elementary single reflectors that are contained within every

pixel, see figure 2.1.15 for an example of speckle perturbation on SAR images.

However, for a random position of the single reflectors on ground and for two consecutive ac-

quisitions in time this SAR roughness (or speckle) should be maintained (if we consider that no

physic modification has occurred on the objects). In other words, the construction phase should

be the same as the geometry of acquisition between the sensor and the elementary targets on

ground is kept. Then, by means of this phase difference between a repeat pass it is possible to
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Figure 2.1.14: Each single target will contribute to the final measured pixel radar response in a different way.
Every single element has its own coherent backscattering coefficient. The size of the arrow represent the
returned power and the orientation the phase offset. In consequence, the final measurement will be lead by
the coherent addition of all these vectors (wide black arrow on the image on top).

(a) (b)

Figure 2.1.15: Example of ENVISAT amplitude image at multilook 1x1 with (a) and without speckle (b).

have access to the reflection and the travel phase. This is in fact the principles of radar interfer-

ometry.

2.2 SAR interferometry

SAR interferometry (InSAR) is a signal processing technique. It uses two different SAR acqui-

sitions of the same ground surface from slightly different point of views to create an image of

the phase differences. This phase difference is known as the interferogram or the interferometric

phase [Gra74].
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Figure 2.2.1: Geometric approach of an interferometric data pair from [Bam98].

It is desired that the two acquisitions have been taken from more or less the same orbital

position. In other words, with the same view angle, approximately the same slant-range distance

and at the same time of the day, see figure 2.2.1. Under this constrains the construction phase

(see section 2.1.2.3) and the reflection phase (see section 2.1.2.2) will be the same for both

images pixel by pixel. In consequence, it can be assumed that the phase difference between

the two single acquisitions is a measure directly related to the travel phase (see section 2.1.2.1)

difference, see equation 2.2.1. This phase relationship is extremely important as it determines the

capacity of the InSAR technique to detect small variations of this range position of the scatterers

on ground in repeat passes.

φima1 = φtravel1 + φreflec + φconstruc (2.2.1)

φima2 = φtravel2 + φreflec + φconstruc

φinterf = φima1 − φima2 = φtravel1 − φtravel2

2.2.1 Phase stability conditions

In general, there are two important parameters which determines the quality of the interferogram.

The difference between the two data takes, under a geometric point of view, and the time sepa-

ration of the two acquisitions. The main geometric parameter that characterize the interferogram

is the perpendicular baseline, BT in figure 2.2.1. This parameter defines how different the ground

surface is sampled considering both data takes. If the baseline is very large the two wave’s in-

cidence angles will be very different and in consequence the construction phase of the resulting
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pixel will not remain the same from one acquisition to the other, resulting in an increaseed noise

level in the detection of the travel phase.

The same phenomenon occurs with the time separation. If the two acquisitions are taken

at two separated epochs, the nature of the ground surface could change (for example, water

surfaces decorrelate within tens of milliseconds) and will show no coherence in a repeat pass

interferogram. Forests tend to decorrelate due to movement of leaves and branches. Of course,

man-made changes such as ploughing of an agricultural area completely destroy coherence. In

consequence the reflection phase will change resulting again in an increase of the noise level in

the equation 2.2.1. Even if the two acquisitions are taken at different times of the same day it

could be found changes in the reflection phase due to possible differences on the temperature,

the soil moisture and the atmospheric conditions.

Thus, under the stationary conditions explained above it can be written the expression for the

interferogram as the Hermitian product of the two complex magnitudes coming from the two SAR

signals as:

Psar1 = Asar1 · ejφsar1 (2.2.2)

Psar2 = Asar2 · ejφsar2

Pint = Psar1 · conjugate(Psar2) = Asar1 ·Asar2 · ejφsar1−φsar2

Then, considering the equation 2.2.1 the final interferometric phase value can be expressed

as:

φint = φsar1 − φsar2 =
2π
λ/2

· (R1 −R2) =
4π

λ
· △R (2.2.3)

As it can be noticed in equation 2.2.3 the interferometric phase can be directly related with the

difference of slant-range distance between one acquisition and the other, see also figure2.2.1. It

can be said that the main objective of the SAR interferometry is the detection of this slant-range

change of distance between acquisitions.

The main problem is that this phase magnitude is wrapped module 2π. As it can be observed

in figure 2.2.2 the interferometric phase is estimated by means of the arc-tangent of the resulting

Hermitian product of two complex magnitudes. In consequence, this estimated value is contained

between [−π, π]. This phase wrapping will occur each time the slant-range difference is higher

than half a wavelength (in the order of few centimeters for spaceborne systems). Therefore, the

interferometric phase is extremely sensitive to the slant-range change of distances in a relative

way. In order to have absolute measurements the phase should be unwrapped. In other words, the

absolute phase measurement, in terms of multiples of 2π, should be recovered. This is performed

by means of the phase unwrapping techniques which will be further explained in what follows.
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2.2.2 Estimation of the interferometric phase quality

With all the stated above it is important to measure the quality of the interferometric phase. For

this purposes it is used the interferometric coherence, which is defined mathematically as the

amplitude of the complex correlation coefficient of the two signals, see equation 2.2.4 [Arn03,

Bam98].

γ =
E {Psar1P

∗
sar2}√

E
{
|Psar1|2

}
E
{
|Psar2|2

} (2.2.4)

where E{·} is the expected value or mean operator. In practice, expression 2.2.4 is usually ap-

proximated by the average operator on a finite number of samples [Bam98]. Then, interferometric

coherence is estimated by means of the equation 2.2.5.

γ̂ =
|
∑
Psar1P

∗
sar2|√∑ |Psar1|2

∑ |Psar2|2
(2.2.5)

where the summations are performed over a number of pixels within a window. The interfero-

metric coherence has a value comprised between 0 and 1. As the correlation, it gives a measure

of the similarity of the information in the two images. A coherence value equal to 1 indicates

that the ground properties are identical in the two images, i.e. that the signal comes from the

backscattering sources in the same conditions. A zero value indicates on the contrary that the

two signals are completely different. Their interferometric combination is completely decorrelated

and it can not be exploited, see figure 2.2.2 for an example.

An important parameter to be defined in the computation of the coherence is the number

of elements to consider for the summation. The size of the window must be neither too small,

otherwise the computed value would be too unstable and therefore statistically meaningless, nor

too large because it can cause loss of details [Bam98]. Typically, those values are of about 2 x

10 or 3 x 15 pixels for ENVISAT images because it represents a sufficient number of samples

for the statistical estimation of the coherence while keeping the spatial resolution in the detection

of details. It is important to notice the ratio 1 : 5 in the selection of the size of the boxcar, this

value makes the resulting image with a uniform spatial resolution for ENVISAT case in azimuth

and range, leading to square pixels.

2.2.3 Sources of decorrelation

Decrease of the coherence in SAR interferometry can be caused by several effects. Temporal

decorrelation is typically one of the major causes. The fact that SAR interferometry is based on

repeat pass (images are taken at different epochs) leads to one of the major drawbacks, namely

the temporal decorrelation [Zeb92]. It is very difficult to keep the same backscattering properties

of the ground in repeat passes, as vegetation growth, climatic changes and the human presence

cause all kinds of modifications in the land cover. Although, there are other imaging process that

cause a loss of coherence [Zeb92, Bam98]:
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(a) (b)

(c) (d)

Figure 2.2.2: Example of very coherent and partially incoherent interferograms. In (a) and (c) interferometric
phase and coherence detected for a very coherent interferogram (with a reduced time separation and per-
pendicular baseline). In (b) and (d) interferometric phase and coherence detected for the ground area for
a not so coherent data pair (with a moderate large time separation and perpendicular baseline). ENVISAT
images were used with a multilook of 10x2 samples in azimuth and range respectively.
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• Thermal noise from the instruments

• Data processing errors

• Geometric decorrelation

Then, the interferometric coherence can be expressed in a simplified form in function of these

effects as:

γ = γSNR · γgeometric · γtemporal (2.2.6)

the terms of equation 2.2.6 have a magnitude of less than unity and contribute to the final

phase noise. γSNR accounts for the decorrelation noise introduced by thermal noise added by

the instrument during the data take as well as for the noise introduced during the different steps

of the data processing. The term γgeometricdescribes the decorrelation caused by the fact that

the two SAR signal have been taken from different points of view. That term accounts in general

for both the surface and the volumetric scattering decorrelation mechanism from the scene. This

term varies according to the geometrical conditions of the two acquisitions, the carrier frequency

used by the imaging system and the land cover of the ground surface. Usually, large baseline

is translated into higher loss of coherence. Finally, the term γtemporal accounts for the temporal

scene coherence as the two SAR images have been acquired at different times, between the

scatterers which may have changed.

2.2.3.1 Geometric decorrelation

Jointly with the temporal decorrelation it is one the major causes of decorrelation in SAR interfer-

ometry. It appears by the fact that the two acquisitions have a slightly different points of view of the

same ground surface. Although, the geometry and the land cover of the observed ground terrain

also have an influence on this decorrelation term. The spectral shift has the main contribution to

this term. Other effects, as the ground characteristics, the volumetric scattering mechanism and

the surface decorrelation, also contribute to the geometric decorrelation [Bam98].

Spectral shift

In the frequency domain, the radar imaging can be understood as a bandpass system with a

limited bandwidth. The central frequency as well as the width of the filter are determined by the

specification of the instrument and the acquisition geometry. Then, the spectral shift in repeat

pass appears by the fact that the radar imaging performs a sampling of the ground frequencies

based on this limited bandwidth filtering from two different points of view, see figure 2.2.3.

The amount of spectral shift is determined by the equation 2.2.7[Gat94].

△fR =
2BT

λR0tan(θ − α)
(2.2.7)

where BT is the perpendicular baseline. λ is the sensor wavelength. R0 the slant-range

distance. θ is the wave incidence angle and α is the terrain slope. This effect can be explained
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Figure 2.2.3: Ground terrain frequencies projected to the SAR slant-range frequency axis. This ground
frequencies appear shifted when comparing the two acquisitions. The SAR system acts in the frequency
domain as a bandpass filter determined by the range sampling frequency of the instrument.

Figure 2.2.4: Geometric interpretation of the spectral shift. As result of the geometric sampling performed
from two different point of views a ground frequency fy is sampled to two different slant-range frequency
positions in function of the wave incidence angle fy/sinθinc. Graphic courtesy of [Bam98]

geometrically by figure 2.2.4. Each ground range frequency component is sampled into the SAR

signal frequency domain according to the sinus of the local incidence angle, which is different

considering the two different points of view of the acquisitions in figure 2.2.4. In that case, the

range signal bandwidth contains different ground range frequencies for the two acquisitions. The

interferometric information is thus located only in the overlapped part of the spectrum. The non-

common spectral components decrease the interferometric SNR, and in consequence should be

filtered.

Thus, interferometry will be possible only in case of overlapping of the ground frequencies
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Figure 2.2.5: Schematic representation of the interferometric information in the frequency domain. In case
of non-common band interferometry is not possible.

observed by the range spectrum of the two acquisitions. It is impossible to have an interferometric

image between two range spectrums that are not representative of the same spread of terrain

frequencies, see figure 2.2.5.

In other words, if the spectral shift between both spectrum △fR is larger than the range system

bandwidth FS , given by the range sampling frequency, then there will not exist common band. As

it can be noticed in equation 2.2.7, the spectral shift is directly related with the perpendicular

baseline, hence to the different acquisition geometries between both images. Therefore, the

maximum baseline for which interferometry can be performed is determined by the equation 2.2.8,

it is named critical baseline [Arn03].

BT,critical =
λR0tan(θ − α)

2PixelD
(2.2.8)

being λ the wavelength. R0the slant-range nominal distance. θ is the wave incidence angle

and α is the terrain slope. PixelD the size of the pixel in range direction. For example, the

critical perpendicular baseline for the ENVISAT case is approximately 1.1 Km, meanwhile for the

high resolution TerraSAR-X sensor is of about 1.8 Km, in both cases considering a flat terrain

(α = 0). It is important to notice the effect of the topographic relief on the spectral shift. For a

given baseline, a step terrain slope (α) can increase the final amount of spectral separation or

vice versa.

Finally, the degradation of interferometric coherence can be quantified by the equation 2.2.9,

in function of the acquisition system parameters and the used baseline value.

γbaseline = 1− BT

BT,critical
for BT ≤ BT,critical (2.2.9)
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Volume and surface scattering

The effect of scattering in function of the volume on the interferometric correlation will be noticed

when objects of different heights are located within the same slant-range resolution cell. Then,

there could be found the situation that depending on the volume of the objects different levels of

penetration of the incident wave could be given in function of the particular incidence angle of the

repeat passes. Hence, when the ground objects have a backscattering coefficient which depends

on the vertical penetration of the wave the returned construction phase as well as the reflection

phase of those pixels will be complete different in the repeat passes. This is translated directly

into a decrease of the coherence.

In case of pure surface scattering and considering the angle induced by the terrain topographic

slope changes in the backscattering coefficient of a pixel can be observed as well. Obviously, the

different look angles of the two SAR images, even if BT = 0, have the effect of decorrelating the

signals. The physical reason is that the resulting coherent sum of contributions from the individual

elements within a resolution cell on ground varies with the incidence angle.

2.2.4 Phase unwrapping

As it has been previously explained the interferometric phase is an ambiguous value, by an integer

multiple k of 2π. In order to properly exploit the capacity of measure fine increments of the range

distance between repeat passes this ambiguity must be resolved. Then, the unwrapped phase

can be defined by means of equation 2.2.10.

φunwrapped = φwrapped + 2π · k where φwrapped ∈ [−π, π) (2.2.10)

The art of recovery this integer number or to reconstruct the absolute phase measurement

is the phase unwrapping step. Strictly speaking, phase unwrapping is an impossible problem

because an unwrapped phase array (the original one) necessarily contains information that is

not available in the corresponding wrapped phase. Effectively, with an ambiguous wrapped phase

there is no way to determine which of the many possible integers multiple solutions of 2π is correct.

Then, all methodologies rely on at least some assumptions, the most basic and common is that

the Nyquist criterion is met, at least over more or less large areas of the image. In other words,

it is assumed that the spatial sampling is high enough in most parts of the interferogram. Thus, it

can be said that the true unwrapped phase values of neighboring pixels has an absolute phase

difference below one half cycle (π radians).

Thus, the key point in phase unwrapping lies not in directly finding an estimate of the real un-

wrapped phase values themselves, but in estimating the unwrapped phase differences between

them. This is in agreement with the fundamental premise of phase unwrapping, that under ap-

propriate conditions, an accurate estimate of the unwrapped solution can be performed from the

relationships between neighboring phase pixels. Effectively, if this difference between the wrapped

phase values is less than half a cycle in absolute value, then the true unwrapped phase differ-

ences are equal to the observed wrapped phase differences. However, when this assumption fails

the results contain serious errors.

Where the data is sampled adequately the unwrapped phase gradients equal the observed

wrapped gradients and the unwrapped estimate can be readily obtained by means of the inte-
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Figure 2.2.6: Path integration should not cross any phase discontinuity in order to avoid unwrapping errors.
Following the path in the image on left the unwrapped phase will be properly recovered. In case of crossing
a phase jump (or discontinuity), like in the image on right, the recovered phase will have aliasing.

gration of those estimated gradients. The difficulty of phase unwrapping resides in the fact that

usually the interferogram contains gradients that exceed one half cycle in magnitude. This is due

to a loss of coherence (noise) and/or insufficient sampling of the observed phenomena (presence

of fast ground movements). Those high gradients create phase discontinuities in the interfero-

metric image. Another key task of the phase unwrapping algorithm is then to identify and handle

properly these phase discontinuities.

Almost all classical phase unwrapping algorithms are based on two main steps. First, an

estimation of the phase gradients of the unwrapped phase based on the wrapped phase (input)

is performed. Secondly, this estimate is integrated either via one-dimensional summation or by

a two-dimensional integration where weighting according to the reliability of gradient estimates

can be optionally used. Some of them are listed below. An example of wrapped and unwrapped

interferometric phase can be found in figure 2.3.1.

2.2.4.1 Residue-cut algorithm methods

These family of methodologies estimate the phase gradients of the unwrapped phase directly from

the wrapped phased and then they integrate these values sequentially by means of some two-

dimensional path in the interferogram. These kind of algorithms perform a previous estimation of

the ghosts lines or phase discontinuities in order to exclude them from the integration path [Gol]

or to use them to correct the phase differences along the detected phase residues by adding

integer multiples of 2π [Cos96, Fly97] before the integration, see figure 2.2.6 for an illustration of

the problem.

An interesting property of these kind of methodologies is that the unwrapped phase is consis-

tent (or congruent) with the wrapped phase. It means that they differ only by an integer number

(one multiple of 2π) of one full phase cycle. Then, all the complications appear on finding the

phase discontinuities, or in other words, in properly estimating the phase gradient of the un-

wrapped phase.

2.2.4.2 Least squares estimation techniques

Like the residue-cut algorithms, least squares ones are based on the assumption that the ob-

served wrapped phase is correctly sampled nearly everywhere. Then, instead of performing an
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integration of the gradient estimates along some determined paths, a computation of the un-

wrapped solution is performed based on a minimization of the total squared departure of the

estimated unwrapped gradients from their wrapped counterparts. This minimization is performed

globally, simultaneously over the whole image. It is very interesting to balance the equations

with some kind of weight based on the interferometric coherence or the variance of the estimated

phase gradient [Pri96][Ghi94, Hun79].

In the least square problem formulation no gradients are explicitly disregarded as it is done

in the residue-cut algorithm. So least square unwrapped estimate is usually very smooth (spa-

tially) and generally not congruent with the wrapped input phase. Thus, despite these kind of

methodologies are very efficient and mathematically elegant they often give disappointing results

in practice. However, they obtain always a complete solution for the whole image which in some

cases constitutes a good compromise.

2.2.4.3 Other algorithms

The two kinds of phase unwrapping algorithms briefly introduced above are the most popular

and classical ones. However, it exists other methodologies based on different approaches. The

existing diversity illustrates the open-ended nature of the phase unwrapping problem.

In case of high coherence interferograms, region growing phase unwrapping techniques have

proven to give very good results [Rei97, Xu96]. These kinds of algorithms try to identify regions

of high quality and to unwrap them individually. Finally these reliable and isolated areas of un-

wrapped phase are merged between them in order to have the same reference.

Another very elegant approach is the one based on Kalman filters [Kra96]. By means of this

filtering technique, based on the statistic of the observed gradients of the wrapped phase, it is

performed a reliable estimation of the local interferometric frequency and an integration of this

value in order to obtain a prediction of the unwrapped phase value.

Multiresolution frequency estimators combined with least squares achieve asymptotically un-

biased slope reconstruction [Dav96]. They work locally in an adaptive way based on the interfer-

ogram quality and adjusting the achieved planimetric resolution.

2.2.5 SAR interferometry processing steps

Under a practical point of view the performances of the interferometric processing is divided into

several steps. There are a lot of interferometric tools available in the market, which share more

or less the same principles. All the interferometric processing within this PhD has been done with

DIAPASON software [CNE98], developed by the French Space Agency (CNES) and maintained

and upgraded by the company Altamira-information, S.L [ALT]. In figure 2.2.7 the main steps of

DIAPASON’s software are presented as illustration of the practical procedure required to perform

an interferogram. However, this architecture can be extrapolated to rest of interferometric chains.
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Figure 2.2.7: Main steps for the performance of an interferometric processing. Based on DIAPASON.
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2.2.5.1 Data extraction

The input data must be always an interferometric SAR data pair, in level 0 (RAW) or in level 1

(SLC). Whatever the case this data must be extracted from the delivered product and put it into

a binary file with (setting a particular format). Furthermore, other additional information neces-

sary for the rest of the processing must be extracted from the product annotations such as orbit

ephemeris, image timing information and satellite acquisition frequencies. All these product an-

notations are decoded usually in ASCII files forming an image descriptor which defines the main

characteristics of the SAR data.

2.2.5.2 SAR focusing

In case of level 0 the RAW data must be compressed or focused by means of the SAR synthesis

step in order to obtain a level 1 (or SLC) data.. The focusing step is the responsible of converting

the raw data to a complex (I+Q) image with an improved resolution (the nominal one considering

the used satellite mode). Previous to the image focusing some important processing parameters

such as the azimuth FM rate and the azimuth Doppler centroid value must be estimated care-

fully for each acquisition, which can be done based on the data itself or based on the product

annotation information, achieving in the first case a better accuracy.

2.2.5.3 Generation of a descriptor of the illuminated ground surface

It is necessary to describe the ground terrain which covers the area illuminated by the swath of

the satellite. This could be done by means of a descriptor file, which specifies the corners of the

Area Of Interest (AOI) and a geodetic model of the earth surface. This earth model will be use to

remove the interferometric flat earth fringes (to obtain an InSAR). In case of availability of a Digital

Elevation Model (DEM) of the AOI it could be used also to improve the compensation of the flat

earth fringes from the interferogram by removing the fringes due to the ground topography. In that

case the final product will be a differential interferogram (DInSAR).

2.2.5.4 Correction of the product annotation timings

The SLC is a raster file which contains information about the SAR reflectivity of the illuminated

ground surface in slant-range coordinates (sensor geometry). The acquisition starting time and

the near range for the first sample of the raster file is given within the product annotation param-

eters. These times are used to relate every SAR sample with its correspondent ground position,

when compensating the flat earth fringes in the interferogram and when projecting the SAR mea-

surements to ground coordinates. Usually these timing annotations are not accurate enough in

order to guarantee a precise geocoding of the products.

This correction is performed by means of the cross-correlation of the SAR amplitude of the

master image with a simulated SAR reflectivity based on the DEM. This simulated reflectivity

image is obtained as function of the available topographic information of the ground (given by the

DEM), the sensor and the image mode characteristics and its orientation (given by the orbit state
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vectors). The correlation detects thus the shifts between both geometries (which are a constant

value in range and azimuth) and the refinement can be performed.

2.2.5.5 Image coregistration

The interferometric data pair are acquired from slightly different point of view. Hence they present

different image geometries. Therefore, the SAR couple must be coregistered before any interfer-

ometric operation. To coregister a pair of SLC images, one image geometry, called slave image,

is transformed into the other one, called master image. To coregister the slave to the master,

it is necessary to know the range and azimuth offsets that must be applied to each pixel of the

slave image in order to project it onto the master geometry. The coregistration estimates these

deformation grids in range and azimuth axis that allows the transformation of each point of the

slave images into the master geometry of acquisition, as if all the scenes have been imaged from

the same point of view. Usually the coregistration procedure is based in three main steps:

1. Rough coregistration: It consists in the estimation of a constant offset between the two

images in order to approach both geometries (with a precision of some few pixels). This

shift can be evaluated by means of an incoherent amplitude correlation of an undersampled

image of the multilook product or approximated by the user that deduced the offsets to be

applied from the visual analysis of the multilook products.

2. Fine coregistration: uses incoherent amplitude correlation over small windows distributed

throughout the image swath, in order to obtain a precise and adaptive estimation of the

range and azimuth offsets. However, the quality of these estimates depends on the cor-

relation rate, which is sometimes very low as for example in vegetated areas or inundated

(flooded) regions. This estimation is enhanced comparing the correlation grids with a syn-

thetic coregistration grids obtained from the use of a DEM of the area and the orbital files.

Due to the inaccuracies of the image timing annotation (in range and azimuth) the synthetic

grids are very precise in a relative point of view (correction of the shifts between master and

slave), but do not provide the appropriate absolute value for the coregistration offsets. These

synthetic coregistration grids give the theoretic offsets between the data pair according to

their orbit separation, the ground topography and the acquisition parameters. The result of

the fine coregistration is finally composed of two grids containing the offsets that should be

applied, in range and in azimuth, to each pixel of the considered slave image. Figure 2.2.8

shows an example of coregistration grids obtained by amplitude correlation and the final

interpolated ones.

3. Application of the grids: Finally the slave image is resampled in an adaptive way to the

master geometry applying to each pixel the offset values indicated by the coregistration grid.

In the bibliography [Gab88] it is demonstrated that a coregistration with an accuracy of 1/8th of

a pixel yields to an almost negligible (4%) decrease in the interferometric coherence. Typically, the

final coregistration accuracy achieved with DIAPASON is in the order of 0.1 pixel, corresponding

to approximately 0.8 m. in ENVISAT and 0.1 m. in TERRASAR-X stripmap modes in slant-range.
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(a) (b) (c)

(d) (e)

Figure 2.2.8: Example of fine coregistration grids. In (a) and (b) there are the grids with the fine range
and azimuth offsets estimated by amplitude correlation between master and slave. The image in (c) is
the correlation rate index, which indicates the quality of these estimates. In (d) and (e) there are the final
interpolated coregistration grids with the fine offsets that must be applied to the slave image. They are
obtained thanks to the use of the orbits state vector, the DEM and the image annotation parameters.
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(a) (b) (c)

Figure 2.2.9: Example of the three main interferometric products, amplitude (a), phase (b) and coherence
(c) over Bam, Iran with ENVISAT image mode data. A strong ground deformation pattern can be observed
on the phase image due to earthquake which took place on December 2003. This is possible thanks to have
one acquisition before and another one after the earthquake. Each blue-to-red color-cycle (one full phase
cycle) equals approximately 2.8 cm of deformation. The dark areas of coherence (very different signals
between master and slave) in the center of the image highlights the destruction and the damage caused by
the earthquake over the urban area.

2.2.5.6 Generation of the interferogram

Within this step the interferometric products are generated. They are obtained by means of the

coherent difference between the two coregistered data products in slant-range geometry. It is

suitable to define a multilooking factor in order to estimate this mean phase difference for a group

of pixels with a good level of signal to noise ratio. This parameter will determine the planimetric

resolution of the final product. The main products are:

• The interferometric amplitude: the mean derived from the amplitude of the two input SLC.

• The interferometric phase: image with the phase difference between the two input channels.

This phase value is wrapped between (-π y π).

• The interferometric coherence: it is a quality index which is directly related with the precision

of the estimated phase difference for every interferometric pixel. It is comprised between 0

(no signal) and 1 (very good SNR).

In classical InSAR applications it is commonly performed a common band filtering in both di-

rections range and azimuth taking into account the estimated Doppler centroid and the geometric

baseline which characterize the data pair. This is done to enhance the estimated interferometric

coherence.

The interferometric phase is related to the physic distance difference that travels the wave

considering the master and the slave orbital position and the same target on the ground. In

particular, the interferometric phase is measuring the evolution of this differential distance between

the adjacent samples. The flat earth phase contribution is automatically compensated within the

DIAPASON’s interferometric procedure; the phase measured is then the increase of topography

between adjacent pixels, considering a geodetic earth surface model. In case of having a DEM of

the AOI these topographic phase is also compensated jointly with the flat earth fringes resulting

in a Differential Interferogram (DInSAR), see next chapter for further details about InSAR and

DInSAR procedures and applications. An example of interferometric product is given in figure

2.2.9.
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Figure 2.2.10: Illustration example of orbital cleaning procedure. a) Original multilooked interferometric
phase. b) estimated phase orbit ramp mainly in range direction. c) final corrected interferogram. After the
orbital fringes compensation other phase contributions can be appreciated.

2.2.5.7 Compensation of the orbital state vectors inaccuracies

Possible inaccuracies in the used orbital state vectors are translated into linear phase trends

in the interferometric phase, typically in range direction [Koh03]. The interferometric softwares

usually estimate possible phase slopes or gradients in range and azimuth direction directly from

the interferometric phase. Then a synthetic phase ramps is generated in order to compensate

these trends over the interferometric phases. An area of good coherence is usually required in

order to perform a successful estimation of these phase trends, see figure 2.2.10 for an illustrated

example.

2.2.5.8 Phase unwrapping

This step performs the unwrapping of an interferometric phase image. It converts the truncated

values of path differences into absolute values. Then, the interferometric phase value between

any pixel in the image can be compared directly. The unwrapped image of a non-differential

interferogram is the first step toward DEM generation.

2.2.5.9 Geocoding

The interferometric phase values are in slant-range geometry (sensor geometry). These mea-

surements must be geocoded into some particular ground projection coordinates systems in order

to be fully exploited. The projection coordinates should be properly defined in order to be in cor-

respondence with the AOI. Typically, they are the ones defined in the DEM descriptor used within

the interferometric process. The planimetric precision is given by the precision of the used DEM

and the multilooking factors performed during the interferogram generation steps. The precision

of the vertical measurements is given by the interferometric coherence (quality of the phase). See

figure 2.2.11 for as an example of illustration of the SAR geocoding.
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Figure 2.2.11: Example of SAR geocoding procedure. On left, SAR amplitude image in sensor geometry
(SLC matrix of NxM samples). On right, final geocoded SAR amplitude based on the ground projections
defined by the used DEM during the procedure.

2.3 InSAR main applications

As it has been introduced in the previous section radar interferometry is a technique that allows

to measure phase differences between two radar images. This difference can be originated by

several sources, as for example a change of the relative distance between the sensor and the

ground and/or changes in the nature of the illuminated ground area.

The main InSAR applications take benefit of the capacity of measurement differences in the

travel phase between repeat passes. The first important application of InSAR is the generation

of DEMs of the ground surface [Zeb86]. The other important one is the detection of small defor-

mation movements of the ground surface[Mas85]. There are other applications based on radar

interferometry as for example change detection based on the interferometric coherence, classifi-

cation, soil moisture analysis, etc.

Whatever the case, one important limitation common to all the classical InSAR application is

the pollution of the measurement produced by the atmospheric artifacts. With only two images

(one interferogram) it is very difficult to decorrelate this unwanted phase artifacts from the real

measurements, leading in a decrease of the accuracy.

2.3.1 Digital Elevation Model generation

As it happens with the optical images, radar acquisitions generated from different point of view can

originate a stereoscopic effect. In that case, the same area on ground is observed under slightly

different orbital positions, separated by a certain baseline B, see figure 2.3.1. Due to this geometry

the travel phase to the same target on ground is different considering the two acquisitions. This

difference detected by the interferometric phase is directly related with the height of the target on

ground and with the separation between the two orbits. Thus, the interferometric measurement

can be exploited to estimate the height of the observed ground.
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Figure 2.3.1: Geometric interpretation of the relation of the InSAR phase with the ground topography.

2.3.1.1 Geometric interpretation

In equation 2.2.1 is already presented that in case of no changes of the ground nature and with

the same acquisition geometry the interferometric phase can be directly related with the difference

of travel phase between the both signals. This phase can also be analyzed considering the

interferometric phase between two consecutive pixel in slant-range direction, it means in the same

zero-Doppler plane, see figure 2.3.1.

In that case it can be demonstrated that the increment of range for the second orbit can be

approximated by equation 2.3.1[Mas93a]

φ =
4π

λ
△R ⋍

4π

λ

BT

R
· tanβ · PixelD (2.3.1)

where BT is the perpendicular baseline. β is the complementary angle to the local incidence

(which considers the elevation angle induced by the topographical slope) and PixelD is the size

of the interferometric pixel in range. The approximation used in equation 2.3.1 (named far field

approach) assumes that the baseline length is much smaller than the slant-range distance from

the sensor to the ground R. This is a reasonable approximation, as R is typically in the order of

some hundreds of kilometers, while the considered baseline B is usually not larger than a few

hundreds of meters.

Some important considerations can be made based on equation 2.3.1:

• The phase difference between two interferometric image pixels is related to the angle of the

local slope by means of the term tanβ. Hence, it allows to have a relation with the local

relief.

• The magnitude of the phase difference between two consecutive pixels in range is propor-

tional to the perpendicular baseline. Typically the extension of a swath in range is in the order

of one hundred of kilometers, and in consequence, the perpendicular baseline will vary in

function of the observed point on ground, see figure2.2.4. Usually this change in magnitude

is in the order of tens of meters [Arn03]. Then, it can be defined the global sensitivity of an
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interferogram to the topographical relief by means of the value of the perpendicular baseline

at the center of the scene. However, for DEM generation and in order to estimate with the

maximum precision the topographical relief from the interferometric phase, the variations

of perpendicular baselines along the scene must be considered. It can be highlighted that

if the perpendicular baseline is equal zero then the phase difference will be zero as well.

Effectively, it means that the two acquisitions are geometrically aligned and in consequence

there is not stereoscopic effect.

• In case of a flat terrain (without topography) the value of tanβ can be considered as a

constant. In this case, the interferometric phase between the two consecutive pixels is

inversely proportional to the range distance (R), which varies in a uniform way between the

near range and the far range of the scene (approximately 100 Km). Then, considering a

uniform pixel spacing it will be translated into a phase slope oriented more or less in the

range direction. This is known as the flat earth contribution or interferometric fringes. They

are due to the oblique acquisition geometry of the earth ground surface. As the orbital

paths are not strictly parallel between them it can be found variations of the perpendicular

baseline also with time (azimuth direction). Due to this non-parallel acquisition geometry the

orientation of the flat earth fringes can present some tild in the azimuth direction.

Further and rigorous details can be found in the literature regarding the above considerations

[Mas93a, Arn97]. The basic and important idea for the generation of DEMs by means of InSAR

is that the relation of the phase with the local slope induced by the topographical relief is directly

related with perpendicular baseline 2.3.1. Then, it can be defined the topographical sensitivity of

an interferogram by the equation 2.3.2, which defines the height of ambiguity [Mas93a].

Ae =
λR sinθ

2BT
(2.3.2)

where θ is the wave local incidence angle. As it was discussed in the previous section, the

interferometric phase is an ambiguous magnitude. It is a value wrapped between -π and π. The

height of ambiguity is a parameter which indicates the required height difference between two

ground targets in order to create a phase jump of 2π in the interferogram.

It is interesting to note that as the baseline increases the altitude of ambiguity decreases.

In other words, shorter baselines imply less sensitivity to detect topographic changes on the

ground surface. Then, the height of ambiguity is a very important parameter in order to select a

SAR interferometric data pair for produce a DEM. It would be desired to have the smallest time

separation between the two repeat passes, ideally it may be a simultaneous acquisition, to avoid

as much as possible to have changes in the range distances due to any movement of the ground

target and/or changes in the nature of the scatterers, but also the same atmospheric induced

paths delays. Hence, by selecting an appropriate perpendicular baseline the interferometric phase

will be only related to the topographical relief of the scene. Of course, neglecting the effects of

the atmosphere on the SAR signal. This can be illustrated by means of the analysis of a practical

case like for instance the one presented in figure 2.3.2.

In figure 2.3.2 it is illustrated the effect of the baseline on the detection of ground topography.

The same ground relief is sampled by three real interferograms with three different values of

height of ambiguity. The first interferogram in figure 2.3.2.a is the one with less sensitivity to
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(a) (b) (c)

Figure 2.3.2: Affectation of the height of ambiguity on the detection of ground topography. Interferograms
with 210 m (a), 123 m (b) and -65 m of height of ambiguity respectively. More details of the same ground
relief can be appreciated when increasing the interferometric baseline. One cycle of color corresponds to
one cycle of interferometric phase cycle (2πrad) or similarly 210m of vertical height for the first case, 123m
for the second and -65m for the last one respectively.

the topography. A full cycle of phase corresponds to a change of about 210 m in the vertical

elevation (2π rad). As it can observed there is less than a complete fringe for sampling this relief

which presents an elevation of about 200 meters from bottom to top of the mountain. The second

interferogram in figure 2.3.2.b has a sensitivity of 123 meters. It is presenting almost two complete

fringes when sampling this relief from bottom to top, which is in correspondence with the state

above for the first case. The last one presented in figure 2.3.2.c shows the highest sensitivity with

-65 meters of height of ambiguity. Now the total amount of fringes (phase full cycles) has been

increased up to a bit more than 3. As consequence, the topographic relief sampled by the last

interferogram in figure 2.3.2 shows a higher level of details of the sampled mountain. It is possible

to identify clearly slopes with high elevation gradients, something that was not possible with the

previous ones. In addition, it must be highlighted that due to the sign change in the height of

ambiguity value the fringe gradients are inverted regarding the a) and b) cases.

It is natural to think that the higher the baseline the higher the precision that one could achieve

in the performance of a DEM by means of InSAR. However, it must be considered the geometric

decorrelation term introduced in section 2.2.3.1. Large baseline acquisitions are translated into

a disjoint of the range spectral contents, in consequence into a degradation of the SNR. In that

case common-band filtering is required in order to reduced the noisy band from the spectrum and

hence to increase the SNR. The price that should be paid is a degradation of the range resolution

as the useful range band is narrow. In practice, a good tradeoff between height sensitivity and

spectral shift can be found for values of baseline of about 150 to 400 for the ENVISAT case, taking

into account that the time span may be as small as possible whatever case.

Following steps of the DEM generation process consists in the phase unwrapping. As it was

explained before the interferometric phase remains wrapped. The phase measurements can not

be directly related from one pixel to the other one in the image. Hence, a phase unwrapping

operation is required. A lot of possible methodologies are available and depending on the test site

one could succeed better than another one. The problematic of phase unwrapping was already

presented and briefly discussed in section 2.2.4.

The next step is the conversion of the phase values into vertical heights by means of the

inversion of the formula 2.3.1 in an adaptive way and pixel by pixel on the image. The last step is

the geocoding of the estimated elevation values, which are in SAR geometry, into some desired

ground coordinates system, see section 2.2.5.9. It is highly recommended the use of some ground
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(a) (b) (c)

Figure 2.3.3: Illustration of the last InSAR steps required to produce a DEM. a) wrapped interferogram
performed over a flat area with a mountain on the top right part of the image. Each color cycle from red to
blue means a complete full phase change of 2π radians. b) Unwrapped interferogram. Now the phase value
of any pixel in the image can be compared in absolute with another one. Now the color table from blue to red
it corresponds up to 7 complete phase cycles. c) Final geocoded map with the estimated elevation value for
every pixel. This image is in UTM projection north oriented.

Figure 2.3.4: InSAR acquisition geometry with considering an ideal case of zero baseline. Master (M) and
Slave (S) acquisition have the same orbital position. Thus, this interferogram has no sensitivity to the ground

topography. If between the two passes occurs a ground displacement (
−−→

PP
′

) it is possible to detected it
by means of the InSAR phase (and its relation with the wave’s travel distance). However, the detected
deformation magnitude ρ is the one projected to the line of sight, which will have a magnitude lower than
∥

∥

∥

∥

−−→

PP
′

∥

∥

∥

∥

in case the line of sight is not parallel to the deformation direction.

control points (GCP) in order to remove systematic errors in the estimates. In case a large number

of GCPs distributed all along the image swath is used, it is possible to compensate for possible

large scale artifacts in the interferometric phase;for example residual uncompensated orbit errors

and atmospheric artifacts, which will be explained in future sections. In figure 2.3.3 all these last

steps are illustrated by means of a real case.

2.3.2 Estimation of ground deformation maps

Under some specific conditions it is possible to measure ground movements between repeat

passes. As was stated above, the interferometric phase can be directly related to the difference

of travel phase between the two acquisitions, see equation 2.2.1. If the two images have been

acquired under the same point of view (ideal case of zero baseline), possible changes in the

travel phase would mean that the ground target has changed its position, see figure 2.3.4. In

other words, that there was occurring a displacement of the illuminated ground slice of terrain

between the two epochs.

Unfortunately, a zero baseline interferometric acquisition is not a real case. Usually, there is



CHAPTER 2. BACKGROUND 41

always a particular value of baseline and a relief of the ground. Then, there is usually a contri-

bution of the ground topography into the interferometric phase. Fortunately, as was explained in

the previous section (2.3.1), this contribution is purely geometric. There is a direct relationship

of the ground topography with the baseline of the interferometric acquisition. Hence, by know-

ing this ground topography and the orbital paths this phase contribution can be synthesized and

compensated from the interferogram. This results is a Differential Interferogram (DInSAR).

2.3.2.1 Complete interferometric phase model

For an interferometric acquisition with a particular perpendicular baseline (BT ) and a local in-

cidence angle of θ the complete model for the resulting phase can be expressed by means of

equation 2.3.3-

φInSAR = φFE + φTOPO + φMOV + φATMO + φnoise

=
4π

λR
· BT△r
tanβ

+
4π

λR
· BTh

sinβ
+

4π

λ
· △ρ+ φATMO + φnoise (2.3.3)

The first two phase contributions (φFE and φTOPO) are due to the scene geometry and the

orbital separation of the acquisitions. The third term, φMOV , is due to potential movement of the

ground surface. The forth one, φATMO, is related to the atmospheric contribution due to the two

acquisitions. The last term, φnoise , is the component due to the phase noise, which accounts

for all the InSAR decorrelation terms and processing errors . The geometric contributions on

the interferometric phase can be divided in two: the phase due to the flat earth (φFE) and the

one (φTOPO) due to the ground local topography. As it can be observed in equation 2.3.3 both

are directly related with the perpendicular baseline and with the range separation (△r) and the

increment of height (△h) between consecutive pixels. In consequence, with a geometric model of

the ground (DEM) and by knowing the orbital position of the SAR images during the acquisition it

is possible to synthesize and to compensate these two phase contributions for a particular repeat

pass.

Thus, the remaining phase after the compensation of the geometrical artifacts is the DInSAR

phase, see equation 2.3.4.

φDInSAR = φMOV + φATMO + φnoise =
4π

λ
· △ρ+ φATMO + φnoise (2.3.4)

As it can observed in equation 2.3.4 the contribution due to the ground movement is directly

related to △ρ, which is the magnitude of movement detected in the line of sight between the re-

peat passes. . Hence, different atmospheric conditions during the acquisition originate different

delays in the travel phase of both acquisitions, leading in detection of false movements. These

phase artifacts are completely unpredictable and very difficult to compensate with only one in-

terferometric acquisition, see figure 2.1.11 for an example. Thus, it is an unwanted contribution

which may disturb the measurement of deformation. In addition, there could be found another un-

wanted phase contribution which is due to the different atmospheric conditions in the two epochs,

see section 2.1.2.1 plus other noisy terms (see section 2.2.3)
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2.3.2.2 Detection of movement

DInSAR is an interesting tool for investigating ground deformation events of the earth surface,

such as earthquakes, glaciers, tectonics and volcanoes activities as well as small ground sub-

sidences. DInSAR offers large scale coverage of this physic phenomena with a precision in the

order of few millimeters. However, important remarks must be done regarding the capacity of

detection of movements by means of DInSAR, at least under a geometric point of view originated

by the SAR acquisition system.

It must be considered that the possible deformations should not change the relative position of

the individual reflectors placed within the resolution cell. In case of relative changes in the order of

half a wavelength the construction phase (see section 2.1.2.3) of the pixel will not be preserved.

In consequence, the stationary conditions made for establishing the InSAR phase relationship

with the slant-range change of distance will not be satisfied and the coherence will decrease after

the deformation occurred.

The movement must have a magnitude in the order of half the wavelength and must be spatially

correlated. In other words, it must present a similar or a gradual varying magnitude between

a neighborhood of pixels. This kind of movements do not change the relative positions of the

single reflectors that fall within each pixel. They create a uniform shift of all of them. Hence

the coherence is kept in the repeat passes. The measurement of this shift is the main scope of

DInSAR, as it is related with the ground displacement, see figure2.3.4 and equation 2.3.4.

Regarding the oblique acquisition geometry DInSAR mainly measures the ground deforma-

tion in the look direction of radar, which is also referred as the line-of-sight (LOS) or slant-range

direction. In must of the studies, the assumption of zero or negligible horizontal movement of the

deformation was made so that the vertical deformation could be converted directly from the slant-

range measured deformation. This is illustrated in figure 2.3.4. The real deformation vector in the

three dimension is the one represented by the vector P to P
′

. Although the detected movement

is the result of the projection of this vector into the sampling direction which is the slant-range

direction, ∆ρ.

This assumption of the vertical deformation is not always satisfied when applied to different

real cases which can be found in nature, such as for example in case of landslides which generally

occur in moderate terrain slopes. Then, it must be considered that not only DInSAR measures

land deformation along its LOS direction, but also, that due to its small look angle, it is more sensi-

tive to vertical than horizontal movements of the land surface. For example, one full cycle of phase

change in DInSAR is equivalent to a deformation of about half a wavelength along range direction.

For the ENVISAT case it represents of about 2.8 cm, this is equivalent to a vertical displacement

of 3 cm or a horizontal one of about 7.1 cm. In order to resolve the horizontal deformation vec-

tor, the two acquisition modes, in ascending and descending directions, of the satellite must be

combined together, see figure 2.3.5. If the deformation is purely vertical, the results derived from

both orbits should be the same. Otherwise, it means that there is a contribution due to possible

horizontal displacements.

Currently, most of the new SAR sensors provide acquisitions of the same area from different

viewing angles, such as ENVISAT with up to seven possible image swath, see table 2.1. Thus,

there is the possibility of not only of sampling the same ground deformation phenomena with dif-

ferent LOS, but also with ascending and descending modes, see 2.3.5. In consequence, if exactly
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(a)

(b)

Figure 2.3.5: a) illustration of the two main satellite acquisition modes, ascending which generally acquires
in the afternoon and descending which generally acquires in the morning. The direction of the LOS versus
the north is a very important parameter to consider when one is choosing one mode or another for detecting
ground deformations. The background image copyright Googlearth. b) schematic representation of the
estimated deformation (true deformation vector is highlighted in red) in function of the two acquisition modes.
In that case descending mode has more sensitivity to the true movement that the ascending one (△Rdesc >
△Rasc).
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the same ground area could be observed under three different perspectives the an estimation of

the 3-D deformation vector could be performed. It is only a question of solving an equation system

with 3 unknowns shown by equation 2.3.5, which requires a minimum of three observations from

different points of view.




−cosθsar1 sinθsar1cosϕsar1 sinθsar1sinϕsar1

−cosθsar2 sinθsar2cosϕsar2 sinθsar2sinϕsar2

−cosθsar3 sinθsar3cosϕsar3 sinθsar3sinϕsar3






MOVUD

MOVEW

MOVNS


 =



MOVlos1

MOVlos2

MOVlos3


 (2.3.5)

where θ is the local incidence angle and ϕ is satellite track heading angle (flight direction versus

the north). Then with three different line of sight vectors sampling the same phenomenon (but at

different epochs) it is possible to estimate by means of a geometric analysis the 3-D components

of the true vector of deformation (up-down, east-west and north-sud directions). However, under a

practical point of view and due to the reduced sensitivity of the radar sampling in the north-south

direction the number of unknowns regarding the deformation vector is reduced to only two, up

down and east west one.

Just as a final remark, it must be highlighted the importance of the selection of the appropriate

acquisition mode regarding the orientation of the true movement that is going to be analyzed,

especially if only one interferogram is available. Considering that the sampling of the movement

is performed in the satellite LOS direction and that there is a higher sensitivity to the vertical com-

ponent of the true deformation, it is important to spend look carefully which of the two directions

(ascending or descending) are more appropriate and which could be the best incidence angle.



CHAPTER 2. BACKGROUND 45

M
is

si
o

n
O

ri
g

in
/L

au
n

ch
F

re
q

u
en

cy
(G

H
z)

P
o

la
ri

za
ti

o
n

In
ci

d
en

ce
R

ep
ea

t
cy

cl
e

(d
ay

)
R

es
o

lu
ti

o
n

(m
)

S
w

at
h

w
id

th
(K

m
)

E
R

S
1/

2
E

S
A

19
91

/1
99

5
C

(5
.3

)
si

ng
le

23
º

1,
3,

35
,1

76
20

x2
0

10
0

JE
R

S
-1

Ja
pa

n
19

92
L

(1
.2

75
)

si
ng

le
35

º
44

18
x1

8
75

R
A

D
A

R
S

AT
-1

C
an

ad
a

19
95

C
(5

.3
)

si
ng

le
20

º-
50

º
24

10
x1

0
fin

e,
25

x2
8

st
an

da
rd

,
10

0x
28

sc
an

sa
r

35
fin

e,
10

0
st

an
da

rd
,5

00
sc

an
sa

r

E
N

V
IS

AT
E

S
A

20
02

C
(5

.3
31

)
si

ng
le

,d
ua

lp
ol

15
º-

45
º

35

20
x2

0
im

ag
e

m
od

e,
30

x3
0

A
P,

80
x2

0
sc

an
sa

r

10
0

im
ag

e
m

od
e

an
d

A
P,

40
0

sc
an

sa
r

A
LO

S
Ja

pa
n

20
06

L
(1

.2
70

)
si

ng
le

,d
ua

la
nd

fu
ll

po
l

8º
-6

0º
46

7-
88

fin
e,

10
0

sc
an

sa
r,

24
-8

9
fu

ll
po

l.

40
-7

0
fin

e,
25

0-
35

0
sc

an
sa

r

R
A

D
A

R
S

AT
-2

C
an

ad
a

20
07

C
(5

.3
)

si
ng

le
,d

ua
la

nd
fu

ll
po

l
20

º-
58

º
24

3
ul

tr
a-

fin
e,

10
fin

e,
10

0
sc

ns
ar

,2
5

fu
ll

po
l.

50
fin

e,
17

0
st

an
da

rd
,5

00
sc

an
sa

r

T
E

R
R

A
S

A
R

-X
G

er
m

an
y

20
07

X
(9

.6
)

si
ng

le
,d

ua
la

nd
fu

ll
po

l
(e

xp
er

im
en

ta
l)

20
º-

55
º

11
1

sp
ot

lig
ht

,3
st

rip
m

ap
,2

0
sc

an
sa

r

10
sp

ot
lig

ht
,3

0
st

rip
m

ap
(1

5
du

al
po

l),
20

0
sc

an
sa

r

C
O

S
M

O
-

S
K

Y
M

E
D

Ita
ly

20
07

X
(9

.6
)

si
ng

le
,d

ua
l

20
º-

55
º

1,
8,

16
1

sp
ot

lig
ht

,3
st

an
da

rd
,2

0
sc

an
sa

r

10
sp

ot
lig

ht
,6

0
st

an
da

rd
,2

50
sc

an
sa

r

S
E

N
T

IN
E

L-
1

E
S

A
20

12
C

(5
.3

)
si

ng
le

,d
ua

lp
ol

20
º

-
45

º
12

5x
4

st
rip

m
ap

,
20

x5
w

id
e

sw
at

h,
80

x2
5

ex
tr

a
w

id
e

80
st

rip
m

ap
,

24
0

w
id

e
sw

at
h,

40
0

ex
tr

a
w

id
e

Ta
bl

e
2.

1:
M

ai
n

ch
ar

ac
te

ris
tic

s
of

pa
st

,
pr

es
en

t
an

d
fu

tu
re

ci
vi

lia
n

an
d

m
os

t
co

m
m

on
us

ed
sp

ac
eb

or
ne

S
A

R
m

is
si

on
.

F
or

fu
rt

he
r

de
ta

ils
co

ns
ul

t
[M

as
08

]
or

vi
si

t
th

e
w

eb
pa

ge
of

th
e

as
so

ci
at

ed
sp

ac
e

ag
en

ci
es

or
im

ag
e

pr
ov

id
er

s
of

ea
ch

se
ns

or
.



CHAPTER 2. BACKGROUND 46

Blank page



Chapter 3

Persistent Scatterers Interferometry

Persistent scatterer interferometry (PSI) is an extension to the conventional InSAR techniques

described in the previous chapter. It mainly addresses the problem of pixel decorrelation and

atmospheric artifacts that constrain classical InSAR. In this chapter the fundamentals and basis

of PSI technology will be reviewed. Then, the Altamira Information’s PSI technique, named Stable

Point Network (SPN) and which is the base of this work, will be presented. Some important key

steps of the technique will be analyzed in order to understand and to discuss the actual limitations

and how they can be overcome.

3.1 Review of PSI technology

PSI methodology is based on the analysis of the InSAR phase considering a stacking of SAR

images. Starting from a large data set of acquisitions it is possible to identify pixels presenting

a reduced level of noise. Then, over those points and by means of spatio-temporal analysis of

the SAR phase some information related with the scatters behavior can be estimated, such as

their height, possible displacements and atmospheric perturbations which affect the SAR acquisi-

tions. The image resolution cells where the measurements are possible are known as Persistent

Scatterers (PS) or Stable Points (SP) [Usa97], as they are mainly pixels formed by elementary

reflectors which presents a stable backscattering over several satellite passes.

The first technique exploiting PS like pixels was presented by [Fer01] as Permanent Scatterers

technique (PSInSAR). With this technique PS pixels are identified as the ones whose phase

histories match an assumed model of deformation with time. The input is a set of SAR images,

these SLC’s are then coregistered to a unique master geometry and all the phase differences are

generated between all the images and the reference one, whatever the baseline. Hence, there is

one interferogram per SLC and the input phases are ordered in time. A bit later, similar processing

algorithms have been developed with some important variations regarding the processing flow

chart, the image selection and the PS like selection criterion. One of this second generation

of PSI algorithms was the one developed by Altamira Information [Arn03, Dur03], although and

almost in parallel another techniques arised like for example [Mor01, Mor03], [Ber02], [Wer03],

[Ada03].

47
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These methods have demonstrated to be very successful for PSI analysis in areas with a

large amount of man-made objects and infrastructures, which tend to be angular objects and

quite often produce a good radar reflection that dominates the background scattering (clutter).

Generally, these techniques are based on functional model of the temporal displacement to iden-

tify PS like pixels, which means that a minimum knowledge of the true deformation phenomena is

required a priory. Usually, deformation phenomena that can be found in nature are very complex

events which depend on many variables. Hence, it is impossible to define a theoretic deformation

model that fits perfectly in almost all the cases. Some of the deformations are assumed to be

steady-state (earthquakes) or more or less periodic (thermal dilation). However, it is precisely the

temporal nature of the deformation what one wish to determine. For instance, volcanoes often

deform in a very episodic and non-steady fashion. Also the temporal patterns of deformation dur-

ing transient fault slip events and post-seismic ones are not known a priory. In consequence, if

the methodology for selecting pixels as PS is based on functional models there is a risk of losing

points of measurement when the true deformation pattern does not fit the model.

For this reason some of the methodologies have been invested for the development or the

application of phase unwrapping methodologies in order to unwrap the input InSAR phases over

the PS like pixels [Pep06, Hoo04, Kam04]. These kinds of approaches have the advantage that

they are model free and hence there is no risk (a priory) of not selecting points of measurement

because their deformation does not fit the model. However, it must be highlighted that solving

a phase unwrapping problem based on sparse data is a very tedious and complicated problem,

technically and computationally. In addition, as was already mentioned in section 2.2.4, phase

unwrapping generally performs an estimation of the true unwrapped InSAR phase, hence it could

fail, and contain false alarms and outliers as any other estimation methodology.

Within this PhD the Stable Point Network technique is going to be set as reference. Several

processing steps will be presented and discussed in order to analyze their limitations and to

understand the proposed approaches in order to overcome these drawbacks. However, before

entering into technical details regarding SPN technology it is interesting to discuss about the

nature of a PS.

3.2 What is a PS

A PS is any ground target that keeps its reflection properties along a set of SAR acquisitions. It

is characterized by a strong and stable radar response, that dominates the SAR resolution cell

response. As result these kinds of image pixels have a reduced noise level allowing reliable phase

measurements in repeat passes. Generally, temporal changes of the scatterer or its surroundings,

different look angles, volume scattering and thermal or processing noise result in a increase of

the phase noise within the resolution cell, leading in some cases into a loss of coherence in the

repeat passes. However, for this kind of good pixels all these decorrelation effects do not exist

or are negligible in comparison with the response of the main target presented within the pixel.

As illustration of the explained above, in figure 3.2.1 it is depicted the construction phase of two

different kinds of pixels. On the left column it is presented a resolution cell with a lot of single

reflectors more or less of equal backscattering and distributed randomly within the pixel. On the

right, there is more or less the same situation but with one main target with a strong backscattering
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(a) (b)

(c) (d)

(e) (f)

Figure 3.2.1: Illustration of the SAR inter-pixel behavior for a distributed target like pixel (left column) and
for a persistent scatter like pixel (on right). a) the SAR pixel is formed by several spread single targets of
more or less equal backscattering. b) the same SAR pixel as in (a) but with a main reflector (the red one)
on it presenting a strong radar backscattering regarding the surrounding single targets. c) the construction
phase of the pixel as result of the coherent addition all the distributed target’s responses contained within the
pixel and in d) considering also the contribution of the main reflector with the dominant backscattering. e)
estimation of the SLC phase value for a stacking of 100 acquisitions for the distributed target like pixel case
and f) for the PS like one. The standard deviation for the second case (f) is extremely lower than in the first
case (e) allowing reliable measurements.

coefficient within which dominates completely the SAR response for this pixel (the red one in figure

3.2.1).

As it was explained above in section 2.1.2.3 the degree of decorrelation within a pixel depends

on the distribution of the scattering on the ground. The SAR phase of a pixel is the result of the

coherent addition of all the single reflections. In the case in which the distributed targets present

an equal backscattering level, this kind of addition can be constructive or destructive depending

on the particular conditions of each acquisition, like for instance the baseline, the time separation,
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the wind conditions, the soil moisture, etc. This is illustrated by means of the images on the left

column in figure 3.2.1. As result of the constructive and destructive coherent addition the phase

of this pixel for a stacking of SLCs is completely decorrelated, see figure (figure 3.2.1.e).

However, if one good and powerful reflector is presented within the same pixel, then the coher-

ent addition is completely dominated by this high backscattering signal, see images on the right

column in figure 3.2.1. In that case, depending on the radiation pattern of the coherent backscat-

tering of this particular object its SAR response can remains stable or unchanged in a stacking of

SLCs, see figure 3.2.1.f. Then, the phase detected for this pixel will give almost the same value in

a set of acquisitions, allowing to perform reliable estimations of the evolution of the travel distance

along the SLCs. The fluctuations of the detected phase in figure 3.2.1.f are due to the variation

of the clutter within the set of SLCs when performing the construction phase for each acquisition,

see figure 3.2.1.d.

Physically, strong and stable scatterers are present in areas with man-made structures and

buildings. Urban areas offers a lot of corners allowing double bounce in the reflection of the radar

wave, resulting in a robust and strong backscattered signal under different view angles. However,

reliable pixels of measurements can be found also in natural areas like for instance: in presence of

a single large rock in country areas; solid lava in volcanoes; sand areas in arid terrain or deserts,

etc. [Usa99, Usa00].

3.2.1 Why not all targets exhibit a PS behavior?

In reality, complex reflection mechanism occur. They are very complicated to analyze due to the

difference between the wavelength and the resolution cell, see sections 2.1.2.2 and 2.1.2.3. In

consequence, not all the pixels keep the radar signal reflection stronger and stable for different

acquisition configurations. Thus, the stability of a pixel can be defined within a particular set

of conditions of existence. Some interesting discussions can be stated in order to analyse the

electromagnetic behavior of the targets, and why not all targets or SAR pixels present a PS

behavior.

3.2.1.1 Type of reflection As it was highlighted above, different kinds of reflection can

occur, as depicted in figure 3.2.2.

As it can be observed in the formulas depicted in figure 3.2.2 each type of reflection presents

its own backscattering radiation diagram pattern [Mas08]. In other words, each kind of object

(specular, dihedral, trihedral,..) is characterized by its own backscattered power and angular

bandwidth, which varies in function of the number of bounces, size of the object with respect to

the wavelength and of course the orientation of the object in relation to the LOS. Hence, as it

can be observed in figure 3.2.2 the maximum backscattered power corresponds to the specular

reflection, but at the same is the object offering the narrower angular bandwidth (in the order of one

degree). It means that the returned power will change a lot in function of the baseline and most

probably there will not remain stable for a stacking of SLCs. On contrary, the trihedral reflection is

offering a extended range of angular bandwidth (of about 40º) at the price of a reduced maximum

backscattered power. This is more convenient because it means that the ground target will keep

the reflection properties for a large set of acquisitions, independently of the baseline.
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Figure 3.2.2: Different types of reflections for single scatterers in nature in function of the number ofsignal
bounces.

Figure 3.2.3: Estimated decorrelation term in function of the size of the scatterer and the acquisition ge-
ometry. The larger the object is the faster the coherence decreases when considering different acquisition
geometries [Alt04].

3.2.1.2 Ground object size

Then, as it can be inferred from the explanation above, related to figure 3.2.2, that one important

parameter to consider if one main target is presented within the pixel, is its size. For example,

considering a unique scatterer within the resolution cell, in function of its size and the acquisition

geometry of a repeat pass (different baseline, different image Doppler centroid or squint angle

[Sch93]) there can be found different levels of decorrelation for the same pixel, see figure 3.2.3

[Alt04].
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Figure 3.2.4: Illustration of the effect of the image resolution in the chance of having PS like pixels especially
regarding temporal decorrelation. If some changes occur during the repeat passes for the objects on ground
(affecting the ground objects highlighted in orange on the right column) then the low resolution SAR will
lose the measurement over this resolution cell due to the changes in the construction phase induced by the
orange one scatterers. However, with the higher resolution sensor only one of the four pixels which sample
the same ground area will be affected.

3.2.1.3 Wavelength

The operation frequency, and thus the wavelength, must be considered. Large wavelengths are

less sensible to changes in the relative distances between single reflectors. Hence, it will support

better the inter-pixel decorrelation than smallest wavelength (see equation 2.1.7, as it could be

observed the phase is wrapped in function of the range distance in relation with the wavelength).

Furthermore, the penetration of the radar signal inside the medium depends on the observed

terrain nature and the wavelength. Depending on the ground layers at where the reflection occurs

the backscattering properties can be kept or not in repeat passes. Generally, the penetration

depth increases with the wavelength [Mas08]. It means that at lower frequencies (L,P), the wave

penetrates deeper than at higher ones (C,X), see figure 2.1.12. It is then important to highlight

that depending on the geometric and dielectric properties of the observed terrain the selection of

the appropriate operatings wavelength can be a very important factor considering the PS density.

3.2.1.4 Radar resolution

The resolution of the radar imaging system is also another parameter to consider. Temporal and

geometric decorrelation have a lower impact on high resolution data. As the pixel has a reduced

size the amount of single reflectors that can be found within a pixel is reduced, especially in pure

urban areas where a lot of man-made metallic objects can be found very close one to each others

(like for instance the roof of a building with TV antennas, air conditioning systems, solar panels,..).

The probability of having a PS like pixel becomes higher when increasing the resolution as there is

more chance of having only one main reflector which governs completely the SAR response over

the surrounding single reflectors for each pixel, see figure 3.2.4 for illustration of the explained

above.

The figure 3.2.4 presents an example of the effect of the resolution on the probability of detect-

ing PS like pixels. The same ground surface (composed of different kinds of targets) is sampled

by two imaging sensors with two different SAR resolutions. In particular, one is four times the
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other (resolution of 12 meters versus 3 meters). It means that, the same illuminated ground sur-

face results in only one SAR pixel for the first sensor and in four pixels for the second one. Then,

if one consider that in repeat passes some changes can occur then in some particular ground

targets (the orange ones in the second repeat pass presented on the right column in figure 3.2.4)

the reflection and or the construction phase would change completely. In that case the stationary

condition in order to perform interferometric measurements will not be accomplished for the whole

pixel. However, in case of high resolution data only the pixels which contains the affected ground

targets will be polluted, while the other ones still keeping the phase reflection properties for the re-

peat passes. It means, the coherence will be preserved and allow reliable phase measurements.

3.2.1.5 Functional models

Functional models are used in PSI methodologies (in a major or in a minor way) in order to

unwrap the input interferometric phases. A very simple and basic model can be written by means

of equation 3.2.1[Fer01]:

φint = φtopo + φmov + φatmo + φnoise (3.2.1)

where φtopo is the phase due to the height of the target, φmov is the phase due a possible

deformation, φatmo is the phase term introduced by the atmospheric delays induced in the travel

phase of the scatterer and φnoise contains all the other terms not considered in the previous terms

plus the decorrelation noise of the target itself. In case of PS like pixels, the major contribution to

the wrapping of the phase is the topographic and the deformation terms. Then, a precise phase

model which considers these two terms can be written as [Fer01]:

φtopo =
2π
λ/2

· BT

R · sin(α) · △h (3.2.2)

where BT is the perpendicular baseline, R is the slant range nominal distance and α is the

wave local incidence angle. Thus, the relation of the phase with the point height △h (which is the

unknown) follows a linear relationship. Meanwhile, for the deformation pattern a possible func-

tional model can be formulated by means of assuming linear deformation pattern of the observed

movement as follows:

φmov =
2π
λ/2

· △T · △v (3.2.3)

where △T is the time span of the interferogram (the difference between the two acquisition

epochs) and △v is the unknown which is the linear deformation rate. Then, again a linear relation-

ship between the interferometric parameters and the unknown is used in equation 3.2.3 to derive

the deformation quantity, as well as in equation 3.2.2 for the estimate of the topographic term.

The noise term in equation 3.2.1 accounts for the inconsistencies of the stated model. In

consequence, what if a target has a very good and stable radar backscattering but a deformation

model which is not linear in time , or if within the same resolution cell there is another strong target

with a very different height value which pollutes the height model, as depicted in figure 3.2.5. In
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Figure 3.2.5: Illustration example regarding the loss of detection of a PS if the functional model is wrong or
do not fit the real situation.

these cases, the point target can be out of model resulting in a very high noise term. Then this

point will be discarded as PS.

It is important to highlight that this problem depends on the functional model used by each

technique. In particular, it is a problem that affects SPN and hence should be considered.

3.2.2 Estimating PS like pixels on radar images

Given a set of SAR images, PSI methodologies exploit only a particular class of pixels, namely

those that correspond to points that show a stable electromagnetic behavior over the observation

period. PS-like pixels are typically parts of man-made infrastructures and natural features not

covered by vegetation or water. Depending on the available number of SAR images and on the

type of analysis which must be performed several selection methods can be used for identifying

PS like pixels. Some of them are listed and discussed below.

3.2.2.1 SAR amplitude stability

The analysis of the SAR amplitude stability over a set of acquisitions of SLCs can be used for

selecting PS like pixels [Fer01]. Pixels with low amplitude standard deviation within the stacking

of images are selected as radiometrically stable. In [Fer01] is demonstrated by means of a nu-

merical simulation that pixels with a reduced dispersion index Da have a reduced phase standard

deviation.

Da =
σa
ma

≈ σφa
(3.2.4)

where σa is the estimated amplitude standard deviation and ma the estimated mean amplitude

when considering a set of SLCs. Then, as it is depicted in figure 3.2.6, for low values of Da(below

0.25) it can be observed the same trend as for the pixel phase standard deviation curve. In

consequence, this relation enables the identification of pixels with an stable phase without the

need of analyzing carefully this magnitude (which is wrapped at this initial step of the processing).
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This approach is very suitable for high resolution processing as the dispersion index does not

account for neighboring pixels. That enables the selection of isolated points at SLC image full

resolution which is not possible with other methodologies, as for example the ones based on

a stacking of the interferometric coherence [Mor01]. One of the main drawback is that, as the

computed standard deviation method is an estimator of the real magnitude, it depends on the

number of samples. In consequence, the estimation is biased when a reduced number of images

are used (below 25 [Fer99b] ). The real amplitude standard deviation is underestimated. Hence,

the number of false detection (noise or non-coherent pixels selected as PS) increases within the

performed selection.

The numerical simulation described in [Fer01] has been repeated here, the results are pre-

sented in figure 3.2.6. For larger values of the amplitude dispersion index, the relation with the

phase standard deviation is no linear. However, points with a lower level of Daare expected to

have a reduced level of phase noise. Therefore, selecting pixels by means of threshold the Da

value is a way of detecting pixels with a reduced phase standard deviation. It can be stated that

for Da below 0.25, both curves follow exactly the same trend. From 0.25 to 0.5 the curves start

to be in disagreement although the value for the phase standard deviation remain not very high,

(below 0.35 radians). It means that in case of low density of PS this threshold could be relaxed

assuming that more noise will be entering in the PSI processing.

It is important to highlight that the number of available acquisitions is a critical parameter

when computing the amplitude standard deviation. As depicted in figure 3.2.6 in function of the

available number of acquisitions, the standard deviation of the Da estimator increases (compare

the error bars on the plot on the left (a) -10 SLCs- and on the right (b) -50 SLCs-). In addition,

looking carefully the trend for the two courves (phase standard deviation and Da estimator) for

lower values of noise in both plots in figure 3.2.6 it can be noticed how the dispersion index

estimator becomes biased when performing this analysis with a reduced number of images. In

other words, the Da curve presents a lower value than for the curve on the right, considering the

same phase noise standard deviation curve for both cases. Those two facts must be considered

when performing a selection by using this methodology in case of few acquisitions are available.

In other words, the value for threshold the Da may be decreased in order to keep the probability

of false alarm or false detection achievable for a large stacking of SLCs.

It is important to highlight that the images need to be radiometrically calibrated in order to

allow a reliable estimation of the standard deviation and the mean. Several possibilities can be

considered:

• Absolute calibration of the SLCs based on the image annotation parameters [Lau98, Alt04]

• In case in which the annotation parameters are not available, a relative calibration of the

SLCs can be roughly performed by means of the equalization of the sigma-zero parameter

performed over bright areas distributed all around the image swath [Bov02, Alt04].

3.2.2.2 Stacking of the interferometric coherence

The selection of PS like pixels is performed by means of the threshold of the interferometric coher-

ence for a given set of interferograms [Mor01]. The main drawback is the reduction of resolution

due to the used coherence estimator, which is performed by means of a window multilooking, see
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(a) (b)

Figure 3.2.6: Numerical simulations for the amplitude dispersion index as presented in [Fer01]. The estima-
tion of the Da index is simulated numerically by means of a random addition of phase noise to a complex
variable (as one SLC pixel with an I and Q channel). Then, this phase noise per SLC variance is increased
gradually analyzing the evolution of the Da index, as well as the dispersion of the estimator and the pixel
phase standard deviation in function of the noise power level. On the left (a), this simulation is performed for
only 10 SLCs while on the right (b) 50 acquisitions were considered. With less samples the Da estimator
performs worst presenting higher variance and a biased curve.

Figure 3.2.7: Stantard deviation of the InSAR phase estimated in function of the coherence and in function
of the number of samples used in the multilook, extracted from [Bam98].

section 2.2.5. This selection method is usually adopted if a medium or low resolution PSI analysis

is required (for example for large scale deformation analysis [Hu06]).

This methodology can also be applied in the case in which few SLCs are available. The fact

of working with a multilooked version of the interferometric phase implies (in addition of a loss

of resolution) an increase of the phase SNR, see figure 3.2.7. Figure 3.2.7 shows the InSAR

phase noise standard deviation in function of the coherence and in function of the number of

independent looks (number of samples used in the multilooking). It is important to note that for

high coherence values an averaging of L independent samples are translated into a reduction of

the phase noise of about 1/
√
L. Thus, a tradeoff must be found in terms of increase of the SNR

and loss of resolution in function of the number of images and the required density of PS per

square Kilometer.

This methodology is suitable not only for selecting PS like pixels when only few SAR images

are available but also when the area of interest is a sub-urban or a country area. Thanks to
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the spatio-temporal analysis of the interferometric coherence it is possible to detect pixels with a

reduced InSAR phase variation in space. In other words, it is possible to detect a high interfer-

ometric coherence in areas where the ground surface is very uniform (radiometrically speaking).

Like for instance sand or arid terrain free of vegetation and water, lava field close to volcanic

areas, rock fields in mountainous areas,etc. [Her09, Hu06].

3.2.2.3 Other methodologies

Other methodologies for the PS selection are available. They are less common due to their lower

robustness, and sometimes, due to their high computational coast. However, some of them have

some interesting advantages that could be considered in special cases [Alt04].

Time-frequency image analysis (TFA):

The spectral sub-band image analysis can be used when a very reduced data set of images is

available and at the same time, it is mandatory to keep the full resolution of the SLC. By means of

this methodology the candidates for becoming PSs are identified within each image by means of

a spectral azimuth sub-band analysis. The stable points are then selected by selecting the can-

didates which are common to the entire SAR image stack. The main basis of the methodology is

that in SAR images backscattering may vary over the integration time. Such fluctuations provide

additional information on the illuminated objects. A Time-Frequency Analysis (TFA) allows for

tracking such instabilities, like for instance through a spectrogram. The behavior of some partic-

ular pixels can thus be compared to the one given by a perfect theoretical Persistent Scatterer.

Some targets, like man-made metallic plans, have a very directive antenna pattern in space or

frequency (specular reflection, see figure 3.2.2). However, other targets such as the trihedrals are

isotropic and their backscattering variations is very stable compared to a natural ground target

such as grass, trees or water surfaces. However, backscattering diversity is lost in synthesized

SAR images and specific and complex signal processing is required to get back this information,

see [Tis06].

Threshold the Signal to Clutter Ratio (SCR):

With this methodology pixels above a particular threshold of SCR in a set of images are selected

as PSs [Ada04]. A direct relation between the SCR and the SLC phase error can be written as :

σ̂φ =
1√

2SCR
(3.2.5)

Thus, for a particular value of SCR, the maximum phase standard deviation can be known.

The main basis is that for a PS like pixels the SCR must be over a particular value within a set

of images. PS like pixels (like man-made artificial trihedral corner reflectors) usually have an

isotropic radiation pattern. The main problem resides in the fact that the SCR computation is an

estimation of the real SCR which makes the assumption that the power around the pixel is equal

to the power inside the resolution cell (around the point target). Thus, if this method is applied

in pure urban areas the clutter is likely to be overestimated using this assumption. As it can be

commonly observed in SAR images man-made infrastructures, such as buildings, give a very high
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Figure 3.3.1: SPN processor main flow chart.

SAR reflectivity. In that case the SCR would trend to indicate that the power for the signal is equal

to the power of the clutter, which can be leading to a lower bound for a particular threshold.

It is a simple methodology which has a very high computational cost. Although it performs very

well in country or sub-urban areas where the mean clutter power is not dominated by man-made

infrastructures. It works at full SLC image resolution with no limit in the minimum required number

of images.

3.3 Stable Point Network technique

SPN is a PSI processing technique developed by the company Altamira Information in 2003

[Arn03, Dur03]. It makes use of differential interferometric phase measurements to generate long

term terrain deformation and digital surface model maps. The estimation is performed pixel-by-

pixel without the use of any spatial interpolation. The algorithm is capable of using all the phase

information even in conditions of large baseline or platform instabilities [Mir03]. These effects are

handled by precise estimation of the location of the equivalent mean phase center within the SAR

pixel. In figure 3.3.1 is depicted the main flow chart of the complete SPN processor.

The processor operation requires as main input a set of SAR acquisitions, in level 0 or level 1

product format. At the end of the processing, the SPN generates three main products:

• The mean linear deformation rate map: it is the the result of the adjustment of a linear model

of deformation in time for every scatterer. It assumes that the main part of the energy of the

observed deformation signal follows a linear model of deformation in time (the first term in

the Taylor’s series).
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• The digital surface model map: it is the height difference between the elevation given by

the DEM used to generate the input DInSAR phases and the elevation of the scatterer (at

which the signal is reflected) on ground. In case a very precise DEM of the ground surface

is used, this estimate is close to zero for almost all the scatterers. It can be understood as a

correction of the height value given by the DEM.

• The accumulated deformation value for every SAR epoch. It is the estimated final time series

of the deformation sampled at the epoch of each acquisition. The linear part estimated

above is used to unwrap the phases and to recover here the true profile of the deformation

in time. Thus, this time series should account for the non-linear part of the deformation

pattern in time.

The SPN processor relies on the DIAPASON [CNE98] interferometric chain for all the SAR data

handling, coregistration work and interferogram generation. As it is depicted in figure 3.3.1 the

SPN processor is based on five main modules:

• Image extraction: SAR data is read from the original media and all the auxiliary parameters

are retrieved from the product annotations into ASCII auxiliary files.

• Image selection: Considering the complete set of available images the optimum selection of

interferometric couples is set based on the acquisition time, the perpendicular baseline and

the Doppler centroid difference of each image.

• Image coregistration: One image is selected as super master. All the other SLC data-sets

are then coregistered to the geometry of the super master. It is exactly the same step that

the one performed for classical InSAR.

• SP selection: Selection of the initial mask of stable points (PS like pixels), which are pixels

with a reduced level of noise component.

• SPN processing: Estimation of the deformation and the point elevation from the InSAR

phases

These main points will be detailed below.

3.3.1 Image extraction procedure

This procedure extracts the input product data and decodes the product annotations from their

media support to the appropriate SPN supported format.

The input to the SPN processing chain is always complex SAR data processed as a single

look complex image. These images can be obtained by either processing the RAW data product

with the SAR processor integrated in the DIAPASON interferometric software or by using directly

data in level 1 format. The extraction procedures are exactly the same as the ones presented

in section 2.2.5.1. At the end, a raster file with the SLC image and all the necessary ancillary

product information such as the orbital state vectors, the precise timing image annotation for the

first image sample and the Doppler centroid image value are available.
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3.3.2 Image selection procedure

The objective of this module is to generate a list with the best interferometric combinations to be

processed for the next steps of the SPN processing chain. The selection of SLC images is based

on low interferometric baseline constrains. This procedure also considers the image Doppler

centroid values and acquisition times in order to constrain the differential values over the set of

images. Low values of Doppler centroid and of time span must be considered in order to reduce

the geometric and the temporal decorrelation noise as much as possible.

3.3.3 Image coregistration procedure

The objective of this step is to coregister all the SLCs into the super master geometry. The

technical routines are based on DIAPASON coregistration process, see section 2.2.5.5. At the

end of this step all the SAR images will be in the same geometry, i.e. containing exactly the same

ground terrain area for each pixel in all the images.

A key parameter is the selection of the super master geometry. In principle, it may be an image

of the data set which minimize a cost function based on the acquisition time, orbital baseline and

Doppler centroid value. This cost function can be based for example on the Euclidean distance

to the mean baseline, mean Doppler and mean date of the acquisitions. Furthermore it should

be an image with a reduced component of thermal noise and atmospheric artifacts. However, it is

very difficult to evaluate those terms at this step of the processing.

Generation of the interferometric phase

Once all the images are on the same geometry, the interferometric phases can be computed.

The procedure is exactly the same as the one presented in section 2.2.5.6. It is important to

highlight that the phases must be as clean as possible of fringes. Thus, it is desirable of using a

DEM in order to compensate for the topographical fringes, the input to the SPN process are thus

DInSAR phases. Furthermore, the orbital fringes must be also estimated and compensated, as it

was described in section 2.2.5.7.

3.3.4 Initial mask of PS procedure

Two main methodologies are considered for selecting the initial mask of stable points in classical

SPN processing. The selection of the suitable methodology depends on the available number

of images and on the kind of processing that must be performed. The two methodologies are

the analysis of the standard deviation of the SLC amplitude (dispersion index) and the mean

interferometric coherence, they are described in section 3.2.2.

• The dispersion index is used when a large data set of images is available and the data must

be analyzed at full SLC image resolution. As the selection is based on the estimation of the

standard deviation, in case of a reduced number of samples, the estimation is not accurate

enough leading in a large number of false detection on the final mask of PSs (noisy points

selected as PSs). Furthermore, as the selection is done in a pixel-by-pixel basis over the full



CHAPTER 3. PERSISTENT SCATTERERS INTERFEROMETRY 61

resolution SLC, a higher density of PS per Km² than with multilooking methodologies can be

achieved. Typical values for point of good quality spans from 0 to 0.25 or up to 0.4 for cases

or areas presenting a reduce PS density.

• PS selection based on mean interferometric coherence is suitable when a reduced num-

ber of SLCs is available or when the analysis must be performed at medium SLC image

resolution. The interferometric coherence is a direct estimator of the phase noise in each

interferogram. The main drawback is that it is required a spatial correlation of the signal, and

hence a reduction of the resolution. The multilooked pixels presenting a coherence value

higher than a particular threshold in all the interferograms are selected as stable. Typically,

these threshold values vary from 0.5 (high quality points) to 0.3 (medium quality points)

depending on the desired PS density.

3.3.5 Stable Point Network analysis procedure

This procedure is the core of the SPN processor. It has as main scope the isolation of the different

phase contributions based on the stacking of DInSAR phases. The starting point is an initial mask

of stable points or Persistent Scatterers, the DInSAR phases and other ancillary data related to the

acquisition geometry and characteristics. Over this initial mask of points, the software performs

an identification and separation of the different phase artifacts based on equation 3.2.1. In other

words, it performs an initial estimate of the mean deformation rate and the point height only on

the PS, this is named the low resolution SPN as the estimates are obtained only on a reduced

number of points (a reduced set of locations) giving a low resolution spatial grid of information.

Afterward, the atmospheric phase screen (APS) of each interferometric pair is estimated based

on the residual phases of the PSs after removing the initial deformation and height model. This

results in an image with the phase value due to the double combination of the signal delays

induced by the two different atmospheric heterogenities of both acquisitions. At the end, the

same estimation based on the linear deformation rate and the height of the pixel is performed in

a pixel-by-pixel basis without interpolation over the whole swath. This last step is named high

resolution SPN as the information is obtained for each pixel. In figure 3.3.2 is depicted the block

diagram of this important section of the SPN processor.

The software is composed by different modules that can run independently but following al-

ways a sequential execution flow. Each of the steps, in which the SPN technique is divided, are

implemented as a separate function. The program automatically generates some log files where

the user can find some information about the processing. The user can then check the input pa-

rameters in order to prove the result consistency without the need of executing the previous steps.

Each module requires a minimum number of inputs which initially are defined by default.

One important point of the program is its flexibility: the software can work at any image resolu-

tion and with extracted subset of the whole image swath. Furthermore, there is no limit regarding

the size of the images that constrains memory requirements, although large images increment

considerably the execution time. The procedure works by blocks of lines. One of the most crit-

ical step in terms of computational cost is the size of the area of interest when performing the

high resolution SPN, as the estimates are performed in a pixel-by-pixel basis increasing a lot the
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Figure 3.3.2: SPN technique detailed flow chart. It has as main scope the phase artifacts separation based
on a particular DInSAR phase model given by equation 3.2.1.
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computational burden when trying to analyze the full scene (approximately 2 weeks of process-

ing using a 2 CPU computer for an image of about 5000x20000 samples in range and azimuth

respectively).

Below, the different steps of the SPN technique will be detailed briefly. These steps are the

base of the improvements performed within this PhD and which constitute the core of the project.

3.3.5.1 Relationship establishment

This step takes as input one mask with the stable points obtained by means of the SLC amplitude

analysis or by the stacking of the interferometric coherence. The objective is to set a network

of relationship between the points of the mask. For this purpose Delaunay triangulation [Lee90]

is applied, considering as a constrain in the maximum distance allowed between nearby points,

of about 1000 up to 2000 meters depending on the PS density. Afterward the information is

vectorized as the useful information is only on the arcs of the network. See figure 3.3.3 for an

example of network establishment on a real test site.

The use of the Delaunay triangulation presents two main advantages. First, it helps in the

identification of errors in the model fitting procedure by forcing the discrete line integral along any

elementary cycle (a triangle itself) to be zero or close to zero. Second, it performs an optimum

geometric relationship between nearby points considering the potential of testing the possible

irrotational residues. It means, it adds an optimum path redundancy per point which allows to

check whether an estimation between two points was correct or not.

3.3.5.2 Estimation of the model parameters at network arcs

Within this step a very simple phase model is adjusted based on the interferometric observation

at each arc of the network. This network was completely defined by the previous step. Then, for

each arc of the network the wrapped interferometric phase difference is obtained, which is the

observation (input) of the phase model adjustment (DInSAR phase difference between each two

vertexes of the triangles). The phase model considers a linear deformation rate and a possible

vertical height value for each arc. This height value is the difference between the elevation given

by the used DEM during the DInSAR processing and the real height of the scatterer. Hence,

the other common names for this estimated point height in PSI processing, DEM error, DEM

correction or DEM refinement. See equation 3.3.1 with the formulation of the adjusted phase

model.

ˆ△φixy = φiPSx − φiPSy =
2π
λ/2

· Bi
T

Risin(αi)
· △hxy +

2π
λ/2

· △T i · △vxy (3.3.1)

where φiPSx represents the interferometric phase at PS number x for the ith interferogram.

Bi
T is the perpendicular baseline value for the ith interferogram, the same for the range Ri and

the local incidence angle αi. △T iis the time span for the ith interferometric data pair. Thus,

△hxyand △vxyare the unknowns that must be estimated, the increment of vertical height and

linear deformation rate between the point PSx and the PSy.
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The estimation of the unknowns from the wrapped phases is a non-linear problem that cannot

be solved by direct inversion. The solution is obtained by means of the maximization of a cost

function which accounts for the sum of the residual phase errors, it is named the model coherence

and is defined in equation 3.3.2.

γxy =

∥∥∥∥∥
1

N

N

·
∑

i=1

ejφ
i
xy · e−jφ̂i

xy

∥∥∥∥∥ (3.3.2)

where φixy is the real wrapped phase increment between the PSx and the PSy and φ̂ixy is the

phase that must be adjusted. Hence, the coherence is used as a norm. The parameters which

maximize the coherence value are obtained by means of a seek through a solution space. The

statistical properties of the coherence operator have been described by [Col03], also in the next

chapter this coherence function will be reviewed.

The coherence value lies in the interval contained between 0 and 1. A value equal to 1 implies

a complete correspondence of the model with the observed phase. It means that the residual

phases are exactly 0, thus a perfect match has been obtained. A value close to 0 implies that the

phase residuals are very high and in consequence the model is not fitting the observed data.

As was already commented above, the observed phase data are wrapped, it means that are

known module 2π. The estimation of the parameters can only be successfully performed if the

increment of DInSAR phases at the arcs of the network is less than π in absolute value, (|△φxy| <
π) in most of the available interferograms. In any case, the residual phase difference φixy − φ̂ixy is

assumed to be small, since the phase components (see equation 3.2.1) which define the complete

PSI phase model may be small, like for instance:

• The contribution of the differential atmospheric phase screen term in the phase increment

between two close PSs should be small. Typically, it is assumed on PSI processing that

in average the atmospheric contribution for points separated by less than 1 Km is below

0.3 rad [Fer00]. This is however not always the case and it mainly depends on several

parameters such as the particular atmospheric conditions of the acquisition, the wavelength,

the incidence angle, the latitude of the test site or if the acquisition are taken during the day

or during the night [Han01].

• The noise terms of the phase should be small as the points involved in the arcs are or should

be PS-like pixels, and thus they are suppose to have a reduced noise component. Then, if

these points are selected for example with a dispersion index of about 0.25, the equivalent

phase noise is approximately below
√
2 · 0.25 rad for all the considered differences.

• Out of model artifacts can cause large phase residual differences in some cases, especially

in the case in which important non-linear ground deformation movements arise due to tun-

neling activities, earthquakes events, landslides, etc. However, the linear model is assumed

to be a good approximation for the major number of cases, at least between two nearby

points. Furthermore, the height model can be also very difficult to fit when for example

there are more than one strong scatterer within the resolution cell and with a very different

elevation values. This situation can be found typically in pure urban areas where different

scatterers arise due to the presence of balconies, television antennas and other metallic

elements with different shapes and sizes.
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3.3.5.3 Network integration

The performed estimates are obtained in the arcs of the network. These values are thus relative

between two nearby points. In order to obtain an absolute value at each point, a path integration

procedure is necessary. Like in a classical Region Growing algorithm the values at the points

are obtained by integrating the values of the model parameters estimated at the arcs, following

a particular guided path. According to the phase model adjustment quality index (the model

coherence) the path integration is carried out, from the best arc estimations to the worst ones.

The algorithm does not try to connect two isolated integrated zones, below a particular coherence

threshold the software stops. Therefore, several zones can be treated in an independent way

along the full image swath. Later on, a post processing can be performed in order to connect

those areas. However they can remain independent, although each of them are referenced to

a particular PS which is the initial seed of the integration. This initial PS is the reference point,

all the estimated parameters of the image are referenced to this position, which is set to zero in

deformation as well as in elevation.

The selection of this reference PS is a very difficult task. It must be a PS of good quality located

in a stable area, not affected by any ground deformation. This selection is thus not straightforward,

if no a priori information is available. There are two main possibilities:

• The user can set the area where the PS must be located; then the software selects auto-

matically the reference point within this area based on a quality criteria, which is related to

the maximum number of arrival arcs above a particular coherence threshold.

• In case in which no area has been set, the reference point is selected in a completely

automatic way. All the PSs are classified based on a quality index criteria. In parallel, their

mean position is computed, in range and azimuth. Considering all the possible candidates,

one of the best PSs closest to the mean PSs position, is set as reference.

Then, after the integration of the model parameter values the estimates are obtained for each

PS. For visualization purposes a spatial interpolation can be performed in order to have a general

overview of the result. However, due to the reduced spatial sampling the interpolated map has

a very poor quality as the information is only contained at the location of the PSs. In figure

3.3.4 is presented an example of network and of the interpolated low resolution map of the mean

deformation linear rate for a real case.

3.3.5.4 Estimation of the Atmospheric Phase Screen (APS)

It has been shown that the interferometric phase contribution due to atmospheric inhomogeneities

follows a well defined variation laws [Han01]. Generally it is assumed that atmospheric artifacts

have a large scale variation in space on SAR images. In addition, they are completely uncorrelated

in time. This means that the atmospheric phase screen is completely different on each acquisition.

Those contributions are moreover completely unpredictable, as they depend on the particular

weather conditions at the acquisition epoch.

The estimation of the atmospheric phase screen term over the interferometric phase is based

on a low pass spatial filter. This evaluation is done only over the PSs location, in each interfer-

ogram, after the compensation of the low resolution spatial SPN model. In other words, after
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(a) (b)

Figure 3.3.3: Example of initial PS mask (a) and the performed network of relationship based on Delaunay
triangulation (b).

(a) (b)

Figure 3.3.4: SPN low resolution PS network based on Delaunay triangulation (a) and integrated and inter-
polated map with the estimated mean deformation linear rate (b). The color table is coded between -1 (dark
red) and +1 (dark blue) cm/year. The image has a size of 1500 x 3000 pixels in range and azimuth with a
resolution of 8x4 meters respectively.
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the removal of the estimated deformation and the height model their phase residuals of each PS

present a reduced variability in space. If this residual phase is high, it would mean that the model

that is being removed is not properly adjusted or that the atmospheric perturbation is a very high.

It is demonstrated in the bibliography that the mean distance of correlation of the atmospheric

phase screen over a SAR image is of about 1 km [Han01]. This value can vary depending on the

latitude and on the nature of the test site.

Model removal

Using the interpolated mean subsidence map and mean height estimation at each PS, a in-

terferometric phase model is synthesized for each interferogram according to the acquisition pa-

rameters (baseline, time span, etc.). Those linear terms are subtracted from the true differential

interferometric phase obtaining the Differential Linear phase Residue defined in equation 3.3.3:

DPRi
X = φix − φ̂ix (3.3.3)

where φix is the observation, the wrapped phase for the interferometric couple i at PSx. φ̂ix is

the corresponding synthesized phase. It is assumed that this residual phase is due to mainly at-

mospheric artifacts, residual ground deformations which do not fit the linear model and to thermal

noise.

In order to ensure the suitability of the adjusted model, the full resolution InSAR phase before

and after the model removal can be analyzed. The performed height estimation can be verified, for

example, by comparing the phase of an interferogram very sensitive to the surface topography (a

tandem pair with a temporal gap of one day) before and after the compensation of the geometrical

adjusted model. This is depicted in figure 3.3.5.

As it can be observed in figure 3.3.5.c almost the total amount of fringes presented in the

DInSAR original phase (figure3.3.5.a) has been compensated. By comparing this tandem with

the residual phase after the geometric SPN model retrieval (figure 3.3.5.b) it can be realized how

much the amount of vertical fringes has been reduced. This interferometric tandem presents a

high height of ambiguity value (of about 30 meters) which means that it is very sensitive to the

topographiy of the surface. For that case a DEM has been used to generated the DInSAR phases

and compensate for the topographical changes due to the ground terrain roughness. However,

as a pure urban area is considered, the height of the buildings and other infrastructures not

compensated with the DEM. In consequence, these elements are originating phase fringes in the

interferograms, due to the high sensitivity to the topography. After the compensation of the height

model for each PS, those fringes disappears from the interferometric phase. The residual phase

becomes flat and it corroborates the appropriateness of adjusted model.

The same kind of analysis can be conducted for the SPN deformation model. One DInSAR

with a large time span and over an area affected by known ground deformation phenomena can

be compared before and after the model compensation for illustration purposes. In figure 3.3.6 is

presented one real case as an example. As it can be observed the phase gradient presented in

figure 3.3.6.a has disappeared when comparing it with the residual interferometric phase in figure

3.3.6.b. This fact corroborates the estimation of the deformation model under a qualitative point

of view. It is important to note that this phase gradient is due to a ground movement and not to

an atmospheric artifact (not already compensated at this step). It must be moreover highlighted
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(a) (b)

(c) (d)

Figure 3.3.5: Illustration example of phase model compensation with TerraSAR-X stripmap mode data. a)
DInSAR phase of at full resolution (3x1.5 meters aproximately) with a height of ambiguity value of about 30
meters. All the observed fringes (blue to red colortable has been used) are due to the ground surface relief
due to the buildings and other man-made infrastructures. That results in this typical pattern of fast fringes
in range direction. b) Estimated height value for each pixel based on the adjustement of the SPN phase
model given by equation 3.2.2. c) The same interferogram as in (a) after the removal of the SPN geometrical
model. As it can be observed the phase has become flatten. The fringes has disappeared. This fact makes
reliable the estimated geometrical mode. d) SAR multimean image of the presented pure urban area.
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(a) (b)

Figure 3.3.6: DInSAR phase of an area affected by ground deformation before (a) and after (b) the com-
pensation of the SPN estimated deformation model. As it can be observed by visual comparison the phase
gradient presented in the area within the red circle has disappeared when looking the residual phase in b.
The phases are at full SLC image resolution for an area of about 200 x 200 pixels. In consequence, this
phase gradient is too fast to be an atmospheric artifact as usually the correlation distance is of about 1 Km.

that the area presented in figure 3.3.6 is of about 80m2, 200x200 samples. The phase variation

due to the atmospheric artifacts over the phase is expected to be very smooth in space when

considering small distances.

Performance of the APS estimate

The estimation of the atmospheric components is based on application of a low pass over the

DPR images. However, these estimates can contain some other artifacts which have the same

long wavelength behavior (e.g. possible large scale deformations or residual orbital fringes) not

properly removed during the respective SPN steps. The estimation of the APS can be formulated

by means of equation 3.3.4:

APSi
x = [DPR]low−pass−filter−centered−in−PSx (3.3.4)

However, the pollution of the APS term is not a problem as the orbital fringes is not a signal of

interest that should be estimated through the SPN process. It is really difficult to decorrelate the

true atmospheric phase screen from a possible residual orbital fringes (it is assumed less than 1

full fringe per swath as residual orbital fringe) as both present a similar spatial variation pattern on

the interferometric phase (long wavelength phase artifacts).

On the other hand, the possible corruption of large scale ground deformation movements not

properly fitted with the linear model is a critical problem. If this component of the movement is

evaluated as part of the atmospheric artifact it is very difficult to recover it later. There is thus a

risk of underestimating the real magnitude of the observed deformation phenomena.

In figure 3.3.7 is presented an example of detected atmospheric phase screen for a given

interferogram. A large area (20x20 km) is presented in slant range geometry in order to illustrate

the smooth variation of this phase component in the spatial domain. As it can be observed in

figure 3.3.7.b after the compensation of the phase model (defined by equation 3.3.1) from the

original DInSAR input phase (3.3.7.a), the large scale artifacts of the APS become visible. The

estimated APS for this interferogram can be observed in figure 3.3.7.c. By compensating this

estimated APS from the resulting DPR image of figure 3.3.7.b, it can be noticed how the resulting

phase is completely flat, at least considering this large scale phase variations. Phase fluctuations
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(a) (b)

(c) (d)

Figure 3.3.7: Illustration example of the estimation and retrieval of the APS for a pure urban area and by
using TerraSAR-X stripmap mode data. The interferomgrams are resampled to highlight the large scale
artifacts, they are representing an area of about 20x20 km. a) Original DInSAR phase completely wrapped
by the building heights. b) Resulting residual phase after compensation the phase model (see equation
3.3.3). After the removal of the height model other low wavelenght artifacts arise. c) Example of detected
atmospheric phase screen for this large area. It can be correlated visually the variation presented by the
estimated APS with the large scale ones depicted in figure b. d) Residual phase after compensation of the
SPN phase model and the APS. As it can be observed the phase is completely flat considering this large
scale view. Small fluctuations can be noticed at local scale due to noisy pixels and/or possible out of model
residuals.

are still visible in figure 3.3.7.d but they are principally due to noisy pixels, as for example the area

on the top right which is a water covered area, and in consequence is completely decorrelated.

3.3.5.5 Final spatial high resolution estimation of the SPN model parameters

The original input interferometric phases are compensated by the estimated APS. Two main ob-

jectives are achieved. On one hand, the phase is cleaned from this unwanted large scale artifact.

On the other hand, the interferometric phases get calibrated in time.

As result, it is obtained a new mean deformation linear rate and a point height value but now

per each slant-range pixel without any interpolation. The same optimization procedure as the

one described in section 3.3.5.2 is followed in order to maximize the model coherence of each

sample. This coherence gives an indication of how well the model is adjusted considering the
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(a) (b)

(c) (d)

Figure 3.3.8: High resolution SPN outputs. a) mean deformation rate in cm/year (-1 cm/year for dark red
and +1 cm/year for dark blue). b) estimated pixel height (-30 meters for dark blue and +30 meters for dark
red points). c) SPN model coherence index (0 for dark values -wrong estimates- and 1 for white ones -right
estimates-). d) Mean amplitude of the presented urban area in slant-range geometry at SLC full resolution
for an area of about 500 x 500 pixels.

available data. Further details regarding the behavior of this model coherence will be given in

future chapters. In figure 3.3.8 is presented an example of these estimated products for a pure

urban area made with a stacking of a lot SLCs (ERS and ENVISAT). As it can be observed the

height estimation follows the shape of the buildings present in the area as it can be inferred by

comparing figure 3.3.8.b with the one in 3.3.8.d. Furthermore, as it can be observed there is no

cross-correlation between the deformation and the geometric SPN model when comparing the

estimated results in figure 3.3.8.a and b. It is important to notice that the model parameters are

adjusted for each of the pixels of the image. The model coherence 3.3.8.c indicates the quality

and the reliability of this estimate. As it can be observed high fluctuations of the model estimate

can be found for areas of low coherence (dark values in figure 3.3.8.c in correspondence with dark

red close to dark blue pixels in 3.3.8.a and b). It means that the adjusted model parameters for

those pixels are completely random. They don’t have any physical sense considering the analyzed

ground terrain. It means, it is not possible to have a point with a height of about +30 meters close

to another one with a height value of about -30 meters like it can be seen for low coherent areas,

which are in correspondence with streets of the city or gardens. The same kind of analysis can

be applied to the detected deformation values for completely noisy areas like those ones.

3.3.5.6 Estimation of the deformation time series

After the removal of the APS and the SPN phase model for each pixel, the deviation of the esti-

mated deformation form the adjusted linear model can be estimated. The expression for the re-

sulting residual interferograms considering the input DInSAR phases can be expressed by means

of equation 3.3.5:

DPR2is = DPRi
s −APSi

s = (φix − φ̂ix)−APSi
s (3.3.5)
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In principle, this residual phase DPR2is per pixel (s) and per interferogram (i) should contain

terms due to un-modeled deformation (not considered within the linear term defined in equation

3.3.1) and noise (a mixture of thermal noise, geometric interferometric noise, temporal decorre-

lation noise,...). Hence, for points of good quality, this former term should be very low and only it

should present variations with a certain correlation pattern with time.

The estimation of the residual deformation term is done based on a least squares adjustment

considering the residual interferometric phases as input; the deformation per each acquisition is

set as unknown. The epoch corresponding to the first image is set as reference and the defor-

mations at each of the other epochs relative to this reference one are resolved by means of the

following system of linear equations(equation 3.3.6).

b = Ax (3.3.6)

where b = [DPR2is, ..., DPR2
i+M
s ] and x = [xks , ..., x

k+N−1
s ] are respectively the set of M

residual interferometric phases (observations) and the deformation at each relative acquisition

epoch given by the acquisition date of the N available SLCs (the unknowns). This equation system

is resolved for each pixel s of the image. The design matrix A is the matrix of connections between

each SLC (interferometric couples) and the respective interferometric observations. The shape of

this matrix of connections can be observed as illustration example in equation 3.3.7 for a system

formed by 5 acquisitions and 10 interferometric combinations.

A =




1 −1 0 0 0

1 0 0 −1 0

1 0 0 0 −1

0 1 −1 0 0

0 1 0 −1 0

0 1 0 0 −1

0 0 1 −1 0

0 0 1 0 −1

0 0 0 1 −1

1 0 0 0 0




(3.3.7)

In this matrix, each row corresponds to a residual interferometric information, while the columns

are related to the acquisitions. Thus, for example, for the interferometric combination DPR2is =

DPR2ls −DPR2js related to the row i the values are all zero except at columns i and j, where they

are +1 and -1, the sign being determined by the interferometric difference.

The solution vector x of an N-by-N linear system Ax = b is guaranteed to exist and to be

unique if the coefficient array A is invertible. Using a simple algebraic manipulation, it is possible

to formulate the solution vector x in terms of the inverse of the coefficient array A and the right-side

vector b as showed in equation 3.3.8:

x = A−1b (3.3.8)

Although this relationship provides a concise mathematical representation of the solution, it

is never used in practice. Array inversion is computationally expensive (requiring a large number
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of floating-point operations) and prone to severe round-off errors. An alternate way of describing

the existence of a solution is to say that the system Ax = b is solvable if and only if the vector b

may be expressed as a linear combination of the columns of A. This definition is important when

considering the solutions of non-square (over- and under-determined) linear systems, which is

the case of interest. While the invertabiltiy of the coefficient array A may ensure that a solution

exists, it does not help in determining the solution. Some systems can be solved accurately us-

ing numerical methods whereas others cannot. In order to better understand the accuracy of a

numerical solution, it is possible to classify the condition of the system it solves. The scalar quan-

tity known as the condition number of a linear system is a measure of a solution’s sensitivity to

the effects of finite-precision arithmetic. The condition number of an n-by-n linear system Ax = b

is computed explicitly as |A||A-1| (where | | denotes a Euclidean norm). A linear system whose

condition number is small is considered well-conditioned and well suited to numerical computa-

tion. A linear system whose condition number is large is considered ill-conditioned and prone to

computational errors. To some extent, the solution of an ill-conditioned system may be improved

using an extended-precision data type (such as double-precision float). Other situations require

an approximate solution to the system using its Singular Value Decomposition, which is the case

when a linear system is over- or under-determined [Pre07]

Solution to overdetermined systems

Generally the kind of problems that must be solved within this step of SPN are overdetermined

systems. In that cases, when there are more linear equations than unknowns (M>N), the vector

b cannot be expressed as a linear combination of the columns of array A. In other words, b lies

outside of the subspace spanned by the columns of A. By using the Singular Value Decomposition

(SVD) procedure it is possible to determine a projected solution of the overdetermined system (b

is projected onto the subspace spanned by the columns of A and then the system is solved). This

type of solution has the property of minimizing the residual error E = b − Ax̂ in a least-squares

sense.

The core of the solution finding is based on the computation of the SVD of non-square array

as the product of orthogonal and diagonal arrays. SVD is a very powerful tool for the solution

of this kind of linear systems, and is often used when a solution cannot be determined by other

numerical algorithms.

The SVD of an (m x n) non-square array A is computed as the product of an (m x n) column

orthogonal array U, an (m x m) diagonal array SV, composed of the singular values, and the

transpose of an (m x m) orthogonal array V, see equation 3.3.9 [Pre07]:

A = U · SV · V T (3.3.9)

Thus, the solution of the linear system can be expressed as the product of arrays given by

equation 3.3.10, which represents the projection of the vector b into the subspace given by the

columns of A as:

x̂ = V · SV · UT · b (3.3.10)

An example of estimated time series can be observed in figure 3.3.9.
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Figure 3.3.9: Example of estimated deformation profile for a large stacking of SLCs. The red squares indicate
the position of the possible alias considering the actual solution. They are placed λ/2 above and below the
estimated solution. The black crosses are ERS1/2 and the black diamonds are ENVISAT acquisitions.

3.3.6 Final selection of points of measurement

The final selection of good measurement points is made at the end of the SPN processing. It is

based on the SPN model coherence performed during the high resolution SPN model adjustment,

see section 3.3.8. During this step the SPN phase model parameters are estimated pixel-by-

pixel. The model coherence indicates how well the observation fits the model for the estimated

parameters. It is a quality index that varies between 0 (bad adjustment) and 1 (good agreement).

Hence, by setting a threshold on this value a selection of good points for measurement can be

performed. It must be highlighted that this index measures the model goodness-of-fit as well as

the level of noise in the input data. Then, relaxing the threshold in order to select more points as

stable it will imply as well the inclusion of outliers.

It is interesting to note that the SPN model coherence it is an estimator of quality, and in

consequence the performances depend on the available number of samples (especially when

few data is available), , as it happens with the interferometric coherence (see figure 3.2.63.2.7).

One of the innovative work of this PhD is the detailed analysis of the performances of the SPN

model coherence, which is done by means of a simulated scenario. The results are presented in

sub-section 4.4.1.

Neverthless some interesting considerations can be formulated when selecting the good points

of measurements by thresholding the SPN model coherence. Many factors that can influence on

coherence value. They always occur when a large stacking of SLC (more than 25 images) is

analyzed, and these factors, presented in what follows, are very difficult to isolate one from each

other:

• Phase noise: the presence of noise in the phase values is translated into a degradation

of the model coherence. Indeed, the lower the noise, the higher the model coherence.

However, in case of reduced number of acquisitions, noisy points can be fitted with extreme

model parameter values resulting in high levels of coherence. They are very difficult to detect

in slant-range geometry. They can be detected as outlier if their fitted parameter values
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are very high (typically 3σ, being sigma the distribution of the histogram of the estimated

values). Generally in ground geometry those false alarms are located in the middle of areas

where are completely incoherent under an interferometric point of view such as water and

vegetation covered areas, crop fields, etc.

• Changes of the coherent scatterers: the surface of the analyzed test sites are not static. In

urban area, as in vegetated one, the coherence can be reduced due to the scene changes

(trees growth or human activities). Sometimes, if this changes are not very drastic, like

for instance the collapse of a building, there is a change of phase but the measurement

still coherent before and after this event. In those cases the model coherence will be re-

duced and the precision of the estimated parameters will be reduced, although in mean the

measurement will be reliable.

• Out of model ground deformation: non-linear ground movements will be also translated into

a degradation of the SPN model coherence. In case of light non-linear movements the

adjusted linear model will be good in average. Then, the absolute profile of deformation

will be recovered during the last step of the SPN processing, see section 3.3.5.6. However,

as the residual phase is high the coherence will decrease like for the case of noise points.

The only difference is that for noisy points the time series is noisy and for this kind of non-

linear points is fluctuating around the linear model under a more or less correlated way

with time. When the non-linear movement is important the fitted linear model is completely

wrong leading in a high decrease of the model coherence; this disturbs the possibility of

measurement over those kind of good points. This is the worst case because points with

reduced level of noise (potential PSs) are lost due to the simplicity the deformation model.

3.3.6.1 Methodology for selecting good SPN points of measurement

The principal SPN quality index parameter for selecting which pixels are points of measurement

and which not is the SPN model coherence, described in section 3.3.5.2. Considering a test case

with many acquisitions (more than 20), the following proposed values can be used as guide for

selecting PSs:

• Points with coherence value above 0.8 have a very reliable displacement rate and vertical

height estimations (usually the reported precisions are in the order of 1 mm/year and of

about 1 meter for the height [Cro08])

• Points with values within the range 0.8 to 0.5 have a reliable displacement rate estimations

but with a higher uncertainty value (of about precision 1 - 3 mm/year and 1 - 5 meters for the

height). However their time series of deformation are very interesting as this range of values

can contain non-linear deformation profiles. In fact, it is this deviation from the linear model

of deformation in time, the responsible of the decreasing of the coherence. In other words,

due to the bad goodness-of-fit [Pre07] of the model the residuals are large and hence the

coherence decreases [Cro08].

• Points with coherence between 0.5 and 0.3 could be affected by a strong non-linear motion

(which will not have been extracted correctly using linear modeling methods) and/or they

could present a time series showing a high level of noise. Must probably, their time series

may show aliasing in the calculation of the average annual rate and/or in the measurement
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Figure 3.3.10: Illustration example of thermal dilation detected by the deformation time series estimated
with SPN. For comparison purposes the mean and maximum temperatures of the days of acquisition. The
temperature values have been multiplied by 1/100. Typically those kinds of non-linear profiles give a value of
moderate-low SPN model coherence. However, as it can be observed they offer a very precise sensitivity to
the deformation (thermal dilation of the roof of a building in that case). The correlation coefficient between
temperatures and estimated deformation equals 0.82 for that case.

for each single date. The values of the phase residuals 3.3.5.6 will not be unwrapped prop-

erly and the time series cannot be estimated properly (this is the most probably situation).

The main drawback of this indicator is that it gives a description of the goodness-of-fit of the model

at the same time as it measures the reliability of the estimated model parameters. Hence, when

there is a decrease of the coherence it is impossible to know if the linear model is right but the

point has a lot of noise or if the point is radiometrically stable but it has movement completely

non-linear with time (out of model). This is the worst case as points of good quality which could

be exploited for performing measurements become unselected. For this reason, there are other

indexes that aid in the final selection of which points have noise and which ones present possible

non-linear movements within the actual SPN methodology.

SD_LIN Standard deviation of the time series with respect to a linear model

This is a measure of the standard deviation of the estimated deformation time series from the

linear model. It provides both a measure of the linearity of the displacement and of the noise in

the time series. Low values indicate a reduced variation of the individual deformation regarding

the linear model. By considering the SD_LIN value in combination with the model coherence

some conclusions regarding the nature of the time series can be noticed. Since the coherence

indicates how well a linear model fits the observed data, a point presenting a high coherence and

a high SD_LIN value (i.e. a point with high dispersion) may be a type showing relatively high

variation around a reliable linear displacement rate. An example of such point behavior is a point

undergoing (possibly seasonal) sinusoidal displacement with respect to linear movement – e.g.

thermal dilation of a metallic structure, or seasonal shrink/swell of clay.

Saturation of the calculated parameters

Generally, values at the edges of the considered span of solutions of the SPN analysis (i.e. at

the extreme of the possible deformation rates and of the height search ranges) are related with

outlier values. Typically they are very noisy points that fit these extreme values by chance. The

decision threshold can be set on 3σ, being σ the standard deviation estimated over all the set of

solutions.
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Amplitude stability (DA)

This a measure of the stability of the radar reflection for a particular point. It was already

defined and discussed in section3.2.2. Low values correspond to points which have maintained

a consistent reflection amplitude over a span of several acquisitions. It is a normalized measure,

thus not penalizes points with very strong reflectance.

As it has been demonstrated theoretically in section 3.2.2, that the amplitude deviation of a

point over a set of observations is a useful analogy for the points phase noise standard deviation.

Therefore by selecting points with a very low amplitude deviation, typically below 0.25, one can

insure that the points of the highest quality are selected, those that have very low phase noise.

Points with a DA above 0.25 have a phase noise of more than 0.2 radians, which translates into

an error greater than 1mm in the measure of displacement.

This factor can be used to identify potentially very reliable reflector points, for example at the

early stages of the SPN processing. It is a fast and very practical technique, however, it should

be stressed that the set of reliable points identified at the end of the processing cannot be derived

using only the DA as a quality indicator. These points are identified by a combined application of

the aforementioned quality parameters, where the combination can be of the form of a threshold

applied to each to eliminate the worst cases identified by each parameter but which when taken

together identifies a set of reliable points.

3.3.7 PS gecoding

As it was presented in the previous subsection, one of the outputs of SPN is the map of the

residual topographic errors or the estimated height for each pixel in the SAR image geometry.

The residual topographic error is given by the difference between the true height of the scattering

phase center of a given pixel, and the height of the DEM employed in the SPN processing to

produce the input DInSAR phases. An example of this estimate over a pure urban area can be

observed in figure 3.3.8.

The estimated height of the pixel plays a key role for two specific goals. First, it considers the

residual topography component of the DInSAR phase: the estimation of the residual topographic

error with respect the DEM. The second goal is the implementation of advanced geocoding pro-

cedures for this kind of advanced DInSAR products. The standard methods employ an a priori

known DEM to geocode these products (see section 2.2.5.9), is used an approximate value of the

true height of the scattering phase center of each pixel, which results in a location error during the

geocoding. A more precise geocoding is achieved using the estimated residual topography, this

work has been firstly presented in [Dur05]. This may considerably help the interpretation and the

exploitation of the PSI results, as it was demonstrated within the validation PSI analysis performed

in [Her09]. The formal precision that can be achieved in the estimation of the residual topographic

error is a function of the distribution of the normal baselines. Using large baselines, between ±

1200 m, it can be achieved a standard deviation of about 1 m [Col03].

It is important to note that this parameter describes a rather specific feature, i.e. the height

of the radar scattering phase center. This means that it cannot in general be used to improve

the quality of the DEM used in the SPN procedure directly but it is of great interest to get a kind

of improved “radar DEM” only over the PS selected in the SPN procedure, see figure 3.3.11 for

an example. This means that it is possible to distinguish if a PS is over a particular structure
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Figure 3.3.11: Example of estimated height for each pixel in slant range geometry as it outputs from SPN.
Some structure can be clearly identified even though they are in sensor geometry.

or just over the ground surface, which may be used in the handle of the PSI data for its proper

interpretation of deformation measures.

3.3.7.1 Precise geocoding procedure

The estimates are performed in sensor geometry or slant range, as stated previously. The SAR

geocoding procedure project each image pixel to its corresponding ground position, see figure

2.2.11. The precision mainly depends on the quality of the DEM used to produce the DInSAR

phase (typically 25x25 meters), the resolution of the SAR image (of about 20 meters for the C-

band ENVISAT case, and of about 3 meters for the TerraSAR-X stripmap case) and the quality of

the image timing annotation parameters (which also depends on the used sensor). However, in

PSI processing this pixel’s final ground position can be enhanced if the estimated vertical height

is used.

First of all the satellite track heading angle should be set. That is the angle between the North

and the satellite orbital flight direction. As all the missions are polar orbits they have more or

less a value of about 195º for the descending path and 285º for the ascending one (considering

clockwise direction from the North), taking into account that this value may vary slightly with the

latitude and with the used mission, see figure 3.3.12 for clear understanding.

Unitary vectors for the decomposition of the line of sight vector on ground (2-D) can be defined

by equation 3.3.11:

ûEW = cos(ψ) ûNS = sen(ψ) (3.3.11)

Then, the final ground position of each slant range pixels can be refined on ground by calcu-

lating the extra displacement that may be applied to each pixel based on its estimated vertical

height within SPN (see equation 3.3.12 and figure 3.3.13).

x =
h

tan(α)
(3.3.12)
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Figure 3.3.12: Illustration of the ascending (black) and the descending (red) acquisition mode over the same
ground area. The squares represents the swath coverage of each acquisition mode. The LOS vectors
represents the slant range direction (perpendicular to the flight direction), it is the direction where the radar
performs the measurements of change of distance.

Figure 3.3.13: Schematic view of the precise geocoding procedure.

The target B in figure 3.3.13 with a height h is sampled into the position C in slant range

geometry. When projecting this target into the ground geometry, it will be placed into the position

given by A. Moreover, if the vertical height of the target is known, the position can be corrected on

ground (A
′

) by accounting for the local incidence angle of the wave into the ground (α).

In particular, on ground coordinates the final enhanced position of the target is given by the

vectors defined by equation 3.3.13.

uEW = x · ûEW uNS = x · ûNS (3.3.13)

3.3.7.2 Example of application

With the precise geocoding procedure the PSs can be projected into any coordinates system. This

procedure crucial for the handling and the interpretation of the measurements as the structure

responsible of the SAR signal response can be perfectly identified on ground. See figure 3.3.14

for an illustration example of the enhancement of the final PSs position on ground.
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Figure 3.3.14: Example of the precise geocoding enhancement of the PS. a) ground location of the PS
without accounting for their vertical height. b) Enhanced position of the PS when accounting for their vertical
height. c) Aerial orthophoto image for visual correlation of the building shapes with the pattern of the PSs on
ground. See the areas within the black circles, the PSs are grouped together on ground following the shape
of the buildings. Copyright ICC for the background images.

Figure 3.3.15: Example of PSI 3-D geocoding performed with high resolution SAR data (TerraSAR-X
stripmap mode). The color-table blue to red represents the vertical height value of each radar points (dark
red of about 50 meters and dark blue for ground level). Copyright Googlearth for the background image.

As it can be observed in figure 3.3.14 the final position of the scatterers is drastically enhanced

when applying the precise geocoding correction. This is demonstrated by the grouping of the radar

points on ground following the shapes of the buildings and the infrastructures presented over the

ground surface, see figure 3.3.15.

By setting a threshold into the vertical height value it is possible to discriminate between points

placed on the ground level and points placed over buildings and/or infrastructures. The carefull

analysis of the deformation maps can be done by considering that two points very close one to

each other can present a completely different deformation value considering that they are from

completely different locations, (see figure 3.3.16).

As it can be observed in figure 3.3.16 a complete analysis of the PSI deformation measure-

ments can be performed when accounting for the enhanced PS final ground position and for its

vertical height value. The deformation highlighted by the red square in figure 3.3.16 can be ex-

plained by the fact that the point is located over the building, while the sorrounding points are
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Figure 3.3.16: Illustration example of the proper handling and interpretation of the PSI deformation measure-
ments on ground geometry. Copyright ICC for the background image.

Figure 3.3.17: Example of final geocoded PSI deformation measurements over a urban area superimposed
over a spaceborne orthophoto.The processing was done with an stacking of 30 ENVISAT stripmap mode
SLCs covering a time span contained between 2003 up to 2008. Background image is copyright SPOTIM-
AGE.

directly placed on ground. . It can be inferred that the building is subsiding while the ground is

stable. So, it means that it is a problem affecting this particular structure. This work has been

published in [Dur07b].

In summary, the final deformation measurement are presented in ground geometry, see figure

3.3.17 for an example of final geocoded PSI product. Typically the final vertical height precision

is in the order of 1 meters, which is translated into a precision of about 2.5 meters in the final

geocoded ground position. This work was reported in [Dur05, Cro08].
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Chapter 4

Improvements of the SPN technique

This chapter is the core of this PhD. Some of the technique’s major drawbacks identified in the

previous chapters will be detailed and reviewed here. The implemented solutions in order to

overcome these limitations will be described in the sections of this chapter. These improvements

will be evaluated by means of their application and performance on real test cases. These new

methodologies are very useful by themselves and each of them represent one single advance of

the SPN technique towards a completely automatic processing chain. In particular, one of the

major enhancements is the adaptation of the SPN deformation estimates to non-linear ground

movements, and especially for long periods of analysis, which the main goal of the PSI analysis

4.1 Image coregistration quality control

In PSI, all the available images must be put into a common geometry. Thus, one of the images

is selected as super master and all the other ones are coregistered to this common image. In

a stacking of several acquisitions the control of the accuracy of this particular procedure is not

straightforward. In classical InSAR it can be checked by visual inspection of the amplitude of the

images the correctness of this procedure. However, this method can be used when few images are

considered. Moreover, errors and inaccuracies at inter-pixel level are sometimes very difficult to

detect even by trained-eyes, see figure 4.1.1. PSI and classical InSAR require sub-pixel accuracy

in slave image coregistration.

One interesting possibility is to take advantage of the capacity of detecting PS like pixels in

a incoherent way at the very early steps of the SPN processing. For example, once the images

are coregistered the normalized standard deviation of the stacking of amplitudes can be computed

(see section 3.2.2). Thus, pixels with a reduced level of noise can be detected by setting threshold

over this index, or in others words, pixels radiometrically stable in the set of acquisitions can be

detected. The main idea is to estimate which of the pixels selected have a behavior similar to an

ideal point target one. A mask of super PSs is thus produced based on the initial mask of stable

points. By detecting and tracking the peak of the main lobe the impulsional response function

(IRF) of these points, the accuracy of the coregistration procedure can be evaluated. In normal

cases, the mean offset detected for the location of those peaks should be contained within ±0.1

fractions of a pixel taking as reference the position of the peak at the super master acquisition.

83
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(a) (b)

Figure 4.1.1: Example of RGB compose image with the SAR amplitude of 2 not properly coregistered SLCs
(a) and 2 perfectly coregistered ones (b). Mis-registrations of about one pixel are very difficult to detect by
visual inspection of the amplitudes. See the duplication of the presented structures in the zoomed window
in (a) and compare it with the one in (b) where there are more white color, what it means that the RGB
channels have the same value over those bright pixels related to a possible harbor and a bridge over the
river presented within those red squares.

4.1.1 Detection of super PS

Pixels radiometrically stable based on the stacking of coregistered SLCs are selected (section

3.2.2). Based on this initial mask of PS like pixels the ones with a behavior similar to an ideal

point target must be identified. These point are defined as the super PSs. These kinds of pixels

may be not only composed by scatterers presenting a reducing level of noise but also they must

present a SAR signal response similar to the one given for an ideal target.

For this reason, the IRF of these pixels, selected as PSs, is estimated and analyzed. The IRF

of a pixel characterizes its behavior under a radiometric point of view. Then, by comparing the

IRF of those PS-like pixels with the one of an ideal target it is possible to make a sub-selection of

in order to identify those super PSs within this initial mask of PSs.

4.1.1.1 The impulse response function (IRF)

The IRF is a good tool for analyzing the SAR image quality. It characterizes the SAR response

of an ideal point target. The IRF describes the dispersion of the energy coming from a single

scatterer, which ideally should be concentrated in one unique pixel of the image. The analytical

expression for the SAR IRF can be derived by considering the SAR complete processing as a

linear system and as input an ideal impulse, see figure 4.1.2. Thus, the transfer function can be

approximated by equation 4.1.1, see [Cum05] for further details.

himp(τ, η) = wr(τ − τ0) · wa(η − η0) · exp(−j4πR0/λ) · exp(jπKr(τ − τ0)
2) (4.1.1)

where τ and η represent the range and the azimuth image coordinates. wr and wa are the

envelopes of the amplitude centered at the target’s location (τo, η0). The first exponential term is

the SAR phase given by the slant-range distance of closest approach radar to scatterer R0. The
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Figure 4.1.2: SAR system model with additive noise.

last exponential is the used chirp range function dominated by the range FM rate Kr which is the

responsible of the system bandwidth, and hence the resolution of the system.

To obtain the signal model received from a general ground surface, the ground reflectivity

g(τ, η) is convolved with this impulse response in two dimensions to the base-band SAR signal

data as depicted in equation 4.1.2.

so(τ, η) = g(τ, η)⊗ himp(τ, η) + n(τ, η) (4.1.2)

where n(τ, η) is an additional noise component that is present in all practical systems. The

correspondent SAR system model to equation 4.1.2 is shown in figure 4.1.2. This is the matched

filtering performed by the SAR system, which allows to detect the desired signal from the noise

floor.

However, for simulations purposes the noise can be ignored. The shape of the ideal IRF is

shown in figure 4.1.3.

Generally, the shape of the IRF is governed by the applied weighting, such as that physic one,

given by the two-way azimuth antenna pattern or artificial weighting applied to azimuth and range

frequency spectra during the SAR processing. Both considered within the terms wa and wr for

azimuth and range respectively in equation 4.1.1. The performances of the IRF for each target

can be evaluated by means of several parameters. In particular, there are two main parameters

which define the radiometric interaction between nearby pixels, the ISLR and the PSLR:

• Integrated Side Lobe Ratio (ISLR): it is the ratio between the total energy contained within

the area covered by main lobe and the total energy contained within the area covered by the

secondary lobes.

• Peak Side Lobe Ratio (PSLR): it is the ratio between the maximum value of the peak of the

main lobe and the maximum value detected for the secondary lobes.

The additional weight applied to the data (wrand wa) change the shape of the IRF. The spatial res-

olution - the width at 3dB of the main lobe in range and azimuth - is favored by uniform weighting,

like for instance by unweighting the natural image. Thus, the main lobe is narrow but the side lobes

of the IRF are higher, interfering with possible point targets in the surroundings. The weighted im-

age offers a better protection against those interferences of the secondary lobes (plus another

ones against the signal ambiguities see [Mas08]), but the width of the main lobes becomes wider

(worst resolution). The solution is a tradeoff between spatial and radiometric resolution which

must be met during the SAR signal focusing procedure.
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(a)

(b)

Figure 4.1.3: Ideal SAR IRF in 3-D without added noise (a). IRF cut in range and in azimuth direction for the
amplitude and for the phase.
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4.1.1.2 Identification of super PSs

In figure 4.1.3 is presented the IRF of an ideal point target obtained by means of simulations.

It is understood an ideal target as a target which gives a coherent constant radar backscatter-

ing (amplitude and phase) for all the repeat passes. It means, for different geometric point of

views. Hence, the target must have a broad bandwidth of backscattering, in range and in azimuth

direction.

In real cases, this kind of ideal SAR responses can be obtained on scatterers which presents

multiple bounces (natural objects with corners). These reflections give a broad bandwidth of radar

response. The ideal case can be found for corner reflectors, see section 3.2. Corner reflectors are

scatterers formed by tree triangular surfaces (ideally of identical size) placed in a perpendicular

way between them resulting in a trihedral. The reflection of the radar wave in those reflectors have

always a double bounce ensuring a constant response in amplitude and phase for a broad range

of incidences and squint angles. For larger triangles the total amount of returned backscattering

is higher and the interference due to the secondary lobes of the nearby points is reduced. The

response of this point target prevails over the other ones. The SAR response (IRF) of an artificial

metallic corner reflector is very similar of the one given by an ideal target obtained by simulations,

presented in figure 4.1.3

Then, these super PS can be defined as the points with a reduced level of phase noise stan-

dard deviation and with a backscattering power that prevail over their background in a set of

acquisitions. This can be measured by means of the Signal to Clutter Ratio (SCR) of a tar-

get, see section 3.2.2. This parameter can be estimated based on the SAR amplitude image

[CEO93, Lau98] assuming that the signal return is a deterministic signal polluted by noise due

to the clutter. Thus, pixels presenting a high level of SCR in a set of acquisitions are related to

targets which dominate the SAR response in a surrounding set of pixels in all the available repeat

passes.

Estimation of the SCR

The SCR can be computed by several methods. One of them is the CEOS method [CEO93]

which is based on the ratio between the total power given by the area covered by the signal (main

lobe and secondary lobes) and the area covered by the clutter (estimated by means of the area

not covered by the target’s IRF response), see figure 4.1.4 and equation 4.1.3.

SCR =

∑signal
i |SLCi|2/AREAsignal

∑clutter
j |SLCj |2/AREAclutter

(4.1.3)

It must be highlighted that this methodology for estimating the SCR assumes stationary con-

ditions of the surroundings, which may not be always valid, especially in urban areas with a high

density of strong targets.

4.1.2 Evaluation of the coregistration accuracy

The evaluation of the accuracy of the coregistration is done based on the inter-pixel position of

these super PSs in the set of coregistered SLCs. The location of the super PSs in the master
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Figure 4.1.4: Illustration of the areas used to estimate the signal (inside the green cross) to clutter (inside
blue areas) ratio of power level. The SLC is oversampled by a factor of 8 and then amplitude image is used
for the computation of this ratio by means of equation 4.1.3.

Figure 4.1.5: Illustration of the steep ascent (blue line) methodology used to find the local maximum based
on the initial integer coordinates position of the PSs (blue cross) over the estimated IRF of a real point target
like pixels..

image is set as reference, the relative inter-pixel positions must be small and should not present

any correlation with the position of the target in the image.

First of all, a selection of the super PSs must be performed, the ones with a lower level of

amplitude standard deviation and with a high level of SCR (of above 24 dB for all the set of

observations). The IRF of the points points contained within the initial mask of super PSs is

computed . To compute the IRF the complex SLC images must be oversampled at least by a

factor higher than 10 by means of zero padding in frequency domain, see figure 4.1.3 for an

example of SAR IRF.

The locations of the point scatterers within the image are obtained by detecting the maximum

of the amplitude. Those initial integer coordinates are the starting point for the IRF estimation.

The localization of the peak is obtained by means of a steepest ascent path follow algorithm based

on the amplitude of an oversampled version of the SLC, see figure 4.1.5.

Thus, the precise location of the target’s peak is obtained for all the points identified as super

PS and for each coregistered SLC image. The precise location of the points in the master image

is set as reference and the difference in pixels is then computed with respect to the other images
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for all the points, see equation 4.1.4 for the definition of the relative location for each point (x,y)

and each slave image k.

(△x,△y)k = (x, y)master − (x, y)slavek (4.1.4)

This relative position can be analyzed in function of the range position for each image and in

mean in order to detect systematic errors in the coregistration procedure.

4.1.3 Example of application of the methodology

The applicability of the presented procedure has been evaluated by means of several real test

cases using ERS and ENVISAT image mode data. The input is a stack of SLCs that have been

coregistered into a common master geometry. The objective is to detect point radiometrically

stable within the stack and with a IRF similar to the one given by an ideal target, or in other words,

to the one given a corner reflector structure.

The first step is to perform an estimation of an initial mask of PSs, like for example the one

based on the analysis of the amplitude standard deviation presented in 3.2.2. Then, it is estimated

the IRF for those pixels. The width of the main lobe (at 3 dBs of power decrease with respect to

the maximum) and the SCR are used in order to points with a IRF similar to an ideal target

(narrow and sharp). Values with 50% of variation with respect to the nominal satellite resolution

are used for the width at 3 dBs (of about 13 per 7 meters in range and azimuth respectively for the

ERS/ENVISAT cases). Values for the SCR are in the order of 5 dBs, when for corners reflectors

with a size of about 12 times λ one can have values of about 20 dBs of RCS (target’s returned

power, added to the clutter level), see figure 3.2.2. The threshold for the SCR may be relaxed

when it is applied in pure urban areas as the clutter level usually is very high. Whatever, as the

SCR is not the only parameter used (it is combined with the width of the IRF and the radiometric

stability analysis within the stacking), the inclusion of possible of false detections is not directly

related with this threshold relaxation.

Once the location of the super PSs are known it must be computed their inter-pixel location

with the respected to the reference one, the inter-pixel location within the super master image of

the stacking. In figure 4.1.6 it can be observed the plot with the mean and the standard deviation of

those differential inter-pixel positions for those points per each image (related to an orbit number).

Figure 4.1.6 gives an overview of the coregistration accuracy for each available acquisition, in

range and in azimuth. As it can observed almost for all the estimations the mean location of the

inter-pixel relative position is below 0.1, in fact it is very close to zero with a standard deviation of

about 0.1. Hence the coregistration accuracy is within the required quality parameters. However,

there are a couple of interesting cases outside the expected performances. In figure 4.1.6.b it can

be observed one orbit presenting an offset the mean location of the inter-pixel position, the one

highlighted with a red arrow. Furthermore there is another orbit in figure 4.1.6.b presenting a high

standard deviation, twofold considering the other ones, highlighted with a blue arrow.

The first case (the one highlighted with a red arrow in figure 4.1.6.b) is indicating that there

is a mean offset detected in the azimuth inter-pixel locations for those point targets within for this

particular acquisition. Further analysis can be conducted by looking at the graphs presented in
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(a) (b)

Figure 4.1.6: Evaluation of the coregistration accuracy per each orbit. Mean and standard deviation of the
relative inter-pixel location of the point targets for each orbit in range (a) and in azimuth (b) direction. The
measurements are performed in pixel units. The accuracy may be in the order of 0.1 pixels.

(a) (b)

Figure 4.1.7: Range (a) and azimuth (b) relative inter-pixel location detected for point target’s like pixels
for a particular orbit with a coregistration error of about 0.2 pixels in azimuth. This information is plotted in
function of the range in order to analyze possible heterogeneities introduced by the baseline between both
acquisitions (which is not the case). The red curve corresponds to a polynomial model of order 3 of the
detected shifts in range.

figure 4.1.7 where it is presented the relative inter-pixel position for each point target in function

of their range location within the image for this particular orbit.

In figure 4.1.7.b it can be noticed how effectively there is an offset of about 0.2 pixels in the

coregistered SLCs, and it is constant in range. However, in range direction (figure 4.1.7.a) the

image is not presenting any particular problem. Hence, the coregistration procedure must be

refined this particular in order to resolve this inter-pixel shift which may absolutely undetectable

by visual inspections of the image amplitudes.

Another interesting problematic case can be found for the one highlighted with a blue arrow

in figure 4.1.6.b. For this case the mean offset is correctly placed around zero but the presented

spread of the values is larger than for the other cases (twofold). Again, further analysis can be

conducted by looking at figure 4.1.8 where it is presented the distribution of these offsets with the

range.

As it can noticed in figure 4.1.8.b the distribution of the offsets is completely random. The

point targets do not have a relative inter-pixel position close to zero for this particular image for

the azimuth direction, in contrary with the range direction (4.1.8.a) where is performing correctly.

Thus, one may think that it is a particular problem related only with the azimuth direction that can

affect the location of the targets within the image, that is it the image Doppler centroid value.

Effectively, when checking this parameters for this particular image it was corroborated that

the Doppler centroid value used for the processing was not the correct one. This fact originates
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(a) (b)

Figure 4.1.8: Range (a) and azimuth (b) relative inter-pixel location detected for point target’s like pixels for
a particular orbit with a coregistration problem in azimuth. This information is plotted in function of the range
in order to analyze possible heterogeneities introduced by the baseline between both acquisitions (which is
not the case). The red curve corresponds to a polynomial model of order 3 of the detected shifts in range.
The distribution of the values in azimuth direction is completely random.

inaccuracies in the coregistration procedure but also during the estimation of IRF. During the

resampling procedures (for coregistration, for the IRF estimation) there are FFTs in azimuth direc-

tion what it means that one should account for the appropriate Doppler centroid value. This error

has a direct impact on the IRF estimation in azimuth direction as depicted by figure 4.1.9. The

shape of the IRF in azimuth direction is not the appropriate one, (compare 4.1.9.a with 4.1.9.b as

well as the azimuth profiles in figure 4.1.9.c with the ones in figure 4.1.9.d) as it can be observed

it is presenting a fast modulation with a lot of peaks. Thus, the Doppler centroid value must be

estimated properly and the image should be reprocessed.

4.2 PS-like pixel selection enhancements

As it was already commented the estimation of what pixel has a PS like behavior or not is not

straightforward and it can be overcome by different methodologies. SPN, like any other PSI tech-

niques, requires an initial mask with the location of the PSs in order to perform a network of

relative measurements. It means, that this estimation of PSs must be done at the very early steps

of the processing, hence without entering in the analysis of the phase values (no modeling, no

phase unwrapping). An efficient way is to analyze the pixel’s radiometric stability. For example

by means of an incoherent analysis of the SAR amplitude standard deviation for each pixels in

the stacking of images. As it was demonstrated in section 3.2.2 the amplitude dispersion index is

directly related with the phase noise standard deviation for low values. For higher values this pa-

rameter becomes an underestimation of the real phase standard deviation, hence one can have

an idea of the lower bound of the expected noise per pixel.

With this initial mask of stable points SPN establishes a network in order to exploit the phase

value of those points. Based on the analysis of the phase in function of the baseline and the

time span the atmospheric artifacts can be estimated for every interferogram as it is an artifact

completely deco related with these variables. Finally, at the end of SPN a phase model is ad-

justed pixel-by-pixel. Hence, the final map of stable points with the measurement of the ground

deformation is based on this final model estimate goodness-of-fit for each pixel, see section 3.3.5

for further details on SPN methodology and steps.

In summary, SPN requires an initial mask of PSs although the final mask of points of mea-
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(a) (b)

(c) (d)

Figure 4.1.9: 3-D shape of the IRF estimated for the same point target with a good (a) and with a bad Doppler
centroid value (b). IRF cuts in range and azimuth for the amplitude and for the phase for a processing with
good (c) and with a wrong Doppler centroid value (d).
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surement is obtained at the end of the phase analysis based mainly on the SPN phase model

coherence adjusted for each pixel. The accuracy in the performances of both masks is very im-

portant. First, an initial mask of PSs with a lot of false detections or with a lot of noisy points can

result into a fail of the network performance or convergence. This would make impossible the sep-

aration of the different phase artifacts in an accurate way leading in a fail of the SPN processing.

Second, the final selection of the points of measurement is also very important. Possible false

detections can lead into false alarms in possible interpretation of ground the deformations. Fur-

thermore, if one is very conservative in this final selection of good points possible huge non-linear

ground deformation can become lost or not detected, which is also very grave because this would

imply a loss of the detection capabilities of the SAR system.

Thus, the investigation and enhancements in the selection of PSs in both steps is absolutely

justified.

4.2.1 Enhancements of the initial estimation of PS

Here the amplitude dispersion index [Fer01] will be analyzed in order to improve the initial se-

lection of stable points. The objective of these improvements are twofold, to give robustness to

this initial mask and at the same time to increase this number of points within the mask. It must

be considered that these two facts are incompatibles considering the current methodology used

to achieve this purpose, relaxing the threshold over the dispersion index. This action implies the

inclusion of more points within this initial mask but also it leads into an increase of the false alarms

or false detections. In other words, the produced mask would be more dense but the noise level

presented by the points could be very high, resulting in a complete failure of the SPN processing

instead of the high density of points available.

The same effect occurs when the number of available SLCs is reduced. As it could be ob-

served in figure 3.2.6 when this number of images is not large enough (of about 20) the standard

deviation of the dispersion index estimator increases drastically (by a factor of 3). As result, the

same effect explained just above (related with the relaxation of the threshold) can be noticed.

Another key factor which influences a lot on the accuracy of this estimator is the calibration of

the SLCs. In order to analyze the variability of the pixel radiometric level in a set of acquisition

it is very important to have all the images perfectly calibrated, specially between them. The

objective is to evaluate the stability of the backscattering coefficient given by each pixel, which

is directly related with changes in the SAR response due to different facts, noise, geometric or

temporal decorrelation, etc.. Hence, if the images are not perfectly calibrated between them this

measurement of change can be corrupted by this fact.

4.2.1.1 Relative calibration of the images

Image relative calibration is mandatory before analyzing the variability of the amplitude for each

pixel. The absolute calibration of the images is not important because the absolute power is not

used in the measurements. Currently, the calibration is based on the computation of a constant

power value per each SLC. This constant value is obtained by means of the equalization of the

power in particular areas, see equation 4.2.1:
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Figure 4.2.1: Example of the selection of the areas for compute the calibration constant based on the visual
analysis of the SAR amplitude image.

CTEi = 1/
∑

areas|SLCi|2 (4.2.1)

The selection of these areas is a critical step. That must be performed manually based on

the data visual inspection. The idea is to select areas within the SAR geometry which contain

infrastructures or man-made objects (bright areas in SAR images) which are assumed to be

radiometrically stable (or constant) over time. . These ares may be localized by visual inspection

of the SAR image and it is desirable that they are distributed throughout the swath. See figure

4.2.1 for an example.

It must be highlighted that selecting bright areas can be difficult in some special cases, like

for example the one depicted by figure 4.2.1. In mountainous or sub-urban areas the presence of

man-made objects is not so important. Typically, over those areas this results into the definition of

small regions which delimitated by small towns detected by visual inspection of the SAR amplitude

and distributed along the swath.

It should be noted that these calibration areas are selected roughly and that they could contain

a large number of un-stable reflectors (under a radiometric point of view). The estimation of these

constant values must thus be refined in some way. Based on [Gua03] it was demonstrated that

the azimuth antenna pattern of the instrument can be estimated by means of the exploitation of

the SAR amplitude over the PSs along its Doppler history (with level 0 data). It means that, over

those point the radiometric quality of the signal is so good that it allow such kind of measurements.

Based on an initial estimation of the calibration constant over those rough areas per each SLC

as defined above an initial of mask possible of PSs is obtained. These calibration constants are

then refined by performing the computation over the location of the PSs. The initial mask of pos-

sible PSs can be updated and the procedure can iterate again. Thus, the proposed methodology
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Figure 4.2.2: Flow chart of the iterative methodology performed to improve the detection of initial PSs.

should handle these iterations until some kind of stop condition. One possible exit condition could

be based onsetting a threshold of less than 0.1 dB in the estimation of the calibration constant

of all the SLC, which is approximately the precision reported by the active transponders used for

calibration purposes of the SAR instruments [Jac00]. The flow chart of the proposed methodology

is shown in figure 4.2.2.

As it is depicted in figure 4.2.2 after the first iteration, the calibration constant is estimated only

on the location of the PSs. Then, after the re-computation of the constants a new mask of PSs

is obtained and consequently a new estimation of these calibration constants can be performed.

This operation can be repeated until some stop condition is accomplished, like for instance based

on the convergence of the value of the obtained calibration constants as explained above.

4.2.1.2 Example of application

In order to evaluate the performances of the new proposed methodology a practical case of study

based on real data is analyzed. The analysis of the test site is base on a data stack of 28 ENVISAT

image mode SLCs. The objective is to evaluate the increase in the amount of PSs selected within

the initial mask of good points based on the analysis of the amplitude standard deviation of the

stacking of SLCs, see section 3.2.2.

Thus, the first step is the selection of one super master geometry and the performance of the

coregistration of all the available SLCs into that common geometry (see section 3.3). Each SLC

pixel may contain the radar response reflected from exactly the same ground area.

After the coregistration of all the images to the same geometry (see section 3.3), the first

estimation of the calibration constant is done (equation 4.2.1), based on the selected areas dis-

tributed along the swath. By using these constant values the images can be calibrated in a relative

sense and the evaluation of the variability of the amplitude of each pixel can be performed. The

pixels presenting a low dispersion index of the amplitude standard deviation are selected as stable

points (typically below 0.25). These two steps are considered as the iteration 0.
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(a) (b)

Figure 4.2.3: a) Estimated calibration constant (in power) per SLC in function of the iterations. White crosses
for the iteration 0. Red crosses for the iteration 1. Red asterisks for iteration 2. Green diamonds for the
iteration 3, the last one. b) Normalized standard deviation (in dBs) of the estimated calibration constant
values in function of the number of pixels selected as PSs for each of the three iterations.

The algorithm is then iterating since the estimated constant per each SLC is not changing

(changes below 0.1 dB between consecutive iterations). For this particular test case, the proce-

dure required 3 iterations to reach this requirement.

In figure 4.2.3.a is presented the evolution of the estimated values for each SLC in function of

the iterations. As it can be observed the mean of the values change drastically in from the iteration

0 to first one (by a factor of two in power units). After the second iteration the estimated values

become almost stable, achieving the exit conditions of the procedure. It is interesting to notice

that the spread of the estimated values is reduced with the iterations. This is normal as the points

used for performing this estimation are better and better for each iteration under a radiometrically

point of view.

In figure 4.2.3.b is shown the evolution of the normalized standard deviation of the estimated

calibration values with the iterations in function of the amount of pixels selected as PSs. As it is

depicted, the standard deviation of the estimated values is reduced at the same time as the total

amount of selected PSs increases. In particular the total amount of PSs is twofold considering the

first iteration and the last one (the third), by using always the same threshold for the selection. This

is a very important result as the density of PSs is increased without loosing radiometric properties.

In figure 4.2.4 are evaluated the performances of the considered procedure under an image

point of view. The figures on the left correspond to the iteration zero (classical SPN), while the

ones on the right are related to the last iteration (the third one). The SAR multimean amplitude

and the final map of selected PSs for the same area between both iterations are compared, the

same image histograms stretching have been applied in order to aid the visual comparisons.

As it can be observed by comparing figure 4.2.4.a with figure 4.2.4.b the radiometric quality of

the multimean image has been enhanced. In figure 4.2.4.b more radiometric contrast between the

different kind of surfaces presented on the image can be appreciated. In particular more details,

textures and roughness can be observed when comparing figure 4.2.4.a with figure 4.2.4.b for the
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(a) (b)

(c) (d)

Figure 4.2.4: Example of the image radiometric enhancement induced by the new iterative methodology. a)
SAR multimean image at the iteration zero. b) SAR multimean image at the last iteration (the third one). c)
map with the locations of the PSs selected for the iteration zero and in (d) for the last one.
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urban as well as for the field areas, which corroborates the radiometric resolution improvement

introduced by this new methodology.

Another fact that confirms the radiometric enhancement is the selection of more PSs (consid-

ering the same threshold for the selection methodology). This can be noticed by means of figure

4.2.3.b, where the increase of the PS numbers in function of the iterations is illustrated. This can

be check also by visual comparison of figure4.2.4.c with figure 4.2.4.d, more PSs arise in the

urban area as well as in the fields.

This methodology is completely justified when using ERS, ENVISAT and RADARSAT data as

their radiometric precision is in the order of more than 0.8 dBs [Ros]. However, this radiometric

accuracy is extremely improved by the new generation sensors (TerraSAR-X, Cosmo-Skymed,..).

Their radiometric precision is in the order of 0.2 dBs, which is in the same order of magnitude

as the precision achieved by the proposed methodology [Sch]. The applicability of this proposed

methodology for this type of SAR data is still under investigation.

4.2.2 Final selection of PSlike pixels enhancements

As it was commented in the previous sections, the final SPN analysis is made in a pixel-by-pixel

basis. The final mask of good point or pixels for measurements is performed mainly based on the

model coherence evaluated for each pixel. Not all the interferometric measurements performed

over a pixel have a direct correspondence in the real world. Some radar pixels may not be related

to existing structures on ground as they are directly generated by the SAR processing itself. For

instance, several artifacts can be created in the Synthetic Aperture Radar images due to the signal

acquisition system or processing leading in particular artifacts which may be handled properly. For

example, azimuth ambiguities and side lobes are two of them which could have a strong impact

on interferometric measurements:

• Azimuth ambiguities: they may appear as strong targets in low backscattering areas like

forest or water. In consequence they can be interpreted as strong targets within the selection

of PSs.

• Side lobes of strong targets: the side lobes of strong targets can pollute lower level signals

in the surroundings. Resulting mainly in a false estimation of the real density of points of

measurements over the test site.

The main objective of this section is to present the way to identify those artifacts and to analyze

their impact on SPN measurements. In summary, it can be said that they can cause ambiguous

SPN measurements. This work has been presented in [Dur07b, Dur07a].

4.2.2.1 Origin of ambiguous SPN measurements

Two particular SAR artifacts are considered in this study, azimuth ambiguities and range side

lobes. The origin of those artifacts will be explained briefly in this section. Some particular char-

acteristics will be remarked in order to study their impact on PSI interferometry.
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SAR azimuth ambiguities

Due to the fact that SAR is a discrete system radar images are affected by some few artifacts

such as the range and azimuth ambiguities. The radar acquisition system is generally set to make

these artifacts as weak as possible. The ability of the instrument, processing settings or post-

processing techniques are very important in order to obtain an acceptable image quality which

does not influence the performances for final application. However, the radar signal return is

polluted with the contribution of strong ambiguous signal. Such pollution may even partly or fully

occlude non-ambiguous signatures. The appearance of an ambiguity is in the form of unwanted

signal in the SAR image in terms of amplitude and phase which can be more easily distinguished

in areas of low backscatterer such as calm water or field areas covered by vegetation.

Usually, the radar systems may have a poor signal to ambiguity ratio for reasons such as poor

resolution performance, reduced antenna size (low-cost design) or improper antenna diagram

pattern. In addition, there could be found some processing parameters which may be erroneous

such as the Doppler centroid value.

Ambiguities have specific characteristics which differ from unambiguous signals. Azimuth am-

biguities are usually defocused since range migrations have not been properly corrected through

SAR processing. Their spectral behavior is also modulated by the antenna side lobes patterns.

Other important parameters are the PRF, the processing Doppler spectrum and the weighting

filter.

Range ambiguities have their own phase history which is different from nominal targets. SAR

processing cannot properly correct range migrations and phase history, which produces ambiguity

defocusing. Important conditioning parameters are the antenna diagram pattern and the view

acquisition geometry.

Typically, the impact of range ambiguities in the processed image is usually smaller in com-

parison with the azimuth ambiguities. The matched filter used for the range compression lead to

a defocused of the range ambiguities by the fact that they are processed at range locations which

are not the appropriate ones. Even in the cases where the power of the signal received by the

edges of the main lobe or from secondary lobes might be comparable to that of the response

coming from the images swath given by the main lobe of the antenna, the effect on the image is

negligible and, in most cases, does not cause image degradation. For this reason, the impact of

azimuth ambiguities on PSI measurements will be considered only [Li83].

Azimuth ambiguities are originated by the SAR signal undersampling in azimuth together with

the length of the azimuth response given by the azimuth antenna pattern. The signal received

(which is weighted by the azimuth antenna diagram) has a Doppler spectrum wider than the PRF,

so the Nyquist sampling rate is not kept. Those frequencies higher than the PRF coming from

the side lobe regions of the azimuth antenna are folded into the main part of the signal spectrum

centered on the image Doppler centroid (which corresponds to the main lobe of the antenna) so

that aliased signals are produced giving origin to ambiguous responses, see figure 4.2.5.a.

In the SAR image azimuth ambiguities appear displaced predominately in azimuth since they

are observed a multiple of the integration time before and after the main response is acquired,

see figure 4.2.5.b. However they are also displaced in range since the range migration curve of

the ambiguous response is different from the one of the main response, see equation 4.2.2 which

defines the relative position of the azimuth ambiguities for a given point target within the SAR

image, see [Mor93, Gua05] for further details.
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(a)

(b)

Figure 4.2.5: a) Azimuth antenna pattern in the frequency domain (dark) and the replicas at ±PRF (red
and blue) as result of the system sampling performed by the SAR acquisition procedure (given by the PRF).
The processing bandwidth is the one contained between ±PRF/2 delimited by the two vertical red lines. The
contribution of the ambiguities are given by the secondary lobes of the replicas that fall within the processing
bandwidth (continuous blue and green lines). b) SAR amplitude image with the location of a strong target
(green square) and its firsts azimuth’s replicas (red squares). The azimuth ambiguities are perfectly visible
in that case because they fall in areas of low backscatterer.
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(a) (b)

Figure 4.2.6: Pixel relative positions of an azimuth ambiguity in azimuth (a) and in range (b) versus its main
target location for a stacking of 31 ERS1-2 images.

△xi =
λR0

2vs
(PRFi − fDC) △ri =

△x2i
2R0

(4.2.2)

R0 being the target’s slant-range distance of closest approach. vs the sensor velocity. fDC the

Doppler centroid frequency. PRF the sensor’s Pulse Repetition Frequency and i the replica num-

ber of the ambiguity. From equation 4.2.2 it can be inferred that this displacement mainly depends

on the particular image acquisition conditions and the acquisition mode timeline. Typical values

for both displacements in the case of ERS-2 satellite are around 5600m in azimuth and 18.5m in

range. Then, for similar Doppler rates in a sacking of SLCs (of the same track) the relative position

of these ambiguities in azimuth and in range can be calculated for a given point target’s location.

An example can be seen in figure 4.2.6 for a stacking of 31 ERS1/2 images.

In figure 4.2.6 it can be seen that the position of the azimuth ambiguity remains extremely sta-

ble over the SLC’s, at least under the expected coregistration precision (which is around 0.1 pixel).

Furthermore, and according to the literature, azimuth ambiguities appear slightly unfocused and

their phase values are the same as for the main target [Mor93, Gua05]. Following these consider-

ations the selection of azimuth ambiguities as Persistent Scatterers with a strong reflectivity could

be an important fact that may be considered.

Range side lobes of strong targets

The use of chirp signals in spaceborne SAR systems allows a substantial reduction in the peak

transmitted power of a radar without reduction of signal-to-noise ratio (SNR). In pulsed radar, a

long duration, high bandwidth signal is transmitted. The received data is compressed by applying

a matched filtered, by correlating it with a reference function, usually a replica of the transmitted

chirp signal. Thanks to this operation targets coming from different echoes can be detected from

an apparent noisy signal. The resulting time domain waveform for those targets is a sinc function.

Its disadvantage is the presence of side lobes.

This results in unsatisfactory performance since low level signals can be masked by the side

lobes of higher level signals, see figure 4.2.7. The width of the main lobe corresponds to redun-

dant information with respect to the center of the target response while side lobes express position

uncertainty.
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(a) (b)

Figure 4.2.7: a) Example of SAR amplitude image with a strong target on it, the side lobes prevails over the
background responses. b) Synthesized 3-D IRF for a strong target, the shape of the side lobes are perfectly
visible in absence of clutter signal.

Side lobe weighting can be introduced at the processing level in order to overcome this prob-

lem. The most widely used weighting function is the Hamming window [Cum05], at the cost of

geometrical resolution degradation. Other methods could be used such as SVA [Fis06] which

presents a good trade-off between side lobes reduction and geometrical resolution preservation.

However the effect of such a technique in interferometric applications is not yet fully assessed.

It is important to highlight that range main lobe and secondary lobes follow the properties of

strong radar targets impulse response: stable phase in range and a ramp in azimuth in function of

the image Doppler centroid. This can be checked in the IRF of a real strong scatterer presented

in figure 4.1.3.

4.2.2.2 Impact of SAR artifacts on SPN measurements

The two SAR artifacts originate ambiguous information at two different scales. Azimuth replicas

of strong targets appear about 5600 meters (depending on the used satellite) away from the main

target in the SAR image. Meanwhile range side lobes are close to the main target masking the

response of neighbors pixels of low backscattering.

The impact of these artifacts on SPN measurements will be analyzed depending of the SPN

steps at which they are detected as Stable Points or good points of measurement.. Their impact

is thus considered at two different levels:

• Selection of ambiguous pixels as initial mask of stable points.

• Selection of ambiguous pixels as final coherent SPN points of displacement measurement.

Impact of SAR azimuth ambiguities in SPN measurements

Taking into account the theoretical studies exposed above the selection of ambiguous pixels

within the initial mask of stable points may be expected. To test if it may occur two different

datasets of SLCs are generated from a set of 31 ERS1-2 RAW data images:
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(a) (b)

Figure 4.2.8: Example of Multimean reflectivity image in a low-backscattered area with the SLC’s focused by
taking the full azimuth band (a) and only a 80% (b).

• By focusing the full azimuth band. Resulting in a noticeable presence of azimuth ambiguities

clearly visible in dark areas of the image, see example in figure 4.2.5.b.

• By focusing with 80% of the azimuth band (cutting the 20% of the band considering the

image Doppler centroid frequency, which is one of the fast and optimum strategies for am-

biguity reduction in ERS1-2 & ASAR IS2 mode while focusing). Resulting in a considerable

reduction of the azimuth ambiguities.

Then, by differentiating the multimean reflectivity images of each dataset, the azimuth ambiguities

can be perfectly distinguished and localized, see figure 4.2.8 for an example.

The next step is the generation of two different masks of stable points which are obtained by

exploiting the amplitude stability of the SLC’s pixels in both stacks. By comparing both initial mask

of stable points, it was detected that almost 90% of the points are common, they have an identical

mean reflectivity in both datasets. The remaining 10% of non-common stable points have a very

similar mean reflectivity value. The ones presenting a higher differences are due to changes in

the amplitude level of part of the azimuth main lobe. This is a normal effect considering that the

azimuth spectrum was cut, so this is translated into a spread lobe effect in the slow-time domain.

Thus, for this particular test case no azimuth ambiguity pixels were selected as stable point.

Deeper analysis can be driven by looking at the IRF of a strong (in terms of returned power) and

very stable target and its azimuth replicas in low backscattering areas. An example is shown in

figure 4.2.9.

From figure 4.2.9 it can be observed that the background has a considerable impact on the

ambiguity. In general, although the target has a peak to clutter ratio sufficiently high to be well

discriminated (see figure 4.2.9.a), the power level for the ambiguity is closer to the background one

as depicted in figure 4.2.9.b,. This is normal and due to two main reasons (subsection 4.2.2.1).

First the ambiguities are focused at SAR locations which are not the appropriates ones of the

target’s, then they are slightly defocused on the SLCs. Second, the azimuth replicas are weighted

with different parts of the azimuth antenna pattern, which is not the main lobe and in consequence

they have a lower power level [Gua05].

This spatial analysis of the main target and its azimuth ambiguity can be extrapolated to the

time dimension considering some series of values on the stacking of SLCs as depicted in figure

(4.2.10).

As it can be observed in figure 4.2.10 the real target is presenting a more stable amplitude time

series meanwhile its ambiguity is showing more variability. It can be inferred that the background
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(a) (b)

Figure 4.2.9: Example of IRF for a strong and stable target (a) and its first azimuth replica (b) not selected
as stable point by means of the analysis of the amplitude stability .

Figure 4.2.10: Real target (dark asterisks) versus its first azimuth ambiguity (red asterisks) -located in an
area of low SAR backscattering- analyzed on a stacking of 31 SLCs (ERS1-2). It can be noticed that the
phase values per acquisition are not the same for the main target and for its ambiguity. Also the amplitude
values fluctuate more for the ambiguity time series than for the main target. The surrounding clutter is
corrupting the phase and the amplitude value of the ambiguity.
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(a) (b) (c)

(d) (e) (f)

Figure 4.2.11: Example of DInSAR fringes for a real target (a,b,c) and for its azimuth ambiguity (d,e,f).
Multimean image for the real target (a) and for the azimuth ambiguity (d). Interferometric phase with height
of ambiguity of 40 meters for the real target (b) and for the azimuth replica (e). DInSAR phase with a height
of ambiguity of -100 m for the main target (c) and for the azimuth ambiguity (f). The interferometric phase of
the ambiguity presents fringes as well as the main target which vary in function of the baseline.

has a considerable impact on the ambiguity, which is normal as the Side Lobe Ratio (SRL) for

the azimuth as well as for the range direction is lower for the ambiguity case than for the main

target. In general, although the real target has a peak to clutter ratio sufficiently high to be well

discriminated, the ambiguity is closer to the background level, due to the simple azimuth antenna

pattern weighting [Gua05]. As the background is changing with the temporal conditions (wind,

moisture, seasons), it results in an amplitude fluctuation hiding more or less the ambiguity along

the temporal SLC data stacking, see figure 4.2.10. It can also be added that the background

impacts the ambiguity phase as it is not the same as the main target while theoretically they

should be the same target [Mor93, Gua05].

In any case, as it is depicted in figure 4.2.9 the shape of the IRF function of the azimuth

ambiguity is very similar to the one of the main targets, but as it was said, with a different phase

value versus its main target.

Under an interferometric point of view, this behavior is translated into good coherence in the

DInSAR phases. Then on a stacking of interferometric coherence, azimuth ambiguities could be

selected within a mask of initial stable points. See figure (4.2.11) for an example.

The interferometric spatial signature of a point target and of its azimuth ambiguity is very sim-

ilar and it follows the same behavior in function of the baseline (in space), as depicted in the

comparison performed in figure (4.2.11). However, even if they have interferometric coherence

azimuth ambiguities are not properly modeled under SPN. It means, comparing the interferomet-

ric phase value of a point target and of its first azimuth ambiguity in a stacking of acquisitions

in function of the baseline it can be noticed how the behavior of the ambiguity it is completely

random. Their behavior are similar to any other noisy pixel, see figure (4.2.10) for an example

baseline first order modeling over the interferometric phases.
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(a) (b)

Figure 4.2.12: Example of stacking of interferometric phase values versus the perpendicular baseline for a
point target (a) and for its azimuth ambiguity (b). The x-axis represent the baseline values in meters while
the y-axis are the DInSAR phase values in radians

As it can be observed in figure (4.2.10) the behavior of the phase value for a point target (a

PS) in a stacking of interferogram follow a linear relationship with the baseline values. However,

the behavior observed for the azimuth ambiguity do not follow any particular relationship with

baseline, see figure (4.2.10) .b. The spread of the values is similar to the one observed for any

other noisy point. This reveals that the interferometric phases of those ambiguous pixels are

corrupted mainly by these three reasons:

• The phase value is not the same as for its main target response in the SLC image with a

real background clutter.

• The local topography used when producing the DInSAR phases is not the correct one for the

ambiguity (they are located 5600 m away from its real position within the SAR geometry).

• Likewise for the pixel’s atmospheric compensation within SPN. The compensated APS is

not the right one for this region of the SAR image where the ambiguity falls.

In conclusion, it can be stated that azimuth ambiguities are not selected as final SPN points of

measurements because their stacking of DInSAR phases can not be properly modeled. Due to

different phase model mis-compensations the stacking of the ambiguity phases do not follow any

particular pattern.

Impact of range side lobes in SPN measurements

Main lobes and side lobes of strong targets are selected as stable points based on the SLC’s

amplitude stability as well as on the mean interferometric coherence. Therefore, it is a problem

that should be considered in SPN since it occurs at the beginning of the process. See figure

4.2.13..

Range side lobes have a particular phase behavior in relation with the center of the main

lobe. They have a constant phase value in range and they follow a ramp in azimuth based on the

Doppler centroid characteristics of the SLC, see figure (4.2.9). Thanks to this particular geomet-

rical behavior their interferometric phases can be modeled within SPN in order to set the effective

spread of the signal response for strong targets. Side lobes pixels coming from strong and co-

herent targets can be identified and classified by means of a phase model fitting based on these
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(a) (b)

Figure 4.2.13: Example of multimean image (a) and initial mask of pixels selected as stable points by means
of the amplitude standard deviation analysis of a stacking of SLCs (b). Usually part of main lobes and
secondary lobes of the same ground target are selected as different Stable Points as inputs for the SPN
analysis.

(a) (b) (c) (d)

Figure 4.2.14: Example of range side lobes inclusion in SPN analysis. a) Multimean amplitude image.
b) initial mask of stable points by means of SLC’s amplitude stability analysis, part of the main lobe and
some secondary lobes are selected as initial PSs. c) side lobes and secondary lobes pixels detection and
classification (dark grey indicates the center of the main lobe, light grey the side lobes, white the secondary
lobes and dark means not treated data). d) final deformation mean rate measured in side lobes after the
geometrical compensation of the phase. Green means no deformation.

two properties. The phase of these pixels (classified as secondary lobes) can be compensated

allowing more reliable deformation measurements, see figure 4.2.14.

In figure 4.2.14 an example of side lobes inclusion in SPN analysis is given. It can be seen that

part of the main lobes and secondary lobes of strong targets are included in the initial selection

of stable points, figure 4.2.14.a and 4.2.14.b. Then, based on the geometrical phase behavior of

the side lobes the spread of the signal response can be set, 4.2.14.c. Pixels included within the

same target’s SAR response can be identified and classified as center of the main lobe (dark grey

in 4.2.14.c), part of the main lobe (light grey in 4.2.14.c) and secondary lobes (white in 4.2.14.c).

Thus, the pixels classified as side lobes can be compensated in phase (the light grey and the

white ones in figure 4.2.14.c). Thanks to this additional geometrical phase model compensation

the SPN measured deformation is consistent for all the range side lobes pixels with the respect to

the value detected for the center of the main lobe, as it can be observed in figure 4.2.14d.

However, it is interesting to analyze even further the consistency of the deformation estimates

over the side lobes. In figure 4.2.15 the histogram of the mean deformation rate over the side lobes

with respect to the estimated value for the center of the main lobe is presented. The histogram is

showing that effectively the measured rate is the same as this differential value is centered around

zero. The observed width of 0.1 cm/years in the subsidence difference is due to the higher level

of noise that can be found in side lobes.

Those pixels are synthetically produced due to the extension of the signal response of strong

scatterers and they do not contribute any new information. Hence, by keeping only the center of

the target’s main lobe two main improvements can be highlighted:

• Efficiency in the quantity and in the quality of the final selected points. In an area of about
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Figure 4.2.15: Histogram with the estimated mean deformation rate difference between the center of the
target and the range side lobes for all the strong and coherent scatterers of an extended area of about 500
Km2.

500 Km2 there has been estimated an optimization of a 30 % in the final amount of good

points without loss of information.

• More precise geocoding of the final estimates on ground. This is produced by reducing the

position uncertainty introduced by the fact of having so many replicas of the same spread

along the projection of the satellite line of sight onto the ground.

In order to illustrate these improvements, a comparison of the final map of PS estimates on ground

geometry is conducted and illustrated in figure 4.2.16. It can be noticed how the deformation

values measured in the side lobes are consistent with the values given by the center of the target’s

SAR response. Furthermore, the improvement achieved in the final location of the measurements

by removing this redundant and spread pixels (which are related to the side lobes and which do

not show any new information) can be appreciated in figure 4.2.16.c and d.

Just to conclude, side lobes introduce redundant information and uncertainty in the geocoding

of the final estimates. By considering only the center of the main lobe as point of measurement

two main improvements are achieved. One in terms of information efficiency; as the amount of

points is reduced by a factor of about 30% without loosing detection capabilities. The other one

in terms of increase of the geocoding precision; as eliminating the side lobes reduce the location

uncertainties of the final position of measurement on ground

4.3 SPN linear deformation improvements

As it was explained in section 3.3 SPN is based on a linear model for the estimation of the ground

deformation. The linear model is the first order degree of the Taylor’s series approach considering

a deformation time series in time. It is assumed that the main part of the energy of the analyzed

deformation signal can be modeled by means of this first order polynomial. In real cases, each

analyzed test case present a particular deformation pattern in time and space which is completely

singular and unique. It is very difficult by this reason to define higher order deformation model

which match perfectly all the cases. It is better to have a more general and flexible model (only

first order) which can be used in almost all the cases, especially when no a priory information is
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(a) (b)

(c) (d)

Figure 4.2.16: Example of final geocoded SPN mean deformation rate. Left column (a,c) are the resulting
selected PSs based on the SPN model coherence thresholding criteria. Right images (b,d) correspond to
the same areas but projecting only the center of the main lobe. Top row (a,b) represents an area without
deformation and in the bottom row (c,d) there is an area presenting a moderate deformation values. As it
can be observed the detection capabilities are not lost instead of the reduction of PS density. Copyright
SPOTIMAGE for the background images.

available (blind cases). In that cases the major improvements come by analyzing carefully the

reliability of the performed estimates in order to estimate the precision of the estimates and the

goodness-of-fit of the model parameters in order to detect and to handle properly possible outliers.

Two main enhancements has been performed:

• Robustness of the linear deformation pattern in time

• Robustness of the linear deformation pattern estimated in space by SPN

4.3.1 Robustness of the linear deformation pattern in time

The linear deformation model is adjusted to all the interferometric data pairs which are considered

as input to the SPN process. During all the steps of SPN all the interferograms have the same

weight. However, not all of them present the same phase variability. They are affected by different

levels of noise, understanding noise as all the phase artifacts not considered within the SPN main

phase model based on the point height and the ground deformation, see equation 3.3.1. Hence,

this noise pattern is characterized by the white noise (thermal noise, processing noise, etc.) and

the atmospheric phase screen.

Hence, there is a clear dependence of the SLC phase standard deviation in function of the

distance. Before the unknown parameters are estimated a variance component estimation can be

performed over each interferogram. The spatial network generated by SPN, see section 3.3.5.1,
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Figure 4.3.1: The variogram function is a very useful tool for measuring the spatial variability of a given field.
From left to right it can be observed three fields presenting different variability in space resulting in three very
different variogram estimated curves.

can be used for the estimation of the variance components. Thus, this variance function can be

used as weight each time a SLC is used in an interferogram within SPN.

4.3.1.1 Variogram definition

The variogram function characterizes the spatial continuity or roughness of a given field. The

variogram analysis consists in the experimental variogram calculated from the input data and

the variogram model fitted to the data. The experimental variogram is calculated by averaging

one-half the difference squared of the values over all pair of observations regarding a specified

separation distance and direction. The variogram model is selected from a set of mathematical

functions that describe spatial relationship, see figure 4.3.1. The appropriate model is chosen by

matching the shape of the curve of the experimental variogram to the shape of the curve of the

mathematical function. To account for geometric anisotropy (variable spatial continuity in different

directions), separate experimental and model variograms can be calculated for different directions

in the data set.

In practice, the variogram of a filed Z is defined as depicted in equation 4.3.1.

2γ(h) = E
{
[Z(u)− Z(u+ h)]

2
}

(4.3.1)

where Z(u) is the value of the field Z at the location of u and E is the statistical expectation

operator. If the function is sampled over a finite set of location, say {Z(ui)}, i = 1, ..N , its

variogram can be estimated applying the formula of the equation 4.3.2.

γ̂(h) =
1

2N(h)

N(h)∑

i=1

[Z(ui)− Z(ui + h)]2 (4.3.2)

where N(h) is the number of pairs of points having a distance equal to h, see figure 4.3.2 for

clear understanding.

Thus, the experimental estimation of the variogram function is usually implemented by defining

a vector of lag distances hk, k = 1, ..,M and then by considering all the pairs of points having

distances varying between hkand hk+1. Then, it is computed the mean of the squared differences

and equation 4.3.2 can be re-written by means of equation 4.3.3.
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Figure 4.3.2: Illustration of the practical procedure for estimating the variogram of a sampled field.

γ̂(hk) =
∑

k


 1

2Nk

Nk∑

j=1

△Z2
k,j


 (4.3.3)

where △Zk,j = [Z(ux)− Z(uy)]j , hk ≤ ‖ux − uy‖j ≤ hk+1 for j = 1, .., Nk. Being Nkthe

number of point pairs having a location distance between the lag defined by hkand hk+1. Further

details regarding statistic analysis for spatial data can be found in the bibliography[Arm89, Cre91]

4.3.1.2 Estimation of the variogram per SLCs

The objective is to estimate the variogram per each SLC in order to evaluate the variability of the

phase as function of the atmospheric artifacts of this particular acquisition. In case of SPN, the

input data field is composed by the InSAR phases. The main problem is that they are a wrapped

magnitude with values contained between −πand +π.. As it was explained in section 3.3 SPN

overcomes this problem by means of the fitting of a very simple phase model in a network of rel-

ative measurements. Basically an increment of vertical height and differential linear deformation

rates between two nearby pixels are estimated, see equation 3.3.1. Thus, if this model is sub-

tracted per each arc and per each interferogram the residual phases must be almost unwrapped.

The spatial variability of these residual phases must be dominated by the large scale phase arti-

facts not considered within the model and which may be correlated in space, say the atmospheric

phase artifacts mainly. Those residual phases (see equation 3.3.3) are the input for the estimation

of the variogram.

Thus, the established SPN network of measurement and the residual InSAR phases per arc

can be used to estimate the variogram of each interferogram. Then, the contribution for each SLC

can be computed in the same way as defined in section 3.3.5.6, by inverting the equation system

Ax = b. b being the observation data, the value of the estimated variogram per each lag distance,

A is the design matrix system which defines the combination of SLCs which forms all the used

interferograms and x is the set of unknowns which is the value of the variogram per each SLC.

This is repeated per each lag value.

Finally, a model is adjusted based on the resulting experimental variogram obtained per each

SLC. In figure 4.3.3 are presented some of the most common positive definite models used to

build a legitimate covariance model for any possible value of the lag distance. There is a great

flexibility in modeling variograms with linear combinations of established models.

Visual inspection of the experimental variogram obtained per each SLC showed that the ex-

ponential function can fit properly the observed data, see equation 4.3.4. However there are two
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Figure 4.3.3: Some of the most common functions used to model the experimental variogram.

Figure 4.3.4: Example of non-uniform definition of the lag vector for the computation of the experimental
variogram based on a SPN network configuration. Mean value for the length of the arcs of the network is
equal to 150 m with a standard deviation of about 120 m. Those are typical values for purely urban areas.
For rural or field areas these values will increase up to 300 meters.

main problems that must be considered when modeling the variogram:

• The reduced number of samples for large values of lag distances. Due to the properties

of the used methodology to perform the network links, Delaunay triangulation, short con-

nections are preferred to large ones (Euclidean distance based on the location of the PSs

is used as norm, see section 3.3.5.1). In consequence, large values of distance are not

so common as short ones. The solution adopted is to define a non-uniform vector of lag

distances to perform the estimation of the experimental variogram. This can be done by an-

alyzing the histogram of the Euclidean distance given by the arcs of the SPN network, see

figure 4.3.4 for an example of application. The defined minimum bin size is of 25 meters,

if the total amount of samples is below 20 then two consecutive bins are merged up to this

minimum number of samples is reached.

• The wrapped nature of the phase. The observed data could present wrapping. Especially for

large values of lag distances, more than 500 meters, the presence of important atmospheric

disturbances provokes that the phase difference between the two considered points is not

base-banded. In other words, there is more than one full cycle of 2π between the two

residual phase values. This is translated into an increase of noise for the estimated value of

the variance magnitude, see figure 4.3.5. The solution adopted is to give more weight to the

estimates for the lowest values of lag distances and perform a robust model fitting based on

an iterative adjustment with rejection of outliers.
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Figure 4.3.5: Example of experimental variogram (asterisks) estimated per one SLC. Red line is the final
exponential model adjusted for the variance function. In red are the final values used to fit the model and
in black the rejected ones. As it could be observed the level of noise in the samples of the experimental
variogram increases drastically with the distance, and especially for values higher than 500 meters.

As it was stated before the used function for the modeling of the variance estimate per each

SLC is the exponential semi-variogram one defined in equation 4.3.4.

V ar(h) =
C1e

(−3h/A) if h 6= 0

C1 + C0 if h = 0
(4.3.4)

where A is the range. At distances beyond A the semi-variogram or covariance remains es-

sentially constant. (C0 + C1) is the nugget, which provides a discontinuity at the origin and C0

is the sill, which is the variogram value for very large distances. The nugget value indicates the

level of “white” noise (thermal noise, processing noise,..), which is a background spurious signal

presented in the measure and which is independent of the distance between points. The sill value

indicates the level of noise introduced by the atmosphere for large distances. In figure 4.3.6 it can

be observed the sill and the nugget value estimated for each SLC.

The information presented in figure 4.3.6.a allows to identify images presenting a high level

of noise (processing noise, thermal noise of the instrument, etc..). Additionally, the information

presented in figure 4.3.6.b can be used to know which of the SLCs are presenting higher phase

variance due to atmospheric perturbations. For example, in figure 4.3.7 two multilooked interfer-

ogram are showed for comparison purposes. In 4.3.7.a is presented an interferogram with a sill

level of about 4 radians (estimated for one of the orbits which forms the interferogram). In figure

4.3.7.b the interferogram has a detected sill level of about 0.8 radians. Under a qualitative point

of view it can observed that effectively the atmospheric perturbations are originating higher phase

dispersion in the interferograms in figure 4.3.7.a than the one in figure 4.3.7.b.

4.3.1.3 Application

As it was demonstrated the estimation of the variogram per each SLCs is very useful to know the

impact of the atmospheric artifacts over the acquisitions. Furthermore it gives an idea of the noise
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(a) (b)

Figure 4.3.6: Example of estimated nugget and sill value for the fitted exponential functions used to model
the experimental variogram estimated for each SLC in function of the normalized acquisition time.

(a) (b)

Figure 4.3.7: Example of multilooked (30x6) interferograms with ERS2 data. a) interferogram presenting
important atmospheric artifacts (sill value of 4 radians). b) interferogram presenting reduced atmospheric
perturbation (sill value of 0.8 radians). The pixel spacing is of about 120 meters. The color table is blue-to-
red, corresponding to phase values from−π to +π radians.
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level of in each acquisition. This information can then be used in order to weight the contribution

of each interferogram during the different steps of SPN. The weight is defined by means of an

inverse relation with the estimated variance per each interferogram which is given by the addition

of variances of both SLCs. The estimated variance for an interferogram is thus defined by means

of equation 4.3.5.

σ2
INT1−2 = σ2

SLC1 + σ2
SLC2 (4.3.5)

Each time an interferogram is used, it is weighted by the inverse of its estimated variance.

This is done in two steps of SPN, during the fitting of the SPN phase model and when the SLC

absolute deformation time series are obtained.

Weighting the observations during the estimation of the deformation time series

The equation system used to estimate the deformation time series (section 3.3.5.6) can be

weighted as well, see [Pre07]. The system matrix defined in equation 3.3.6 and can be rewritten

as in equation 4.3.6 in case of knowing the measurement errors of the observations σi.

Aij =
aij
σi

(4.3.6)

Hence, the example for system matrix A presented in equation 3.3.7 for a set of 5 SLCs and

10 interferograms results in the following one presented in equation 4.3.7.

A =




1/σ1 −1/σ1 0/σ1 0/σ1 0/σ1

1/σ2 0/σ2 0/σ2 −1/σ2 0/σ2

1/σ3 0/σ3 0/σ3 0/σ3 −1/σ3

0/σ4 1/σ4 −1/σ4 0/σ4 0/σ4

0/σ5 1/σ5 0/σ5 −1/σ5 0/σ5

0/σ6 1/σ6 0/σ6 0/σ6 −1/σ6

0/σ7 0/σ7 1/σ7 −1/σ7 0/σ7

0/σ8 0/σ8 1/σ8 0/σ8 −1/σ8

0/σ9 0/σ9 0/σ9 1/σ9 −1/σ9

1/σ10 0/σ10 0/σ10 0/σ10 0/σ10




(4.3.7)

Also the vector b with the observations in equation 3.3.6 must be weighted with the estimated

noise of each interferogram as defined by equation 4.3.8.

bi =
ϕINTi

σi
(4.3.8)

With the weighted equation system, the obtained time series estimated for the temporal de-

formation present a lower dispersion. The deformation for each SLC is estimated with more

precision. See next figure 4.3.8 for an example of time series with and without the use of the

weights.
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Figure 4.3.8: Final estimated time series of deformation with (black) and without (red) weighting of the
observations. The mean deformation rate has changed and the noise of the time series has been drastically
reduced. Especialy the ERS2 acquisitions from 2002 to the end of the considered period, which present
more phase noise due to the platform fluctuations and inestabilities (see [Mir03]).

4.4 SPN non-linear

Up to here, all the previous sections contained within this chapter have presented improvements

in terms of quality control, check of the robustness of the estimates and regarding the efficiency

in the selection of the final points (image pixels) of measurement. However, it was not presented

yet a solution to one of the main drawbacks of SPN which is related to the loss of measurement

points due to fact that the analyzed “true” ground deformation is out-of-model. A new proposed

methodology will be presented for dealing with this kind of deformations which are not strictly

linear in time (model assumed by SPN).

This study and development will be divided into several steps. First the limits and the speci-

fities of the actual model-fitting methodology will be stressed by means of a simulated scenario.

The same controlled environment will be used to introduce the new proposed methodology. Fi-

nally, both methodologies will be evaluated in a real scenario which presents a known non-linear

deformation event, the test case of the train station of Saint Lazare in the center of the city of Paris

in France.

4.4.1 Characterization of the SPN linear model fitting procedure by means

of simulations

SPN performs a relative phase model adjustment between two nearby points considering a set

of differential interferometric phases as inputs, see equation 3.3.1. This model-fitting is based on

the maximization of a function defined in equation 3.3.2. In other words, the solution for the model

parameters are the ones which minimize the residuals in a coherent way (as the input phase is

wrapped). The lomb-scargle periodogram [Lom76] philosophy is used to obtain this solution. In

order to analyze and to understand the performance of this minimization methodology a simulation

environment has been developed.

The simulator considers the performance of the phase model adjustment between two nearby
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pixel, which is performed in time domain. The inputs of the simulator is the number of acquisitions

and the total time span covered by the acquisition epochs. The repeat cycle time and the wave-

length given by the acquisition system (35 days and 5.6 cm for the ENVISAT case for example

and 11 days and 3.1 cm for the TerraSAR-X case). ENVISAT acquisition conditions will be con-

sidered for the simulations hereafter. The relative acquisition epoch for each acquisition and the

perpendicular baseline are computed randomly.

A noise component can be added to each interferogram and to each SLC. The expected

interferometric coherence for each acquisition pair is computed in function of the temporal and

the perpendicular baseline. The objective is to simulate different conditions in terms of temporal

and geometrical decorrelation. The computation of the coherence is based in the expression

described by equation 4.4.1.

Cohinterf = (1− △T/△Tmax) · (1− Bperp/Bperpmax) for △T ≤ △Tmax and Bperp ≤ Bperpmax

(4.4.1)

where △T is the temporal baseline and Bperp the perpendicular one. The maximum allowed

values for these parameters define the correlation environment for a given interferometric com-

bination. A simulation with a reduced value for △Tmax (of about 2 years for example) or for

Bperpmax (of about 500 meters) will represent an environment with huge decorrelation conditions.

For values of about 5 years and 1200 meters respectively will be considered as a very correlated

environment (almost close to an ideal case). When any of the two values (temporal or perpendic-

ular baseline) are larger than the maximum ones then the coherence is set to 0 for this particular

interferometric combination. As it means that the scatterers would be completely incorrelated for

this interferogram. This interferometric coherence is translated into phase fluctuations by means

of the following expression defined in equation 4.4.2 [Bam98].

σ2
interf phase =

π2

3
− π arcsin(cohinterf ) + arcsin2(cohinterf )−

Li2(coh
2
interf )

2
(4.4.2)

where Li2(·) is the Euler’s dilogarithm. Equation 4.4.2 sets a relationship between the esti-

mated interferometric coherence and the variance of the phase for a generic case. In figure 4.4.1

is showed the shape of this relationship.

Furthermore, a noise factor is considered for each SLC. This value considers the instrument

thermal noise, the possible coregistration inaccuracies, and some other sources of errors specific

to each acquisition, like for instance atmospheric perturbations. The simulator considers only

the phase model fitting procedure for a given increment of interferometric phase between two

nearby points. Then, in function of the distance between these two points and in function of the

atmospheric conditions during the acquisition of each SLC this level of noise can vary. Within this

simulator this level of noise is simulated by means of a uniformly distribution for each acquisition

in a set of 5000 statistic trials. The maximum variance level is increased each time from 0 up to a

value close to π in order to evaluate the performance of the model fitting methodology according

to:

• The level of noise.
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Figure 4.4.1: Standard deviation of the interferometric phase as function of the coherence (considering only
one look).

• The number of samples (number of acquisition and number of interferograms used for the

model fitting).

The performance of the model fitting are evaluated by means of the analysis of:

• The percentage of false detection: based on the 5000 trials, it is evaluated how many times

the solution is not in correspondence with the true value (related with the accuracy).

• The standard deviation of the adjusted model parameters: which determines the precision

of the solution (but not the accuracy).

• The shape of the coherence function: which governs the final solution.

Finally, several ground deformations (in time) will be generated for the evaluation of the perfor-

mances under different cases.

4.4.1.1 Performance of the estimator in function of the noise

The objective of this section is to evaluate the performance of the phase model fitting in function

of the level of noise. For this case the generated ground deformation (reference) will be equal

zero for all the acquisitions. The number of acquisitions is set to 14 with a span of 3 years.

The level of noise per acquisition is increased gradually by setting the phase noise variance

from 0 to a value above π. Furthermore, two different temporal and geometrical decorrelation

environments are considered as described above. A very relaxed environment (close to an ideal

case) is considered with about 5 years and 1200 meters for the decorrelation thresholds, named

correlated environment. A more constrained environment with 2 years and 500 meters of baseline

as decorrelation thresholds, named partially decorrelated environment. Several investigations are

done, based on the observation of the results. They are presented and commented below.
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Figure 4.4.2: Coherence value in function of the number of interferograms used to perform the model fitting
with a noise variance equal zero for each acquisition.

Ideal case (almost no temporal or baseline decorrelation of the target) and without noise

The system performs very well independently of the number samples. As it is shown in figure

4.4.2 the coherence for this almost ideal case is close to 1 independently of the used number of

interferograms. However, it can be observed that the coherence function is not exactly equal to 1

at the beginning of the analysis, when all the interferograms are used within the model fitting. This

is due to the fact that interferograms with large time span (5 years) and large baseline (1200 m)

present more phase variance than the shorter ones. It is important to highlight that the removal

of interferograms in the model fitting procedure is performed by following an inverse law which

removes interferograms with large baseline and large time span at the beginning. A normalization

relationship is set, it assumes that 1 years is equivalent to 200 meters of baseline in terms of

phase noise.

Ideal case (almost no temporal or baseline decorrelation of the target) and with noise

The performance of the system degrades with the reduction of the number samples. The in-

troduction of noise in the phase of each acquisition is translated into a degradation of the perfor-

mances of the SPN model fitting system, see figure 4.4.3. Then, the number of samples used

by the model fitting is crucial to keep the performances. As it can observed in figure 4.4.3.a the

coherence function measures a lower value as the noise per acquisition is increased. Also the

variance of these values increases. This is completely normal as the phase residuals are higher

due to the presence of noise. It is interesting to note that the degradation of the coherence with

the noise follow the same shape independently of the number of samples, see figure 4.4.3.b. The

only difference is that variance of the coherence estimator increases with noise as it was said

above.

As it was expected, the precision of the system is governed by the number of samples. As it

can be observed in figure 4.4.3.c the reduction of samples results in a reduction of the precision.

Also when the number of samples is very low (blue curve in figure 4.4.3.c) the precision is very

sensitive to the noise level, becoming gravely degraded with the increase of noise. Although,

the precision is not presenting any special variation with the increase of noise in general (figure

4.4.3.c) the accuracy is seriously degraded, see figure 4.4.3.d. When the noise variance per ac-

quisition is higher than 1 radian the accuracy decreases drastically up to a value above 50% of
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(a) (b)

(c) (d)

Figure 4.4.3: Performance of the model fitting system in an almost ideal case (almost free of temporal and
baseline decorrelation) with 14 acquisitions. a) evolution of the coherence estimator in function of the number
of used interferograms for different noise levels. b), c) and d) are respectively the coherence estimator, the
estimation of the accuracy and of the precision in function of noise and for different number of interferograms.

false detections. . Furthermore, the shape of the red line in figure 4.4.3.d with respect the other

ones indicates that the degradation of the accuracy for this particular number of used interfero-

grams (68) gives the better performances. As it can be observed in figure 4.4.3.d the degradation

starts for a noise variance higher than 2 radians instead of the 1 radian measured for the other

curves. This is a very interesting result, most probably this curve indicates that the optimum list

of interferometric combinations that should be used in order to achieve the better performances

during the model fitting (within this almost ideal case).

Performance of the system in a partially decorrelated environment

The same analysis is performed but increasing the temporal and the geometric decorrelation

noise by a factor of two more or less. In the case an interferogram is completely decorrelated if it

achieves a perpendicular baseline of about 500 meters or if it has a temporal span of more than

2 years. The general sense is that the system performs worst, which is normal as the noise level

introduced by each interferometric combination is higher as default, see figure 4.4.4 and compare

it with figure 4.4.3. The coherence results in a lower value in comparison with the precedent case.

The precision is also affected by the increase of noise. Systematically the values are higher than



CHAPTER 4. IMPROVEMENTS OF THE SPN TECHNIQUE 121

(a) (b)

(c) (d)

Figure 4.4.4: Performance of the model fitting system in a partially decorrelated environment with 14 acqui-
sitions. a) evolution of the coherence estimator in function of the number of used interferograms for different
noise levels. b), c) and d) are respectively the coherence estimator, the estimation of the accuracy and of
the precision in function of noise and for different number of interferograms.

in the previous case, compare figure 4.4.4.c with 4.4.3.c.

The more interesting difference is the fact that in the current test, the accuracy of the system

is seriously degraded when all the interferograms are used (white curve of figures 4.4.4.d and

4.4.3.d). As it was introduced in the previous section, the use of all the interferograms results

in an improvement of the measured precision of the estimated parameters and in an increase

of robustness of the estimated coherence function (which is normal as the maximum number of

samples are used). However, it results in a grave degradation of the accuracy of the model fitting

system as soon as the noise variance per each acquisition is increased significantly, of about 0.5

radians now when before this threshold was detected above 1.2 radians. This demonstrates that

for a given acquisition dataset and for a given temporal and geometric decorrelations (given for

each particular ground surface properties) it exists an interferometric combination which gives the

better performances of the SPN model fitting system.

Effect of increasing the number of acquisitions

The same simulation conditions as in the previous subsection (partially decorrelated environ-

ment with 14 acquisitions) is considered now with a number of 30 acquisitions. In order to preserve
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the sampling interval per year the total time span has been increased twofold, from 3 year to 6

years now. The same graphics are recalculated with this new conditions in order to evaluate the

performances of the model fitting system , see the results in figure 4.4.5.

(a) (b)

(c) (d)

Figure 4.4.5: Performance of the model fitting system in a partially decorrelated environment with 35 acqui-
sitions. a) evolution of the coherence estimator in function of the number of used interferograms for different
noise levels. b), c) and d) are respectively the coherence estimator, the estimation of the accuracy and of
the precision in function of noise and for different number of interferograms.

By comparing the results obtained in the previous subsection (compare figure 4.4.5 with 4.4.4)

it can be stated that the system now performs better as result of the increase of the available

number of acquisitions. The variance of the coherence estimator function has been drastically

improved, compare the error-bars of the curves presented in figures 4.4.5.a and b with the ones

in figures 4.4.4.a and b. Moreover the shape of the performance of the coherence function with

the noise level is enhanced. Now the curves in figure 4.4.5.b decrease faster when noise variance

increases in comparison with the ones in figure 4.4.4.b.

Furthermore, as it was expected the standard deviation of the estimated parameters have

been also improved, see how the curves presented in figure 4.4.5.c present a lower value than

the ones in figure 4.4.4.c. However, the more important enhancement of the performances is due

to the fact that now the accuracy of the system increases drastically. By comparing the curves

presented in figure 4.4.5.d with the ones in figure 4.4.4.d it can be noticed that the percentage of

false detections become significant for noise variance above 2 radians, while in the previous case
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becomes noticeable for values above 0.5 radians. It must be highlighted that the maximum value

reached when noise variance is very high is of about a 20% of false detections when before that

value remained above a 50% of the cases.

It has been demonstrated that the performances of the model fitting system are enhanced

drastically when the the number of acquisition increases. Moreover, there are combinations of

interferograms offering a very robust accuracy in function of noise, see how the blue and the

green curves are below the red and the white ones in figure 4.4.5.d.

4.4.2 SPN estimation system for non-linear deformations

As it was discussed in the precedent subsection non-linear deformations can be detected by

the actual SPN model fitting procedure which is based on a linear model of deformation for all

the time span. Deformations presenting only one change of trend can be monitored with the

actual procedure of SPN when the noise level is low. The problems start to appear when one

interferometric combination contains more than one change in its trend (considering time domain).

In that cases, those interferograms introduce a high level of uncertainty on the SPN model fitting

causing the same effect as if the case of high noise variance. Generally, this is translated into a

loss of the measurement, or into a false detection. When the linear model do not fit the observed

data the resulting phase residuals are very large. The model coherence is thus low and those

out-of-model points may be excluded from the final set of SPN points of measurement.

The natural strategy to overcome this problem is to divide the analysis into different time pe-

riods. Different sub-analysis can then be performed within each small time period with more

probabilities to succeed with the linear model fitting. In some cases an a priory knowledge of

what occured in the ground deformation can assist in the division of the time span. However,

when no information is available, dividing the monitoring period in the most appropiate way is

a critical tak and it is not straightforward. In any case, by means of a posteriori analysis of the

results it is possible to detect possible areas and time periods what do not fir the model.

4.4.2.1 Example of monitoring of non-linear deformations by using a priori information:

Katrina hurricane test case

Knowing the occurrence of particular events when analyzing one test site can assist in dividing

the total time span in order to have more success when fitting the SPN linear deformation model.

This kind of information can be for example the occurrence of a natural disaster (an earthquake,

an eruption of a volcano, flooding, landslides, etc)or of some man-made activities (tunneling ac-

tivities, water pumping, construction of infrastructures, etc.). Whatever the suspect activity which

occurs in the test site during the observation period, it can originate a change in the trend of the

temporal evolution of the ground deformation. The study of the ground deformation in the city of

New Orleans in United States of America is used as illustration of how to deal with this kind of

monitoring in SPN.

This study was conducted for the Canadian Space Agency (CSA) in collaboration with the

United States Geological Survey (USGS) and the National Aeronautics and Space Administra-

tion (NASA) under an announcement of opportunity launched in August 2006 entitled innovative
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research and development into the application of Radarsat-1 interferometric data for subsidence

mapping in New Orleans; referred as the DELTA project (see [CSAa]). The primary objective

of this cooperative initiative was to stimulate new innovative research and development projects

in interferometric applications using RADARSAT-1 data and innovative mapping approaches to

better illustrate subsidence.

The main scope of this study was to retrieve ground deformation maps by using Radarsat-1

[CSAb] SLC images. The mean deformation rate maps was one of the final products that should

be delivered for this analysis and specially for the geologic interpretation of the results, which is a

on going activity performed by USGS. The results of the project were presented within a special

session inside the PECORA 17th symposium which took place in November 16-20 in Denver,

Colorado (USA) [Dur08]. The main particularity of the test site was the occurrence of a known

natural event which occured during the analyzed time period. That was the Katrina hurricane

which originated a terrible flooding in almost all the populated area of the city. The effects of this

hurricane was one of the most destructive ever seen in USA. It was suspected that due to the

flooding event the deformation pattern could have changed drastically. Thus, it was decided to

divide the time period into two different parts. In figure 4.4.6 it can be observed the list of images

and their distribution in time with the respect to the occurrence of the hurricane.

Figure 4.4.6: Top) table with the acquisition dates for each of the 46 available Radarsat-1 SLC images over
the city of New Orleans. Bottom) plot of the acquisition time with respect to the estimated image Doppler
centroid value. The discontinuous vertical red line indicates the occurrence of the Katrina hurricane.

As it can be observed in figure 4.4.6 the distribution of images is not uniform considering the

two periods. In the pre-Katrina period, twice more images were available. As it was highlighted in

the previous subsection (see subsection 4.4.1) this would produce different estimation conditions
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and in consequence different levels of accuracy and precision for the two estimates. In addi-

tion, performing two separated SPN analysis can produce the selection of very different points

of measurement not only due to the possible destruction of infrastructures but also to the fact of

having different amount of images (the SPN model coherence estimator performs worst with less

images).

The adopted strategy consisted in performing a SPN analysis for the entire period in order to

identify the scatterers which remain stable (radiometrically speaking) in spite of Katrina’s impact.

In order to illustrate those changes an analysis of change detection was also conducted by the

analysising of the SAR multimean reflectivity image for the two periods. The resulting image can

be observed in figure 4.4.7.

Figure 4.4.7: Radarsat-1 SAR multireflectivity image before and after the Katrina hurricane to highlight
changes in the radiometry of the scatterers. The multimean image reduces the speckle while it keeps the
resolution of the products, which is 5x16 meters in that case.

In figure 4.4.7, it is highlighted how some particular infrastructures present very different SAR

power level. This indicates the hurricane has originated many changes of the ground area covered

by those particular pixels. In consequence a full period analysis could not be carried out. In figure

4.4.8, some areas are correlated with orthophotos in order to visually identify changes of the SAR

radiometry and changes over the ground surface of the city.

In figure 4.4.8 is presented a particular case of study of special interest. In the zoomed RGB

composed image (presented at bottom on figure 4.4.8) it can be appreciated some color changes

within this part of the city, which indicates that there were a lot of modifications of the ground

surface between the two considered epochs. For example, purple areas indicate scatterers that

reflect more power before than after the event or areas presenting new constructions.

A clear and interesting example is the one highlighted within the white square labeled as A in
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Figure 4.4.8: Change detection analysis by using the SAR reflectivity. Top) three aerial orthophotos taken
over the same part of the city before, during and after the Katrina event to illustrate visually the changes due
to the hurricane event. Bottom) RGB combination of the mean SAR reflectivity before and after the event,
the same as in figure 4.4.7.

figure 4.4.8. It is one of the dikes that have been broken because of the pressure of the water and

which was causing part of the flooding in this part of the city. After the Katrina hurricane, the dike

was reconstructed and reforced making it more wide (and visible for the radar) than before, see

the correlation of the orthophotos on the top of figure 4.4.8 over the areas labeled as A.

Meanwhile, the green color pixels within the RGB composed image indicate areas which suffer

a lot of damage and that in extreme cases they has completely disappeared. In particular, the

harbor area is highlighted within the white squares labeled as B. This area has been completely

destroyed by the hurricane as it can be inferred by visual correlation of the aerial orthophotos on

the top of figure 4.4.8.

Thus, in order to analyze the evolution of the ground deformation in time and specially to

identify possible changes due to the hurricane the points of measurement should be the same

for the two periods of analysis. Thus, only the points which kept the reflection properties for all

the time period can be exploited for that purposes, which are the points without color on figure

4.4.7. The mean deformation linear rate estimated over those points by means of two the SPN

separated time analysis can be observed in figure 4.4.9.

As it can be observed in figure 4.4.9 the estimated mean deformation rate maps before and

after the Katrina change drastically. Before the Katrina large scale and smooth deformations

have been detected. Several areas were presenting a slightly subsidence deformation pattern,

specially the ones close to the water (see figure 4.4.9.a). After the hurricane, the major part of

the city was affected by severe and large scale deformations. Areas with important uplift close

to zones of huge subsidence can be seen in figure 4.4.9.b. Those areas affected by severe

deformation patterns were the ones affected by flooding, compare figure 4.4.9.b with 4.4.9.d.
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(a) (b)

(c) (d)

Figure 4.4.9: SPN mean deformation linear rate maps estimated on New Orleans before (a) and after (b)
the Katrina hurricane with the Radarsat-1 dataset given in 4.4.6. The measurements are done over the
same scatterers common to both periods. c) and (d) ASTER [NAS] images before and after the hurricane.
Black areas on image (d) represent the major flooded areas on the city which are correlated with the areas
presenting huge deformations detected in image (b).

In order to demonstrate that this post-Katrina large scale deformation pattern is not a process-

ing artifact and that it is correlated with the flooding the following analysis was conducted. The

spatial shape of several interferograms for a particular area were analyzed in time. The used

interferograms have a multilook of 30x6 samples in azimuth and range respectively, which results

in a square pixel spacing of about 120 meters. This multilooked detected version of the interfero-

grams allowed to analyze those large scale deformation patterns and especially their evolution in

time. Thus, several DInSAR phases formed by independent acquisitions were compared, allowing

to decorrelate possible atmospheric artifacts associated to one particular epoch. The results are

depicted in figure 4.4.10.

As it can observed in figure 4.4.10 in a qualitative way the deformation pattern estimated by

SPN is corroborated by the shape of the phase profiles measured over four independent interfer-

ograms. This confirms that the uplift and subsidence shapes detected by SPN (which are very

close in space) are correct (see the area crossed by the black arrow over the image on the top

left in figure 4.4.10).

In addition, the acquisition epochs of the interferograms are away from the date of the hurri-

cane event, the detected deformation profiles becomes smooth, see the profiles across the blue

arrow presented on the left of figure 4.4.10. This indicates most probably that this particular de-

formation trend is due to the flooding, and that as the ground dries these deformation smooth,

decreasing with time. The ground reacts trying to recover its original state as the water is gone.
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Figure 4.4.10: DInSAR analysis in space and time domain (on the right). The InSAR phase are also com-
pared with the estimated SPN mean deformation rate map for the post-Katrina period (on the left). The
spatial profile of four wrapped interferometric phases are showed on the right. These profiles correspond to
the same area over the DInSAR phases as well as in the SPN results. The extent and the direction of the
profile is indicated with a wide black arrow in all the images (highlighted with a back arrow over the image
on the left and over the wrapped phases on the right). The profile of the SPN mean deformation linear
rate map is correlated with the deformation trend inferred by interferograms on the right. In addition, as the
interferogram is far away from the hurricane epoch the deformation becomes smooth.

4.4.2.2 Guidelines for detecting possible non-linear deformation areas in SPN

In previous subsection it was illustrated by means of a practical SPN processing example how to

monitor non-linear ground deformations when some a priory information is available. Although, in

the major number of cases this information is not available at all before starting the processing.

Then, the unique option is to analyze the complete time span within the same SPN deformation

analysis. In that cases, there are some SPN parameters that can be analyzed carefully in order

to check for possible non-linearities. This analysis is manual and requires a real expertise. This

will be addressed using real test cases.

Decrease of the SPN model coherence in areas of good SAR SNR

As SPN phase model fitting is based on a linear deformation model when the ground deforma-

tion (the true) does not follow this pattern the model coherence decreases. If this deformation

pattern presents some spatial extent this decrease of coherence can be noticed in the results.

Typically, this decrease of coherence appears gradually from the stable areas throughout the ar-

eas presenting an important non-linear deformation pattern. This can be observed in areas where

the SAR signal has a good quality. In other words, in areas presenting a good peak to clutter ra-

tio (SNR) or in areas with a low amplitude standard deviation 3.2.4. Below some examples are

presented.

In figure 4.4.11 is presented an example of application for detecting possible non-linear defor-
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mations in SPN for an area in the center of the city of Paris in France (St. Lazare Station). The

results were obtained using a stacking of about 70 SLC’s acquired with the ESA sensors ERS1-2

and ENVISATbetween 1995 and 2005. In figure 4.4.11.c it can observed how the SPN model

coherence value decreases in a concentric way. This area of low coherence is correlated with the

extension of a detected uplift deformation, see the blue-colored area in figure 4.4.11.d. However,

the mean reflectivity is not indicating any special variation of backscattering for this particular area,

see figure 4.4.11.a. Although, it is true that exactly in the middle of the hole of coherence there

are a lot of bright pixels detected by the analysis of standard deviation of the SAR amplitudes,

see figure 4.4.11.b, which indicates that this area is affected by temporal changes of the SAR

reflectivity (possible construction works affecting the city’s surface).

In summary, what is happening is that potential good scatterers (grey pixel in figure 4.4.11.b)

are presenting a low value of model coherence in presence of an estimated SPN linear defor-

mation. In consequence those scatterers will be lost when setting a threshold over the model

coherence for selecting the final set of points of measurements. This thus corresponds to a loss

of performances, as there is a loss of detection capabilities as points of low noise are not used in

the final measurements.

(a) (b)

(c) (d)

Figure 4.4.11: Example of detection of non-linear deformation in SPN final products for an area close to the
Sant Lazare train station in the center of Paris. ERS1/2 and ENVISAT images were used for the processing.
a) Mean SAR reflectivity. b) map of amplitude standard deviation, dark values are related with pixels of low
amplitude variation and viceversa for the bright ones. c) SPN model coherence, dark means a bad model
fitting and white is related to almost a perfect fit. d) estimated linear deformation rate by SPN for the time
period 95 to 05. The stretch of the values are from +1cm/year for the dark blue ones up to -1cm/year for the
bark red ones.

In contrary, these non-linear areas can be separated from areas of bad quality signal by sev-

eral reasons, see for example the street that crosses the images from left to right just in the middle

in the figures 4.4.11. The multimean reflectivity image is indicating that those pixels have a low

backscattered signal, at least lowest than its surrounding pixels which corresponds to the build-

ings, see figure 4.4.11.a. Furthermore, the amplitude standard deviation is indicating (bright areas

= high amplitude dispersion in figure 4.4.11.b) that those pixels of the road have not only a low
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backscattering but also a very high variation of the returned power level to the satellite, which is

characteristic of speckle’s like pixels. In addition, the model SPN coherence for those pixels are,

as expected, very low and which is more important, those pixels present extreme values of esti-

mated mean deformation rate, which are completely outside the confidence limit (3σdeformation).

In summary, those pixels are very noisy but modeled within SPN with insignificant values.

Aliasing in the deformation time series

Another possible indicator of non-linear deformations is the presence of aliasing in the esti-

mated time series of deformation by SPN. The process of obtaining the time series is described

in section 3.3.5.6. As it was addressed the estimation of the evolution of the deformation in time

is performed by means of the analysis of the phase residuals (with respect to the linear mode).

The contribution of each acquisition to this phase residuals is resolved by means of the solution

of a linear equation system. The main assumption which is made is that these phase residuals

must be unwrapped. In other words, all the phase residuals may be within the same number of 2π

cycles in a relative sense. It means, the total amount of cycles is not known (in an absolute way)

but it is in a relative way between each interferogram which may be set.

Problems can arise when this relative unwrapping is not performed. For example, when the

ground deformation (true movement that must be estimated) presents several trends within the

analyzed time period. In that cases SPN tries to fit a linear model with the mean deformation

rate estimated for all the period (a mean rate of all the observed rates). In that situation, it is very

probable that the estimated mean deformation trend is incorrect resulting in a bad estimation of the

deformation over the whole time period. That will result in high phase residuals for some particular

periods due to the fact that they are not within the same cycle of phase. Under these conditions,

the phase residuals follow a certain correlation with time (high residuals are concentrated in the

epochs with changes in the deformation trend) and as result possible aliasing in the final estimated

time series can be observed.

As an example of the explained above a simulation was performed based on the software

developed under the section 4.4.1, the results are showed in figure 4.4.12.

(a) (b)

Figure 4.4.12: a) simulated non-linear ground deformation (white line) and estimated time series (red as-
terisks) with classical SPN based on a linear model (red line). The simulation was performed considering
14 images and noise free and ENVISAT acquisition conditions. b) DInSAR phase residuals as result of the
linear model indexed by the mean interferometric time,(tmaster + tslave)/2.

A ground deformation was generated (always in LOS direction directly) with 3 different regimes

in order to synthesize a non-linear movement, see white line in figure 4.4.12.a. The sampling in
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time is performed by means of 14 acquisitions randomly distributed but with the constrain of being

free of any aliasing a priory. In other words, the random time distribution of the images is accepted

if and only the total amount of deformation between two consecutive acquisitions is not higher

than λ/4, which for the considered case based on ENVISAT acquisition conditions is equivalent to

approximately 1.4 cm. The simulation was performed under free noise conditions. Thus, between

two consecutive white asterisks in figure 4.4.12.a, the deformation difference is below 1.4 cm in

any case.

The red asterisks in figure 4.4.12.a are the estimated deformation by means of classical SPN.

As it can be observed the estimated linear deformation model results in a clear underestimation

of the true movement. As a consequence, as the trend of the model is not high enough (red line

in figure 4.4.12.a) for the time period of maximum deformation gradient (the one contained within

400 and 700 days in figure 4.4.12.a) the recovered time series present aliasing. This is one of the

worst cases where there is an inversion of the trend indicating an uplift when the true deformation

is subsiding.

This can be explained by looking carefully the interferometric phase residuals after the retrieval

of the linear model, see figure 4.4.12.b. The residuals are indexed in time by means of the

mean interferometric time (which is equal to the mean date of both acquisitions which form the

interferogram). As it is depicted in figure 4.4.12.b the spread of these residuals is higher for the

epochs at which the aliasing is occurring. Thus, this information could help in splitting the total

time span into different sub-periods in order to succeed with the classical SPN approach in small

datasets.

More examples can be given, but now with real test cases. The first case is presented in figure

4.4.13. A real time series estimated with classical SPN is showed in blue in figure 4.4.13. As

it was happening in the simulated test case in figure 4.4.12.a, there is an inversion of the local

trend of the time series for a particular time period (see the blue diamonds within the red circle in

figure 4.4.12). As it was introduced before, this aliasing or discontinuity in the trend of the time

series could be an indicator of non-linearity or of change of trend considering the true ground

deformation.

For this test case, the total time span was divided into several subsets. Thus, SPN was per-

formed separately by considering the different time periods. Then, the estimated time series

within each single SPN analysis was merged with the other ones considering the total accumu-

lated deformation as reference. For that purposes, there was always a common date between

each isolated period of analysis. The results are the ones depicted with the red triangles in figure

4.4.13. As it can be observed a higher rate was obtained and the recovered time series is free of

discontinuities or aliasing, arising higher deformation values for this point of measurement.
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Figure 4.4.13: Example of classical SPN time series with aliasing (red circle) in blue and advanced SPN
processing by splitting the time period into several parts (red symbols). The small rectangles (for both
colors) are indicating the location of the first possible ambiguity for each resolved position of the time series
(placed ±λ/4 ≈ ±1.4cm away from the solution). The time series have been extracted from a real test case
located in an area with underground mining activities and imaged with ERS and ENVISAT data.

Unfortunately, this aliasing is not always so detectable, especially in case of presence of noise

or huge non-linearities. For instance, when the peak to clutter ratio for a given scatterer is not very

high there could be acquisitions presenting more noise than the other ones, as well as severe

atmospheric artifacts for a particular acquisition date or severe temporal decorrelation due to the

affectation of the snow, etc.. In that cases, the observation of the time series could not indicate

any particular problem of aliasing, see figure 4.4.14.a.

In figure 4.4.14 is presented an estimated time series of a real test case of study with a known

problem of ground non-linear deformation profile in time. This estimate corresponds to a test site

presenting activities of water pumping previous to tunneling works within a pure urban area. As it

can be observed in figure 4.4.14.a the aliasing on the time series is not so clear as in the previous

examples (figure 4.4.13). The only noticeable fact is that the spread of the time series is higher

for the temporal period where the non-linearities are occurring than for the other epochs, see the

data within the red circle in figure 4.4.14.a. As it can be observed in figure 4.4.14.b, a splitted

SPN analysis (which considers three different regimes) can recover a more precise estimate of

the evolution of this ground deformation profile in time.
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(a) (b)

Figure 4.4.14: Estimated deformation time series of a real test site obtained by means of classical SPN (a)
and by means of an advanced SPN processing which considers three different time periods of analysis (b).
The same list of images has been used for both cases.

4.4.2.3 Advanced SPN for the automatic monitoring of non-linear deformations

As it was introduced in the previous subsection 4.4.2.2, classical SPN succeeds in the detection

of time series of deformations when only one change in the trend is occurring, considering the

true ground deformation. It was demonstrated that non-linear deformations can be overcome by

performing different SPN analysis within small periods of time where the observed deformations

are more similar to a linear one. The key parameter is to know when this total time span should

be split, which could be suggested by means of having available some a priori information about

particular events (natural hazards such as earthquakes, flooding, eruptions, etc. or man-made

works such as water pumping, tunneling, etc.) or by analyzing the interferometric phase residuals

ordered in time (see figure 4.4.12).

However, those divisions of the total time span can be considered since the beginning. In

fact, the sampling of the ground deformation is performed in time by means of the acquisition

date. Hence, it is between each two consecutive acquisitions that one can observe (or allow in

the considered model) a change of trend. Considering what was stated above, the proposed

methodology for automatic monitoring of non-linear deformations is based on a sliding SPN linear

analysis between each two consecutive acquisitions. In other words, the SPN model fitting is per-

formed as many times as the number of available data except one. Now, the resulting coherence

function already presented in 4.4.1 may consider a two dimensional search space, the possible

linear trends and their possible variation throughout time. The analysis of the coherence function

becomes a three dimensional matrix, which considers the correlation of the solution in time.

4.4.2.4 Application on Paris test site

The city of Paris is an appropiate test site for the testing of PSI new methodologies; this is due to

several reasons. First, there is a large stacking of images acquired by different sensors in different

modes such as ERS1/2, ENVISAT and TerraSAR-X. The resulting time span with datatakes is very

large, since 1992 up to today. Second, it is known that ground deformations not following a linear

pattern are occurring. These deformations are of different nature, which results in completely

different pattern in time. Third, the test site is a pure urban area, what it means that the spatial

density of good points of measurement is very high. This a very good advantage as the spatial

sampling as well as the temporal sampling of the studied ground deformations are very close to
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an ideal case, with a density of PSs above 1000 PS/Km2 and more or less a constant sampling in

time of one image every 35 days given by the dataset of ERS and ENVISAT C-band SAR data.

The objective of this subsection is to evaluate the performances of the new automatic non-

linear estimation methodology presented in the previous 4.4.2.3. For this purposes the classical

SPN processing is compared with the new one with special emphasis on the areas affected by

deformations. It must be highlighted that the new processing not only account for the automatic

non-linear estimation methodology but also for all the other SPN enhancements presented within

this chapter. That’s it mainly:

• The control of the spatial consistency of the results by means of the check of the rotational

of the estimates in close loops of the network and by the application of a parallel and inde-

pendent parameter integration routine.

• Weighting of the observations in the estimation procedures by means of the computation of

the quality of the inputs based on the estimation of the variogram per each acquisition.

The resulting linear deformation rate map in ground projected coordinates is presented in figure

4.4.15. The objective is to identify areas affected by deformation in order to focus the comparison

analysis over those specific locations.

The first step is the comparison of the SPN model coherence for these areas affected by

deformation in figure 4.4.15. The analysis is presented below. All the comparisons are performed

in slant range geometry.

Area A: Grand Palais

In figures 4.4.16 and 4.4.17 is shown the comparison of both processing for the area close to

the Grand Palais. In figure 4.4.16 are presented both coherences jointly with the mean reflectivity

image of the area of analysis. As it can be observed the green color prevails, indicating that the

coherence of the new processing is higher than the classical SPN one.
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Figure 4.4.15: Linear deformation rate as result of the classical SPN processing for the center of Paris. The
covered time period is from 1992 up to 2008, and based in the analysis of about 120 ERS1/2 ad ENVISAT
SLCs. The main areas affected by deformation are identified by the red circles. Copyright SPOTIMAGE for
the background image.



CHAPTER 4. IMPROVEMENTS OF THE SPN TECHNIQUE 136

(a) (b)

Figure 4.4.16: a) RGB image with the SPN model coherence for the linear and the non-linear processing for
the first area as depicted in figure 4.4.15, the area of the Grand Palais. Magenta means that the linear model
gives a higher coherence and green vice-versa. Grey values means that both have exactly the same value.
b) Mean reflectivity image of the same area.

The estimated deformation time series of some points can be compared in order to evaluate

the enhancements of the new methodology. The result can be observed in figure 4.4.17.

In general, the estimated deformation profiles are slightly different, especially for the last epoch

of the time span, where higher differences between the linear and the non-linear model (dark and

red discontinuous lines in figures 4.4.17) are observed. Thanks to the non-linear model used

to obtain the time series, different trends in the temporal evolution of the deformations can be

better identified. Also a reduction of the dispersion in time series can be denoted with the new

methodology.

Area B: Montmartre

In figures 4.4.18 and 4.4.19 is presented the comparison of both processing for the area of

Montmartre. In figure 4.4.18 are presented both coherences jointly with the mean reflectivity

image of the area of analysis. As it can be observed the green colour prevails, indicating that the

coherence of the new processing is higher than the classical SPN one.
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(1)

(2)

(3)

Figure 4.4.17: Deformation time series estimated for the points highlighted in figure 4.4.16. In black is
presented the deformation profile obtained with classical SPN and in red the one for the new non-linear SPN
processing. The discontinuous lines represent the used functional model to unwrap the phases.
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(a) (b)

Figure 4.4.18: a) RGB image with the SPN model coherence for the linear and the non-linear processing for
the first area as depicted in figure 4.4.15, the area of the Grand Palais. Magenta means that the linear model
gives a higher coherence and green vice-versa. Grey values means that both have exactly the same value.
b) Mean reflectivity image of the same area.

The estimated deformation time series of some points are compared in order to evaluate the

enhancements of the new methodology. The result can be observed in figure 4.4.19

In general, as it was already noticed in the previous case, the estimated deformation profiles

are slightly different. However, in that case some variations can be observed. In the last two

profiles in figure 4.4.19 (2 and 3) the estimated deformations differ totally, achieving a completely

different final value of accumulated deformation. This is indicated also with the model coherence

which is slightly higher with the new processing. Although a higher difference can be found in the

detected model coherence for the deformation time series presented in figure 4.4.19.1 (twofold

than in the previous cases), the resulting profiles are very similar. Moreover, a reduced level of

fluctuations can be appreciated with the time series estimated with the new processing.

Area C: Saint Lazare

Finally, in figures 4.4.20 and 4.4.21 are presented the last area of analysis, which is located in

the vicinity of Saint Lazare train station. Again, in figure 4.4.18 are presented both SPN model

coherences jointly with the mean reflectivity image. It can be observed, as in the previous studied

cases, that the green color prevails, indicating the increase of coherence achieved by the new

processing.

The estimated deformation time series of some points can be compared in order to evaluate

the enhancements of the new methodology. The result can be observed in figure 4.4.21.

This is the most complicated test area of the three ones. As it can be appreciated in the

deformation profiles presented in figure 4.4.21, the ground deformation shows a high non-linearity

indicated at least by the different rates over the observations. First there is a high amplitude

subsidence (from 1992 to 1995), then a small period of stability (from 1995 to 1998, then a sudden

uplift (mid 98), and finally the last years presenting a period of stability. This is a very difficult
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(1)

(2)

(3)

Figure 4.4.19: Deformation time series estimated for the points highlighted in figure 4.4.18. In black is
presented the deformation profile obtained with classical SPN and in red the one for the new non-linear SPN
processing. The discontinuous lines represent the used functional model to unwrap the phases.
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(a) (b)

Figure 4.4.20: a) RGB image with the SPN model coherence for the linear and the non-linear processing for
the first area as depicted in figure 4.4.15, the area of the Saint Lazare train station. Magenta means that the
linear model gives a higher coherence and green vice-versa. Grey values means that both have exactly the
same value. b) Mean reflectivity image of the same area.

time evolution to monitor with the time series obtained by means of a linear model. The major

drawback here is that the new coherence is not so high with respect the classical SPN one. Most

probably, as it is an area affected by constructions, the scatterers over the ground surface are

suffering some changes. This results into an increase of noise in the estimated time series, as

demonstrated by the deformation values detected by the first acquisitions in 1992 up to 1994 in

figure 4.4.21.

As general conclusion it can be stated that the new methodology allows the monitoring of

non-linear deformations better than classical SPN, especially for large time periods of analysis.

Furthermore, the final model coherence increases slightly, the improvement depending on the

changes occurring during the observed period. For this reason, a better detection of scatterers

are expected for areas with deformations when applying a threshold over the model coherence.
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(1)

(2)

(3)

Figure 4.4.21: Deformation time series estimated for the points highlighted in figure 4.4.20. In black is
presented the deformation profile obtained with classical SPN and in red the one for the new non-linear SPN
processing. The discontinuous lines represent the used functional model to unwrap the phases.
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Chapter 5

Summary and Conclusions

The main objective of this PhD was completely achieved: the development of a new PSI estima-

tion methodology to monitor non-linear ground deformations based on a large stacking of SAR

data. The starting point of this work was the PSI technique developed by Altamira Information,

called Stable Point Network technique. The main limitations and drawbacks of this methodology

were identified and studied in order to develop a new estimation methodology which best fits and

enhances the actual one.

Persistent scatterer interferometry is based on conventional synthetic aperture radar inter-

ferometry (InSAR). Chapter 2 briefly reviews the basic principles of SAR, classical InSAR and

Differential InSAR. The main InSAR applications and drawbacks are also briefly reviewed at the

end of this chapter. PSI appears to overcome some of the InSAR limitations. Chapter 3 describes

the principles of this type of technique and a summary of the state of the art. Under a general

point of view, the base of PSI is a stacking of acquisitions of the same ground area. The basis is

the identification of resolution cells which keep the reflection properties within the entire dataset.

Then, over those targets a phase analysis is performed in order to extract the contribution of sev-

eral artifacts: the atmospheric contribution; the vertical height and possible deformation affecting

the ground targets. The way in which these contributions are separated sets the main difference

between all the existing PSI techniques.

Chapter 3 also introduces SPN, which is the Altamira Information’s PSI technique and the

base of the developments performed in this work. SPN is based on a phase model fitting to

a linear model of deformation in space and time to detect which resolution cell is a PS or not.

This has been demonstrated to be a good approximation for small periods of analysis (few years)

or for moderate changes in trends of the deformation in time. Especially in pure urban areas

where the density of PSs is very high and possible deformations are highly sampled. Thus, the

deformation gradient between nearby points may be gradual, allowing a proper monitoring with

the linear model. Finally, at the end of the processing SPN is able to estimate with more detail

the time evolution of the deformation, recovering the appropriate deformation pattern even if the

functional model is based on a linear one.

Finally, Chapter 4 covers the main developments with respect to the classical SPN linear model

processing. This chapter is the core of this PhD. The main objective of these enhancements is

143
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the system suitability of the complete processing chain for detecting and monitoring non-linear

deformations, especially for long periods of analysis.

The first important improvement is related to the automatic evaluation and quality control of

the coregistration procedure of all the stacking of SLCs into the super master geometry. A new

methodology is presented based on the analysis of the inter-pixel position of the peak of the main

lobe of the SAR amplitude response of some high quality and stronger targets distributed over

all the swath. A methodology for detecting these super-targets is also presented highlighting and

comparing their SAR impulsional response function with the one given for an ideal target. Some

practical cases were discussed in order to highlight the potential of this methodology for detecting

possible problems during the processing and the handling of the SLCs. It was demonstrated that

in case of no errors, the inter-pixel position for these super-targets should be preserved within the

stacking of coregistered SLCs, at least under a precision of about 0.1 pixel.

The second improvement described is the enhancement of the methodologies for detecting

PSs or stable points for performing the deformation measurements. From one side it was demon-

strated that it is possible to improve the initial mask of PS-like pixels based on the radiometric

analysis of the stacking of SLCs by means of enhancing the relative image calibration proce-

dures. This is performed by means of the estimation of a relative offset between images computed

in some particular areas of the images. This calibration constant can be refined by an iterative

estimation procedure performed only over the selected PSs. These values converge up to a sta-

bilized constant estimated with a dispersion of less than 0.1 dBs. These new constants enhance

the final mask of PSs by increasing the total amount of pixels selected as PSs and by reducing

the number of false detections. Furthermore, the multimean reflectivity image is radiometrically

enhanced, showing more roughness and textures as well as a better radiometric contrast between

the different types of ground reflections.

This subsection also demonstrates that not all the pixels selected as PSs are related directly

to the reflection of a ground object. It was presented that there are some SAR artifacts (orig-

inated during the SAR processing) which could originate ambiguous interferometric measure-

ments. Basically, the range side lobes and the azimuth ambiguities of strong targets are the two

main sources of ambiguities in SAR signal processing considered in this work. Within this subsec-

tion it was presented that it is possible to perform a classification of the SAR impulsional response

of strong targets. Thus, the measurement may be kept only for the pixels in correspondence with

the center of the main lobe. The other ones can be discarded without losing detection capabilities

in the estimation of ground deformations. Thus, the density of detected PS-like pixels is optimized

to a more realistic value.

One original and important point of this section is the performance of an study to analyze the

affectation of the SAR azimuth ambiguities in PSI. That was done by processing a stacking of

level 0 images with and without filtering the Doppler bandwidth in order to highlight the presence

of azimuth ambiguities within the stacking of SLCs. It is demonstrated by means of practical cases

that even if they can be observed in the interferograms, they cannot be properly modeled within

SPN. In consequence, their model coherence is very low and they would never be selected as

good points of measurements.

The third major improvement concerns the enhancement of the estimation procedures within

the SPN processing. This improvement comes by weighting the input data (the interferograms).

It is demonstrated that by means of the computation of the variogram it is possible to characterize
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the level of phase variability presented on each SLC due to the different phase delay introduced by

the atmospheric artifacts, the thermal noise, the processing noise and/or the orbit inaccuracies.

Then, each SLC can be properly weighted when it forms part of an interferogram. This non-

uniform weight of the observation results into an enhancement of the robustness and into an

increase of the precision when performing the phase model fitting and the estimation of the time

series of deformation.

Finally, the last subsection of Chapter 4 addresses the main improvement achieved within

this PhD. The adaptation of the processing methodology to detect and monitor non-linear ground

deformation for long periods of analysis. This work was conducted in several steps. First, the

SPN model coherence and its performances were analyzed by means of the development of a

simulated scenario. This simulator considers the phase model adjustment performed over an hy-

pothetical arc of the SPN network, a relation between two nearby PSs-like pixels. Thus, based

on a set of acquisitions the relative DInSAR phase between those two nearby samples is syn-

thetized. The simulator allows to account for some temporal and geometric decorrelation plus an

additional normal noise per acquisition (atmosphere) in order to evaluate the affectation of the

interferometric sampling (with noise) versus the simulated ground deformation. Then, the SPN

phase model fitting procedure was characterized by means of statistics simulations of the same

scenario. In particular, the behavior, the precision and the accuracy of the model coherence in

function of the noise level and in function of the number of acquisitions. As a main conclusion, it

can be stated that the larger the dataset the better the final achieved precision. However, using

all the available interferograms does not necessarily increase the accuracy. The selection of the

optimum combination list of data should account for the temporal and the geometric decorrelation

presented by the analyzed ground surface.

Afterward, the performances of this model function is analyzed in function of different ground

deformation profiles, which in some cases differ from the linear model. It is demonstrated by

means of simulations that in the case of short periods of analysis the SPN estimation procedure

succeeds, allowing to monitor up to three changes of trend in case of noise free conditions.

However, with the presence of noise, the performances decrease drastically resulting in a lost

of coherence. It is demonstrated by means of real examples how to detect these out-of-model

cases in space and in time domains. Under some particular conditions (ground deformation

with certain correlation in space) it is possible to observe a gradual decrease of the SPN model

coherence in the slant range domain in presence of non-linear movements. In addition, aliasing

in time domain can be perceived in the estimated time series of deformation when large changes

are occurring. In fact, by ordering the interferometric phase residuals in time, it is possible to

identify some correlation of the larger phase residuals with the change of trend in the analyzed

ground deformation by means of the use of the developed simulator.

Finally, the end of Chapter 4 presents the new model fitting methodology. First, from a theo-

retical point of view, by means of the use of the developed simulator and then by applying it to a

real test site. The new methodology expands the model coherence function of the classical SPN

from 1-D (possible mean linear rate of deformation) to 2-D (possible linear rate in function of the

time).

The theory of splitting the time periods into small ones has been corroborated by means of its

application in several test cases with real data. One example is the analysis of the evolution of the

deformation pattern in the city of New Orleans before and after the hurricane Katrina in August

2005. Two different SPN processing were performed before and after the hurricane obtaining a
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completely different deformation pattern which could not been detected in case of analyzing the

whole period. Another test site is presented by using a large stacking of ENVISAT data over

the city of Paris which covers a very long period of analysis (from 1992 up to mid 2008) with

an almost regular sampling every 35 days. The division of the total time period into three parts

has introduced some important improvements in the detections of ground deformations. Thus,

different deformation patterns arises within this pure urban area of analysis, which in some cases

presents strong non-linear profiles.

To complete this work, the new non-linear methodology is applied to the city of Paris in order

to evaluate its performances with real data. Three main areas presenting moderate deforma-

tions are analyzed with more details by means of the comparison of the results obtained with the

new methodology and with the classical one. The obtained results show that the model coher-

ence increases thanks to the use of an advanced model of deformation, but not so much as it

was expected at the beginning. Meaning that the phase noise dominates this evaluation of the

model coherence. Nevertheless, the shape of the new deformation time series corroborates the

improvements by presenting less dispersion in all the cases.

As main conclusion it can be stated that the objectives of this PhD were achieved. Firstly, the

main limitations and drawbacks of SPN were identified. Secondly, new PSI methodologies and

procedures were developed to improve the robustness, the processing quality control and the PS

identification and selection within the technique. Finally, the most important accomplishment was

the development of a new estimation methodology to monitor non-linear ground deformations,

especially for long periods of analysis.

Blank page
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