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II.11 Illustration of the laser pro�lometer used for the ex vivo experiments . . 39
II.12 Ex vivo experiments - The TPS approximation of the heart surface shape 40
II.13 Ex vivo experiments - The heart surface shape approximation using the

B-spline and piecewise bilinear models . . . . . . . . . . . . . . . . . . . 41
II.14 A schematic overview of the tracking algorithm . . . . . . . . . . . . . . 42
II.15 The acquisition setup of the LIRMM1 sequence . . . . . . . . . . . . . . 43
II.16 An example of a stereo endoscope integrated into the DaVinci surgical

platform . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
II.17 In vivo experiments - Selecting region of interest and control points . . . 44
II.18 Trade-o� between accuracy and the number of iterations . . . . . . . . . 49
II.19 Experiments on the DAVINCI sequence - 3D motion plots . . . . . . . . 51
II.20 Experiments on the DAVINCI sequence - The heart surface deformation

in 3D . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52



8 List of �gures

II.21 Experiments on the DAVINCI sequence � The required number of itera-
tions during tracking . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

II.22 Experiments on the DAVINCI sequence - The evolution of the illumina-
tion compensation parameters . . . . . . . . . . . . . . . . . . . . . . . . 54

II.23 Experiments on the LIRMM1 sequence - 3D motion plots . . . . . . . . . 55
II.24 Experiments on the LIRMM1 sequence - The heart surface deformation

in 3D . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
II.25 Experiments on the LIRMM1 sequence - The required number of iterations 57
II.26 Experiments on the LIRMM1 sequence - The evolution of the illumination

compensation parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

III.1 Recorded motion using arti�cial markers . . . . . . . . . . . . . . . . . . 62
III.2 The frequency spectrum of the 3D motion recovered from the tracking

experiment on the DAVINCI sequence . . . . . . . . . . . . . . . . . . . . 63
III.3 The frequency spectrum of the 3D motion recovered from the tracking

experiment on the LIRMM1 sequence . . . . . . . . . . . . . . . . . . . . 64
III.4 The frequency spectrum of the 3D motion recovered from the LIRMM2

experimental data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
III.5 The beating heart motion estimation using a dual Fourier series . . . . . 68
III.6 Prediction errors using data from the DAVINCI experiment . . . . . . . . 75
III.7 Prediction errors using data from the LIRMM1 experiment . . . . . . . . 76
III.8 Prediction errors using data from the LIRMM2 experiment . . . . . . . . 77
III.9 The predictive �lter performance under amplitude changes . . . . . . . . 78
III.10 The predictive �lter performance under arrhythmic heart behavior . . . . 79
III.11 The mean and peak prediction error values for each method analyzed

in the comparative study for all Cartesian coordinates of the LIRMM1
experimental data. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83

III.12 Prediction error values . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
III.13 The uni�ed tracking framework . . . . . . . . . . . . . . . . . . . . . . . 86
III.14 Evaluating the tracking quality . . . . . . . . . . . . . . . . . . . . . . . 87
III.15 Tracking convergence problems . . . . . . . . . . . . . . . . . . . . . . . . 92
III.16 The TPS bending energy for the estimated heart surface shape . . . . . . 93
III.17 Tracking under specular re�ections . . . . . . . . . . . . . . . . . . . . . 94
III.18 The evolution in time of the NCC coe�cients . . . . . . . . . . . . . . . 95
III.19 Detected occlusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
III.20 A simulated 3 second occlusion . . . . . . . . . . . . . . . . . . . . . . . 96

IV.1 The schematic overview of a surgical robotic platform with a motion
compensation system . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99

A.1 Examples of similarity measures . . . . . . . . . . . . . . . . . . . . . . . 106
A.2 Histogram examples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
A.3 Joint Entropy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
A.4 The similarity measures for evaluating the image alignment error analyzed

in our studies. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109

B.1 Lenna image . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
B.2 Convergence experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . 114



List of �gures 9

C.1 A lens distortion correction example . . . . . . . . . . . . . . . . . . . . . 116

D.1 Region of interest on the DAVINCI sequence . . . . . . . . . . . . . . . . 118
D.2 Comparative Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
D.3 Number of iterations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119

E.1 The estimated respiratory and cardiac frequencies in the experiments with
the LIRMM1 data. Notice that no signi�cant frequency variations can
be veri�ed. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122

E.2 The amplitude of the Fourier series coe�cients that model the LIRMM1
experimental data. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123





General Introduction

The past decades have witnessed the notable development of minimally invasive
surgery (MIS), in which the surgical gesture is performed through small incisions in the
patient's body. The bene�ts of this modality of surgery for patients are numerous, short-
ening convalescence, reducing trauma and surgery costs. However, di�culties such as
decreased mobility, reduced visibility, uncomfortable working posture and the loss of tac-
tile feedback are imposed to the surgeon. In this context, robotic assistance aims to aid
surgeons to overcome such di�culties, making the surgical act more intuitive and safer.

Nevertheless, current surgical robotic platforms display certain limitations, notably
regarding the loss of tactile sensations and the absence of active physiological motion
compensation, which impedes their use in a broader range of surgical scenarios. In recent
years, several research teams have been working on the development of active physiological
motion compensation systems for increasing the precision of the surgical gesture. The
ultimate goal is the creation of a virtual stable operating site, where the surgeon is given
the impression to be working on a motionless environment. The potential improvement
in the precision and repeatability of the surgeon gestures is signi�cant.

In the domain of cardiac MIS, heartbeat and respiration represent two important
sources of disturbances. Even though miniaturized versions of heart stabilizers have been
conceived for the MIS scenario, residual motion is still considerable and has to be manually
canceled by the surgeon, complicating the realization of delicate surgical tasks. In order
to construct a virtually stable operating �eld for the surgeon, the heart motion must be
estimated. In this thesis, the focus is put on computer vision techniques for estimating
the 3D motion of the heart relying solely on natural structures on the heart surface.
From a practical point of view, vision-based techniques are preferred since only the visual
feedback provided by the endoscope is used, therefore avoiding contact with the heart
surface and the introduction of additional sensors in the limited workspace.

In this thesis, two main contributions on the subject of motion compensation for
robotized cardiac MIS are proposed:

1. A visual tracking method for estimating the 3D deformation of a region of interest
on the heart surface. A thin-plate spline model is used for representing the heart
surface deformations. The possibility of arbitrarily placing control points o�ered by
the TPS mapping allows us to easily circumvent problems with the estimation of the
heart surface deformation due to lack of texture. A novel e�cient parameterization
for 3D tracking using stereo endoscopic images is proposed. For evaluating its
performance, ex vivo and in vivo experiments have been performed. The method is
robust to illumination variations and large tissue deformations.

2. A robust visual tracking method using motion prediction. Two major novelties are
introduced: �rst, a time-varying dual Fourier series for modeling the quasi-periodic
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beating heart motion is proposed. For estimating the parameters of the Fourier
series, a probabilistic framework based on the Extended Kalman �lter (EKF) is
used. Second, the visual tracking method is integrated in the heart motion prediction
framework, creating an uni�ed framework for estimating the temporal motion and
spatial deformation of the heart surface. The performance of the heart motion
prediction is assessed through several experiments using in vivo data. The resulting
improvements in the tracking robustness facing specular re�ections and occlusions
are also presented.

This thesis is organized as follows: In the following chapter, the context of existing
works in the medical robotics domain is presented, highlighting the potential bene�ts of
robotic assistance in cardiac minimally invasive surgery. Clinical scenarios that would
signi�cantly bene�t from a motion compensation system are studied. In addition, current
robotic solutions adopted by the medical community are analyzed and their strong and
weak points are discussed.

In the second chapter, the main challenges involved in tracking the heart motion using
natural landmarks are exposed. The di�erent approaches proposed in the literature are
presented and discussed. The tracking method developed during this thesis is described
in detail, together with ex vivo and in vivo experiments for assessing its performance.

In the third chapter, the current state of the art on heart motion prediction is presented
and discussed. For better understanding the heart motion dynamics, a spectral analysis
of the heart motion is performed. Next, a motion prediction scheme based on the dual
Fourier series model and an EKF estimation framework is introduced. The tracking
method proposed in the second chapter is integrated in the prediction scheme, creating a
uni�ed heart motion estimation framework. In order to evaluate the performance of the
motion prediction scheme and the improvements in the tracking robustness, two sets of
experiments on in vivo data are used.

Finally, a synthesis of the di�erent contributions of this thesis and the future work
perspectives on visual based motion compensation are given in chapter IV.



Chapter I

Introduction

Cardiovascular diseases are the leading cause of mortality in the world, causing around
12 million deaths worldwide per year [WHO, 2009]. In France, 164 900 deaths were reg-
istered in 1999, nearly 31% of all registered deaths [MSS, 2009]. The increasing economic
impact of this phenomenon has inspired the governments of many countries to take ac-
tions to reduce risk factors such as obesity, diabetes and tobacco. Among cardiovascular
diseases, coronary heart diseases are the most critical and the improvement of their treat-
ment is a priority.

In this chapter a brief overview of the most common surgical intervention on the
heart: the coronary artery bypass grafting (CABG) is given. The traditional surgical
intervention and recent developments are brie�y exposed. Next, the potential bene�ts of
robotic assistance for providing surgeons with superior visualization, enhanced dexterity,
precise movements and ergonomic comfort are discussed. Finally, an overview of the
current technical challenges in the �eld of robotized cardiac surgery is presented.

I.1 The traditional CABG procedure

The �rst surgical interventions on the heart date from the end of the 19th century, and
have seen a considerable evolution in the past century, notably after the second world war
[Rajan, 2004]. The technical knowledge acquired throughout the years associated with
modern surgical instrumentation has reduced the mortality rates of most interventions on
the heart to relatively low levels.

In the United States, the most common type of heart surgical intervention in adult pa-
tients is the CABG [NHLBI, 2007]. In France, around 80 000 CABG procedures are done
each year [MSS, 2009]. The CABG is a mature technique, with a considerable number of
related studies and statistics [Eagle and Guyton, 2004]. Basically, the procedure consists
in bypassing an occlusion point on the coronary artery for reestablishing irrigation. The
term `anastomosys' stands for the connection between two organs or blood vessels. Grafts
may be taken from the saphenous vein or the internal mammary artery (�gure I.1) but
the former source is preferred due to their higher longevity [Naik et al., 2003].

Currently, the reference CABG procedure involves a cardiopulmonary bypass (CPB),
where blood circulation and oxygen are maintained by means of an extracorporeal circula-
tion machine (also known as the heart-lung machine). The CPB is performed due mostly
to the di�culty or impossibility of operating on the beating heart. For setting up a CPB,
a median sternotomy is usually performed (a 16-20 cm incision in the thorax), allowing a
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(a) (b)

Figure I.1 : (a) Illustration of two grafts for bypassing an occluded artery. (source:
www.images.com) (b) The dashed line indicates the incision performed for a median
sternotomy. (source: www.mcallenheart.com)

direct access to the heart (see illustration in �gure I.1). In fact, the sternotomy and CPB
are standard procedures for most types of heart interventions: Mitral valve replacements,
congenital defect treatments, etc. In 2004, 646,000 open-heart procedures were performed
in the United States. Among these, 427,000 bypass surgeries were performed on 249,000
patients [AHA, 2009].

Although a direct access to the heart through a sternotomy privileges the surgeon's
dexterity and quick access to the target intervention area, open-chest surgery presents
serious downsides to the patient. Signi�cant trauma and the risk of infections due to
the long duration of the procedure [Klesius et al., 2004] are the major downsides of this
procedure. Whenever possible, less invasive solutions such as a mini-thoracotomy (8-10
cm incision between the ribs) are adopted, but they are limited to procedures on the
frontal side of the heart.

Nevertheless, the greatest source of complications and post-operatory mortality for pa-
tients is due to the CPB. Problems such as in�ammatory blood response to the heart-lung
machine, the risk of microemboly, kidney disfunctions and neurological complications such
as stroke during the clamping of the aorta have motivated new solutions that circumvent
the use of extracorporeal circulation [Eagle and Guyton, 2004].

I.2 O�-pump CABG

Even though open-chest on-pump cardiac surgery is the standard for CABG proce-
dures and high success rates are observed nowadays, the downsides of the extracorporeal
circulation are not negligible. Since the CPB is performed mostly due to the di�culty of
operating on a moving organ, mechanical stabilizers have been conceived for immobiliz-
ing a region of interest on the heart and performing the surgical gesture directly on the
beating heart (see �gure I.2).

The principle behind the commercially available mechanical stabilizers varies from
suction (Medtronics) or local pression (Guidant-CTS). Statistical studies reveal a slighter
decrease in the complications rate with respect to the on-pump scenario, suggesting
fewer neurological complications [Patel et al., 2002], smaller risk of myocardial infarc-
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(a) (b) (c) (d)

Figure I.2 : (a) The Octopus heart stabilizer based on suction (source:
www.medtronic.com). (b-c) Solutions proposed by Guidant based on suction and pres-
sion respectively (source: www.bostonscienti�c.com). (d) The Cardiolock (source: eavr.u-
strasbg.fr).

tus [Berdat et al., 2004], less convalescence time and less costs [Boyd et al., 1999]. For
instance, o�-pump CABG procedures have a death and/or complication risk of about 1%
to 2% in a low-risk patient [Shekar, 2006].

However, studies on the performance of such stabilizers reveal a considerable resid-
ual heart motion due to insu�cient immobilization, which ranges from 1-1.5 mm
[Lemma et al., 2005] approximately. This is due specially to the greater �exibility
of the narrow tools and the greater distance between mounting point and worksite
[Riviere et al., 2006]. Another fact that must be taken into consideration is the phys-
ical impact of mechanical stabilizers, which may in�ict severe tissue damage. Fi-
nally, interventions on the posterior part of the heart remain problematic, since the
heart in these cases is considerably constrained while stabilized, reducing blood pressure
[Dzwonczyk et al., 2005].

Recently, an active heart stabilizer which mechanically compensates for the residual
heart motion has been proposed in [Bachta et al., 2007]. The Cardiolock stabilizer is
based on the principle of vibration cancellation, where a piezo actuator compensates the
e�orts induced by the heart motion on the stabilizer shaft. The current prototype of the
active stabilizer is illustrated in �gure I.3. Initial studies reveal a considerable reduction
in the residual heart motion (keeping a residual motion amplitude under 0.3 mm in the
direction perpendicular to the heart).

I.3 Minimally invasive CABG

While the extracorporeal circulation can be avoided using mechanical stabilization,
the access to the heart through a sternotomy or mini-thoracotomy remains an issue. In
order to reduce the trauma in�icted on the patient, minimally invasive techniques are
desirable, where the surgical gestures are performed through small incisions (1-2 cm)
in the patient's body. The visual feedback is provided by an endoscopic camera and
the surgeon operates specially designed surgical tools (see �gure I.4). Inside each small
incision, a trocart is placed, through which the surgical instruments are inserted. The
trocarts seal the patient's interior, which is in�ated with carbonic gas for increasing the
operative workspace. Figure I.4 illustrates the surgical setup. The reduced invasiveness
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Figure I.3 : (Top) The CAD model of the stabilizer and a detail of the actuation
mechanism. (Bottom) A �nite element analysis of the compensation, with magni�ed
displacements. (source: [Bachta et al., 2007].

(a) (b)

Figure I.4 : (a) Surgical tools for minimally invasive surgery (source: unknown). (b)
Illustration of a minimally invasive intervention (source: unknown).

translates into smaller convalescence time and trauma for the patient and lower infection
risks [Puskas et al., 1998]. Nevertheless, minimally invasive surgery still faces several
technical limitations.

Although in one hand the minimally invasive procedure presents considerable advan-
tages for the patient, the surgical intervention becomes considerably more di�cult to
surgeons, resulting in longer operation duration and more costs. The most important
di�culties can be summarized as follows:

• Mobility : the passage of the surgical instruments by the trocart (the entry point on
the surgeon's body) induces friction and imposes restrictions on the mobility inside
the patient's body.

• Fulcrum e�ect : the trocart induces an inversion on the surgeon's movements,
yielding a major detrimental in�uence on the performance of the surgical gesture
[Gallagher et al., 1998]. Time and experience are required for surgeons to get auto-
mated to such e�ect.
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Figure I.5 : A surgical team performing a minimally invasive surgery (source:
www.gynlaparoscopy.com).

• Vision: interventions are normally performed using a single monocular endoscope
and the depth perception loss due to the 2D visual feedback is a great drawback for
minimally invasive surgery.

• Haptic Feedback : the friction between the surgical instruments and the internal
organs reduces the tactile sensibility of the surgeon, making palpation of internal
tissues impossible and increasing the risks of tissue damage.

• Physiological Motion: the respiratory and cardiac motions severely disturb delicate
surgical tasks and the manual compensation demanded to the surgeon is tiring and
risky. Even when mechanical stabilizers are employed, the residual motion due to
insu�cient immobilization is not negligible [Lemma et al., 2005].

• Ergonomics : poor hand-eye coordination, the complex manipulation of the endo-
scope and awkward posture during surgery make the surgical procedure tiring for
surgeons, reducing their dexterity and prolonging the surgery duration (see �gure
I.5).

Due to the above mentioned limitations, minimally invasive procedures on the heart
are still rare, despite the notable technical progress achieved recently. The manual chal-
lenge involved in this type of intervention associated with the time required to convert
the procedure into a traditional one in case of an emergency are factors that reduce its
acceptance by the medical community.

In the context of robotized cardiac surgery, robotic assistance can be conceived to
overcome most of the limitations cited above, keeping the several bene�ts of minimally
invasive surgery for patients while making the surgical act as intuitive as open surgery for
the surgeons.
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Figure I.6 : The HeartLander robot (source: [Riviere et al., 2006]).

Figure I.7 : The hand-held robotic device for Mitral valve repairment surgery developed
at the Harvard Biorobotics lab (source: [Yuen et al., 2009, HarvardBiorobotics, 2009]).

I.4 Robot assistance for cardiac surgery

Recently, prototype robotic tools have been developed for assisting surgeons on speci�c
interventions on the heart with reduced invasiveness. That is the case of the HeartLander
device, developed by researchers from Carnegie Mellon's robotic institute [Patronik, 2008].
It consists of a miniature mobile robot designed to be introduced into the pericardial sac
and adhere to the epicardial surface by suction, moving to any desired location in an
inchworm-like fashion (see illustration in �gure I.6). The device can be used in procedures
such as atrial ablation, epicardial electrode placement and myocardial injection of drugs.

Another example is the hand-held robotic instrument developed at the Harvard
Biorobotics lab [HarvardBiorobotics, 2009] for Mitral valve repairment interventions. The
device tracks the motion of the Mitral valve lea�ets using ultrasound imaging and provides
a one degree of freedom motion compensation for improved hand-eye coordination (see
illustration in �gure I.7). Active guidance based on ultrasound imaging was also the topic
of a french project named GABIE [Dombre, 2005], which addressed the control aspects of
guiding the surgical instruments during Mitral valve repair surgery [Sauvée et al., 2007].

I.4.1 Robotic assistance for minimally invasive surgery

Robotic assistance for minimally invasive surgery �rst appeared in the form of endo-
scope guidance systems, which are robotic arms that act as a �third arm�, holding and po-
sitioning the endoscope according to the surgeons' commands. Three commercial systems
were proposed (see �gure I.8), di�ering on the way they are controlled: the Aesop (Com-
puter Motion) which is controlled by voice, the EndoAssist (Armstrong Healthcare) which
is controlled by the surgeons head movements and the LapMan (MedSys), which is con-



I.4 : Robot assistance for cardiac surgery 19

(a) (b) (c)

Figure I.8 : (a) Aesop (source: www.computermotion.com). (b) Endoassist (source:
www.armstrong-healthcare.com). (c) LapMan (source: www.medsys.be).

trolled manually. In addition, lightweight solutions for endoscope holders which can be di-
rectly positioned over the patient have been conceived (�gure I.9). An example is the LER
(Light Endoscope Robot) system presented in Berkelman et al. [Berkelman et al., 2003].

In the last decade, teleoperated robotic platforms have been proposed for performing
minimally invasive surgery. Teleoperated surgical platforms consist of a master console
that transmits the surgeon's gestures to the slave platform, which is the robot that holds
the surgical tools and endoscope. Such platforms provide surgeons with superior visual-
ization, enhanced dexterity, precise movements and ergonomic confort, making it possible
for complex surgical procedures to be performed in a minimally invasive fashion. Two
commercial platforms have been developed: the Zeus (Computer Motion) and DaVinci
(Intuitive Surgical). The Zeus was the �rst surgical platform to be commercialized. The
company that assembled the Zeus, Computer Motion, was later incorporated to Intuitive
Surgical, producer of the DaVinci platform, which is nowadays the only commercially
available surgical platform.

Alternative robotic designs for surgical platforms have also been developed in sev-
eral universities and research centers (�gure I.12). Examples are the RTW (Robotic
Telesurgery Workstation) [Cavusoglu et al., 2001] developed by an association between
Berkeley and the University of California at San Francisco, the ARTEMIS sys-
tem (Advanced Robot and Telemanipulator system for Minimal Invasive Surgery)
[Rininsland, 1999] from Karlsruhe, the DLR surgical platform [Hagn et al., 2008] in Mu-
nich, the Black Falcon [Madhani et al., 1998] developed at the MIT in Cambridge and
the lightweight MC2E robot designed by the ISIR1 [Zemiti, 2005].

I.4.2 Limitations

Although current surgical platforms have considerably improved the ergonomics and
mobility issues related to the minimally invasive procedure, the Zeus and DaVinci plat-
forms are criticized by the medical community for their cost, volume and weight. On

1Institut des Systèmes Intelligents et de Robotique



20 Chapter I : Introduction

(a) (b) (c)

Figure I.9 : (a) The LER (source: [Berkelman et al., 2003]). (b) The MC2E (source:
[Zemiti, 2005]). (c) The MC2E robot mounted on a pig's abdomen illustrating its opera-
tional setup (source: [Zemiti, 2005]).

(a) (b) (c)

Figure I.10 : The Zeus surgical platform (a) The console (b) Robotic arms (c) The Zeus
operation setup (source: www.computermotion.com)

the technical side, no solution for restoring tactile feedback to the surgeon exists and
physiological motion compensation still needs to be manually canceled by the surgeon.

In minimally invasive CABG, miniature versions of mechanical stabilizers are available
for performing o�-pump interventions but the residual motion due to insu�cient immobi-
lization is still important. Statistics presented in [Kappert et al., 2001] show that 4% of
surgeries using the DaVinci robot and mechanical stabilization are converted in a median
sternotomy and 40% are converted in a mini-thoracotomy. This is due specially to the
di�culty of performing delicate tasks such as suturing in the presence of physiological
motion.

I.4.3 Towards robotic cardiac surgery with motion compensation

Technical challenges in minimally invasive surgery such as the restitution of haptic
feedback and automatic physiological motion compensation have motivated the work of
several research groups around the world. The primary goal of providing haptic feedback
to surgeons is to lower the risks of tissue damage by robotic manipulation, while active
motion compensation facilitates operations on moving organs.
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(a)

Figure I.11 : The DaVinci surgical platform (a) The console (b) Robotic arms (source:
www.intuitivesurgical.com)

The challenge behind haptic feedback is mainly hardware-related, concerning aspects
in the robot control architecture but mainly in the force sensor design, size, accuracy, bio-
compatibility and sterility [Zarrad, 2006]. Recent advances in the force sensing technology
such as optical based force sensing has potential for attending the requirements of surgery
[Peirs et al., 2004]. On the other hand, physiological motion compensation imposes chal-
lenges in several levels of the robot's design such as bandwidth and control architecture
but most importantly it requires an accurate physiological motion estimation.

In the context of robotic assisted beating heart surgery, several works have been per-
formed on the design and implementation of schemes for active motion cancellation. In
the pioneer works of Nakamura [Nakamura et al., 2001], the concept of `heartbeat syn-
chronization' was proposed, which consists in canceling the relative motion between the
surgical instruments and the beating heart (�gure I.13). The goal is to give the surgeon
the impression to operate on the heart as if it were stationary, maintaining the natu-
ral physiological motion unlike active motion canceling devices such as the previously
mentioned Cardiolock system.

I.4.3.1 Modeling of the heart

Several research teams currently work on the study of the heart physiological phe-
nomena. An example is the Cardiosense3D project [CardioSense3D, 2009] from IN-
RIA, France. Their research e�ort is focused on proposing models of the heart's
electro-physiology, contraction and relaxation mechanics, arterial circulation and perfu-
sion [Delingette et al., 2006]. The models are intended to have a low number of parameters
for facilitating its estimation from clinical data and intra-patient adaptation.

The development of models of the heart motion, which entails a in-depth study of
the heart physiological properties, has direct applications in the development of reliable
real-time motion estimation systems for beating heart surgery. Even though this type of
research is still in its infancy, recent approaches illustrate the potential bene�ts in tasks
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(a) (b) (c) (d)

(e) (f) (g) (h)

Figure I.12 : (a-b) The RTW (source: robotics.eecs.berkeley.edu). (c-e) The ARTEMIS
(source: [Rininsland, 1999]). (f-g) The DLR platform (source: www.dlr.de). (h) The
Black Falcon (source: [Madhani et al., 1998]).

such as motion compensation for robotic assisted surgery [Bogatyrenko et al., 2009].

I.4.3.2 Robot control for beating heart surgery

At the control level, predictive control has been employed for coping with the beat-
ing heart dynamics, considering that the quasi-periodic heart motion can be successfully
anticipated by motion prediction schemes. Bebek et al. [Bebek and Cavusoglu, 2007a]
proposes the fusion of the heart motion measured by sonometric sensors and the electro-
cardiogram (ECG) signal and previous heart cycles are used as feedfoward signal to predict
the future heart motion. Similarly, Ginhoux et al. [Ginhoux et al., 2003] proposes a sys-
tem based on high-speed cameras for measuring the heart motion using arti�cial markers
and future heart motion prediction based on a truncated Fourier series. However, if in one
hand predictive control is a suitable control scheme for the heart motion dynamics, the
heart motion prediction methods used in the works above display limited performance.
In chapter III, a more detailed discussion on heart motion prediction is given.

In the literature, several motion compensation schemes that use force information
have also been proposed. In Dominici et al. [Dominici et al., 2008], a linear predictive
control scheme has been developed for maintaining a constant force on the heart surface,
compensating the e�orts induced by the heart motion. In a similar fashion, Cagneau et
al. [Cagneau et al., 2007] uses a ILC (Iterative Learning Control) scheme on the control
loop for compensating the respiratory motion.

I.4.3.3 Visual-based motion estimation

For estimating the heart motion - the crucial step for motion compensation - several
types of sensors have been employed. A mechanical solution in the form of a Whisker
sensor was proposed in [Bebek and Cavusoglu, 2007b], which consists in �exible metal-
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Figure I.13 : The `heartbeat synchronization' concept proposed by Nakamura et al.
(source: [Nakamura et al., 2001]).

lic shaft that measures the heart motion through the contact forces on the heart sur-
face. In [Ho� et al., 2004], accelerometers were used for measuring the heart motion
in open-surgery. Active vision techniques have also been proposed, such as the laser
range �nder prototype in [Hayashibe et al., 2006] conceived for compensating the liver
motion and system for automatic positioning surgical robotic instruments proposed by
[Krupa et al., 2004]. A technique based on structured light is currently being developed
at LSIIT2 and preliminary results reported in [Albitar et al., 2007] demonstrate the fea-
sibility of using active vision for reconstructing intra-operative sites.

Nevertheless, from a practical point of view, passive vision-based techniques are pre-
ferred since only the visual feedback provided by the endoscope is used, avoiding contact
with the heart surface and the introduction of additional sensors in the limited workspace.
The �rst prototype of a motion compensation system based on vision was proposed in
[Nakamura et al., 2001], where arti�cial markers were used to retrieve the heart motion.
Although recent works still explore arti�cial markers [Sauvée et al., 2007] in order to sim-
plify the visual tracking task, their use in surgical procedures is not practical. As an
alternative, the heart motion estimation through natural landmarks on the heart surface
was proposed by Tobias Ortmaier [Ortmaier, 2003]. Following this trend, in this thesis
the focus is put on computer vision techniques for precisely estimating the 3D motion of
the heart, relying solely on natural structures on the heart surface.

In the next chapter, the main challenges involved in estimating the heart motion using
natural landmarks are presented. The di�erent approaches proposed in the literature are
also presented and discussed. The tracking method developed in this thesis is described
in detail. In addition, ex vivo and in vivo experiments are provided for evaluating its
performance.

2Laboratoire des Sciences de l'Image, de l'Informatique et de la Télédétection - Université de Stras-
bourg





Chapter II

Estimating the heart motion

II.1 Introduction

The idea of compensating the beating heart motion for increasing the precision of the
surgical gestures has motivated several works in the literature. Solutions vary from me-
chanical systems such as the moving support proposed by Trejos et al. [Trejos et al., 1999]
to more sophisticated augmented reality systems [Stoyanov and Yang, 2007], where a vir-
tually stable view is rendered for the surgeon for improved surgical performance. All
systems report a signi�cant increase in the precision and repeatability of the surgical ges-
ture, attesting the practical value of a motion compensation system for robotized surgery.

Although the architecture of a complete motion compensation systems is still an open
problem, a fundamental requirement in all systems is the accurate estimation of the
beating heart motion. In this study, the aim is to estimate the heart surface motion with
high accuracy and robustness based solely on the visual feedback provided by a stereo
endoscope and the available natural landmarks on the heart surface.

II.2 Challenges

The challenges involved in the heart motion estimation start with the critical accuracy
constraints of heart surgery, since �ne cardiac structures are manipulated. Considering
a common task such as performing suture points on a vessel 2 mm diameter wide, an
accuracy under 20 µm is required.

The di�culties in tracking the beating heart using vision are start with the image
acquisition system. Image quality (resolution, lens deformation), synchronization and
acquisition speed are essentially hardware problems. Ginhoux et al. [Ginhoux et al., 2003]
pointed out that the heart motion has very fast transients and with a slow acquisition
rate, information loss due to aliasing is not negligible (see �gure II.2). They also suggested
an acquisition speed not smaller than 100 Hz for compensating the heart motion. This
observation has direct implications on the design of a tracking algorithm.

For the investigations, in vivo images of a total endoscopic coronary bypass grafting
captured by a DaVinci platform are used as a realistic clinical scenario1. Extracts of
this image sequence are presented in �gure II.1. Assuming that the heart motion can be

1The author would like to thank Danail Stoyanov and Guang-Zhong Yang for kindly providing this
image sequence for our experiments.
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Figure II.1 : Images acquired by the left camera of a stereo endoscope during a total
endoscopic coronary bypass grafting procedure using a DaVinci surgical platform.

extracted by tracking the motion of natural structures on the heart surface, the major
problems encountered from the computer vision point of view can be grouped into three
categories:

1. Illumination issues � The surface properties of soft-tissue gives rise to specular re-
�ections, which are the direct re�ection of the light source on the glossy, wet-like
surface. These specular re�ections work as occluders and considerably reduce the
available visual information used by the tracking algorithm. Another important
source of disturbance for the tracking algorithm are lighting changes. Due to the re-
stricted workspace in MIS, the light source illuminates unevenly the operating site.
Associated with the physiological motion, the brightness constancy assumption on
which various tracking methods are based upon is violated, complicating the visual
tracking task.

2. Appearance changes � Liquids and smoke which are present at the operating site
often disturb visual tracking. It is also expected that as the surgeon manipulates
the heart its appearance signi�cantly changes. Due to the unpredictable nature of
the changes, their modeling is very di�cult.

3. Lack of visual information � Certain regions of the heart surface do not o�er a set of
identi�able and stable features or texture information, from which the heart motion
can be inferred. Since the use of arti�cial markers is not practical, visual tracking
is challenging.

Finally, since currently available image acquisition hardware o�ers limited acquisition
rates, motion blur is an important problem. However, since it is a hardware-related
problem, it is not cited above.

II.3 Previous works

This thesis work are inspired by the pioneer studies of Tobias Ortmaier
[Ortmaier, 2003] on visual based estimation of the heart motion using natural landmarks
on the heart surface. The recent advent of the stereo endoscope enabled stereo vision
techniques to be applied for the problem of tracking the beating heart.

Although visual tracking is a classical problem in computer vision, traditional tech-
niques have found limited success when dealing with soft-tissue deformations and complex
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Figure II.2 : The heart motion sampled at 500 Hz and 25 Hz: information loss at 25
Hz due to aliasing is not negligible.

illumination conditions. Therefore, techniques must be tailored speci�cally for the chal-
lenging MIS scenario. In the literature, works can be coarsely divided into two classes:
feature-based or region-based tracking.

II.3.1 Feature-based methods

Feature-based methods can be used to extract and track salient features on the heart
surface such as blood vessels or other distinguishable structures for retrieving the heart
motion. Feature tracking has already been applied in related problems such as intra-
operative navigation [Burschka et al., 2005, Mourgues et al., 2001] and augmented real-
ity [Hu et al., 2007, Rohl et al., 2009]. In the context of motion compensation for cardiac
surgery, the �rst visual tracking method for retrieving the heart motion was proposed by
Ortmaier [Ortmaier, 2003], which tracked salient features on the heart surface based on
an a�ne motion model and correlation-based search. In his works, the motion estima-
tion is restricted to the image plane but preliminary investigations on 3D tracking using
stereo images are reported. Figure II.3 illustrates the 2D tracking method on an in vivo
experiment.

A 3D tracking method was later proposed by Stoyanov et al. [Stoyanov et al., 2005b],
which is based on the extraction and tracking of Maximally Stable Extremal Regions
(MSER) [Matas et al., 2002] and Shi-Tomasi [Shi and Tomasi, 1994] features using a
Lucas-Kanade tracker [Lucas and Kanade, 1981] extended to the stereo scenario. Fig-
ure II.4 illustrates the method. Although the proposed method suggests the feasibility
of estimating the heart motion by tracking multiple features on the heart surface, prob-
lems concerning the lack of robustness of the feature tracking technique are still a major
concern. More speci�cally, the large number of features extracted during the initializa-
tion process are quickly lost due to the inability of the method to cope with soft-tissue
deformation and appearance changes.

In this context, several works have focused on performance issues regarding tracking
features on soft-tissue. Notably, a study done by Mountney et al. [Mountney et al., 2007]
evaluates existing feature descriptors in computer vision (which are normally tailored for
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Figure II.3 : (Left) Features tracked on the heart surface using an a�ne model and
correlation based search. (Right) A detail of the tracked feature (small windows) and the
search zone (big window) (source: [Ortmaier et al., 2005]).

man-made rigid environments) in the speci�c context of deformable tissue tracking. More
recently, Mountney et al. [Mountney and Yang, 2008] also proposed an on-line learning
method for boosting the accuracy and persistence of feature tracking in MIS images.
For similar purposes, the texture information present on the heart surface was studied
in Noce et al. [Noce et al., 2007]. In their works, the texture of the heart surface is
used to increase feature discriminability in a correlation-based tracking framework. Re-
sults suggest that although texture criteria helps to increase the discriminability between
a salient feature and its neighborhood, the heart surface deformation is more signi�cant
than local minima problems. More recently, Giannarou et al. [Giannarou et al., 2009] per-
formed a study on popular feature detectors and proposed an a�ne-invariant anisotropic
feature detector appropriate for soft-tissue tracking. The proposed feature detector is
capable of detecting a greater number of feature correspondences in the presence of ge-
ometric and photometric transformations. Finally, a method for modeling soft-tissue
deformation through feature tracking on monocular images was proposed by Stoyanov
et al. [Stoyanov and Yang, 2009]. The method infers surface deformation from tracking
features on monocular images and uses the geometric modeling proposed by Pilet et al.
[Pilet et al., 2007].

In conclusion, the feature based methods proposed in the literature demonstrate the
possibility of retrieving the heart motion by tracking a set of salient features on the heart
surface. Its main advantage is the low computational requirement which enables real-time
performance. However, it is strongly dependent on the availability of stable features.

II.3.2 Region-based methods

Unlike feature-based methods where only a set of distinguishable image features is
used, region-based methods use the intensity information of the whole image for estimating
the heart surface motion. This class of methods, also called direct methods, are based on
the assumption that the heart surface is smooth, continuous and su�ciently textured. If
these assumptions stand, a parametric function can be used to describe the heart surface
deformation and tracking can be formulated as an iterative registration problem.

Region-based methods �rst appeared as methods for estimating depth in the intra-
operative �eld rather than 3D motion tracking. Lau et al [Lau et al., 2004] proposed
a B-spline parametric model to retrieve depth from the disparity between stereo im-
ages of a beating heart. The method estimates the model's parameters iteratively using
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Figure II.4 : (Left) Salient features on the heart surface extracted for
tracking. (Right) Resulting heart surface reconstructed in 3D (source:
http://ubimon.doc.ic.ac.uk/dvs/m289.html).

Gauss-Newton minimization. Another approach for dense 3D depth recovery was pro-
posed by Stoyanov et al. [Stoyanov et al., 2005a], where a piecewise bilinear mapping
is applied for modeling soft-tissue deformation. In their implementation, they use the
normalized cross-correlation (NCC) as a similarity measure and a quasi-Newton min-
imization technique. Figure II.5 illustrates reconstruction results using the two tech-
niques mentioned above. Nevertheless, methods based on free-form deformation models
[Schnabel et al., 2001] present serious issues concerning specular highlights and textureless
regions of the heart surface. In Appendix D, a qualitative analysis of the two techniques
cited above on the image sequence introduced in the previous section is presented in detail.

The issues raised above concern the complicated problem of �nding a suitable defor-
mation model for the heart surface. A possible solution could be a physical inspired model
such as the membrane model proposed by Bader et al. [Bader et al., 2007] for describ-
ing the heart surface deformation. The temporal and spatial behavior of the membrane
used to describe a partition of the heart surface is described by a linear partial di�erential
equation. A Kalman �lter is used to estimate the model's parameters and feature tracking
is used to provide position measurements to the �lter. However, convincing experimental
results are still needed to demonstrate the validity of such model.

Finally, results of shape-from-shading (SfS) techniques for reconstructing the heart
surface have been reported in the works by Lo et al. [Lo et al., 2008b, Lo et al., 2008a].
Compared to the computation stereo approaches presented earlier which perform well
in regions with distinctive features and su�cient texture, shape-from-shading tend to
perform well in regions with uniform albedo, little texture and smooth local curvature.
Figure II.6 illustrates soft-tissue reconstruction results extracted from [Lo et al., 2008a]
using SfS in the cardiac MIS scenario. Since SfS and computational stereo techniques are
complementary, a probabilistic fusion framework based on Markov Random Fields (MRF)
was proposed in [Lo et al., 2008a]. The integration of human perception through gaze-
contigence in a similar fusion framework was recently proposed in Visentini-Scarzanella et
al. [Visentini-Scarzanella et al., 2009]. Nevertheless, the uniform albedo and Lambertian
surface requirement for SfS to provide reliable results are not often met in cardiac MIS
images. Furthermore, the computational requirements are still an issue when real-time
performance is envisaged.
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Figure II.5 : (Left) Disparity tracking using a B-spline deformable model (source:
[Lau et al., 2004]). (Middle-Right) Reconstructed intra-operative site using a piecewise
bilinear model (source: [Stoyanov et al., 2005a]).

Figure II.6 : Silicon heart reconstructed in 3D using shape-from-shading (source:
[Lo et al., 2008a]).

II.3.3 Discussion

The works by Lo et al. [Lo et al., 2008a] presented above show an interesting route
for increasing the robustness of visual motion tracking methods. After an analysis of the
performance of each technique separately, it becomes evident that no method proposed
in the literature per se is able to solve the problem of robustly and accurately retrieving
the heart motion. Therefore, for overcoming the challenges of tracking the beating heart,
multiple visual cues are needed.

This observation motivates the research for suitable computer vision techniques for
3D tracking and reconstruction in the MIS scenario since it represents an essential step
for conceiving a practical motion compensation system for robotized surgical platforms.
In conclusion, the analysis presented in this section suggests that region-based techniques
cope better with the challenges of tracking soft-tissue, such as large tissue deformation
and illumination variations.

II.4 Tracking the beating heart

Due to the complex nature of the heart surface, a suitable choice for a deformation
model is complicated. The parametric models currently used to describe the heart sur-
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Figure II.7 : (Left) Tracking a newspaper cover (source: [Bartoli and Zisserman, 2004])
(Right) Tracking the deformation of a tiger's stripes (source: [Lim and Yang, 2005]).

face display problems with specular re�ections and textureless (homogeneous) regions.
For instance, the B-spline mapping in [Lau et al., 2004] does not employ any surface reg-
ularization, which may lead to erroneous shape estimates in regions without su�cient
texture. Similarly, the bilinear mapping in [Stoyanov et al., 2005a] needs a very large
number of control points to su�ciently approximate the heart surface shape.

For such reasons, a type of Radial Basis function called the Thin-Plate Splines
(TPS) is chosen for modeling the heart surface deformations. The TPS has been
successfully applied for modeling non-rigid tissue deformation, as in Bartoli et al.
[Bartoli and Zisserman, 2004] and Lim et al. [Lim and Yang, 2005] (see illustrations of
the techniques in �gure II.7). Notably, one of the most interesting features of the TPS
mapping is the �exibility in placing its control points. This represents the key feature that
allows us to overcome the di�culties of previous methods concerning the lack of visual
information when tracking textureless regions on the heart surface.

In recent works, extensions to the original a�ne formulation were proposed by Malis
et al. [Malis, 2007] and Bartoli et al. [Bartoli et al., 2007], which incorporated the mod-
eling of projective transformations. In this section, the TPS is introduced as a model
for the heart surface deformations, following the parameterization proposed by Lim et al.
[Lim and Yang, 2005]. Based on these previous works, a novel parameterization for track-
ing in 3D using the TPS in the stereo scenario is proposed. Next, the illumination com-
pensation method proposed by Silveira et al. [Silveira and Malis, 2007] is incorporated
to the tracking framework for increasing the robustness towards illumination variations
and specular re�ections. The methods presented in this chapter have been published in
[Richa et al., 2010b].

II.4.1 The Thin-Plate Spline Warping

The Thin-Plate Spline is a radial basis function (RBF) that speci�es an approximation
function f : <2 → < which minimizes its bending energy:

Ef =

∫ ∫
<2

(f 2
xx + 2f 2

xy + f 2
yy) dxdy (II.1)

where fxx, fyy are second derivatives of f with respect to the spatial coordinates x
and y, respectively. The function f of a point x = (x, y) in a plane is de�ned
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by the Thin Plate Spline basis function u(s) = s2log(s2), a (α+3) parameter vector
t = (w1, ..., wα, r1, r2, r3)T and a set of α control points ci = (x̌i, y̌i), such that:

f(x) = r1 + r2x+ r3y +
α∑
i=1

wi u(||ci − x||) (II.2)

Also, side conditions must be considered in order for the function f(x) to have square-
integrable second derivatives:

α∑
i=1

wi =
α∑
i=1

wi x̌i =
α∑
i=1

wi y̌i = 0 (II.3)

To write a <2 → <2 mapping m(x) two RBFs fx and f y sharing their control points
are stacked:

m(x) =

[
xf
yf

]
=

[
xr2

xr3
xr1

yr2
yr3

yr1

]xy
1

+
α∑
i=1

[
xwi
ywi

]
u(||cj − x||) (II.4)

The mapping m can be used to describe the positions of the pixel coordinates of
a reference image on the current image. Bookstein [Bookstein, 1989] proposed a linear
system to calculate the parameter vectors xt and yt of each Cartesian coordinate that
de�ne xf and yf based on the mapped positions of the control points c on the original
image. This linear system can be written by stacking the mapped values c′ = (x̌′, y̌′) =
m(c) of each control point c into a matrix P̌ = [x̌′ y̌′]:[

L P
PT 03,3

] [
xt yt

]
=

[
P̌
03,2

]
(II.5)

where Lij = u(||cj − ci||), P are the stacked coordinates of the control points (1, x̌, y̌) on
the original plane, 0i,j is a i × j zero matrix respectively. The mapped control points c′

are called control point correspondences. Denoting the leftmost matrix as K, the system
can be inverted to solve for xt and yt :(

xt yt
)

= K−1

[
P̌
02,3

]
(II.6)

Finally, since the correspondence between two images is considered, the transformed
coordinates x′ = (x′, y′) of the reference image as a function of control point correspon-
dences c′ can be calculated (see �gure II.8(a)). For simpli�cation purposes, the (α+3)×α
sub-matrix of K−1 is denoted as K∗. This eliminates the need for adding zeros in the
rightmost matrix in the above equation.(

xt yt
)

= K∗ P̌ (II.7)

Given an image I, the g×2 matrix P′ of stacked transformed pixel coordinates x′ such
that P′ = [x′1,x

′
2, ...,x

′
g]
T, where g is the number of pixels in the image I is computed as:

P′ =
[
V W

]
K∗ P̌ (II.8)
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where Vij = u(||xi − cj||) and Wi = [1, xi, yi], with i ∈ {1, ..., g}. The matrix [V W] is
denoted asM. If the position of the control points in the reference plane does not change,
the matrices M and K∗ can be pre-computed.

From the formulation above, w(xi, P̌) can be de�ned as the function that warps the
i-th pixel xi of the reference image based on control point correspondences [x̌′ y̌′] stored
in the matrix P̌.

w(xi, P̌) = [x′i y′i] = [MiK∗x̌
′ |MiK∗y̌

′ ] (II.9)

where Mi is the i-th row of the matrix M.

II.4.2 Extension to 3D tracking

In the formulation given above, the TPS warping de�nes a mapping between each
pixel position on T to the current image I of the surface, as de�ned in equation (II.8).
Nevertheless the standard TPS warping is intrinsically a�ne and cannot capture projec-
tive deformations with a �nite number of control points. Addressing this problem, Malis
[Malis, 2007] proposed the parameterization of the projective depths of the tracked surface
in order to represent projective deformations.

Adapting to the TPS formulation adopted from [Lim and Yang, 2005], the mapping
m proposed in equation (II.4) can be extended to model surface depth by adding the
necessary degrees of freedom with an additional TPS function zf :

m(x) =

xfyf
zf

 =

xr2
xr3

xr1
yr2

yr3
yr1

zr2
zr3

zr1

xy
1

+
n∑
i=1

xwiywi
zwi

 u(||cj − x||) (II.10)

Note that side conditions similar to those from equation (II.3) must be applied. The
transformed pixel coordinates x′ = (sx′, sy′, s) from the original image (now in projective
coordinates) can be calculated in the same fashion as equation (II.8):

P′ = MK∗
[
P̌ ž

]
(II.11)

where the additional column ž represents the stacked depth positions for each control
point, in pixels. For expanding this framework for the stereo case, �rst one must observe
that, by de�nition, the position of the control points correspondences c′ are the projections
of 3D points onto the image plane:

[
P̌ ž

]
= (C

[
X
1T

]
)T =

[
X 1

]
CT (II.12)

where C is the 3×4 camera calibration matrix, X the α×3 matrix of stacked 3D cartesian
coordinates of the points that map to c′ on the image and 1 a α column vector of ones.
Following this interpretation, the equation (II.11) can be rewritten as a function of X.

P′ = MK∗
[
X 1

]
CT (II.13)

In result, a linear relationship can be established between the reference image and its
pixel's 3D coordinates. Assuming the world coordinate frame centered on the camera, the
camera matrix C is composed uniquely by its intrinsic parameters C∗ and the stacked
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Figure II.8 : (a) The control points mapped on the current image are projections of 3D
points in space onto the image. (b) If the alignment of the same reference image on both
cameras of the stereo pair is sought, the TPS control points are necessarily the projections
of the same 3D points in space onto both images. If a calibrated system is considered,
these 3D points can be estimated from both images.

3D coordinates X′ of every pixel from the reference image T (in the camera coordinate
frame) can be found by inverting equation (II.13):

X′ = (C−1
∗ P

′T)T = P′C�T

∗ (II.14)

To fully constrain the estimation of the transformed pixel coordinates on equation
(II.11) and consequently their 3D coordinates (equation (II.14)), a calibrated stereo rig
as illustrated in �gure (II.8)(b) is considered, with the world coordinate frame arbitrarily
centered on the left camera.

Assuming that the TPS model can represent the heart surface shape, the tracking
problem can be written as the problem of minimizing the alignment error between the
reference image T in both left and right cameras Il and Ir. Rede�ning equation (II.9) for
the 3D case, the new warping function w3D(xi,h,C) is de�ned by the camera calibration
matrix C and a 3α parameter vector h = (xhT,y hT,z hT)T composed by the stacked
columns of the matrix X = [xh,y h,z h]:

w3D(xi,h,C) = [x′i y′i] = [sx′i sy′i si] = MiK∗
[
xh yh zh 1

]
CT (II.15)

where Mi is the i-th row of the matrix M which corresponds to xi.

II.4.3 E�cient Warp Estimation

Unlike the 2D case where the problem consists in estimating the control point corre-
spondences between the reference and current images, in the stereo case the 3D coordinates
of the points in space that map to control point positions that minimize the alignment
error between the reference image and both stereo images are estimated simultaneously.
This concept was illustrated in �gure II.8(b). Letting Cl and Cr be the camera calibration
matrices for the left and right cameras respectively and Il and Ir their respective images,
this problem can be formulated as:

min
h

ε =
∑
x∈A

[ [
Il(w3D(x,h,Cl))−T(x)

]2
+
[
Ir(w3D(x,h,Cr))−T(x)

]2 ]
(II.16)
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where A is the set of the template coordinates, Il(w3D(x,h,C)) and Ir(w3D(x,h,C))
are the current left or right images transformed by the warping function w3D(x,h,C),
respectively. Notice that the alignment error of the same reference image in both images
from the stereo pair is minimized. This equation is based on the assumption that a given
region of interest of the heart surface can be visualized on both stereo cameras (which is
respected in the case of a very small baseline) and that the image transformation between
stereo cameras can be su�ciently represented by the proposed TPS model (the validity
of such assumption will be assessed later in the experiments in section II.5.1.1).

The minimization problem posed above is traditionally solved using Gauss-Newton or
Levenberg-Marquardt techniques. In this method, the e�cient second-order minimiza-
tion (ESM) is employed, proposed by Benhimane et al. [Benhimane and Malis, 2004].
The ESM displays a signi�cant improvement over the traditional template-based track-
ing techniques, since it has a faster convergence rate and larger convergence basin (see
Appendix B for a detailed description of the ESM algorithm).

Let hc be the current warping parameters, ho the parameters at startup and δh the
increment such that h + δh minimizes equation (II.16). Since images from both stereo
pairs Il and Ir are considered, the increment δh can be calculated by stacking the left and
right image Jacobians and error images:

δh = −2

[
J(T,ho,x) + J(Il,hc,x)
J(T,ho,x) + J(Ir,hc,x)

]+ [
δIl
δIr

]
(II.17)

where δIl and δIr represent the stacked error images (Il(w(x,hc)) − T(x)) and
(Ir(w(x,hc)) − T(x)) for all x ∈ A, respectively. The Jacobian matrix J is calculated
by deriving the warping function (II.15) with respect to each parameter hj of h, with
j ∈ {1, ..., 3α}. The i-line of J, corresponding to the pixel xi is given as:

Ji(I,h,xi) =

[
∂I(w3D(xi,h))

∂h1

...
∂I(w3D(xi,h))

∂h3α

]
(II.18)

A more detailed description of the elements in the Jacobian matrix above can be found
in Appendix F.

Equation (II.17) is iterated to achieve higher precision. The whole procedure could
also be performed at multiple scales to aid the convergence. When tracking through an
image sequence, the inter-frame surface deformation is assumed to be su�ciently small.
Hence, for every new frame, the previous surface parameters hc can be used as initial
guess in equation (II.17) for the current parameters.

In this framework for 3D tracking, no explicit matching between the stereo camera
images is performed. Consequently no intermediate steps such as recti�cation are needed
and tracking accuracy is increased.

II.4.4 Illumination Compensation

Due to the illumination conditions in MIS, lighting variations on the heart surface are
not negligible. The lighting on the heart surface is uneven and its glossy nature gives rise
to specular re�ections that reduce the observable heart surface. For tracking to be robust,
this phenomenon must be taken into account. Therefore, an illumination compensation
step adapted to the MIS conditions is incorporated to the tracking method proposed in
this section.
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Figure II.9 : The proposed specular detection method. The pixels on the original image
(left) a�ected by specular re�ections are painted in black (right). The specular re�ections
are detected and removed from the computation of the warping parameters.

II.4.4.1 Specular highlights detection

Specular re�ections on the heart surface considerably a�ect tracking performance be-
cause they act as occluders, reducing the available visual information. Most works propose
to detect these e�ects based on simple thresholding of the intensity level, which is a prac-
tical solution since little computational e�ort is required.

The specular highlights detection step consists on �nding saturated zones on the image
by thresholding the intensity level for generating a specularity map. Based on the spec-
ularity map, the pixels corresponding to specular highlights on the images are removed
from the estimation of the illumination and warping parameters during the optimization
process (equation (II.24)). Figure II.9 shows some example results of the specular re�ec-
tion detection. This basic detection approach is adopted since it provides satisfactory
detection results (as veri�ed in the experiments conducted in the next section).

II.4.4.2 Adopted strategy

In the speci�c context of soft-tissue tracking, feature-based methods use ro-
bust error measures for reducing tracking sensibility towards illumination variations
[Mountney and Yang, 2008] or normalize the intensity level [Gröger et al., 2002]. How-
ever, these solutions have limited performance when applied for region-based methods
due to the higher complexity of the illumination variations when tracking bigger regions
of interest on the heart surface.

For modeling illumination variations over a large region of interest, the illumination
compensation method proposed by Silveira and Malis [Silveira and Malis, 2007] is em-
ployed. The great advantage of the chosen method is that it does not require any knowl-
edge of the re�ectance properties of the target surface or the characteristics of the illu-
mination source. Furthermore, the method adapts locally to illumination variations over
the extent of the tracked region of interest, unlike a�ne (gain and bias) compensation
methods such as [Bartoli, 2006].

The illumination compensation method proposed in [Silveira and Malis, 2007] can be
formulated as the problem of �nding the elementwise multiplicative lighting variation Î
for each pixel xi of the current image I and a global bias b such that I

′
matches the closest
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the illumination conditions of the reference image T :

I
′
(xi) = Î(xi,y)I(xi) + b (II.19)

The element Î can be modeled as a Thin-Plate spline surface surface Î = f(x,y),
where x are pixel coordinates and y = [y1, ..., yβ+3] is the vector containing the β+ 3 TPS
surface parameters which vary in time:

Î(x,y) ≈ yβ+1 + x[yβ+2, yβ+3]T +

β∑
k=1

yk u(||x− qk||) (II.20)

where the control points q are evenly spaced on the image to best capture the illumination
changes. In practice, given the focal distance of the endoscope and the size of the tracked
images, 4 control points are normally su�cient for modeling the illumination changes.
Figure II.10 illustrates the placement of the illumination control points and TPS surface
Î. The only assumption made when using a TPS model is that the lighting changes are
continuous over the reference image. In this application, the illumination transformations
of the left and right cameras of the stereo pair are treated independently.

In this study, the illumination parametrization is developed based on the TPS using
the same formulation as for the deformation warping presented in section II.4.1. The
TPS surface of parameters u in equation (II.20) can be reparameterized as a function
of q′, which are the values of Î at each control point q (see illustration in �gure II.10).
Therefore, matrices ilK and ilM can be deduced similarly to equations (II.6) and (II.8),
so that the g stacked values of Î for every pixel x on the image can be calculated as:

Î =ilM ilK∗q
′ (II.21)

where ilK∗ is the β + 3× β submatrix of ilK−1:

y =

[
ilL q
qT 03,3

]−1

︸ ︷︷ ︸
ilK−1

[
q′

03,1

]
(II.22)

with ilLij = u(||qj − qi||) and ilM = [ilV ilW], such that ilVij = u(||xi − cj||) and
ilWi = [1, xi, yi], with i ∈ {1, ..., g}.

For estimating the illumination compensation parameters, the same optimization
framework based on the ESM is used.

II.4.5 New minimization problem

Similarly to equation (II.17), a new parameter vector h′ = [h,q′l,q
′
r, bl, br] can be

de�ned, such that h′ incorporates the warping and illumination parameters. Consequently,
the previous minimization problem from equation (II.16) is rede�ned as:

min
h,q′l,bl,q

′
r,br

ε =
∑
x∈A

[ [
Î(x,q′l) Il(w3D(x,h)) + bl −T(x)

]2
+ (II.23)

+
[
Î(x,q′r) Ir(w3D(x,h)) + br −T(x)

]2 ]
(II.24)
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q'

q

Figure II.10 : On the left, an illustration of the multiplicative gain Î modeled by a TPS
surface, its corresponding control points q and their mapped positions q′ on the surface.
On the right, the distribution of the TPS control points q used in the experiments is
illustrated

After the incorporation of the illumination compensation parameters, the Jacobian
matrix J must be rede�ned. In this case, a new Jacobian matrix J∗, composed of 3
sub-matrices wJ,qJ,bJ:

J∗(I,h,q′, b,x) =
[
wJ(I,h,q′,x), qJ(I,x), bJ(I, b,x)

]
(II.25)

The matrix wJ(I,h,q′,x) is the Jacobian matrix corresponding to the warping param-
eters. It can be computed by replacing I by I′ in equation (II.18):

wJ(I,h,q′,xi) =
∂I′(w3D(xi,h))

∂h
= Î(xi,q

′)
∂I(w3D(xi,h))

∂h
(II.26)

The second sub-matrix, qJ(I,x) corresponds to the TPS surface that models Î:

qJ(I,xi) = I(xi)
ilMil

iK∗ (II.27)

where ilMi is the i-th row of the matrix ilM which corresponds to xi. Notice that it is
constant and does not depend on the illumination parameters q′

The �nal third sub-matrix bJ(I, b,x) is a column of ones, which corresponds to the
derivative of equation (II.19) with respect to b.

An interesting aspect about this illumination compensation technique is that little
extra computational cost is needed, since only a few extra parameters are estimated per
iteration. More details about this technique can be found in [Silveira and Malis, 2007].

II.5 Experimental results

In order to evaluate the proposed visual tracking method, two sets of experiments have
been performed.
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Figure II.11 : (left) The laser pro�lometer (Sick IVP Ruler, Sweeden) used for the
experiment. (Right) The 3D shape of an ex vivo pig's heart with 0.2 mm depth precision.
This data is used as ground truth for the experiment.

First, for justifying the choice for the TPS deformable model, experiments on ex vivo
data are performed in order to assess the approximation quality of the TPS model for the
heart surface in a static con�guration. A comparative study between the TPS model and
other deformable models proposed in the literature is presented in section II.5.1.1

Second, the dynamic tracking performance is analyzed through experiments conducted
on two recorded in vivo images sequences. The tracking results are presented in section
II.5.2.2 and the GPU implementation of the method is described in section II.5.2.3.

II.5.1 Ex vivo experiments

In order to assess the approximation quality of the TPS model for the heart surface
in a static con�guration, an experiment on an ex vivo porcine heart was performed. The
objective was to evaluate the 3D heart surface shape reconstruction using TPS and the
ground truth provided by a laser pro�lometer (Sick IVP Ruler, Sweeden) with 0.2 mm
reconstruction precision. Figure II.11 contains a picture of the laser pro�lometer used in
the experiment and the reconstructed 3D shape of the entire heart surface.

To approximate the shape of an arbitrarily de�ned 4x4 cm region of the heart surface,
25 control points evenly spaced on a grid were used. The region of interest is a point-cloud
of 40x40 points, evenly spaced in the xy plane (the base plane of the pro�lometer). Figure
II.12 displays in detail the selected region of interest and its approximation using a TPS
surface, together with the corresponding approximation error. The TPS model was �tted
to the heart surface using least-squares. The average error and standard deviation of the
TPS representation with 25 control points is of 0.108 mm and 0.087 mm respectively,
which is of the same order of magnitude of the measuring error.

II.5.1.1 Comparative analysis

For comparing the reconstruction quality between the proposed TPS model and other
models proposed in the literature, the approximation results using two parametric models
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Table II.1 : The approximation errors for the selected deformable models.

Model Average Error (mm) Standard Deviation (mm) Peak Error (mm)

TPS 0.108 0.087 0.722
Bilinear 0.137 0.108 0.635
B-splines 0.108 0.084 0.541

for modeling the heart surface proposed in the literature are evaluated: the piecewise bilin-
ear model [Stoyanov et al., 2005a] and the tensor B-splines [Lau et al., 2004] deformable
models. For comparing the reconstruction quality of each model the same spatial res-
olution is used. For the TPS and bilinear models, 25 parameters are used, whereas 36
parameters are used for the B-spline model since for achieving the same spatial resolution
as the other models, additional parameters are needed for estimating the borders of the
surface. The approximated surfaces and reconstruction errors of each technique are plot-
ted in �gure II.13. The average approximation error and its standard deviation are also
quanti�ed in table II.1.

II.5.1.2 Discussion

The small approximation error indicated in �gure II.12 suggests the heart surface
analyzed in the experiment has an overall smooth shape and it can be well represented by
a deformable model such as the TPS. Since most of the heart surface has a similar nature,
the hypothesis made earlier about region-based approaches (section II.3) is reinforced.

A comparison between the three methods suggests that the TPS is more adequate
model for reconstructing the heart surface shape. With a smaller number of parameters,
the TPS approximation error is similar to that of the B-spline model and signi�cantly
lower than the piecewise bilinear model. Furthermore, the smallest peak error obtained
with the B-spline model is due to the additional parameters of the B-spline model which
provides a better estimation of the borders of the approximated surface where the peak
errors occur. The piecewise bilinear model displays the worse reconstruction quality, due
to its planar surface approximation. Finally, the large peak error using the TPS model on

Figure II.12 : (Left) The detailed shape of the heart surface retrieved by the laser
pro�lometer. (Middle) The approximation using the proposed TPS model. (Right) The
approximation error.
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Figure II.13 : The approximated heart surface shape and the associated approximation
error for (Top) the piecewise bilinear model (Bottom) the B-spline model.

one of the borders of the mapping is due to the regularization properties of the TPS, that
minimizes the bending energy through the whole surface, unlike the previous mappings
whose control points only a�ect their local support region. Unlike the B-spline and bilinear
models, this issue can be circumvented using the TPS model by locally applying additional
control points for increasing the spatial resolution of the mapping.

In this experiment, the control points are evenly placed on a grid. In practice, regions
with a complex shape require additional control points for a better shape representation.
It is important to remind that in the context of visual tracking the number of control
points is utterly dependent on the texture information available on the heart surface.

II.5.2 In vivo experiments

After assessing the reconstruction quality using the TPS model through ex vivo ex-
periments, the clinical value of the tracking method proposed in section II.4 is evaluated
through experiments on two sets of recorded in vivo test images. Since it is not possible
to retrieve the ground truth for the real 3D motion of the heart, results are evaluated
based on the coherence of the retrieved 3D shape and motion of the heart surface.

The in vivo experimental data was �rst evaluated o�-line using a MATLAB (Math-
works) implementation running at 0.1 frames per second on a standard PC with a 1.86
GHz Intel processor. An overview of the tracking algorithm is also presented in �gure
II.14. However, since higher tracking rates are required for deploying the proposed method



42 Chapter II : Estimating the heart motion

Stereo Image Acquisition

Lens Distortion Correction

Warp Images

Evaluate the Jacobian

Compute ESM update

Iterate

Step

(1)

(2)

(3)

(4)

(5)

Figure II.14 : A schematic overview of the tracking algorithm.

in a robotic surgical platform, an implementation on a graphics processor unit (GPU) was
developed. The details of the GPU implementation are given in section II.5.2.3.

II.5.2.1 Experimental data

The �rst in vivo sequence, dubbed DAVINCI, is an image sequence of a totally en-
doscopic coronary artery bypass graft (TECAB) operation using the DaVinci (Intuitive
Surgical) surgical platform. This sequence was previously introduced for the analysis in
section II.2. The sequence consists of 320x288 pixel color images of the heart captured
at 50 Hz (see �gure II.1) and contains 1600 images (32 seconds). The cameras of the
stereo endoscope (�gure II.16) were synchronized using a proprietary FPGA device and
calibrated before the surgical procedure using a planar calibration object and standard
techniques [Zhang, 2000]. A mechanical stabilizer was positioned on the patient's heart
previous to the acquisition.

The second sequence, dubbed LIRMM1, is composed of 512x512 pixel grayscale im-
ages acquired from a porcine beating heart at 83.3 Hz2. As suggested in Ginhoux et al.
[Ginhoux et al., 2003], a high acquisition rate is necessary for capturing the heart dy-
namics. However, no commercial solutions for high-speed stereo endoscopy are currently
available. In order to perform a high speed endoscopic acquisition, two high speed 1M75
DALSA cameras attached to Storz endoscopes mounted with a small baseline are used for
simulating a real stereo endoscope. The system was calibrated using MATLAB's calibra-
tion toolbox [Bouguet, 2009] (the resulting pixel reprojection error is below 0.15 pixel).
The acquisition setup is illustrated in �gure II.15. The heart was imaged for 60 seconds
(≈ 5000 images) in an open chest con�guration with no mechanical stabilization, which
yields a heart motion amplitude considerably larger than in the MIS scenario.

In both image sequences, the endoscopic lens induce considerable distortion in im-
ages of the operating site. Since this e�ect may severely distort the reconstructed 3D
heart shape, a lens distortion correction step is required before the execution of the

2This speci�c frequency corresponding to a acquisition interval of 12 ms was chosen due to hardware
limitations.
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Figure II.15 : (Top Left) The acquisition setup for the LIRMM1 sequence using two
Storz endoscopes connected to two high speed 1M75 DALSA cameras, mounted with a
small baseline. (Top Right) Detail of the tip of the Storz endoscope used in the experi-
ments. (Bottom) The acquisition setup in the operating room.

tracking algorithm. In this study, the lens distortion parameterization proposed by
[Heikkilä and Silven, 1997] is adopted. Details on the lens distortion correction step are
given in Appendix C.

II.5.2.2 Tracking results

II.5.2.2.1 The DAVINCI sequence

In this experiment, a 80x80 pixel image of a region on the heart surface using 6 control
points is tracked. The number of control points is limited by the available texture on the
heart surface and the inter-frame motion (the overlap of support regions of the control
points due to large interframe motion leads to tracking instabilities). The reference image
of the heart surface is manually selected and de�nes the region of interest to be tracked in
3D. The left camera image is arbitrarily used for de�ning the reference image. The control
points are manually placed on regions with enough texture (their placement is illustrated
in �gure II.17(a)). Three main aspects of the tracking performance are analyzed: the
estimated 3D heart shape, the illumination compensation and the required number of
iterations.

1. The estimated 3D heart shape � Figure II.20 illustrates the target surface viewed
by both left and right cameras for di�erent instants of the heart cycle. The world



44 Chapter II : Estimating the heart motion

frame is centered at the left camera. The 3D displacement of the TPS control point
highlighted by a white circle-dot in �gure II.17(a) is plotted in �gure II.19. The
cardiac and respiratory motion for this interest point has an amplitude ranging
from [-5.1, -3.8] mm, [1.7, 6.3] mm and [39.8, 42.6] mm for the xyz coordinates
respectively. This matches the motion amplitude veri�ed by the experiment reported
in Stoyanov et al. [Stoyanov et al., 2005b] on the same image sequence.

2. Illumination compensation � In order to illustrate the signi�cant illumination
variations veri�ed in the image sequence, the evolution in time of the illumination
compensation parameters for both left and right images is plotted in �gure II.22.
In the experiments, a TPS surface with 4 control points was su�cient to model the
illumination parameter Î (equation (II.20)). One can easily notice the correlation
between the illumination parameters variation and the heart motion, as well as the
illumination di�erences between left and right views. In average, the amplitude of
q′l and q

′
r varies 20%. Concerning the parameters bl and br that model the global

intensity shift, the average amplitude variation is 5 gray levels (over 256 gray levels)
for both left and right images. The large variations in the estimated illumination
parameters con�rms the illumination issues associated with the MIS scenario.

3. The required number of iterations � The maximum number of ESM iterations in

Figure II.16 : An example of a stereo endoscope integrated into the DaVinci surgical
platform. Photo courtesy of Intuitive Surgical, Inc., 2008.
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Figure II.17 : Selecting a region of interest from the left camera image from the (a)
DAVINCI and (b) LIRMM1 sequences. The TPS control points are de�ned on the refer-
ence image (marked as white dots). The evolution of the highlighted control points (white
circle dots) is plotted in �gures II.19 and II.23 for the DAVINCI and LIRMM1 sequences,
respectively.
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this experiment was �xed to 30, even though in average only 8 iterations are needed
for the tracking algorithm to converge (including the illumination parameters for
both left and right images ). In practice, the limitation of the number of iterations
to 8 does not degrade the quality of the tracking results (as demonstrated in the
next subsection, where the GPU implementation is discussed). The minimization
loop converges if the sum of the elements of the increment vector drops below 0.01
(
∑
δh < 0.01). Figure II.21 (top) illustrates the number of iterations required by

each frame. It is important to note the correlation between the peaks in number
of iterations with disturbances due to specular re�ections and large inter-frame
motion (which induces considerable motion blur, since the images are acquired at
a relatively low frequency). For illustrating this correlation, plots of the percentage
of the back-warped image covered by specular re�ections were included in �gure
II.21 and the speed of the point of interest plotted in �gure II.19. Although the
percentage of pixels a�ected by specular re�ections is small (since the whole image
is considered in the calculation), the increase in the required number of iterations
for convergence in the presence of specular re�ections is evident. Notice also that
ESM convergence problems may also lead to peaks in the number of iterations.

II.5.2.2.2 The LIRMM1 sequence

In this experiment, a 128x128 pixel image of a region on the heart surface is tracked
using 5 control points (the control point placement is illustrated in �gure II.17(b)). The
lower number of control points with respect to the previous experiment is due to the lack of
available texture for placing additional control points. The reference image is also chosen
from the left camera image. As for the previous test sequence, tracking performance is
analyzed in three main aspects:

1. The estimated 3D heart shape � The deformation the target region on the
heart surface undergoes is displayed in �gure II.24 (the world frame is centered at
the left camera). Figure II.23 displays the 3D displacement of the TPS control point
highlighted by a white circle-dot in �gure II.17(b). The motion amplitude for this
interest point ranges from [4.5, 12.9] mm, [-5.5, 4.5] mm and [48.7, 56.6] mm for the
xyz coordinates respectively.

2. Illumination compensation � Similarly to the previous experiment, 4 TPS con-
trol points were used for modeling the illumination parameter Î. The evolution in
time of the illumination compensation parameters for both stereo images is plotted
in �gure II.26. The amplitude of the illumination variations in this experiment are
considerably larger than in the DAVINCI sequence, as can be visually veri�ed in
the back-warped images from di�erent instants of the heart cycle displayed in �gure
II.26. This is due to a combination of the particular illumination conditions when
acquiring at high-speed with endoscopes (a considerable illumination loss is veri�ed
on the borders of the images) and the large heart motion in the open-chest con�g-
uration. Certain regions display amplitude variations of over 30% (considering the
parameters q′l and q

′
r). The global intensity shifts bl and br vary 10 gray levels in

average.

3. The required number of iterations � Similarly to the previous experiment, the
maximum number of ESM iterations in this experiment was �xed to 30, with the
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same convergence criterion as the previous experiment. An analysis of the number of
iterations during tracking plotted in �gure II.21 lets us conclude that in average 6.3
iterations are needed for the tracking algorithm to converge. As in the experiment
with the DAVINCI sequence, the limitation of the maximum number of iterations
to 7 iterations does not degrade the quality of the tracking results. In addition,
since the required number of iterations is related to the inter-frame heart motion,
higher acquisition speeds require a smaller number of iterations for convergence.

II.5.2.3 Implementation on a Graphics Processor Unit (GPU)

The visual tracking algorithm must extract the heart motion on-line for an accurate
synchronization with the robotic tools. This implies that tracking must run at high frame-
rates. The �rst e�ort towards a fast implementation of the proposed tracking algorithm,
an implementation using Intel Performance Primitives - IPP running at ≈ 5Hz, was far
below the desired tracking frame-rate. Due to the larger computational requirements of
the application, the computational power of recently released graphics processor units
(GPU) is explored.

The market for real-time high-de�nition 3D graphics has given birth to high-parallel,
multi-core processors with great computation power. Since GPUs are specially well-suited
to address problems that can be expressed as data-parallel computations, an implementa-
tion of the tracking algorithm was developed in order to take advantage of the hardware
e�cient processing. For the experiments, a NVidia GTX280 (Santa Clara, EUA) graphics
card programmed using CUDA (a programming extension to C) was used.

II.5.2.3.1 Improvements in computational e�ciency

To illustrate the improvements in computational e�ciency using the GPU, the im-
provements at each step of the tracking algorithm according to �gure II.14 are summarized
below:

• Step 2 � The lens distortion on the endoscopic images is considerable and its
correction is done by remapping the pixels using a pre-computed lookup table. The
computation of the interpolated gray-values using bilinear interpolation is hardware
accelerated on the graphics card. Therefore, the gain with respect to the CPU
implementation where the intensity value of each pixel is computed sequentially is
considerable.

• Step 3 � For each camera, the mapped position of each pixel from the template is
given by a matrix-vector multiplication (see equation (II.13)). The computational
speed-up is obtained by computing each line of the matrix-vector multiplication
on separate threads, which is far more e�cient than the CPU implementation.
Finally, the computation of the interpolated gray-values using bilinear interpolation
is hardware accelerated.

• Step 4 � For mounting the Jacobian matrix, each line of the matrix is handled by
a separate thread. The low latency access to the graphics card internal memory
allows for a signi�cant speed-up compared to the CPU implementation. Second,
the computation of the gradient of the warped images by convolution is highly
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Table II.2 : Computational time in the GPU implementation for tracking in the
DAVINCI sequence

Step Required time (ms)

2 0.25
3 0.6
4 0.6
5 0.8

Total 2.25 (per iteration)

e�cient on the graphics card, since the convolution with a kernel can be e�ciently
parallelized.

• Step 5 � The computation of the ESM update is performed both on the CPU and
the GPU. For the computation of the pseudo-inverse required by the minimization,
the Moore-Penrose pseudo-inverse is used. Since the computation of a matrix in-
verse is required in the process and since its implementation on a GPU is still an
open problem, the matrices are transfered to the CPU and use LAPACK C library
functions to perform the inverse. As expected, this is the most time-costly operation
required by the tracking algorithm. The computation of the Hessian matrix JTJ,
where J is the Jacobian matrix detailed in section II.4.2 as well as the multiplication
of the Jacobian transpose with the error image is performed on the GPU. However,
no signi�cant speed-up is obtained with respect to the CPU implementation. This
is due specially to the shape of the Jacobian matrix, which does not allow e�cient
access to the graphics card memory and the parallel computation using a larger
number of threads.

II.5.2.3.2 Computational times

The time required for each step detailed above may vary depending on the size of
the reference image, the number of spatial and illumination parameters. For exempli�-
cation purposes, the computation times per iteration required for tracking the DAVINCI
sequence (using the same con�guration presented earlier in this section) are detailed in
table II.2. The time required by the memory transfers between the CPU and the GPU
can be neglected. Considering that the time required to transfer the images from the
cameras to the graphics card memory is around 0.2 ms, tracking speeds of 50 Hz can be
achieved.

The most costly operation is the Hessian computation and the inverse in step 5. This is
due to the impossibility of parallelizing the computation using a large number of threads.
As previously mentioned, it is important to note that the number of iterations required for
the tracking algorithm to converge depends on the inter-frame motion, which is directly
related to the image acquisition speed. Therefore, if the acquisition speed is increased,
the computational requirement decreases. An example of this relation can be found in the
LIRMM1 experiment, where even though the heart motion amplitude is large (since the
beating heart is not mechanically stabilized), the number of iterations for convergence is
smaller than in the DAVINCI experiment (6.3 against 8 iterations).
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II.5.2.3.3 Trade-o� between accuracy and number of iterations

Due to the computation time restrictions, the number of iterations of the minimization
loop are limited. Consequently, concerns regarding the accuracy of the estimated heart
motion with restricted iterations arise. For example, considering the tracking experiments
on the LIRMM1 sequence, for achieving frame-rate (tracking at the acquisition frequency)
the number of iterations must be limited to 8 (computation time per frame of 18 ms).
The e�ects of the limited number of iterations on the accuracy of the retrieved heart
motion are measured in �gure II.18, where a plot shows the di�erence between the heart
trajectory of the control point highlighted by a white circle-dot in �gure II.17 tracked
using a maximum of 8 iterations per frame and the previous heart motion plotted in
�gure II.19 using a limit of 30 iterations per frame.

The error plots indicate an average error of 0.05 mm, which lets us conclude that
limitation on the number of iterations has little in�uence on the retrieved heart motion,
with the exception of periods of large inter-frame motion and large specular re�ections
where error peaks of 0.3 mm were detected. However, in these periods the estimation of
the tracking parameters does not converge even with a 30 iteration limit (see �gure II.21)
and therefore the estimated heart surface is less reliable.

II.5.2.4 Discussion and perspectives

The experimental results suggest that the proposed tracking method is able to accu-
rately retrieve the heart surface motion in spite of illumination variations and the complex
heart motion. However, certain factors limit the performance of the algorithm. First, only
a restricted number of control points can be used in the TPS mapping due to the lack of
texture information and the large inter-frame motion. This constraint limits the spatial
resolution of the algorithm and the accuracy of the heart surface reconstruction. Second,
the current design of the tracking method is very sensitive to specular re�ections, which
signi�cantly disturb the estimation of the warping parameters.

Since the TPS control points must be placed in regions on the heart surface with su�-
cient texture information, the shape of regions with homogeneous texture is interpolated
by the TPS surface, reducing the spatial resolution of the TPS mapping, consequently
a�ecting the accuracy of the heart surface reconstruction. A possible solution to circum-
vent this problem is to use pre-operative information for designing a deformable model
that better describes the heart surface deformation in the absence of visual information.

Since the method is formulated as an iterative minimization algorithm, the estimation
of the tracking parameters may fall into false minima if the inter-frame displacement of
the region of interest is too high. The problem can be partially solved using a coarse-to-
�ne approach similar to the hierarchical estimation proposed in [Stoyanov et al., 2005a].
However, similarly to the previously discussed problem with textureless regions, the ideal
solution is the incorporation of biomechanical constraints to the motion of the control
points to better translate the physical properties of the heart surface during deformation.

The current tracking method relies on the manual placement of the TPS control points.
The problem lies on the absence of speci�c criteria for determining if a region is su�ciently
textured. Traditionally, the image gradient [Baker and Matthews, 2002] is the most com-
mon criterion for selecting textured regions but recent studies suggest that gradient per
se can even diminish tracking performance [Benhimane et al., 2007]. A possible solution
to the problem is an adaptive parameterization technique similar to the work of Hansen
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Figure II.18 : The absolute di�erence between the tracked heart trajectories in all
Cartesian coordinates using a maximum of 8 and 30 iterations per frame when tracking
a ROI in the DAVINCI sequence.

et al. [Hansen et al., 2008], which describes a method for re�ning a control point mesh
of a multivariate B-spline mapping in order to provide a better representation of image
deformations.

Finally, the correlation between the presence of specular re�ections and the high num-
ber of iterations required for the minimization loop to convergence displayed in �gures
II.21 and II.25 suggests that specular re�ections considerably disturb tracking. For han-
dling such events the simple detection and removal method proposed earlier is not suf-
�cient for correctly estimating the heart surface deformation because not enough visual
information is available. A possible solution to this problem is the use of motion pre-
diction methods for modeling the position of TPS control points whose support region is
more severely a�ected by such phenomenon. In the next chapter, it will be shown how
the prediction of the future heart motion can be used to bridge tracking problems related
to specular re�ections.
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II.6 Conclusion

In this chapter, a visual tracking method for estimating the 3D deformation of a
region of interest on the heart surface is proposed. A thin-plate spline model is used for
representing the heart surface deformations. The possibility of arbitrarily placing control
points o�ered by the TPS mapping allows us to easily circumvent problems with the
estimation of the heart surface deformation due to lack of texture. In addition, the TPS
mapping compares favorably against other deformable models proposed in the literature
in terms of reconstruction quality, as demonstrated by the ex vivo experimental results.

The main contribution consists in the e�cient parameterization for 3D tracking using
stereo endoscopic images. The novel parameterization of the TPS for 3D tracking in the
stereo scenario allows an e�cient formulation of the tracking problem, without requiring
disparity search or other intermediary steps that may reduce the tracking accuracy.

The practical value of the proposed tracking method is demonstrated by the in vivo
experiments. The illumination compensation algorithm applied in MIS scenario displays
good performance, greatly increasing tracking robustness against lighting variations. Fi-
nally, the high tracking frame-rates achieved using the GPU implementation o�er the
possibility of deploying the proposed visual tracking method in a prototype surgical plat-
form for synchronizing the motion of the surgical tools with the beating heart.

However, the current design of the algorithm is still not robust to occlusions (either by
surgical instruments or large specular re�ections). For tackling this problem, the motion
dynamics of the beating heart can be used as an important source of information. In the
next section, a description of how the quasi-periodic beating heart motion can be used
for increasing the robustness of visual tracking is given.
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Figure II.19 : The DAVINCI sequence � The retrieved 3D coordinates of a point of
interest on the heart surface.
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Figure II.20 : The DAVINCI sequence � For di�erent instants of the heart cycle, we
illustrate the target region tracked on the left and right images of the stereo pair and the
corresponding TPS surface approximation. The reconstruction is presented using the left
camera as world coordinate frame.
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Figure II.21 : The DAVINCI sequence � (Top) The required number of iterations
(Middle) The speed of a given point of interest on the heart surface (Bottom) Percentage
of pixels a�ected by specular re�ections on both left and right images (in green and
blue respectively). The black dots correspond to peaks in the number of iterations at
times t = 7.94, 11.02, 16.24, 17.42s. Notice the correlation between the peaks in number
of iterations with disturbances due to specular re�ections and large inter-frame motion.
ESM convergence problems also lead to peaks in the number of iterations.
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Figure II.22 : The DAVINCI sequence � The evolution of the illumination compensation
parameters q′l, bl and q

′
r, br for the left and right views, respectively.
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Figure II.23 : The LIRMM1 sequence � The retrieved 3D coordinates of a point of
interest on the heart surface.
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Figure II.24 : The LIRMM1 sequence � For di�erent instants of the heart cycle, the
target region tracked on the left and right images of the stereo pair and the corresponding
TPS surface approximation are illustrated. The reconstruction is presented using the left
camera as world coordinate frame.
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Figure II.25 : The LIRMM1 sequence � The required number of iterations during
tracking.
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Figure II.26 : The LIRMM1 sequence � On top, left back-warped images of the tracked
region of interest in di�erent instants for illustrating the illumination variations during
tracking. The variations on both left and right back-warped images are compensated for
avoiding tracking loss. On the bottom, the evolution of the illumination compensation
parameters q′l, bl and q

′
r, br for the left and right views, respectively.





Chapter III

Robust visual tracking

III.1 Introduction

In the previous chapter, a visual tracking method for estimating the 3D motion of
the heart surface was proposed. Tracking is solved as an iterative registration method:
at every frame, the previous estimated tracking parameters are used to initialize the
minimization procedure. Furthermore, no regularization or constraint is applied to the
TPS model deformation. Thus, even though this formulation gives full freedom for the
deformable model to adapt to complex shapes, it does not take into account the quasi-
periodicity of the beating heart motion.

Clearly, valuable information can be extracted from the beating heart motion dynam-
ics for improving the accuracy and robustness of visual tracking. More speci�cally, if the
heart dynamics can be modeled, the future heart motion can be anticipated and tracking
disturbances such as occlusions (e.g. surgical instruments, smoke, blood, specular re�ec-
tions, etc) or tracking failures can be bridged. In this chapter, the problem of modeling
and estimating the beating heart motion for predicting its future behavior in the context
of visual tracking is studied. Two major novelties are introduced in this chapter: �rst, a
time-varying dual Fourier series for modeling the quasi-periodic beating heart motion is
proposed. For estimating the parameters of the Fourier series, a probabilistic framework
based on the Extended Kalman �lter (EKF) is used. Second, the heart motion prediction
method is integrated to the visual tracking, creating a uni�ed framework for estimating
the temporal motion and spatial deformation of the heart surface for improved visual
tracking robustness. The performance of the proposed heart motion prediction method is
assessed through several experiments using in vivo data. The resulting improvements in
the tracking robustness facing tracking failures and occlusions are presented and discussed.
Preliminary results have been published at [Richa et al., 2010a].

This chapter is organized as follows. In the next section, the proposed prediction
scheme based on the dual Fourier series model and the EKF estimation framework is
described in detail. Experiments on in vivo data and a comparative study with similar
works in the literature are also presented for attesting the good performance of the pro-
posed prediction method. In section III.3, the robust heart motion tracking framework
is presented in detail. In order to evaluate the improvements in the tracking robustness,
experiments using the LIRMM1 image sequence are performed. Finally, a conclusion and
a discussion on future work perspectives are provided.
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III.2 Predicting the heart motion

In this section, a method for predicting the heart motion is described. The method is
based on a dual Fourier series that explicitly models the cardiac and respiratory motions.
For estimating the parameters of the Fourier series, a probabilistic framework based on
the Kalman �lter is used. The details of the �lter design are presented. First, for a better
understanding of the heart motion dynamics, a spectral analysis of the recorded heart
motion database is performed. The state of the art in the literature is also presented and
discussed.

III.2.1 Beating heart motion dynamics

For modeling the heart motion, a more profound knowledge of its characteristics is
necessary. Towards this goal, spectrograms of the beating heart motion data collected
in the tracking experiments from the previous chapter (subsection II.5.2.2) and recorded
heart motion data using arti�cial markers from the experiments reported in Sauvée et al.
[Sauvée et al., 2007] are performed. The objective is to analyze the frequency distribu-
tion of the beating heart motion and visualize the slow heartbeat frequency variations
(frequency shifts are veri�ed mostly in the cardiac motion since a breathing machine is
used in all experiments).

The recorded heart motion data from [Sauvée et al., 2007], dubbed LIRMM2 experi-
mental data, was acquired using a high-speed camera connected to an endoscope and an
arti�cial marker �xed on the surface of a porcine beating heart. The heart was imaged in
an open chest con�guration with no mechanical stabilization for 15 seconds (1900 sam-
ples) at 125 Hz. Figure III.1 illustrates the arti�cial marker used to measure the heart
surface motion. The 3D motion of the center of the marker is plotted in Figure III.1. The
amplitude of the heart motion ranges from [-2.9, 4.6] mm, [-1.8, 1.3] mm and [37.5, 49.8]
mm for the xyz coordinates respectively.

Figures III.2, III.3 and III.4 display the spectrograms of the DAVINCI, LIRMM1 and
LIRMM2 experimental data respectively (the DAVINCI and LIRMM1 experimental data
consist of the motion collected from the tracking experiments presented in the previous
chapter). For computing the spectrogram, a Fast-Fourier Transform (FFT) is computed
on a window of the heart motion signal using a Hanning window of one forth of the signal
length. As the window slides in the temporal axis, the power spectral density of each
frequency segment is stored (see color bar on the right of the �gures). For a convenient
frequency resolution, the maximum frequency is set to 10 Hz.

The plots from all experimental data indicate that the dominant frequencies in all axes
are situated between 0 - 5Hz, with signi�cant energy up to 8Hz. While the frequency of the
respiratory and cardiac motions remains practically constant in the LIRMM1 experimental
data, considerable frequency variations can be detected in the DAVINCI and LIRMM2
data.

Although the two prominent peaks in the FFT of the heart motion signal correspond to
the respiratory and cardiac motions, these two components of the heart motion cannot be
separated by simple �ltering. As described in the work of Cuvillon [Cuvillon et al., 2006],
the cardiac motion is modulated by the volume inside the thoracic cage, which is de-
termined by the volume of the lungs. Thus, a coupling between the two sources of
motion should exist. However, analyzing the spectrogram of the DAVINCI, LIRMM1
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and LIRMM2 experimental data, no spectral energy could be detected in combinations
of the respiratory and cardiac frequencies and therefore, this coupling can be considered
negligible in our experimental database.

It is important to note that in the same way mechanical stabilizers can be used
to attenuate the heart motion amplitude, pacemakers can be used for circumvent-
ing the heart frequency variations in time and maintaining a more stable heart cycle
[Ortmaier et al., 2005].
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Figure III.1 : The LIRMM2 experimental data. On the top, the arti�cial marker
placed on the heart surface used for estimating the heart motion (for more details, refer
to Sauvée et al. [Sauvée et al., 2007]). The 3D motion of the center of the arti�cial marker
is recorded for a duration of 15 seconds.
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Figure III.2 : The frequency spectrum of the 3D motion recovered from the experi-
ment on the DAVINCI sequence plotted in Figure II.19. The intensity of the frequency
components can be determined by the color mapping on the right.
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Figure III.3 : The frequency spectrum of the 3D motion recovered from the experi-
ment on the LIRMM1 sequence plotted in Figure II.23. The intensity of the frequency
components can be determined by the color mapping on the right.
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Figure III.4 : The frequency spectrum of the 3D heart motion from the LIRMM2
experimental data plotted in Figure III.1. The intensity of the frequency components can
be determined by the color mapping on the right.
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III.2.2 Previous works

The modeling and prediction of physiological motion have been an active topic of re-
search, mainly in the domains of radiology [Seibert et al., 2007, Ernst et al., 2008], mag-
netic resonance imaging [Stegmann and Larsson, 2003] and pathological tremor charac-
terization [Bó et al., 2009]. In the past decades, more attention has been given to the
problem of modeling and predicting the beating heart motion.

In the context of robotized cardiac surgery, the model of the heart motion can be very
useful at several levels of a surgical robotic assistant design. The central problem consists
in modeling and predicting future positions of a point of interest (POI) or region of interest
(ROI) on the heart surface. For this purpose, several paradigms have been proposed in the
literature. Bebek et al. [Bebek and Cavusoglu, 2007a] used copies of previous heartbeat
cycles synchronized with an electrocardiogram (ECG) signal for predicting the following
heartbeat cycle. The experiment used recorded porcine heart motion data obtained with
the sonometric sensor system described in Cavusoglu et al. [Cavusoglu et al., 2005]. In
this method, the respiratory motion is suppressed by a low-pass �lter and only the car-
diac motion is considered. The prediction method was used in a robot tracking task for
reducing the tracking error.

In a similar fashion, Franke et al. [Franke et al., 2008] employed a generalized lin-
ear predictor updated using recursive least squares for providing future position esti-
mates of the heart position in order to reduce the robot tracking error. The linear
estimator is a generalization of previous works reported in [Franke et al., 2007]. Al-
though only the cardiac motion can be predicted with a reasonable number of param-
eters, the experimental results using the same experimental data acquired in Cavusoglu
et al. [Cavusoglu et al., 2005] displayed a signi�cant improvement in the prediction accu-
racy in comparison with [Bebek and Cavusoglu, 2007a], which used copies of the previous
heartbeat cycle for predicting the following cycle.

In the context of visual tracking, Ortmaier et al. [Ortmaier et al., 2005] used em-
bedded vectors of previous heart cycles for increasing feature tracking resilience. The
prediction method is capable of bridging tracking failures and occlusions when tracking
the beating heart using endoscopic images. However, results are restricted to displace-
ments in the image plane and the method requires a large history of recorded heart motion
for providing reliable estimates.

A thorough investigation of the heart motion was performed by Cuvillon
[Cuvillon et al., 2006], who proposed a motion prediction algorithm based on a linear
parameter variant model that is a function of the ECG and respiratory signals. The heart
motion is measured in high-speed using fast cameras and arti�cial markers placed on the
heart surface and the ECG and air�ow signals are recorded. In his investigations, a cou-
pling between the respiratory and cardiac motions was detected: the respiratory motion
has a crucial in�uence on the volume inside the thoracic cage and therefore the heartbeat
is modulated by the volume of air inside the lungs.

Other approaches have been proposed in the literature but still lack experiments on
real heart motion data. In Bader et al. [Bader et al., 2007], a membrane model of the
heart surface based on partial di�erential equations using position measurements from
a stereo camera system is used for predicting the future heart motion. In Duindam et
al. [Duindam and Sastry, 2007], a motion model based on a combination of several basis
functions for a high �delity representation of the heart dynamics is proposed. Although
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simulations prove their feasibility for modeling quasi-periodic motion, their performance
facing the complex heart dynamics still need to be evaluated.

In Ginhoux et al. [Ginhoux et al., 2003], the respiratory motion is �ltered out from the
heart motion signal (it was treated as perfectly periodic since the patient is on a breathing
machine) and a Fourier series with 5 harmonics is used for modeling the cardiac motion.
After the series coe�cients are identi�ed, the cardiac rhythm is assumed to be steady
and the controller uses the predicted heart motion as feed-forward signal for reducing the
robot tracking error.

In Thakral et al. [Thakral et al., 2001], a non-stationary Fourier series is used for
modeling the quasi-periodic beating heart motion and its coe�cients are estimated using
least mean squares. In their works, the respiratory and cardiac motions that comprise the
heart motion are estimated separately. The method was tested on a rat chest wall using
a �ber optic displacement sensor.

More recently, Bachta et al. [Bachta et al., 2009] proposed a heart motion model
based on three Fourier series. Two series model the respiratory and cardiac components
separately and another series models the coupling between the respiratory and cardiac
components. In their experiments, the cardiac and respiratory frequencies are measured
using external signals (ECG and air�ow signals) and the series coe�cients are estimated
using recursive least-squares. A comparative study shows the superior performance of the
method against existing methods in the literature.

In a probabilistic framework, Yuen et al. [Yuen et al., 2008] used an extended Kalman
�lter for modeling and predicting the mitral valve annulus motion for overcoming the prob-
lems imposed by the slow frame-rate of ultrasound imaging and reduce the synchronization
error between the surgical tool and the mitral valve. Although the mitral valve motion
has simpler dynamics in comparison with the heart surface motion and only one degree of
freedom is considered, a comparative study showed the superior estimation quality using
Kalman �ltering in comparison with recursive least squares and the previous heart cycle
(proposed in [Bebek and Cavusoglu, 2007a]).

However, in most methods described above, the respiratory and cardiac motions that
comprise the heartbeat are treated separately or only the cardiac motion is modeled.
Another drawback of most strategies is the �ltering of the respiratory motion, which
induces delays in the system. An analysis of the techniques cited above suggests that
the time-varying Fourier series is a straightforward and �exible model for describing the
quasi-periodic heart motion. Next, a heart motion model based on a time-varying dual
Fourier series that explicitly models the cardiac and respiratory components is described
in detail.

III.2.3 Non-stationary dual Fourier series model

The heart motion can be considered as the sum of the respiratory and cardiac motions,
which can be represented as a dual non-stationary Fourier series. The concept is illustrated
in Figure III.5. Given the 3D coordinates p = [xp yp zp] of a POI on the heart surface, the
motion dynamics p of a Cartesian coordinate at a given instant t can be parameterized
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Figure III.5 : Example of the beating heart motion estimation using the dual Fourier
series. The estimated Fourier series at an instant t1 is plotted. Prediction horizons of
0.18, 1 and 3s (marked at t2, t3, t4 respectively) are illustrated.

as the sum of two Fourier series, such that:

p(t, f) =
Hr∑
h=1

[
ah sin

(
h

t∑
k=t0

ωr(k)
)

+ bh cos
(
h

t∑
k=t0

ωr(k)
)]

+

cr +
Hc∑
h=1

[
dh sin

(
h

t∑
k=t0

ωc(k)
)

+ eh cos
(
h

t∑
k=t0

ωc(k)
)]
, (III.1)

where Hr and Hc are the number of harmonics for modeling the respiratory and cardiac
components respectively, ωr and ωc are the respiratory and cardiac frequencies,

∑t
t0
ω is

the sum of all estimated ω starting from t0 in discrete steps of ∆t and f is the corresponding
vector containing the Fourier series parameters:

f = [a1, ..., aHr , b1, ..., bHr , cr, d1, ..., dHc , e1, ..., eHc ]
T (III.2)

Consequently, a POI p has γ = 3 · [2 · (xHr +x Hc) + 1 + 2 · (yHr +y Hc) + 1 + 2 ·
(zHr+zHc)+1] parameters plus the respiratory and cardiac frequencies, which are shared
among all coordinates and points. The number of harmonics Hr and Hc among the xyz
directions may vary due to di�erences in their motion complexity. At a given instant
t, the computation of future position estimates using equation (III.1) is straightforward,
considering a stationary system within the prediction horizon.

III.2.4 The Extended Kalman Filter

In the proposed formulation, the Kalman Filter (KF) is employed for the recursive
estimation of the Fourier series parameters. The KF o�ers several advantages, such as
the explicit modeling of the stochastic uncertainties associated with the proposed motion
model and position measurements. Since the Fourier series parameter estimation is a
nonlinear problem, the extended KF (EKF) is used (see [Simon, 2006] for more details on
the EKF).

The EKF state vector y for estimating the trajectory of ϕ POIs p = [xp yp zp] is
composed of (ϕ · γ + 2) parameters, such that:

y = [1fx,
1 fy,

1 fz,
2 fx,

2 fy,
2 fz, ...,

ϕ fx,
ϕ fy,

ϕ fz, ωr, ωc]
T; (III.3)
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where [ifx,
i fy,

i fz] are the parameter vectors of the i-th estimated POI pi.

The KF is divided between the prediction and correction phases. All parameters
are modeled as random walk processes. In the prediction phase, a stationary system is
assumed, which implies that the a priori estimate of the �lter state ŷ− at an instant t is
equal to the state value from the previous instant (t−∆t):

ŷ−(t) = ŷ(t−∆t) =


f(t) = f(t−∆t) ∀f
ωr(t) = ωr(t−∆t)
ωc(t) = ωc(t−∆t)

(III.4)

In the prediction phase, the state covariance matrix S is propagated according to:

S−(t) = AS(t−∆t)AT +Q (III.5)

where Q is the process covariance matrix and A is the system transfer matrix. Since the
�lter state at an instant t is initialized with the values from (t−∆t), A is de�ned as an
identity matrix I of size ϕγ + 2:

A = Iϕγ+2 (III.6)

In the correction phase, the available position measurements h are used to update the
initial estimates ŷ−, yielding the a posteriori estimate ŷ+. The updated state is computed
as:

y+(t) = y−(t) + S−(t)HT(HS−(t)HT +R)−1︸ ︷︷ ︸
G(t)

(h(t)− p(t,y−(t))) (III.7)

where R is a diagonal matrix containing the measurement error covariance values and H
is the observation matrix. The matrix G(t) indicated above is called the Kalman gain
matrix. In order to compute the observation matrix H, a linearization of the Fourier

series is done around the current �lter estimate ŷ−(t), such that H = ∂p(t,y)
∂y

∣∣∣∣
y=ŷ−(t)

. For

example, in the �rst line of H3ϕ, ϕγ+2, each column corresponds to the derivative of 1px
(the �rst coordinate of the �rst POI) with respect to y:
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H1, ϕγ+2 =
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T

(III.8)

where
∑t

k=t0
ω̂(k) is the sum of all estimated ω̂ starting from t = t0.

The updated error covariance matrix is computed as:

S+(t) = (I −G(t)H)S−(t) (III.9)

A brief overview of the predictive EKF is given below. When initializing the �lter, all
state vector values are set to zero except the two frequencies, for which initial values are
normally available in practice (from ECG and ventilation machine). Any a priori knowl-
edge of the signal can be useful to aid the convergence of the �lter during initialization
and to better choose the number of harmonics of the Fourier series according to the heart
motion complexity.

Algorithm The EKF algorithm
1. t ←0
2. Initialize y and S
3. while system is running
4. do t ←t + ∆t
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5. compute the a priori state estimate ŷ− using equation (III.4)
6. compute the a priori state covariance matrix S− using equation (III.5)
7. compute the Kalman gain matrix G from equation (III.7)
8. compute the observation matrix H according to equation (III.8)
9. compute the a posteriori state estimate ŷ+

10. compute the a posteriori state covariance matrix S+ using equation (III.9)

The only parameters that need tuning in the �lter are the process covariance matrix
Q and the measurement error covariance matrix R. In our formulation, both matrices
are diagonal and their values are empirically chosen such that more con�dence is put
in the model than the measurements. This ensures that the Fourier series locks on the
coarse heart trajectory and accurately predicts the future heart motion for long prediction
horizons even in the presence of small heart motion �uctuations.

III.2.5 Experiments

For evaluating the performance of the proposed prediction method, the tracking results
from the DAVINCI and LIRMM1 sequences from section II.5.2.2 (which henceforth will
be dubbed DAVINCI and LIRMM1 experimental data) and the LIRMM2 motion data
introduced in section III.2.1 were used. As previously explained in section III.2.3, the
heart motion is predicted using equation (III.1), considering a stationary system within
the prediction horizon. This idea was previously illustrated in Figure III.5, featuring the
estimated Fourier series at an instant t1.

The experiments are divided in three groups. In the �rst group, the prediction errors
for short and long prediction horizons are evaluated using the available experimental
data. In the second group, the predictive �lter is tested against simulated amplitude
changes in the cardiac motion. In the third group, a disturbance in the heart motion
in all Cartesian coordinates is simulated for testing the predictive �lter performance for
handling an abnormal heart behavior such as an arrhythmia.

The prediction error at a given time step is computed as the Euclidean distance ||d−
v||, where d and v are the predicted and true 3D positions of the POI, respectively. At
every sample, the root mean square and the absolute peak prediction errors are measured
within a given prediction horizon.

III.2.5.1 EKF parameter con�guration

For all experiments, EKF state vector is initialized with zeros, with the exception of
the cardiac and respiratory frequencies. The only a priori information about the motion
signal is the choice of the number of harmonics for modeling respiratory Hr and cardiac
Hc components of the heart motion. For all experiments, the respiratory component Hr

was set to 3 and the cardiac component Hc was set to 5 (for the xyz directions). Therefore,
the EKF state vector contains 3γ + 2 = 3 · [2 · (xHr +x Hc) + 1 + 2 · (yHr +y Hc) + 1 + 2 ·
(zHr +z Hc) + 1] + 2 = 161 elements in all experiments in this section.

For initializing the process covariance matrix Q, the �lter state noises are considered
as independent and the diagonal elements of the matrix corresponding to the respiratory
components σ2

r , the o�set σ2
o , the cardiac components σ2

c and the frequencies variance
σ2
ωr, σ

2
ωc are set using the values given in Table III.1. The matrix R that contains the
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Table III.1 : The values of the diagonal elements of the process covariance matrix Q.

Parameters
DAVINCI LIRMM1 LIRMM2

experimental data experimental data experimental data

σ2
r 10−5 10−5 10−7

σ2
c 10−4 10−4 10−6

σ2
o 10−6 10−5 10−7

σ2
ωr 10−11 10−11 10−10

σ2
ωc 10−10 10−10 10−10

measurement error variance is a diagonal matrix with values arbitrarily set to 10−2 for all
xyz coordinates. The values for the matrix R are the same for all experimental datasets.

III.2.5.2 Experiments description

Prediction errors for short and long prediction horizons
For investigating the prediction performance in time for the available experimental data,
the prediction error is evaluated at every instant for 0.18, 1 and 3 second prediction
horizons (which correspond to 15, 83 and 250 future steps respectively for the LIRMM1
experimental data, 25, 125 and 375 future steps respectively for the LIRMM2 experimental
data and 9, 50 and 150 future steps for the DAVINCI experimental data). The three
prediction horizons are chosen according to the visual tracking application: 0.18s is the
average duration of disturbances caused by specular re�ections and 3s is considered as
the assumed duration of an occlusion caused by a surgical instrument.

For the LIRMM1, LIRMM2 and DAVINCI experimental data, the prediction errors
for the 0.18, 1 and 3 second prediction horizons are plotted in Figures III.6, III.7 and III.8
respectively, and quanti�ed in Table III.2. The identi�cation error, which is the di�erence
between the true position and the position estimated by the �lter at a given instant is
also included in the error plots for illustrating how well the motion model �ts the heart
motion at a given instant. For illustrating the evolution of the Fourier series coe�cients,
the amplitude of each harmonic of the Fourier series that model the x component of
the LIRMM1 experimental data is plotted in Appendix E. The estimated cardiac and
respiratory frequencies are also displayed.

Amplitude changes
The prediction �lter must be robust to changes in the heart rhythm. In order to investigate
the �lter's behavior to amplitude changes, an arti�cial amplitude variation in the heart
motion is simulated. The experiment consists in slowly damping the original heart motion
from the LIRMM1 experimental data with respect to its mean to 50% of its original value
in all Cartesian coordinates. The behavior of the �lter and the evolution of the prediction
errors for a prediction horizon of 1 second are analyzed. Results are plotted in Figure
III.9.

Simulated arrhythmia
Cardiac arrhythmia may also cause irregular heart motion. For studying the EKF per-
formance under such events, a disturbance in the heart motion signal in all Cartesian
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coordinates is simulated as illustrated in Figure III.10. Again, the LIRMM1 experimen-
tal data is used for the experiment. The e�ects on the prediction error for a 1 second
prediction horizon is plotted in Figure III.10.

III.2.5.3 Discussion on the predictive �lter performance

Prediction errors for short and long prediction horizons
In general, the prediction errors presented in Figures III.6, III.7 and III.8 indicate a very
low RMS error value and maximum peak errors for all experiments under 20% of the
respective signal amplitudes. These experimental results attest the good performance
of the predictive �lter, which successfully captures the true heart dynamics. This is
reinforced by the prediction error values given in Table III.2, which indicate that the
RMS and peak errors do not increase signi�cantly when the prediction horizon is extended,
suggesting the proposed motion model successfully approximates the heart motion.

Comparing the prediction quality among the experiments with the three datasets,
the prediction quality using the DAVINCI experimental data displayed the poorest re-
sults (for instance, even though the prediction errors are similar, the amplitude of the
DAVINCI experimental data, which is acquired from a mechanically stabilized heart is
much smaller in comparison with the amplitude of the LIRMM1 data). The poor results
can be explained by the large frequency variations detected in the frequency analysis (see
Figure III.2). Since the cardiac frequency is not stable during the sequence, the prediction
quality degrades quickly with the increase of the prediction horizon.

Amplitude changes
The capacity of the �lter to adapt to amplitude variations was properly displayed by the
extreme case presented in Figure III.9. From the error plots, one can verify that the �lter
takes approximately 1 second to re-adapt to the signal changes, later stabilizing in a lower
level since the signal amplitude was reduced by 50%.

Simulated arrhythmia
Next, the simulated arrhythmic heart behavior presented in Figure III.10 is the most
challenging event for the prediction �lter. Although the error plots show a considerable
large error during the event, the �lter successfully copes with the disturbance, converg-
ing quickly past the event. It is also important to remark that although the simulated
arrhythmia generates a major disturbance in the predictive �lter, such abnormal heart
behaviors can be easily detected from the heart electric activity and therefore in practice
they do not represent a critical problem.

General issues
The relatively high identi�cation error veri�ed in the experiments with both sequences
indicates that the heart motion model only describes the coarse heart trajectory. This
represents a limitation of the Fourier series model, which is insu�cient to represent the
full complexity of the heart activity based only on the heart motion history. Although
the identi�cation error could be reduced by decreasing the values of the measure error
matrix R, instabilities in the estimation of the Fourier series parameters could occur and
the quality of the future heart motion prediction for larger prediction horizons is reduced.

The increase of the number of Harmonics of the Fourier series does not signi�cantly
increase the prediction quality. Therefore, their number is kept small to avoid possible
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Table III.2 : Predictive �lter performance on in vivo data

DAVINCI experimental data

Horizon average RMS error(mm) average peak error (mm)

0.18 s 0.73 1.00
1 s 0.86 1.55
3 s 1.00 2.03

LIRMM1 experimental data

Horizon average RMS error(mm) average peak error (mm)

0.18 s 0.80 1.18
1 s 0.87 1.67
3 s 1.02 2.04

LIRMM2 experimental data

Horizon average RMS error(mm) average peak error (mm)

0.18 s 0.72 1.21
1 s 0.83 1.91
3 s 0.80 2.36

instabilities in their estimation and an unnecessary computational burden.
Another aspect of Kalman �ltering is the adequate choice for the �lter covariance

matrices. Although the values proposed in section III.2.4 were not �nely tuned for the
experimental data, an adaptive update of the �lter uncertainty parameters could better
estimate the heart motion, hence producing better future estimates.

The performance increase obtained with a Kalman �ltering framework has been ana-
lyzed in previous works [Yuen et al., 2008]. However, direct comparisons with experimen-
tal results of similar techniques reported in the literature is not possible since the used
experimental data highly in�uences the prediction errors, as clearly demonstrated when
analyzing the amplitude changes in the input signal shown in the experimental section.
In fact, the prediction error is dependent on the amplitude of the heart motion since the
RMS error measure is not linear and the prediction errors are proportional to the motion
amplitude.

The heart motion prediction can be further improved using the proposed formulation
by integrating the ECG and respiratory signals directly in the �lter design, as suggested
in section III.2.4. For instance, the heart electric activity precedes the mechanical motion
and the ECG waves may help predict more accurately the heartbeat contraction and
relaxation cycles. The EKF framework adopted provides an elegant framework for fusing
di�erent sources of information in a straightforward fashion. Furthermore, the ECG can
also be used for detecting abnormal cardiac behavior (e.g. arrhythmia).
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Figure III.6 : Prediction errors using the DAVINCI experimental data - From top to
bottom, the RMS and peak prediction errors for a 9-step, 50-step, 150-step prediction
horizon and the identi�cation error, respectively.
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Figure III.7 : Prediction errors using the LIRMM1 experimental data - From top to
bottom, the RMS and peak prediction errors for a 15-step, 83-step, 250-step prediction
horizon and the identi�cation error, respectively.
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375-step prediction horizon
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Figure III.8 : Prediction errors using the LIRMM2 experimental data - From top to
bottom, the RMS and peak prediction errors for a 25-step, 125-step, 375-step prediction
horizon and the identi�cation error, respectively.
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Figure III.9 : (Top) The original heart motion is slowly damped from t1 = 10.8s to
t2 = 13.2s to 50% of its original amplitude for all Cartesian coordinates. (Bottom) The
prediction error plot for a 1 second prediction horizon indicates the fast �lter adaptation
to the amplitude change.
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Figure III.10 : A signal disturbance for simulating an arrhythmia is induced from
t1 = 11.17s to t2 = 11.34s in all Cartesian coordinates of the LIRMM1 experimental data.
The estimated Fourier series at t1 is plotted. On the bottom, the prediction error plot for
a 1 second horizon indicate high prediction errors during the disturbance. Nevertheless,
the prediction quality is quickly reestablished after the disturbance.
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III.2.5.4 Comparative Study

In this section, the proposed prediction method is compared with similar techniques in
the literature. Only methods capable of real-time operation are considered. In addition,
only the heart motion history is used for estimating the future heart motion (techniques
such as [Cuvillon et al., 2006] which use external signals like the ECG and ventilator
air�ow are not considered in this study).

For the experiments, the LIRMM1 experimental data is used. This experimental
data is chosen since it does not display signi�cant frequency variations and facilitates
the tuning of the di�erent methods selected for this comparative study. Although in the
previous sections all Cartesian coordinates of the POI predicted position are estimated
simultaneously, for the comparative study the prediction results are evaluated separately,
allowing for a more independent analysis of the prediction results.

III.2.5.4.1 Methods chosen for the study

In this study, the following methods are chosen for the comparison:

1. The method proposed by Ortmaier et al. [Ortmaier et al., 2005].

2. The amplitude modulation method proposed in Bachta et al. [Bachta et al., 2009].

3. The two-stage prediction method proposed by Thakral et al. [Thakral et al., 2001].

The AR model proposed in Franke et al. [Franke et al., 2008] is kept outside the scope
of this study since only the cardiac motion can be modeled with a reasonable number of
parameters.

III.2.5.4.2 Tuning

Each method is tuned based on the parameters proposed by the authors in their
respective articles and adjusted manually for an optimized performance. The parameters
used in each method are plotted in Table III.3. For each method, the parameters that
require tuning are summarized below:

• In the prediction method proposed by Ortmaier et al., four parameters have to be
de�ned. First, the length of the heart motion history op from which the embedded
vectors of previous heart cycles are estimated. Second, the temporal distance be-
tween elements of the embedded vector oh, which controls the prediction accuracy.
Third, the length of the embedded vector ol (oh and ol should be as long as at least
one respiratory cycle). Finally, the number of embedding vectors on used for com-
puting the average future position estimate controls the robustness with respect to
noise.

• The amplitude modulation method proposed by Bachta et al. is composed of the
dual Fourier model described above and an additional term for modeling the coupling
between respiratory and cardiac motions, which is as a product of two Fourier series.
Therefore, only the number of harmonics of each Fourier series that compose the
model has to be de�ned.
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Table III.3 : The parameter values for each experimental dataset.

Method Parameters
LIRMM1

experimental data

Ortmaier

op 1000
oh 2
ol 100
on 3

Bachta

Hr 3
Hc 6

H ′r (coupling) 2
H ′c (coupling) 4

Thakral
Hr 3
Hc 6

Richa
Hr 3
Hc 6

• The two-stage method proposed by Thakral et al. consists of estimating the Fourier
series corresponding to the respiratory and cardiac motions separately. Therefore,
the respiratory motion and frequency are estimated in an early step and the motion
residue is modeled by another Fourier series centered on the cardiac frequency. Since
its formulation is similar to the dual Fourier series, the number of harmonics that
compose the model is de�ned as in the previous experiments in this section.

For identifying the parameters of models based on the Fourier series, the EKF frame-
work described in section III.2.4 is used. The parameters of the EKF used in the com-
parative study are included in Table III.4.

III.2.5.4.3 Results

For each technique, the accuracy of the predicted heart position, 1 second in the future,
is computed (83 future steps for the LIRMM1 experimental data). The �rst 8 seconds from
the beginning of each sequence are used for the initialization of the prediction methods.

Figure III.12 displays the predicted heart motion results. The mean and absolute peak
error values are illustrated in Figure III.11 and quanti�ed in Table III.5 (the smallest pre-
diction values for each Cartesian coordinate are highlighted). The lowest prediction errors
were obtained with the amplitude modulation method proposed by Bachta et al. but the
proposed dual Fourier series has shown comparable performance. The method proposed
by Ortmaier et al. produced low prediction results for the x Cartesian coordinate but in
general, the technique displayed the highest peak errors (an increase in the parameter on
did not reduce the peak errors). Finally, the two-stage prediction method proposed by
Thakral et al. did not successfully lock to the heart motion. Consequently, the technique
displays the worse prediction performance among the methods chosen in this study.
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Table III.4 : The Extended Kalman Filter setup for the comparative study.

Method Parameters
LIRMM1

experimental data

Bachta

σ2
r 10−6

σ2
c 10−5

σ2
o 10−7

σ2
cr (coupling) 10−10

σ2
cc (coupling) 10−10

σ2
ωr 10−11

σ2
ωc 10−11

Thakral

σ2
r 10−7

σ2
c 10−7

σ2
o 10−8

σ2
ωr 10−10

σ2
ωc 10−10

Richa

σ2
r 10−6

σ2
c 10−7

σ2
o 10−5

σ2
ωr 10−10

σ2
ωc 10−10

Table III.5 : The prediction errors for each method.

Method Coord.
LIRMM1

experimental data
Mean Peak

x 0.36 1.52
Bachta y 0.53 2.36

z 0.36 2.04
x 0.29 1.37

Ortmaier y 0.66 5.13
z 0.41 2.85
x 0.77 2.62

Thakral y 0.87 4.68
z 0.54 2.73
x 0.40 1.37

Richa y 0.72 3.30
z 0.32 1.65
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Figure III.11 : The mean and peak prediction error values for each method analyzed in
the comparative study for all Cartesian coordinates of the LIRMM1 experimental data.

III.2.5.4.4 Discussion

Although the coupling between the respiratory and cardiac motions could not be
detected in the experimental data, when present, this coupling has a signi�cant in�uence
on the overall heart motion. In this case, the amplitude modulation method may produce
superior results compared to the dual Fourier series since the coupling is considered in the
model. Nevertheless, the amplitude modulation method requires a much higher number
of parameters in comparison with the dual Fourier series (twice the number of parameters
in comparison with the dual Fourier series model, as shown in Table III.3). Consequently,
additional experiments are required for evaluating how the additional parameters a�ect
the prediction performance and the robustness against frequency and amplitude changes.

As indicated by the error plots, the prediction method proposed by Ortmaier et al.
produces prediction results comparable to the Fourier based techniques, even though
it displayed the highest peak prediction errors. However, the major drawback of this
approach is the poor performance facing frequency variations, once changes in the cardiac
frequency can only be handled if the motion history (normally limited to 10 seconds due
to computation limitations) contains similar motion within the frequency range of the
variations.

Contrary to the results reported in [Bachta et al., 2009], the two-stage motion estima-
tion and prediction display signi�cantly worse results than in the case when the parameters
of the motion model are estimated simultaneously, as suggested by the high prediction
errors in Table III.5. This highlights a very attractive feature of the EKF identi�cation
framework, which allows for all model parameters to be estimated simultaneously, unlike
the approach using least mean squares described in [Thakral et al., 2001]. Although the
experiments reported in [Yuen et al., 2008] suggest a superior performance using the KF
framework in comparison with the least mean squares, further experiments focusing on
the parameters identi�cation are required.
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Figure III.12 : The predicted heart motion, 1 second in the future, for all Cartesian
coordinates of the LIRMM1 experimental data.
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III.3 Robust Visual Tracking

Similarly to the majority of visual tracking methods proposed in the literature, the
tracking method formulated in the previous chapter uses the immediate previous track-
ing parameters to initialize the minimization procedure at every frame. Consequently,
tracking is not robust to disturbances caused by large specular re�ections or occlusions
by surgical instruments. Therefore, for coping with these problems, the prediction frame-
work is incorporated to the tracking method described in the previous chapter. The
objective is to use the heart motion estimated by the predictive EKF for bridging periods
of disturbances and occlusions, where no tracking information is available. The inte-
gration of the predictive EKF and the tracking method creates a uni�ed framework for
estimating the temporal motion and spatial deformation of the heart surface for improved
visual tracking robustness.

An important remark is that although the predicted motion is accurate enough to
restart tracking, it cannot be used for motion compensation since the prediction error is
too large for the required speci�cations of cardiac surgery. Hence, prediction is used in
the context of visual motion compensation for the only purpose of bridging occlusions and
tracking failures. Therefore, when synchronizing the robotic tools with the heart motion,
if the visual tracking results are not reliable, the robot retreats to a safe position and
waits for the tracking quality to be normalized.

III.3.1 A uni�ed heart motion estimation framework

A diagrammatic overview of the uni�ed tracking framework is illustrated in Figure
III.13. The idea is to estimate the temporal motion of the 3D points in space that
parameterizes the tracked ROI on the heart surface (see the concept of the TPS param-
eterization illustrated in Figure II.8) by the predictive EKF in parallel with the visual
tracking task. The Cartesian coordinates of the 3D points stacked in the TPS parameter
vector h (equation II.15) are considered as di�erent POIs in the prediction method from
section III.2.4.

At every frame, the POI positions are updated based on their corresponding Fourier
series model (prediction step). Images from the stereo cameras are acquired and the
current heart deformation is evaluated by the tracking algorithm presented in section
II.5.2.2. Next, the quality of the tracking results is evaluated based on analysis of the
image alignment error and the estimated 3D heart shape (section III.3.2). If the tracking
quality is su�ciently high, the KF correction step uses the parameter vector h estimated
by the tracking algorithm as a measure of the current shape of the tracked ROI and the
Fourier series parameters [fx, fy, fz] of each POI that parameterize the tracked TPS surface
are updated.

In the event of a tracking failure or occlusion (either by specular re�ections or surgical
tools), the estimated 3D heart shape may not be reliable and since no measurements
are available the EKF correction step is not executed. In this case, the predicted heart
motion using the estimated Fourier series parameters at the moment when tracking was
suspended is used for restarting tracking in the subsequent frames.
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Prediction stepEstimating warping/illumination
parameters

Correction step

Evaluation of tracking
results

Figure III.13 : A diagrammatic overview of the uni�ed tracking framework.

III.3.2 Evaluating tracking quality

Due to perturbations of various sources (specular re�ections, occlusions, motion blur,
etc.) and tracking convergence problems (e.g. due to local minima), tracking quality
may vary drastically in time. Therefore, for detecting tracking problems, some quality
measure from the visual tracking step is necessary. In this study, two criteria are used for
determining if the output of the visual tracking step is reliable at every frame:

• The alignment error � The tracking quality is fundamentally a function of the align-
ment error between the reference image T and the warped left and right images
Il(w(x,h,Cl)) and Ir(w(x,h,Cr)).

• The estimated heart shape � Eventually, the alignment error alone is not able to
e�ciently detect convergence problems due to local minima. Therefore, an analysis
of the estimated heart surface shape is performed for detecting inconsistent tracking
results.

III.3.2.1 The alignment error

Tracking quality is considered as a function of the alignment error between the ref-
erence image T and the warped left and right images Il(w(x,h)) and Ir(w(x,h)). For
measuring the alignment error between two images, 3 similarity measures were evaluated
in this study: the normalized cross correlation (NCC), the metric based on the Bhat-
tacharyya coe�cient used in Bourger et al. [Bourger et al., 2007] and mutual information
(MI).

A detailed description of the similarity functions above can be found in appendix
A. For choosing the most convenient error measure, the alignment errors during the
tracking experiments from the previous chapter (section II.5.2.2) were measured. From
the analysis of the error plots for both LIRMM1 and DAVINCI tracking experiments, the
NCC proved to be the most discriminant measure of alignment error, since it displays a
smaller error output variability when tracking di�erent image sequences and invariability
to illumination shifts. Therefore, the NCC is adopted in this study as a similarity measure
for evaluating the alignment error.



III.3 : Robust Visual Tracking 87

Warped
left

Warped
right

Template

R1

R2 R5
R3

R4

Alignment Error
Analysis

Figure III.14 : For evaluating the tracking quality at a given frame, the alignment error
between the warped images and the reference image is measured for several subsets of
the image (R1 to R5), corresponding to the support regions of the TPS control points
(marked by dots on the left and right stereo images on the top).

Since the TPS model is a deformable model, the alignment error over the reference
image T is not uniform (certain control points may be better estimated than others).
Consequently, we perform a separate analysis for each TPS control point that models
the heart deformation. This is done by measuring the NCC coe�cients el and er of a
40x40 pixel region centered around each control point on the left and right stereo images
respectively and the reference subregion on the reference image T. Although this method
only provides a coarse approximation of the alignment error, it is an attractive solution
since little computational e�ort is required (see illustration in Figure III.14).

In case the tracked region on the heart surface is a�ected by large specular re�ections or
if surgical instruments occlude the operating site, tracking quality decreases signi�cantly.
When an occlusion occurs, a large number of control points may be poorly estimated.
For this purpose, we detect if the smallest NCC coe�cients e (where e = min(el, er) is
the smallest NCC coe�cient between el and er of a given region) of more than three
regions drop below a de�ned threshold τ . Although this criterion is de�ned empirically,
it translates well the periods when the available visual information is insu�cient for
providing reliable tracking. In the event of an occlusion, visual tracking is suspended
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completely and it is only restarted when all control points become visible again.

III.3.2.2 Shape analysis

Although the alignment error is straightly related to the tracking quality, the method
described earlier cannot e�ciently detect convergence problems in the ESM. This issue
is illustrated in Figure III.15, where the tracking results of a given frame of the tracking
experiment with the LIRMM1 sequence feature an erroneous estimate of the heart shape
due to tracking convergence problems. Notice that according to the occlusion detection
criteria, the NCC coe�cients are not su�ciently low for the ROI to be considered occluded.

In this context, the estimated heart surface shape can serve as a good indicator of
the tracking quality and the bending energy of the estimated TPS surface can be used
to detect inconsistent tracking results. The TPS bending energy for one coordinate axis
can be computed using equation (II.1) from the previous chapter. As demonstrated in
Bookstein et al. [Bookstein, 1989] a value proportional to the bending energy, called l,
can be used in order to simplify the calculations. The value l of a TPS surface P as
in equation (II.13) can be computed as the sum of the bending energies of all Cartesian
coordinates:

l = (xt∗)
TL(xt∗) + (yt∗)

TL(yt∗) + (zt∗)
TL(zt∗) (III.10)

where t∗ is the TPS parameter vector t of a given Cartesian coordinate axis containing
only the weights (w1, ..., wn) of the corresponding TPS function and L is the matrix
de�ned in equation (II.5). Notice that the TPS parameter vectors [xt yt zt] from which
[xt∗

yt∗
zt∗] can be computed from the 3D coordinates X stacked in the parameter vector

h as: [
xt yt zt

]
= K∗

[
X 1

]
CT (III.11)

where C is the camera matrix. Although the left camera was previously de�ned as the
world coordinate frame, the analysis is invariant to the view choice.

Plotting the value l for the estimated TPS surface in the tracking experiment with
the LIRMM1 image sequence, one can notice that the spikes in the bending energy plot
can be used to detect tracking errors (see Figure III.16). For example, the largest peak in
Figure III.16 corresponds to the tracking result previously illustrated in Figure III.15. In
general, the bending energy does not vary signi�cantly between heart cycles and therefore
an inconsistent tracking result can be detected by thresholding: if the bending energy
value l exceeds a threshold ε, tracking is suspended and the heart motion predicted by
the EKF is used for restarting tracking.

III.3.3 Experimental results

For illustrating the performance of the uni�ed tracking method, tracking experiments
using the LIRMM1 sequence have been performed. The LIRMM1 sequence was chosen
because large specular re�ections are present during tracking. The tracking performance
facing false minima (ESM convergence) problems, occlusions by specular re�ections is
analyzed in details. In addition, a simulated 3 second tracking occlusion attests the
capacity for overcoming problems with eventual occlusions by surgical instruments.
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III.3.3.1 System initialization

Concerning the tracking initialization, the same parameters from the experiments
described in section II.5.2.2 (the same 128 × 128 reference image with 5 TPS control
points as in Figure II.17) are used.

The EKF is initialized similarly to the experiments presented earlier in section III.2.5
with the state vector sets as zeros, except for the cardiac and respiratory frequencies.
When tracking starts, the EKF acquires su�cient heart motion data for the �lter param-
eters to convergence. Once the EKF has converged, the steps illustrated in Figure III.13
are executed at each frame.

In the experiments, tracking is suspended if any of the two following criteria are met:

1. The NCC coe�cient e = min(el, er) of more than 3 TPS control points (of the 5
that comprise the whole mapping) drops below a threshold τ = 0.6

2. The value l (proportional to the TPS bending energy) exceeds a threshold ε > 0.007.

When tracking is suspended, the EKF is used to predict the future heart motion in order
to restart tracking in the subsequent frames.

III.3.3.2 Specular re�ections

As described in the previous chapter, the regions a�ected by specular re�ections are
removed from the estimation of the warping parameters. Nevertheless, large specular
re�ections can occlude large portions of the heart surface and due to the lack of visual
information, certain control points of the TPS surface may be poorly estimated. An ex-
ample containing the tracked ROI on the heart surface when tracking under large specular
re�ections (extracted from the LIRMM1 experiment from section II.5.2.2) is illustrated
in Figure III.17. As indicated by the corresponding NCC error plots, the tracking quality
when tracking under specular re�ections is considerably low. Although tracking is not
lost in the given example, the available visual information used for estimating the heart
motion is poor. Using the uni�ed tracking framework, occlusions due to specular re�ec-
tions can be detected and the predicted heart motion can be used to bridge such periods
of disturbances, avoiding tracking loss.

Occlusions by a specular highlights are often present during tracking and such dis-
turbances may last up to 0.12 s (10 frames at 83.3 Hz). Figure III.19 illustrates the
number of occlusion events detected during tracking. From the occlusion detection plot,
it is evident that specular re�ections are the major source of tracking disturbances in the
sequence. Figure III.18 contains the measured NCC coe�cients during tracking for the 5
support regions corresponding to each TPS control point (the support regions are de�ned
in Figure III.14).

III.3.3.3 Long occlusions

The uni�ed tracking framework method also allows us to tackle the problem of oc-
clusion by surgical tools. Surgical instruments eventually occlude the operating site for
considerably long periods of time and the proposed prediction scheme o�ers a solution for
automatic tracking reinitialization in such cases. In Figure III.20, a simulated 3-second
tracking occlusion is presented, together with the successful tracking reestablishment after
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the event. The occlusion is simulated by suspending the correction step of the Kalman
�lter at an arbitrary instant t1. For restarting tracking, the heart motion estimated at t1
is used to predict the heart position at t2, 3 seconds later. For visualizing the accuracy of
the predicted heart motion, tracking results (the motion plots of one TPS control point)
are also presented throughout the whole sequence for comparison purposes.

III.3.3.4 Discussion

In the current formulation, the system presents three important drawbacks, which are
detailed below:

• The system initialization � The system is only operational once the dual Fourier
series parameters have converged. Since no a priori knowledge of the heart motion
is used in the experiments, tracking must remain stable during the system initial-
ization. This can be circumvented by pre-initializing the motion parameters using
a 3D feature tracker, tracking a set of features on the heart for learning the motion
parameters.

• Prediction quality � Tracking cannot be restarted if the prediction quality is poor.
Except cases where the ECG can be used for detecting an abnormal heart behavior
(such as arrhythmias, etc), the heart motion prediction quality assessing is a very
di�cult task.

• Occlusion detection � Another weak point of the robust tracking method is the em-
pirical choice of the threshold values for the occlusion detection and the arbitrarily
chosen size of the subregions on the image for the computation of the NCC coef-
�cients. Although these are not critical issues, the size of the subregions depends
on the heart structures present on the reference image and a �xed window size may
lead to suboptimal detection results.

III.4 Conclusion

In this chapter, a robust visual tracking method which uses the heart motion prediction
for bridging occlusions and tracking failures is proposed. Two novelties are introduced:

1. A time-varying dual Fourier series for modeling the quasi-periodic beating heart mo-
tion. For estimating the parameters of the Fourier series, a probabilistic framework
based on the Extended Kalman �lter (EKF) is used.

2. A uni�ed framework for estimating the temporal motion and spatial deformation of
the heart surface for robust visual tracking. By integrating the estimation of the
heart dynamics and the deformable tracking algorithm formulated in the previous
chapter, tracking disturbances such as occlusions (e.g. by surgical instruments,
smoke, blood, specular re�ections, etc) or tracking failures can be bridged.

The good quality of the heart motion prediction, as well as the increased robustness
achieved with the uni�ed tracking framework is demonstrated through several experiments
on in vivo data.
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As previously said, the heart motion prediction can be useful at several levels of the
surgical robot assistant design. Using the proposed motion prediction scheme, an impor-
tant aspect in the motion compensation system � the latency from the image acquisition
to the communication with the robot � can also be compensated. In addition, in the
context of visual tracking, several tracking methods could also pro�t from a motion pre-
diction scheme. For instance, a motion prediction method could be used for increasing
feature tracking resilience, bridging tracking disturbances and occlusions.

Recalling the discussion on multiple visual cue fusion for increased tracking quality
from the previous chapter, it is evident that no visual tracking method per se is able to
solve the problem of robustly and accurately retrieving the heart motion. In this chapter,
the temporal heart motion dynamics are proposed as an additional support for the visual
tracking task. However, there is large room for improvement in the proposed uni�ed
motion estimation framework, starting from the incorporation of external signal sources
such as ECG and ventilation air�ow for increasing prediction quality to more accurate
methods for evaluating tracking quality, which could allow �switching� between multiple
visual cues and overall higher tracking quality.
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Figure III.15 : On top, an example of a erroneous shape estimation due to tracking
convergence problems. According to the occlusion detection criterion, the alignment error
is not su�ciently low for the ROI to be considered occluded since the NCC coe�cient of
only one region is below the occlusion threshold (τ = 0.4). On the bottom, the e�ects of
the convergence problem that takes place between t1=23.65s and t2=23.82s is revealed in
the motion plots of the z component of all 5 control points.
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Figure III.16 : The value l (proportional to the TPS bending energy) computed for
the estimated heart surface shape during the tracking experiments with the LIRMM1
sequence from the previous chapter. The estimated surfaces with energy l superior to ε
(ε is de�ned by the line on the plot) are highlighted. Notice that the largest energy peak
highlighted with a circle corresponds to the tracking results illustrated in Figure III.15
(stereo images and reconstructed 3D surface on the top).
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Figure III.17 : An occlusion due to large specular re�ections. The poor visual infor-
mation available at the moment of the occlusion can be veri�ed by the NCC plots for
the left and right warped images, which indicate that more than 2 regions are below the
occlusion threshold τ = 0.4.
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Figure III.18 : The evolution in time of the NCC coe�cients during the robust tracking
experiment using the LIRMM1 sequence. From top to bottom, the regions 1 to 5 de�ned
in Figure III.14.
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Figure III.19 : Detected occlusions during the robust tracking experiment using the
LIRMM1 sequence (the value 1 indicates an occlusion event). The occlusions detected
by the alignment error analysis and shape analysis are displayed separately. Note that
specular re�ections are the major source of occlusions.
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Figure III.20 : (Top Left) The mesh illustrates the tracked region of interest on both
left and right endoscopic images. (Top Middle) During the simulated occlusion, tracking
is suspended and the predicted trajectory of the several POI that comprise the mesh is
displayed as the mesh in red. (Top Right) Tracking is successfully reestablished once the
occlusion is over. (Bottom) The tracked and the predicted heart motion at an instant
t1 (the heart motion for t > t1 is computed using equation (III.1)) for all Cartesian
components of a given POI.



Chapter IV

General Conclusion

IV.1 Conclusion

Robotic assistance has the potential to o�er signi�cant improvements to the medical
practice in terms of precision, safety and comfort. In the domain of cardiac MIS, technical
improvements such as force feedback and active motion compensation aim to make the
surgical act more intuitive for surgeons.

This thesis is focused on the problem of active motion compensation for robotized
cardiac MIS. For estimating the heart motion, only the visual feedback from the endoscope
is used, which avoids the introduction of additional sensors in the limited workspace in
MIS. Furthermore, only natural landmarks on the heart surface are used for estimating
the 3D motion of the heart.

However, tracking the beating heart imposes several challenges from the computer
vision point of view. During this thesis, a robust visual tracking method based on a
thin-plate spline parametric model has been proposed for describing the heart surface
deformation. Since the lighting on the heart surface is uneven and specular re�ections
considerably reduce the observable heart surface, an e�cient illumination compensation
step is incorporated to the tracking method. Finally, for increasing the tracking robust-
ness, a motion prediction method based on a time-varying dual Fourier series for modeling
the quasi-periodic beating heart motion is developed. By integrating the visual tracking
and motion prediction methods, tracking robustness facing tracking disturbances and
occlusions is signi�cantly improved.

In a motion compensated environment, the surgical tools move in synchrony with
the physiological motion. This imposes a very short computational time window for
tracking the heart motion. For executing the tracking method at high frame rates, the
computational power of recently released graphics processor units (GPU) is exploited.
Current results demonstrate the feasibility of tracking the heart motion at frequencies up
to 80 Hz.

For assessing the performance of the proposed methods, ex vivo and in vivo experi-
ments were performed in order to validate the choice for the TPS deformable model and
evaluate the tracking results. Since a high acquisition rate is necessary for capturing the
heart dynamics and no commercial solutions for high-speed stereo endoscopy are available,
a stereo rig with two high-speed cameras and endoscopes was assembled for capturing the
in vivo data used in the experiments.
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IV.2 Perspectives

In order to design a reliable visual-based motion compensation system for a practical
use in real surgical scenarios, the following issues need to be addressed:

• Test data � A larger image database of surgical interventions are required in order to
gain more knowledge of the intra-operative environment and guide the development
of motion compensation techniques. Once the role of the motion compensation
system during the surgical act is de�ned, the system speci�cations can be speci�ed.

• Modeling � The accurate modeling and identi�cation of soft-tissue properties, as well
as the surgical tools and devices present in the surgical workspace can signi�cantly
improve the estimation accuracy of the heart surface deformations and the quality
of the heart motion prediction.

• Real-time operation � In order to maintain a minimum delay between the image
acquisition and the actuation of the surgical tools, the physiological motion estima-
tion must be performed very quickly. For coping with the increasing complexity of
the motion estimation algorithms, the use of new computational resources such as
GPUs is a possible solution.

In short term perspectives, certain issues concerning the integration of the motion
compensation system in a robotic assistant require special attention. A schematic view of
the robotic assistant equipped with a motion compensation system is displayed in �gure
IV.1. The stereoscopic image acquisition and tracking are done in a separate computer in
order to avoid long delays when transferring the images from the cameras to the graphics
card. Next, the 3D motion of the ROI on the heart is estimated and transfered to
the master device, which synchronizes the robotic tools with the beating heart motion.
Finally, the superposition of the surgeon's commands and the estimated physiological
motion in a tele-operation scheme is a key issue for the successful integration of the works
developed in this thesis in a surgical robotic platform.

In the proposed integration scheme, two important issues must be addressed:

• System requirements � In order to su�ciently capture the heart dynamics, the surgi-
cal platform should be equipped with stereo endoscopes capable of acquiring images
at rates superior to 100 Hz (with no compromise to the visual feedback for the
surgeon). In addition, the image resolution should be su�ciently high for capturing
the details of �ne heart structures. Thus, these requirements concern the choice
of cameras, illumination (extra lighting is needed when acquiring at higher speeds)
and acquisition devices.

• Delays � If the processing delays which start from the image acquisition by the
endoscope, tracking, control and the actuation stages are not su�ciently low, critical
errors can be induced in the motion compensation system. Even though palliative
solutions such as motion prediction can be adopted, the compensation errors due to
latency should be kept within safe levels required by cardiac surgery (under 200µm
[Cavusoglu et al., 2005]).

Finally, in a longer-term perspective, the integration of the proposed motion compensa-
tion system in an Augmented Reality (AR) system [Fuchs et al., 1998] for intra-operative



IV.2 : Perspectives 99

PC

Acquisition 

&

Tracking

Master

Station

Slave

(Robot)

Patient
Surgical Platform

Endoscope

Instruments

Figure IV.1 : The schematic overview of a surgical robotic platform with a motion
compensation system.

navigation is envisaged. The accurate estimation of the deformations of internal organs
is a key requirement for merging pre-operative and intra-operative data. Patient-speci�c
information such as the internal organ structures can be used for increased surgical safety
and surgical guidance.
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Appendix A

Error Measures

A.1 Quantifying the alignment error

In the stereo tracking framework proposed in chapter II, tracking quality can be con-
sidered as a function of the alignment error between the reference image T and the
warped left and right images Il(w(x,h)) and Ir(w(x,h)). For measuring the alignment
error between two images, 3 similarity measures were evaluated in our studies: the nor-
malized cross correlation (NCC), the metric based on the Bhattacharyya coe�cient used
in Bourger et al. [Bourger et al., 2007] and mutual information (MI).

A.2 The normalized cross-correlation (NCC)

The cross-correlation can be derived from the squared Euclidean distance d2(x, y)
between the intensity values of two images I1(x, y) and I2(x, y):

d2(x, y) =
∑
x,y∈A

[I1(x, y)− I2(x, y)]2 (A.1)

where A is the set of all pixels in the image I1. Expanding the equation above:

d2(x, y) =
∑
x,y

[I2
1(x, y)− 2I1(x, y)I2(x, y) + I2

2(x, y)] (A.2)

From the equation above the cross-correlation term can be derived, which is the only
term that is a function of both images I1 and I2:∑

x,y

[I1(x, y)I2(x, y)] (A.3)

Although the cross-correlation term above is a measure of similarity between images,
if the case of matching a reference image over an image sequence is considered, the cross-
correlation is not invariant to changes in image amplitude such as those caused by changing
lighting conditions. In order to overcome such di�culties, the images I1 and I2 can be
normalized to unit length, yielding the normalized cross-correlation (NCC) coe�cient:

C(x, y) =

∑
x,y [I1(x, y)− Ī1][I2(x, y)− Ī2]√∑

x,y [I1(x, y)− Ī1]2
∑

x,y [I2(x, y)− Ī2]2
(A.4)
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(a) The Lena image (b) Region 1 (c) Region 2

Figure A.1 : The Lena picture - For testing the error functions, two regions of interest
on the image are selected (region 1 is marked in black and region 2 in white).

The NCC coe�cient may vary from [-1,1] but in this study, only the range [0,1] where
1 is a perfect match is considered (results in the interval [-1,0] are rounded up to 0).

A.3 A metric based on the Bhattacharyya coe�cient

First, let us consider the η bin histogram g of an image I, where:

g = gl|l=1,...,η where

η∑
l=1

gl = 1 (A.5)

The statistical distance d between two histograms 1g and 2g of images I1 and I2

respectively can be de�ned as:

d =

√√√√1−
η∑
l=1

1gl 2gl (A.6)

Minimizing the distance d is equivalent to maximizing the Bhattacharrya coe�cient.
Therefore, the inverse of the distance d is used as a similarity measure between two images:

D =
1

d
(A.7)

The output of the D may vary depending on the histograms of the input images. In
this study, only 8-bit grayscale images are used, with intensity values ranging from [0,255]
gray values. For avoiding sensitivity problems regarding small intensity shifts, the number
of histogram bins η is reduced to 32. The histogram for regions 1 and 2 from Figure A.1
are plotted in Figure A.2.

A.4 Mutual Information

Mutual information can be used in the context of visual tracking for measuring the sim-
ilarity between two images. It measures the dispersion in the joint intensity co-ocurrance
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Figure A.2 : 32-bin histograms for region 1 (left) and region 2 (right).

probability distribution between a pair of images. It yields high values for pairs of images
with a sparse joint intensity distribution.

For measuring the amount of mutual information between two images I1(x, y) and
I2(x, y), their joint probability distribution p must be de�ned. It consists of a 2D his-
togram where each axis is the number of possible grayscale values in each image. For each
and same pixel position on both images, a histogram cell is incremented. The mutual
information between two images can be de�ned as:

M(I1, I2) = −
∑
u,v

p(u, v) · log(
p(u, v)

1g(u)2g(v)
) (A.8)

where p(u, v) is the probability value corresponding to the u-row and v-column of the joint
distribution, 1g and 2g are the image histograms corresponding to I1 and I2, respectively.
Figure A.3 illustrates an example of a joint probability distribution function for a given
pair of images in Figure A.1. Note that if two images are perfectly aligned, the histogram
is highly focused. As the images mis-align, the dispersion grows.

In this study, the inverse of the mutual information is used as a similarity measure:

J =
1

M(I1, I2)
(A.9)
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Figure A.3 : (Left) The joint probability distribution of region 1 (from Figure A.1) with
itself. (Right) The joint probability distribution of regions 1 and 2.
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A.5 Experiments

For choosing the most convenient error measure for tracking the beating heart, the
alignment errors during the tracking experiments from the previous chapter (the track-
ing experiments on the LIRMM1 and DAVINCI experimental data discussed in section
II.5.2.2) have been analyzed for the three techniques described above.

For illustration purposes, we plot in Figure A.4 the error outputs using the three sim-
ilarity measures chosen in this study for the frame extracted from the LIRMM1 tracking
experiment illustrated in Figure III.14. Notice that the NCC measure translates the best
the presence of specular re�ections on the images.

This is due mainly to a smaller error output variability when tracking di�erent image
sequences, the NCC has shown to be the most convenient measure of alignment error. The
metric based on the Bhattacharyya coe�cient and mutual information display large error
output variations between di�erent sets of reference images and are also very sensitive to
motion blur.
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Figure A.4 : The image alignment error for both left and right views is measured using
three similarity measures. The output of each similarity measure used in our studies for
the tracking results illustrated on top is computed (the left and right columns correspond
to the left and right warped stereo images).





Appendix B

The E�cient Second-order
Minimization (ESM)

B.1 The template tracking problem

The ESM algorithm was presented in Benhimane et al. [Benhimane and Malis, 2004].
Let us consider a (h × w) image template T with pixel coordinates x = (x, y). For
simpli�cation purposes, the columns of T are stacked to obtain a vector of intensities of
all pixels xi (with i = 1, 2, ..., w · h). In addition, w(x,h) can be de�ned as an image
transformation operation (such as a translation, a�ne or projective transformation, etc)
where x 7→ w(x,h) = x′.

The goal of template-based tracking is to �nd the transformation h that minimizes
the alignment error between the mapped pixels of the current image I and the reference
template T. Traditionally, minimizing the alignment error is equivalent to minimizing
the cost function f(h) which is the sum of squared di�erences (SSD) between T and
I(w(x,h)), which is the current image I transformed by the mapping of parameters h:

f(h) =
1

2

∑
i∈A

[I(w(xi,h))−T(xi)]
2 =

1

2
||I(w(xi,h))−T(xi)||2 (B.1)

where A is the set of pixels positions x in the reference image T. The minimization of
the non-linear equation above is done iteratively. At each iteration, an update ∆h is
computed in order to �nd the global minimum of the cost function. The minimum is
reached when the derivative of the cost function with respect to the warping parameters
is zero:

∂f(h)

∂h
= 0 (B.2)

For linearizing the above equation, the derivative of f is approximated about the
current warping parameters h = hc:

∂f(h)

∂h
≈ ∆I J(h) + ∆hTS (B.3)

where ∆I = I(w(x,hc))−T(x), J is the derivative of I(w(x,h)) with respect to x and S
is the Hessian matrix:

S =
∂2f(h)

∂h2

∣∣∣∣
h=hc

(B.4)
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To overcome convergence problems and reduce the computational cost of the problem,
several methods can be used to approximate Ŝ, such as:

Ŝ = αI Steepest Descent

Ŝ = JTT Gauss-Newton

Ŝ = JTT+ α(JTT) Levenberg-Marquardt

The standard Newton minimization method solves equation (B.2) using an approxi-
mation for the Hessian matrix listed above:

∆h = −S−1J(h)T∆I (B.5)

B.2 The second-order approximation

Based on the second order minimization introduced by Ezio Malis in [Malis, 2004], a
second-order Taylor series of the image I evaluated at hc centered at h0 (which represent
the identity warp w(x,h0) = x) yields:

T(x) ≈ I(w(x,hc)) + J(hc)∆h+
1

2
D(hc,∆h)∆h (B.6)

whereD(hc,∆h) is a matrix that depends on h and on the Hessian matrices of I(w(x,hc)).
Using the �rst order series of J(h) about hc evaluated at h0, one obtains:

J(h0) ≈ J(hc) +D(hc, δh) (B.7)

Replacing the above equation in (B.6):

T(x) ≈ I(w(x,hc)) +
1

2
(J(h0) + J(hc))∆h (B.8)

which is equivalent to:

∆I ≈ 1

2
(J(h0) + J(hc))∆h (B.9)

The above equation is the second order approximation of ∆I for a small ∆h. In order
to obtain the increment ∆h for a given frame, the pseudo-inverse of the mean of the
Jacobians is computed:

∆h ≈ 2(J(h0) + J(hc))
+∆I (B.10)

It is important to note that results equivalent to the ESM method described above
have also been proposed in the works of Averbuch et al. [Averbuch and Keller, 2004],
based on a similar formulation of the image alignment problem. Nevertheless, the ESM
is more e�cient than the bidirectional gradient method in [Averbuch and Keller, 2004]
since the latter requires the inverse of a Jacobian matrix of twice the size as the one in
the ESM.
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Figure B.1 : Lenna image used for the experiments. The chosen region of interest is
displayed on the right.

B.3 Comparative analysis

In this section, the three methods described in this appendix (Gauss-Newton,
Levenberg-Marquandt and the ESM) are compared. The Lenna image is chosen for the
experiments. A 100 ×100 template has been chosen from the image as shown in Figure
B.1. The template image was warped 1000 times using random homography transforma-
tions, adding Gaussian noise to the original coordinates of the 4 corners of the template.
The standard deviation of this Gaussian noise σ is increased from 1 to 12. The percentage
of results that converged among all 1000 tests are illustrated in Figure B.2(top). From the
experiments, the ESM presents the best performance, with a percentage of convergence
around 45% at σ = 12. Figure B.2(down) illustrates the average convergence speeds for
the three methods with a �xed σ = 10, illustrating the superior performance of the ESM.
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Figure B.2 : Comparative analysis of the convergence frequency (left) and convergence
rate (right).



Appendix C

Lens distortion correction

Let a point in space X of coordinates [X, Y, Z] in the camera reference frame. Assum-
ing a calibrated camera, the focal length κ = [κ1, κ2], the principal point υ = [υ1, υ2] and
the radial and tangential distortion parameters ρ = [ρ1, ...ρ5] are known. Projecting the
point X onto the image plane, one obtains the normalized (pinhole) point xn such that:

xn =

[
X/Z
Y/Z

]
=

[
xn
yn

]
(C.1)

For including the lens distortion e�ect, the normalized distorted point coordinate xd
is computed as:

xd =

[
xd
yd

]
= (1 + ρ1r

2 + ρ2r
4 + ρ5r

6)xn + o (C.2)

where r = ||xn||2 and o is the tangential distortion vector given as:

o =

[
2 ρ3xnyn + ρ4(r2 + 2x2

n)
ρ3(r2 + 2y2

n) + 2 ρ4xnyn

]
(C.3)

Finally, the pixel coordinates xp of a point X in space on the image plane is given as:

xp =

[
xp
yp

]
=

[
κ1xd + υ1

κ2yd + υ2

]
(C.4)

For correcting the original distorted image Id acquired by the camera, the 3D points
of each pixel of the ideal undistorted image I are projected onto the image plane using
the distortion model above. For computing the intensity values of I, a simple bilinear
interpolation of the intensity values of the distorted image Id for each distorted pixel values
xp is su�cient. An example of the steps above is given in �gure C.1. The calibration
parameters used for computing the undistorted image are given in Table C.1.
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Focal Length Principal Point Distortion Parameters

κ =

[
661.67001
662.8285

]
υ =

[
306.09590
240.78987

]
ρ =


−0.26425
0.22645
0.00020
0.00023

0



Table C.1 : The calibration data for the example in �gure C.1

Figure C.1 : A lens distortion correction example. On the left, the original distorted
image Id acquired by the camera and on the right, the undistorted image I (source:
[Bouguet, 2009]).



Appendix D

Parametric deformable models

D.1 Depth from disparity

For evaluating the deformable models for representing the heart surface proposed in the
literature, the performance of di�erent techniques for retrieving a dense 3D depth map of
the operating site in MIS is compared. Depth is estimated from the disparity between the
recti�ed stereo pair [Fusiello et al., 2001]. Although recti�cation is not strictly necessary,
it greatly simpli�es the formulations and the transformation from disparity to Cartesian
coordinates.

In the next section, a qualitative analysis of the reconstruction results using
a TPS model, tensor B-Splines [Lau et al., 2004] and Piecewise Bilinear mappings
[Stoyanov et al., 2005a] are given. For estimating the parameters of each deformable
model, the ESM algorithm is used. It is also important to remark that no illumination
compensation techniques are used in the comparison.

D.2 Experimental results

D.2.1 Setup

For this experiment, the DAVINCI image sequence (see section II.5.2.1) is used. For
comparing reconstruction results, a 150x150 pixel region of interest de�ned in �gure D.1
with 25 evenly spaced control points is considered for the TPS and bilinear models,
whereas 36 parameters are used for the B-spline model for achieving the same spatial
resolution as the other models. The number of ESM iterations was limited to 50, except for
the hierarchical piecewise bilinear mapping estimation. The minimization loop converges
if the sum of elements of the increment vector drops below 0.01 (

∑
δh < 0.01).

D.2.2 Discussion

Examples of reconstructed surfaces using each parametric model are given in �gure
D.2. The experimental results relative to each deformable model are summarized below:

• The B-spline model: since no regularization is enforced, the B-spline surface can
deform freely and �ts better the workspace shape. Since the B-spline basis functions
are estimated locally, it converges faster than all methods (an average of 15.57
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Figure D.1 : (Left) Original left stereo image extracted from the DAVINCI sequence
(Middle) The original image after the correction of the lens distortion (Right) The undis-
torted image recti�ed using the algorithm proposed by Fusiello et al. [Fusiello et al., 2001].
The region of interest is delimited by the white square.

iterations are required for convergence). However, the estimation of the mapping
borders is problematic and depth recovery may become unstable.

• The Piecewise Bilinear Model: bilinear mapping does not provide a smooth ap-
proximation of the heart surface shape, which translates in a high alignment error.
Moreover, without the hierarchical mapping estimation proposed in the original pa-
per, depth recovery is ine�cient and tracking eventually diverges. In average, 18.73
iterations are required for convergence.

• TPS model: a visual inspection indicates that the most stable results are obtained
using the TPS mapping. Due to its intrinsic regularization properties, the TPS
model adapts well to the heart surface shape and converges with a small number of
iterations per frame (12.5 iterations in average), as indicated in �gure D.3.
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Bilinear B-spline TPS

Figure D.2 : Comparative Analysis � Reconstructed ROI on the heart surface at a
given instant (left column) Piecewise bilinear model (middle column) B-spline model
(right column) adaptive TPS model
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Figure D.3 : The number of ESM iterations for convergence.





Appendix E

Estimated Fourier series coe�cients

E.1 The estimated Fourier series harmonics

For illustrating the evolution of the Fourier series coe�cients, the amplitude of each
harmonic of the Fourier series that model the x component of the LIRMM1 experimental
data is plotted in Figure E.2. Notice the transient during the initialization, since the
coe�cients are initialized as zeros. The respiratory and cardiac frequencies are plotted in
Figure E.1. Notice that no signi�cant frequency variations can be veri�ed in the LIRMM1
experimental data.
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Figure E.1 : The estimated respiratory and cardiac frequencies in the experiments with
the LIRMM1 data. Notice that no signi�cant frequency variations can be veri�ed.
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Figure E.2 : The amplitude of the Fourier series coe�cients that model the LIRMM1
experimental data.





Appendix F

The Jacobian Matrix

F.1 Building the Jacobian matrix

Given the α-vectorw = w1, w2, ..., wi, resulting from the multiplication between matri-
cesMiK∗ in equation (II.15), we can compute the terms of the Jacobian J corresponding
to the Cartesian coordinates of the i-th control point in h as follows:

∂I(w3D(xi,h))

∂hi
= (∇IxwiC1,1 +∇IywiC2,1)/si (F.1)

∂I(w3D(xi,h))

∂hi+α
= (∇IxwiC1,2 +∇IywiC2,2)/si (F.2)

∂I(w3D(xi,h))

∂hi+2α

= wi
(C1,3∇Ix + C2,3∇Iy

si
− C3,3

∇Ixsx′i +∇Iysy′i
s2
i

)
(F.3)

where α is the number of TPS control points and Ci,j is the element in i-th line and j-th
column from the corresponding camera calibration matrix C. Notice that the elements
[sx′i sy′i si] are computed using equation (II.15).





Acronyms

AR Augmented Reality
CABG Coronary Artery Bypass Grafting
CUDA Compute Uni�ed Device Architecture
ECG Electrocardiogram
EKF Extended Kalman Filter
ESM E�cient Second-order Minimization
FFT Fast Fourier Transform
GPU Graphics Processing Unit
IPP Intel Performance Primitives
LMS Least Mean Squares
MIS Minimally Invasive Surgery
NCC Normalized Cross-Correlation
POI Point Of Interest
Sfs Shape from Shading
TECAB Totally Endoscopic Coronary Artery Bypass
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