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Synthèse

Les rayons cosmiques sont des particules venant de l’Univers et bombardant la Terre per-
pétuellement. Leurs énergies observées sur Terre vont du MeV jusqu’à quelques 1020 eV.
Malgré qu’ils fussent découverts il y a presque un siècle, par Victor Hess en 1912, il ne reste
pas moins que leur nature et leur origine restent un mystère. Par ailleurs, notre connaissance
actuelle en physique des particules fut initiée par les rayons cosmiques, avec la découverte du
positron en 1932, du muon en 1937, du pion en 1947 ou bien plus tard des particules étranges
comme le kaon. Néanmoins, la communauté des physiciens des particules se détourna plus
tard des rayons cosmiques au profit d’expériences sur accélérateurs avec l’émergence du
CERN.

Le phénomène aujourd’hui connu sous le nom de gerbe atmosphérique fut découvert
par Pierre Auger en 1938. Utilisant des compteurs fonctionnant en coïncidence et séparés
de plusieurs centaines de mètres, Auger démontra qu’il existe de grandes gerbes de partic-
ules arrivant au niveau du sol. Il estima que ces gerbes détectées provenaient d’un rayon
cosmique primaire d’énergie pouvant atteindre une énergie de 106 GeV, soit un saut de cinq
ordres de grandeur par rapport aux précédentes découvertes faites par Bruno Rossi.

Le spectre en énergie des rayons cosmiques, c’est-à-dire le flux de particules primaires en
fonction de leur énergie, est d’une incroyable régularité (voir Figure 1.1). Son comportement
en loi de puissance E−γ, d’indice spectral moyen 2.7, contient cependant quelques brisures
comme

• le genou autour de 5× 1015 eV, communément interprété comme la fin du processus
d’accélération des rayons cosmiques par les restes de supernovae galactiques,

• le second genou vers 1017 eV, représentant la fin de l’accélération des noyaux de fer par
les supernovae, l’énergie atteinte par ce processus d’accélération étant proportionnelle
au numéro atomique Z du noyau,

• la cheville à 3 × 1018 eV, interprétée comme la région de transition entre les rayons
cosmiques galactiques et extragalactiques. La position de la cheville sur le spectre serait
l’énergie à laquelle les deux composantes contribuent de manière équivalente au flux
de rayons cosmiques,

• la coupure au-dessus de 3× 1019 eV, correspondant à la fin du spectre des rayons cos-
miques. Même si cette coupure semble confirmée par les derniers résultats publiés dans
la communauté, son origine reste toujours inconnue.
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Figure 1: Spectre en énergie des rayons cosmiques. La line en trait pointillé montre une loi
de puissance en E−3 pour comparaison. Les positions approximatives des genoux et de la
cheville sont indiquées par leurs flèches respectives.
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L’explication la plus répandue pour cette fin de spectre est la coupure dite GZK, du nom
des trois physiciens Kenneth Greisen, Georgiy Zatsepin and Vadim Kuz’min. L’année qui
suivit la découverte du Fond Diffus Cosmologique (FDC) par Penzias et Wilson, ils prédirent
que l’interaction de protons d’extrême énergie avec le FDC devrait produire une coupure
dans le spectre des rayons cosmiques aux énergies supérieures à quelques 50 EeV. De nos
jours, cet effet est connu sous le nom d’effet GZK. L’interaction mise en jeu est la photo-
production de pion, c’est-à-dire un proton interagit avec un photon du FDC pour créer un
pion, via la résonance ∆+ à 1232 MeV.

Dans la suite, nous allons nous intéresser exclusivement aux rayons cosmiques d’énergie
supérieure à 1018 eV, appelés rayons cosmiques d’ultra-haute énergie (RCUHEs). Du fait de leur
très faible flux sur Terre, environ une particule par km2 et par siècle au-delà de 1019 eV, leur
détection directe n’est pas réalisable. Une fois entrés dans l’atmosphère, ils produisent une
gerbe de particules secondaires. Ce sont ces particules qui, après de successives interactions,
arrivent au niveau du sol.

L’Observatoire Pierre Auger

L’Observatoire Pierre Auger est le plus grand détecteur de rayons cosmiques jamais con-
struit sur Terre. Il a été conçu pour mesuré le flux, la distribution des directions d’arrivées
et la composition des rayons cosmiques au-dessus de 1018 eV avec une grande statistique.
La conception fut adaptée afin de comprendre le désaccord entre deux résultats précédem-
ment publiés sur la fin du spectre en énergie des rayons cosmiques. En effet, deux expéri-
ences, AGASA (Akeno Giant Air Shower Array) et HiRes (High Resolution Fly’s Eye), util-
isant deux techniques différentes, des scintillateurs au sol et des télescopes de fluorescence,
respectivement, avaient mesuré, avec un nombre d’événements limité, des spectres en én-
ergie contradictoires. AGASA montrait l’amorce d’une augmentation du flux aux énergies
supérieures à 5× 1019 eV tandis que les données d’HiRes indiquaient une coupure autour
des mêmes énergies.

L’expérience Pierre Auger est située dans la province de Mendoza, en Argentine, près de
la ville de Malargüe. Sa construction fut achevée à la fin de l’année 2008 (voir Figure 2). Le dé-
tecteur est composé de 1660 stations au sol – des cuves d’eau Cherenkov et leur électronique
embarqué – agencées sur un réseau triangulaire, espacées chacune de 1.5 km, et couvrant
une surface totale de 3 000 km2. Durant les nuits claires sans Lune (un peu plus de 10% du
temps), quatre stations optiques – Los Leones, Los Morados, Loma Amarilla, Coihueco –
regardent l’atmosphère au-dessus du réseau Auger. Chaque station contient six télescopes,
conçus pour récolter la lumière de fluorescence produite par les gerbes atmosphériques. Les
cuves au sol détectent les particules (principalement des muons, électrons, positrons et pho-
tons) atteignant le sol, alors que les télescopes récoltent la lumière de fluorescence émise lors
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Figure 2: Description de l’Observatoire Pierre Auger, détecteur hybride de rayons cos-
miques d’UHE énergie. Le réseau de maille triangulaire avec ses 1660 cuves est représenté
au sol, entouré des 4 sites de fluorescence.

de la désexcitation du diazote.

En effet, lorsqu’une gerbe de particules se développe dans l’atmosphère, les électrons qui
y sont produits excitent les molécules de diazote qui émettent ensuite une lumière de fluores-
cence de manière isotrope dans l’intervalle en longueur d’onde 300–430 nm. Ce nombre de
photons de fluorescence émis est directement proportionnel à l’énergie déposée par la gerbe
dans l’atmosphère. Dans le cas de l’expérience Auger dite hybride, l’estimation de l’énergie du
rayon cosmique est dépendante des mesures de fluorescence. Lorsque les télescopes opèrent,
c’est-à-dire environ 10% du temps, les signaux enregistrés dans les cuves au sol sont calibrés
en énergie avec les mesures de fluorescence, moins dépendantes des modèles théoriques
pour estimer correctement l’énergie des rayons cosmiques. Une courbe d’étalonnage est donc
obtenue grâce aux événements hybrides. Puis, le reste du temps, lorsque uniquement la dé-
tection au sol n’est possible, cette calibration est utilisée pour estimer l’énergie.
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Au vu de l’importance de la mesure par fluorescence dans l’estimation de l’énergie des
rayons cosmiques, il est primordial de bien reconstruire les photons de fluorescence pro-
duits dans l’atmosphère. En fait, dans l’expérience Pierre Auger, l’atmosphère est utilisée
comme un calorimètre géant. Contrairement aux expériences sur accélérateur, ce calorimètre
est en constante évolution. Afin de réduire autant que possible les incertitudes systéma-
tiques sur les mesures de fluorescence, les propriétés de l’atmosphère doivent être suivies
continuellement. Ces propriétés incluent les variables d’état comme la température, la pres-
sion ou l’humidité pour la partie moléculaire de l’atmosphère, mais également des quantités
décrivant le caractère diffusant de l’atmosphère telles que la profondeur optique ou la fonc-
tion de phase1. En effet, de leur point de production au télescope, les photons de fluorescence
peuvent être diffusés et/ou absorbés par des molécules et/ou des aérosols.

Le travail de cette thèse de doctorat s’est axé sur les aérosols atmosphériques et leur effet
sur l’estimation de l’énergie des rayons cosmiques. Les aérosols sont de fines particules en
suspension dans l’atmosphère, avec une taille de l’ordre du micromètre. Ces particules peu-
vent rester dans l’atmosphère plusieurs jours, voire plusieurs semaines, tout ceci dépendant
principalement de leur altitude, de leur composition chimique ou des précipitations durant
la même période.

Mesure des aérosols atmosphériques à l’Observatoire Pierre Auger

Afin d’étudier et de simuler l’effet des aérosols sur la propagation des photons de fluo-
rescence, deux quantités physiques sont nécessaires: la distance moyenne parcourue par
un photon avant de rencontrer un aérosol, et l’angle de diffusion. Alors que la première
grandeur est estimée par la profondeur optique des aérosols, la deuxième est extraite de la
fonction de phase des aérosols.

Dans le cadre de l’expérience Pierre Auger, les aérosols sont mesurés toutes les nuits
où des mesures de fluorescence sont opérées. La profondeur optique des aérosols à une
altitude h et à une longueur d’onde fixée λ, notée τa(h, λ), est mesurée toutes les heures
grâce au laser central installé à l’Observatoire Auger. Le principe repose sur le fait qu’un tir
laser vertical voit son profil de lumière observé par les télescopes modifié en fonction de la
concentration en aérosols dans l’atmosphère. La Figure 6.11(a) donne les distributions des
profondeurs optiques d’aérosols à 3.5 km au-dessus du sol, pour trois sites de fluorescence.
On définit comme ”claires” les nuits ayant un τa 6 0.01 et de ”sales” celles avec τa > 0.1.
La Figure 6.11(b) montre la distribution au cours de l’année des ”nuits claires” et des ”nuits
sales”. Il ressort clairement que les ”nuits claires” ont beaucoup plus tendance à se produire
durant l’hiver austral, c’est-à-dire entre juin et août.

1Ces deux quantités peuvent être comprises comme la mesure de la concentration et de la section efficace
différentielle, respectivement.
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Figure 3: Mesures de la profondeur optique d’aérosols à partir du laser central d’Auger.
(a) Profondeur optique d’aérosols à 3.5 km au-dessus du sol à Los Leones, Los Morados et
Coihueco. Jeu de données entre janvier 2004 et décembre 2010. (b) Fréquence des ”nuits
claires” (τa 6 0.01) et des ”nuits sales” (τa > 0.10) au fil de l’année à Los Morados.
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La fonction de phase des aérosols, notée Pa(θ), représente la densité de probabilité de
l’angle de diffusion θ. Dans l’expérience Auger, cette fonction de phase est paramétrée par
une Henyey-Greenstein, du nom de ses deux inventeurs. Elle est définit par la relation

Pa(θ|g, f ) =
1
σa

dσa

dΩ
=

1− g2

4π

[
1

(1 + g2 − 2g cos θ)3/2 + f
3 cos2 θ − 1

2 (1 + g2)3/2

]
, (1)

où g = gHG = 〈cos θ〉 est le facteur d’asymétrie et f décrit l’importance du pic de rétrodiffu-
sion. En utilisant une approche originale et inédite basée sur le modèle Ramsauer connu
en diffusion atomique et nucléaire, nous avons établi une correspondance entre la taille
moyenne des aérosols et le facteur d’asymétrie g (voir Figure 4(a)).
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La Collaboration Auger détermine la fonction de phase des aérosols en mesurant le
paramètre d’asymétrie g. Auparavant, la technique consistait à récolter la lumière diffusée
par une lampe ayant son faisceau se propageant juste au-devant d’un site de fluorescence.
Deux lampes, installées à Coihueco et Los Morados, ont pour but de mesurer la lumière dif-
fusée pour des angles compris entre 30◦ et 150◦. La distribution du paramètre g ainsi obtenue
est donnée en Figure 4(b). Basée sur un raisonnement utilisant une nouvelle fois l’approche
Ramsauer, il a été démontré que cette technique ne pouvait détecter les aérosols de grandes
tailles, puisque leur pic de diffusion à l’avant est situé à des angles bien plus petits que 30◦

(la largeur du pic de diffusion est inversement proportionnel à la taille). Dans ces conditions,
une nouvelle méthode de mesure du paramètre d’asymétrie g a été développée. Utilisant
des tirs lasers très inclinés produit par le laser central d’Auger, il est possible d’accéder aux
angles de diffusion plus grands qu’environ 6◦. De nouvelles configurations de tirs laser ont
donc été proposées, puis acceptées par la Collaboration Auger. Un résultat préliminaire de
cette nouvelle méthode, basée sur des tirs laser à Los Leones, est donné en Figure 4(a). Une
nouvelle population de gros aérosols est détectée via cette nouvelle technique. Les futurs
données confirmeront ou non cette observation.

Origine géographique des aérosols

Les aérosols atmosphériques sont très mobiles. Ainsi, les populations d’aérosols présentes
au-dessus de l’Observatoire Pierre Auger ne dépendent pas seulement des émissions lo-
cales, mais également des émissions et conditions météorologiques autour du détecteur.
L’atmosphère détectée par les télescopes de fluorescence contient également des aérosols ra-
menés par des masses d’air voyageant au-dessus du réseau au sol.

Afin de vérifier l’influence des régions périphériques à l’Observatoire Pierre Auger,
un modèle de rétrotrajectographie des masses d’air, HYSPLIT (HYbrid Single-Particle La-
grangian Integrated Trajectory), a été utilisé dans cette étude. L’idée est simple: nous avons
vu précédemment que les mesures d’aérosols fait à l’Observatoire Auger pouvaient être clas-
sifiées en ”nuits claires” et en ”nuits sales”. Partant de cette observation, voyons si ces deux
catégories de nuits ont des trajectoires de masses d’air différentes. Si une telle observation
était faite, cela signifierait que les aérosols présents au-dessus du détecteur Auger ne sont pas
seulement affectés par le sol local, mais également par les régions avoisinantes.

La Figure 6.12 représente la distribution des rétrotrajectoires des masses d’air pour les
”nuit claires” et les ”nuits sales”. Egalement sont données les distributions des directions des
masses d’air. Lors des ”nuits claires”, les masses d’air proviennent directement de l’Océan
Pacifique, alors que pour les ”nuits sales”, les masses d’air ont circulé presque exclusivement
au-dessus du continent Sud-Américain. Cette observation peut être comprise par le fait que
les aérosols mesurés à Auger ont pour origine majoritairement le sol. Ainsi, les masses d’air
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des masses d’air influençant l’atmopshère d’Auger.
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Figure 6: Erreurs sur l’énergie et le maximum de développement Xmax induites par
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traversant les zones terrestres ont le temps de se charger en aérosols.

Effet de la taille des aérosols sur la reconstruction des gerbes

L’estimation de l’énergie ou du maximum de développement de la gerbe Xmax dépend de la
diffusion multiple des photons de fluorescence dans l’atmosphère, de leur émission à leur
détection. Pour la première, une étude sur l’effet de la taille des aérosols sur la diffusion des
photons durant leur propagation est présentée. Jusqu’à présent, les paramétrisations repro-
duisant la contribution de la lumière diffusée sur la lumière directe ont toujours supposé une
taille d’aérosols correspondant à un facteur d’asymétrie g = 0.6. La Figure 8.20 donne les
erreurs sur l’énergie et le Xmax pour g = 0.90 et g = 0.95, par rapport au cas où g = 0.6
(valeur par défaut choisie par la Collaboration Auger). Dans les deux cas, une surestimation
de l’énergie et du Xmax est observée. Pour les plus gros aérosols, la différence en énergie
∆E/E atteint +4% et le décalage pour le Xmax est de +5 g/cm2. Sachant que les erreurs sys-
tématiques sur le Xmax sont aux alentours de 12 g/cm2, l’effet des aérosols via la diffusion
multiple devrait être suivie avec plus de détails.
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Introduction

Cosmic rays are high-energy particles coming from the cosmos that bombard the Earth. De-
spite the fact that they were discovered one century ago, by Victor Hess in 1912, there remain
many questions and puzzles surrounding them, not least of which are their exact nature and
origin. Elementary particles such as positrons, muons or charged pions were discovered
from the observation of cosmic rays and study of their induced air showers. This was the
birth of elementary particle physics. However, the environment was not controlled enough
for precise measurements as is the case in a laboratory. Thus, particle accelerators were built,
providing higher luminosity for studying rare processes as well as known initial particle
states.

The cosmic ray energy spectrum observed on Earth extends from below 1 GeV to beyond
1020 eV, more than 11 orders of magnitude. This energy spectrum drops rapidly with energy.
Indeed, for the so-called ultra-high energy (UHE) cosmic rays corresponding to the right-hand
limit of the spectrum, the flux on the order of only one particle per century and per square
kilometre. This makes these events only detectable indirectly through Extensive Air Show-
ers (EAS). Nowadays, fundamental properties of these UHE cosmic rays such as their origin,
their chemical composition and their acceleration mechanisms are still a mystery. These as-
pects are developed in Chapter 1.

The Pierre Auger Observatory was conceived to address the mystery of UHE cosmic rays.
Covering more than 3 000 km2, it represents a turning point in this field of research since it
provides unprecedented statistics for UHE cosmic rays. It was designed as a hybrid instru-
ment, utilizing both an array of surface detectors (SD) and nitrogen fluorescence detectors
(FD). The detectors at ground record the shower’s lateral profile and the telescopes detect
the fluorescence light emitted during the shower development in the atmosphere. A detailed
description of the Auger experiment is given in Chapter 2.

Up to now, the highest energy collision reproduced in a particle accelerator experiment is
7 TeV in the centre of mass, by the Large Hadron Collider (LHC) at CERN (Centre Européen
de Recherches Nucléaires). The physics used to describe the highest energy collisions in the
atmosphere is obtained by extrapolation. Hence, the characteristics of the first interactions
occurring during the development of the air shower in the atmosphere are unknown. One
direct effect of these extrapolations is the muonic component which seems to be different be-
tween simulation and observation. Chapter 3 presents a phenomenological approach based
on average values in order to provide a better understanding of the muonic part in EAS.
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One of the main challenges for the FD detection technique is the understanding of the
atmosphere, used as a giant calorimeter. To minimize as much as possible the systematic un-
certainties in fluorescence measurements, the Auger Collaboration has developed an exten-
sive atmospheric monitoring program. Chapter 4 enumerates the different facilities installed
at the Pierre Auger Observatory, and discusses the atmospheric data recorded over the past
few years.

The purpose of this PhD thesis is to improve our knowledge of the atmospheric aerosols,
and their effects on light propagation. The physics governing light attenuation by aerosols is
provided by the Mie scattering theory. It is expressed as a series with many terms, obscuring
the physical interpretation. Thus, Chapter 5 illustrates this scattering phenomenon by us-
ing the Ramsauer approach, a model well-known in atomic and nuclear physics. Analytical
solutions are derived and applied to the Auger context.

Before studying in detail the atmospheric aerosols and their effect on air shower recon-
struction, Chapter 6 focuses on their geographical origin. The aerosols probed in Auger
have in general a lifetime of a few days, depending mainly on their size and on atmospheric
conditions. Thus, aerosols affecting our measurements are brought by air masses travelling
through the Auger Observatory. Correlations between aerosol origin and aerosol properties
measured at the Auger location are to be expected.

From the Ramsauer approach and its analytical solutions, we observe that aerosols af-
fecting the most the fluorescence light scattering are those having the largest size. Hence,
a method to evaluate the aerosol size is presented in Chapter 7. This technique uses the
very inclined shots fired by the Auger central laser facility to estimate the largest aerosol size
ever probed by the Auger Collaboration. A first estimation of the aerosol size is given and
compared with previous results obtained by the Auger Collaboration.

Finally in Chapter 8, the aerosol size dependence will be included in the parameteriza-
tions describing multiple scattering, i.e. the contribution of the scattered light to the direct
light. Indeed, up to now, this dependence has not been taken into account in the light atten-
uation models. The purpose of this chapter is to see how the aerosol size affects the multiple
scattering contribution to the direct light. A new multiple scattering parameterization depen-
dent on the aerosol size is given. Its effect on the air shower reconstruction, i.e. the shower
energy and the shower maximum development, is given.
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Cosmic rays are a wide topic, deeply related to many fields of physics, ranging from
particle and nuclear physics to astrophysics and cosmology. Our present knowledge of ele-
mentary particles was initiated by cosmic rays, with the discovery of the positron in 1932, the
muon in 1937, the pion in 1947, and later of the strange particles kaon and Λ-hyperon.

From the astrophysical point of view, hower, almost one century after their discovery,
fundamental questions of cosmic ray physics remain unanswered, particularly at ultra-high
energy. What kind of particles are they ? Where do they come from ? How can they be
accelerated to such high energies ? What is the spatial distribution of their sources ? What
can they tell us about the cosmic accelerators producing such extreme energies ? How strong
are the magnetic fields that they traverse on their way to Earth ? How do they interact with
the cosmic background radiation and what secondary particles are produced from these in-
teractions ? What can we learn about particle interactions at these otherwise inaccessible
energies ?
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Here, after a brief historical review of the subject, we will examine these different ques-
tions and recent progress towards answering some of them, including the last results from
the Pierre Auger Observatory.

1.1 A brief history of cosmic rays

From balloon flights made by Victor Franz Hess as early as 1912 [1] it became clear that the
ionization of the atmosphere increased very strongly with increasing altitude. Hess noted
that the intensity of the ionization first decreased, but at around 1 km it started to increase
markedly. This would not be expected if the origin was entirely from radioactive decay of
material in the Earth’s crust, as had previously been suggested. Werner Kolhörster flew bal-
loons to altitudes exceeding 9 km in Germany and measured even higher ionization level.
Hess and Kolhörster concluded that the air was being ionized by an extraterrestrial source:
cosmic rays. The term came from Robert Millikan who was trying to prove that cosmic rays
were γ-rays since they are very deeply penetrating in the atmosphere. The nature of this ra-
diation remained unclear for many years, although it was shown by means of the ”latitude”
and ”east-west” effects that the primary radiation included particles with energies as great
as 1010 eV, and also that the majority were positively charged.

In 1928, a particle detector with the ability to reveal the passage of charged particles was
developed. The Geiger counter, developed by Hans Geiger, was used by Walther Bothe and
Werner Kohlörster to prove that cosmic rays can penetrate thick absorbers. Bruno Rossi used
three Geiger counters, disposing them on a horizontal surface, so that no single particle could
pass through the three detectors. He developed a coincidence circuit to select only events
triggering the three detectors at the same time. This apparatus measured a great number of
coincidences proving in this way the existence of secondary particle showers.

The phenomenon now known as extensive air showers (EAS) were discovered by Pierre
Auger in 1938 in Paris [2], but he was also working at mountain altitudes. Using two or three
counters, operated in coincidence, and separated by a variable distance of up to 300 m, Auger
demonstrated that there are large particle showers arriving at ground level where particles
are correlated in time and space. Pierre Auger estimated that the showers that were detected
came from a primary cosmic ray of energy up to 106 GeV – a jump of five orders of magnitude
over previous results.

The energy spectrum of cosmic rays, i.e. the primary particle flux as a function of energy,
is almost featureless. Extending from 1010 eV (solar cosmic rays) up to 1020 eV, it follows a
power law E−γ with an exponent γ, the so-called spectral index, almost constant and close to
2.7 (see Figure 1.1). This smooth power law spectrum contains three general features:

• the cosmic ray knee around 5× 1015 eV, considered to be an acceleration feature. Par-
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Figure 1.1: Energy spectrum of cosmic rays. Compilation of measurements of the differential
energy spectrum. The dotted line shows an E−3 power law for comparison. The approximate
positions of the ankle and the two knees are indicated.



4 Chapter 1. Ultra-High Energy Cosmic Rays

ticles of energy below and around the knee are accelerated in galactic astrophysical
objects such as supernova remnants. By assuming the energy of the cosmic ray to be
proportional to the charge of the nucleus, the knee can be explained by successive cuts
in energy of the nuclei when their charge increases, i.e. Eknee(

A
Z X) = Z× Eknee(proton).

Published results from the KASCADE experiment seem to confirm this view [3].
Around 1017 eV, the spectrum shows a second knee, usually explained as the end-point
for the acceleration of iron nuclei by supernova.

• the cosmic ray ankle at 3× 1018 eV, interpreted as the transition region from cosmic
rays of galactic origin to those of extragalactic origin. The extragalactic component
is thought to have a pure proton composition. The position of the ankle would be
the energy where the two components contribute equally to the total flux. It is not
obvious how the particles above the ankle are accelerated, even if it is believed that
this is done by extragalactic objects, such as active galactic nuclei (AGN) or gamma-ray
bursts (GRB).

• the cutoff above 3× 1019 eV, corresponding to the end of the cosmic ray energy spec-
trum. In standard interpretation this is explained by the interaction of the cosmic
rays with the cosmic microwave background (CMB), known as the Greisen-Zatsepin-
Kuz’min (GZK) cutoff. More details will be given later, in Section 1.3.

In the following, we will focus on the cosmic rays with energy above 1018 eV, the so-
called ultra-high energy cosmic rays. Pioneering work by Bassi, Clark and Rossi in 1953 at
MIT demonstrated that an array of ground level detectors could reconstruct the incidence
direction of an EAS by a simple relative timing method [4]. This led to the Agassiz experiment
which ran from 1954–1957 and was probably the first system which may be called an EAS
array. As a follow up to the Agassiz facility, the first of the ”giant” EAS array was constructed
by Linsley and Scarsi at Volcano Ranch in New Mexico, USA (8 km2 area), commencing
operation in 1959 [5]. In 1962, a shower was recorded with a primary energy of 1020 eV [6] –
an increase of five orders of magnitude over Auger’s previous results. Discoveries continued
during the next fifty years with larger and larger arrays but the total world statistics at ultra-
high energy remained small.

1.2 Extensive air showers

Due to the steeply falling flux of incident particles with energy, direct observation of the
primaries by using high altitude balloon and satellite experiments is only possible up to
' 1014 eV. Above this limit information regarding the energy, arrival direction and nature
of the particles can only be deduced by observing the cascade of secondaries.
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When a cosmic ray reaches the atmosphere, it interacts with the nuclei of the air
molecules, generating several secondary particles. The interaction cross section rises with
energy, and also with the mass of the primary. The primary energy imparted to the par-
ticles of this second generation, which in turn interact again in the atmosphere generating
new particles. The iteration of this process produces the so-called extensive air shower. In a
1019 eV proton-initiated shower, 2.4% of the primary energy goes into muons, 96% into the
electromagnetic cascade, and the rest into neutrinos and hadronic particles which survive to
ground level. Hence a reasonably detailed understanding of shower development processes,
including hadronic interactions, is necessary.

The rapid progress of particle physics over the last fifty years has provided excellent
knowledge of fundamental particle interaction properties, and the energy frontier has been
pushed very high. The centre of mass energy available at the first interaction of a 1020 eV
cosmic ray is ' 400 TeV – still two orders of magnitude above the available energy of the
world’s most powerful proton-proton collider, the Large Hadron Collider (LHC) at CERN in
Switzerland and France. However, it must be remembered that ”standard” collider exper-
iments are principally designed to probe rare interactions which result in products having
large transverse momenta (high pT), and in any case do not yield direct information regard-
ing proton-nucleus collisions. Nevertheless, experimental programs specifically devoted to
the study of cross sections in the forward region are ongoing. For example, at LHC, experi-
ments like LHCf [7] or TOTEM [8] should be able to validate the EAS models at the nominal
energy of the LHC.

A simple qualitative description of an ultra-high energy cascade is useful, and will be
given in the following. When working with EAS it is convenient to consider position in
the atmosphere in terms of g/cm2 of overlying air mass. The relation between depth X
and altitude above sea level h is approximately exponential with scale height ' 8 km, but
somewhat modified by the atmospheric temperature gradient

X = (1000 g/cm2) exp
(

h
8 km

)
,

since the sea level is at depth of 1000 g/cm2.

The basic properties of the development of the cascade can be extracted from a simplified
model, the so-called Heitler model [9]. It describes the evolution of a pure electromagnetic
shower.

1.2.1 Heitler model for electromagnetic cascades

The evolution of an extensive air shower is dominated by electromagnetic processes. The
electromagnetic interactions can be calculated very accurately from quantum electrodynam-
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mπ0
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Figure 1.2: Schematic diagram showing the principal EAS cascade processes. An incident
cosmic ray nucleon is assumed, and the resulting shower has three parts: the nucleonic cas-
cade corresponding to the surviving primary itself (the ”leading” nucleon), the pionic cas-
cade and the electromagnetic cascade which is fed by neutral pion decay.

ics. The generation of the electromagnetic component is driven by electron bremsstrahlung
and pair production. Eventually the average energy per particle drops below a critical en-
ergy, Eγ

c (80 MeV in air), at which point ionization takes over from bremsstrahlung and
pair production as the dominant energy loss mechanism. The e± energy loss rate due to
bremsstrahlung radiation is nearly proportional to energy, whereas the ionization loss rate
varies only logarithmically with the e± energy. The changeover from radiation losses to ion-
ization losses depopulates the shower. One can thus categorize the shower development in
three phases:

1. the growth phase, in which all the particles have energy greater than Eγ
c ,
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emitted along the beam axis, and the calibration procedure
of relative spectrograph sensitivity (cf. Section 3.4) derived
calibration factors from measurements with the calibration
lamp placed in different positions along the beam axis. If
calibration factors obtained only from a measurement with
the calibration lamp placed at the optics center are used,
the relative fluorescence band intensities changed by at
most 3%. Half of this shift was conservatively taken as
an estimate of the associated systematic uncertainty.

Several checks were performed. The linearity of the fluo-
rescence emission with beam currents from 0.2 to 14 lA
was verified. Possible systematic effects due to the beam
position were investigated. The fluorescence spectrum was
measured with the beam moved ±1 cm in the directions
transverse to the nominal beam axis. No difference beyond

the statistical uncertainty in the relative intensities of the
fluorescence bands was found. Several models for back-
ground evaluation were tested, which always resulted in
changes of the relative band intensities within the quoted
uncertainties. A measurement of the fluorescence spectrum
in pure nitrogen gas was performed, which showed that all
the observed bands in the air fluorescence spectrum are
associated with nitrogen excitation.

In order to assess the relevance of argon on air fluores-
cence, the fluorescence spectrum emitted by a 79% N2–21%
O2 gas mixture was measured at the same pressure and
temperature conditions as the mixture with argon. Fig. 5
shows the correlation of the relative intensities of the 34
fluorescence bands measured with the 79% N2–21% O2

and the 78% N2–21% O2–1% Ar mixture. A linear fit
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Fig. 4. Measured fluorescence spectrum in dry air at 800 hPa and 293 K.

Table 1
Measured fluorescence band intensities in dry air at 800 hPa pressure and 293 K temperature

k (nm) k interval (nm) Ik (%) k (nm) k interval (nm) Ik (%)

296.2 292.5–297.0 5.16 ± 0.29 366.1 363.2–366.4 1.13 ± 0.08
297.7 297.0–299.6 2.77 ± 0.13 367.2 366.4–367.5 0.54 ± 0.04
302.0 301.5–303.3 0.41 ± 0.06 371.1 367.6–371.7 4.97 ± 0.22
308.0 306.8–309.3 1.44 ± 0.10 375.6 371.7–376.3 17.87 ± 0.63
311.7 309.3–312.3 7.24 ± 0.27 380.5 376.3–381.4 27.2 ± 1.0
313.6 312.3–314.1 11.05 ± 0.41 385.8 383.0–386.0 0.50 ± 0.08
315.9 314.1–316.7 39.3 ± 1.4 387.7 386.0–388.0 1.17 ± 0.06
317.6 317.0–318.4 0.46 ± 0.06 388.5 388.0–388.7 0.83 ± 0.04
326.8 325.6–327.1 0.80 ± 0.08 391.4 388.7–392.1 28.0 ± 1.0
328.5 327.1–329.0 3.80 ± 0.14 394.3 392.1–394.9 3.36 ± 0.15
330.9 329.0–331.3 2.15 ± 0.12 399.8 394.9–400.5 8.38 ± 0.29
333.9 331.3–334.3 4.02 ± 0.18 405.0 400.5–406.6 8.07 ± 0.29
337.1 334.3–338.4 100.00 414.1 412.5–414.4 0.49 ± 0.07
346.3 344.2–347.2 1.74 ± 0.11 420.0 416.6–420.6 1.75 ± 0.10
350.0 347.2–350.6 2.79 ± 0.11 423.6 420.7–424.0 1.04 ± 0.11
353.7 350.6–354.4 21.35 ± 0.76 427.0 424.0–427.4 7.08 ± 0.28
357.7 354.4–359.9 67.4 ± 2.4 427.8 427.4–428.6 4.94 ± 0.19

The intensity of the 337 nm band was used for normalization. The wavelength intervals used for the signal integration are also reported.

M. Ave et al. / Astroparticle Physics 28 (2007) 41–57 47

Figure 1.3: Measured fluorescence spectrum in dry air at 800 hPa and 293 K (from [10]).

2. the shower maximum, Xmax,

3. the shower tail, where the particles only lose energy, get absorbed or decay.

An EAS is mainly composed of electrons and positrons with energies below 1 GeV, even
if the shower is initiated by a hadronic particle. During its development through the atmo-
sphere, the shower emits light. The principal phenomenon of interest is the production of
fluorescence light, by the interaction of low-energy electrons with the N2 molecules in the air.
These molecules can radiate the acquired energy by internal transitions in the energy range
of 300 to 430 nm (ultraviolet light, UV). A typical spectrum from these molecules is shown
in Figure 1.3. Using this fluorescence light, longitudinal profile of the air showers can be
reconstructed and subsequently the energy of the primary particle can be estimated.

The relativistic particles in an EAS also generate a large amount of Cherenkov light. Un-
like the fluorescence light, this radiation is not emitted istropically, but strongly beamed in
the shower direction. If the shower is pointing directly at the fluorescence detector, the re-
sulting Cherenkov light can easily exceed the isotropic light component of the shower. But,
even if the direct beam is not pointing towards the detector, additional scattered Cherenkov
light also contributes to the shower image in the telescope. Hence, air shower reconstruction
methods have to take Cherenkov light into account.
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1.2.2 Extension of the Heitler model to hadronic showers

Figure 1.2 is a schematic diagram showing the principal cascade processes in a shower initi-
ated by an incident cosmic ray nucleon. Not shown are the Cherenkov (forward beamed) and
fluorescence (isotropic) photons, produced principally by the electromagnetic cascade, and
which reach ground level in large numbers over a wide area. At each successive generation
of the nucleonic shower, approximately one half of the energy continues in nuclear particles,
the great bulk being carried by a single ”leading” nucleon (depending on the inelasticity).
The rest of the incident energy produces pions, with roughly one sixth each going to π−,
π+ and π0. The charged pions of the initial generations have such high energies that decay
is effectively suppressed, and the bulk make nuclear collisions, and so give rise to a pionic
cascade. However, the proper lifetime of the π0 is so short that the majority will decay to
gamma rays before interacting (π0 → γ + γ). Thus at each generation of the pionic cascade,
one third of the available energy is lost to the electromagnetic cascade, and the remaining
energy is distributed among a larger number of particles. During these successive steps, the
nucleonic cascade continues to develop the pionic cascade.

The critical energy Eπ
c , when decay π± → µ± + νµ starts to dominate over nuclear inter-

actions, determines the end of the hadronic cascade. Eπ
c depends on the atmospheric density

and on the pion decay length and is about 20 GeV (see Chapter 3 for more details). In this
approach we neglect, from this point on, π0 decays and their associated electromagnetic cas-
cades and obtain a formula for the shower maximum:

Xmax = Xs(E0|A = 1) + X0 ln
(

E0

m(E0|A = 1) Eγ
c

)
, (1.1)

where Xs(E0|A = 1) is the depth of the first interaction for a proton primary (A = 1), X0 is the
radiation length of the medium (X0 = 37 g/cm2), E0 the primary energy and m(E0|A = 1)
the multiplicity of the first interaction.

The interaction of a nuclear primary is more complex with a random degree of fragmen-
tation taking place at each step of the nucleonic cascade. However the superposition model
allows us to extend the Heitler model to cover nuclei. A nucleus with atomic number A is,
to a first approximation, equivalent to the superposition of A nucleons of individual energy
E0/A. Equation (3.1) can then be modified, enabling in this way the comparison between
proton and iron showers

Xmax = Xs(E0|A) + X0 ln
(

E0/A
m(E0|A) Eγ

c

)
. (1.2)

An iron initiated shower has a higher maximum than one produced by a proton with
the same energy. This comes essentially from the fact that Xs(E0|A) is smaller for an iron
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Figure 1.7: (a)-(c) Longitudinal profiles [64]. (d) The mean Xmax versus energy [65], data from
[31,38,66,67] compared to air shower simulations for iron. proton and photon primaries. For hadronic
primary particles, the differing model predictions are given as solid line for QGSJET01c [68,69], dotted
line for SIBYLL2.1 [70,71], dashed line for EPOS1.61 [72] and dashed-dotted line for QGSJETII.3 [73].

with the same energy.

The longitudinal profile, i.e. the number of particles as a function of the amount of matter
crossed (atmospheric depth) is observed with fluorescence telescopes. Charged particles excite
nitrogen molecules that emit light in the ultra violet (UV) wavelength band. The energy
deposited is proportional to the total number of particles. Not all the energy is going into
fluorescence light, since a part of it is carried away by neutrinos (produced mainly in pion and
muon decays) and very low energetic particles. This contribution called the invisible energy,
was obtained from simulations and is about 5% of the total energy. A mean longitudinal
profile is shown in Fig. 1.7(a), 1.7(b) and 1.7(c) compared to the simulated profiles of iron,
proton and photon. The Heitler model, even if it is a very crude approach predicts the
observed dependency of Xmax with energy in data as shown in Fig. 1.7(d). The cosmic rays
in the ultra high energy range suggest a general trend from heavy cosmic ray primaries at

10

Figure 1.4: Longitudinal profiles for three different primary cosmic rays. (a) iron, (b) proton
and (c) γ-ray. An example of a shower with an energy of 1019 eV recorded by the Pierre Auger
Observatory is included in the three plots.

nucleus than for a proton, and also because the logarithmic term is smaller for iron (A = 56).
Furthermore, the fluctuation of the position of Xmax from one shower to another is smaller
for heavy nuclei than for light ones. Figure 1.4 gives the simulated longitudinal profiles for
three different primaries, validating these two expectations.

From Equation (3.2) it is easy to obtain the rate of evolution of Xmax with energy, the
so-called elongation rate

D10 =
dXmax

d log10 E0
=

dXs(E0|A)

d log10 E0
+ X0 ln 10×

(
1− Eγ

c
dm(E0|A)

d log10 E0

)
. (1.3)

For nuclei and protons, the variations of the depth of the first interaction Xs(E0|A) and
the multiplicity m(E0|A) are the same. Thus different nuclei will have identical elongation
rates and will show up as parallel lines on a plot of Xmax versus primary energy E0.

1.3 Astrophysical problems presented by the highest energy cos-
mic rays

The ultra-high energy cosmic rays (UHECR) are the most energetic particles known. Under-
standing their origin, production and propagation can be expected to give us insight con-
cerning basic aspects of our Universe.

1.3.1 Origin and acceleration of cosmic rays up to 1020 eV

It is rather difficult to identify potential sources for the highest energy cosmic rays based on
current physical knowledge. The question of how to accelerate cosmic rays up to 1020 eV has
been pending since their first observation in the 1960’s. The models that can be imagined to
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produce particles with sufficiently high energy are split into two categories called the top-
down and bottom-up scenarios. The first involves the decay of very high mass relics from
the early Universe requiring physics beyond the standard model of particles and their inter-
actions. The second involves searching for possible acceleration sites in known astrophysical
objects that can provide energies of the order of 1021 eV. In this section, we will briefly discuss
the general characteristics of these two scenarios.

1.3.1.1 The ”top-down” models

One way to overcome the many problems related to the acceleration of UHECRs is to intro-
duce super-massive particles, having masses mXc2 much greater than 1020 eV, and originating
from high-energy processes in the early Universe. These particles should typically decay to
quarks and leptons. The quarks hadronize producing jets containing mainly light mesons
(such as pions) with a small percentage of baryons (mainly nucleons). The pions decay to
photons, (anti-)neutrinos and electrons/positrons. Hence, energetic photons, neutrinos and
charged leptons, together with a small fraction of nucleons, are produced directly with ener-
gies up to ∼ mXc2 without any acceleration mechanism, the UHECR emerging directly from
this decay cascade.

In order to observe the decay products of super-massive particles as UHECRs today, three
basic conditions must be satisfied: their mass must be large enough (mXc2 � 1020 eV); the de-
cay must occur in a recent cosmological epoch, i.e. at distances shorter than about 100 Mpc1;
the number density and rate of decay of the particles have to be large enough to be compati-
ble with the observed flux of UHECRs.

The super-massive particles that could satisfy these criteria fall, basically, into two cate-
gories

1. Topological defects, such as magnetic monopoles or cosmic strings [11, 12]. The stabil-
ity of the defect can be locally broken via radiation, interaction or collapse, producing
particles that decay instantly: this happens in the false vacuum, trapped within the
defect, to fall into the true vacuum, so that the gauge bosons of the field trapped in
the defect acquire a mass mX and decay. The flux of UHECR is related to the number
density of topological defects and their radiation, collapse or interaction rate.

2. Cosmological relic particles, with a lifetime of the order of the age of the Universe
since these relics have to decay now to explain the UHECR flux presently observed [13,
14]. Super-massive relics accumulate in dark matter halos, especially in the halos of
galaxies. The distribution of such relics should be linked to the galaxy distribution in

11 pc = 1 parsec = 3.26 light-year = 30.856× 1012 km.
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the sky. Hence the strongest signature for this model is anisotropy. The UHECR flux
will depend on the ratio of the density of the relics to their lifetime.

If the ”top-down” scenario dominates UHECR production above a certain energy, the
photon fraction should increase. However, recent observations made by the Auger Observa-
tory on the photon fraction and on the flux of high energy neutrinos indicate the contrary.
This has considerably reduced the probability that the source of UHECRs is to find in such
models.

1.3.1.2 The ”bottom-up” models

It is generally assumed that the diffusive shock acceleration process is the most likely mech-
anism to accelerate particles to high energy.

Second-order Fermi mechanism: stochastic acceleration
The stochastic acceleration mechanism was first investigated by Enrico Fermi in 1949 [15].
The principle of Fermi acceleration is the transfer of energy from macroscopic motion to
microscopic particles through their interaction with magnetic inhomogeneities. The energy
transfer results from a sequence of collisionless scattering events with magnetic field turbu-
lences. In the version elaborated by Fermi himself, magnetic scattering centres, typically in-
terstellar clouds, had random velocities which led to an energy gain of order ∆E/E ∝ β2

cloud,
where β is the average velocity of the scattering centres in units of c (βcloud = v/c). This
process is called the second-order Fermi mechanism (βcloud ' 10−4).

The energy acquired depends on the time that the particle spends in the zone of magnetic
turbulence and thus on the characteristics of the latter, which are poorly known for astrophys-
ical objects. The process is also very inefficient in the non-relativistic case since βcloud � 1,
and it cannot explain the observed spectrum.

First-order Fermi mechanism: diffusive shock acceleration
An extension of the Fermi acceleration mechanism is obtained by considering multiple scat-
tering of the particle with shock fronts. The macroscopic motion is now coherent, as for the
case of a shock wave where particles can gain energy as they bounce back and forth. In this
hypothesis, the average gain for an individual interaction with the shock is ∆E/E ∝ βshock.
This process is the so-called first-order Fermi mechanism (βshock ' 10−1).

Shock waves are quite frequent in the Universe, for instance where an ejecta encounters
the interstellar medium. Supernova remnants (SNR) are attractive candidates for cosmic ray
acceleration because they have higher magnetic fields than the average interstellar medium.
Hence SNR are believed to be the sites where galactic cosmic rays are accelerated via the
first-order Fermi mechanism. Popular shock regions for UHECR acceleration are gamma-ray
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Figure 1.5: Hillas plot showing potential astrophysical sources for UHECRs. Uncertainties
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protons can be confined to a maximum energy of Emax = 1021 eV. Above the dotted line,
protons could be confined up to Emax = 1020 eV. Above the red line, iron nuclei could be
confined up to Emax = 1020 eV.
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burst (GRB) shocks, jets and hot spots of active galactic nuclei (AGN).

One of the principal advantages of the diffusive shock acceleration mechanisms is that
it naturally leads to a power law spectrum whose predicted index is compatible with that
measured experimentally.

Hillas criterion: possible candidate sites
At the highest energies, the Larmor radius of the accelerated particle in galactic magnetic
fields is larger than the galactic halo. Thus, confinement is not maintained for UHECRs,
motivating the search of extragalactic sources. Expressing the confinement criterion in the
particular case of sources with magnetic field strength B and spatial extension L enables us
to make a first selection of potential candidate accelerators. This is the so-called Hillas criterion
and is defined as follows [16] (1 EeV = 1018 eV)

Emax = β Z
(

B
1 µG

) (
L

1 kpc

)
EeV. (1.4)

In the case of relativistic shock velocities with highly relativistic blast waves, Equation (5.9)
corresponds to the maximum energy for the frame at rest. The maximum energy has to be
multiplied by the bulk Lorentz factor Γshock for the shock, to be estimated in the galactic
frame.

Figure 1.5 presents the ”Hillas diagram” where candidate sources are placed in a B− L
phase-space. Looking at the Hillas diagram one sees that only a few astrophysical sources
satisfy the acceleration requirements. Among the possible candidates are neutron stars and
other similar compact objects, large-scale shocks due to merging galaxies or clusters of galax-
ies, the cores and jets of Active Galactic Nuclei, hot spots of radio-galaxies and processes
producing Gamma Ray Bursts. In the case of iron as the primary, the situation becomes more
promising for other sources, such as the galactic halo or extremely magnetic white dwarfs.

1.3.2 The propagation of ultra-high energy cosmic rays

When examining the propagation of the UHECRs from their sources to the observer, two
kinds of processes have to be considered:

• interactions with the cosmic magnetic fields that affect their direction and travel time,
but not their energy and composition,

• interactions with cosmic particles and radiation backgrounds that affect their energy
and their composition, but not their direction.
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Schematic representation of magnetized regions intervening in UHECR propagation. Their

approximative characteristic length scales are indicated in grey.

flux of secondary particles (pioneered by Berezinsky & Gazizov 1993). Numerical Monte-

Carlo methods are best suited to model inhomogeneous distribution of sources, calculate

secondary emissions, and treat the complex processes intervening in the propagation of

nuclei in the intergalactic medium. Among the existing propagation codes that have been

developed for this purpose, one might refer to the public code CRPropa (Armengaud et al.

2007) and to the complete nuclei propagation tool by Allard et al. (2006).

The calculated spectra are in very good agreement with the observed spectra for a variety

of chemical compositions, Galactic to extragalactic transition models, source evolution his-

tories, and injection spectrum indices between 1.6 − 2.7, for a fixed maximum acceleration

energy, Emax (see, e.g., Figure 2). Kachelriess & Semikoz (2006) demonstrate that relaxing

the assumption of a single maximum acceleration energy and introducing a power-law dis-

tribution of Emax leads to a change in the overall propagated spectrum slope. A key region

for models to fit is the ankle around a few EeV where the spectral slope changes (see Section

4). The precise shape of the GZK feature depends on the local source density and on the

transient or continuously emitting natures of the sources (see, e.g., Aloisio & Boncioli 2010;

Berezinsky et al. 2006; Blasi et al. 1999; Medina Tanco 1998; Miralda-Escudé & Waxman

1996). For instance, if Emax " 100 EeV a recovery of the spectrum at high energies can be

observed by future detectors.

3.2 The effects of Magnetic fields

The absence of powerful astrophysical counterparts in the arrival directions of UHECRs

is probably related to the effect of cosmic magnetic fields that deflect and delay particles

during their propagation. Charged particles are subject to the influence of magnetic fields

14 Kotera & Olinto

Figure 1.6: Schematic representation of magnetised regions intervening in UHECR propa-
gation (from [17]). Their approximate characteristic length scales are indicated in grey.

1.3.2.1 The effects of magnetic fields

Once cosmic rays are emitted by a source, the charged ones will undergo deflections caused
by the galactic magnetic field (GMF) and/or the extragalactic magnetic field (EGMF). For
different energies and magnetic fields, the trajectories can be very different. Charged particles
are subject to the influence of magnetic fields in the source environment, in the intergalactic
medium and in the galaxy, as depicted in Figure 1.6.

The average intensity of the galactic magnetic field is expected to be around 1 to 5 µG.
This means that particles of 1020 eV would have a Larmor radius rL of 10 to 50 kpc, similar
to the dimension of the galaxy (rL = E/ZeB). Nevertheless, even though this constitutes
a proof that the highest energy cosmic rays have an extragalactic origin, the GMF deflects
slightly their trajectories. Large progress has been made in recent years on galactic field
observations and their effect on the propagation of UHECRs [18]. These studies conclude
that the deflection δ for particles of charge Ze end energy E can be expected not to exceed

δ ' 10◦ Z
40 EeV

E
. (1.5)

The fluxes from both protons and heavier nuclei can appear dispersed around their sources,
or globally translated in the sky with a small dispersion. Source image distortions are
stronger for heavier nuclei [19]. Also, cosmic magnetic fields are not uniform in the sky,
implying that angular deflections depend on the observed direction.
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The extragalactic magnetic field is much less well known. Its structure is unknown but the
average intensity is expected to be around 1 nG [20]. Neronov & Semikoz [21] have demon-
strated that combining the observation of extended gamma-ray emissions around point
sources with time delay measurements in gamma-ray flares should provide robust measure-
ments on the EGMF, and help constrain the possible scenarios on their origins. Using data
from the Fermi Gamma-ray Space Telescope, the existence of EGMF of order 10−16− 10−15 G
has been suggested based on upper limits on the secondary emission for a few blazars [22].

1.3.2.2 Interaction processes on cosmic backgrounds and GZK cutoff

Almost fifty years ago, Penzias and Wilson reported the discovery of the cosmic 2.7 K thermal
blackbody radiation, the so-called Cosmic Microwave Background (CMB) [23]. It was produced
very early in the history of the Universe and led to the undisputed acceptance of the ”Big
Bang” theory of the origin of the Universe. Much more recently, the Wilkinson Microwave
Anisotropy Probe (WMAP) and Planck satellites have confirmed this discovery, showing that
the CMB is the most perfect thermal blackbody known to man. At the present time, it fills
the entire Universe with radio to far-infrared photons with a density of 400 cm−3.

Shortly after the discovery of the CMB, Kenneth Greisen [24] and Georgiy Zatsepin and
Vadim Kuz’min [25] predicted that pion-producing interactions of UHECR protons with
CMB photons should produce a cutoff in their spectrum at energies greater than 50 EeV.
This predicted effect is nowadays known as the GZK effect.

Three mechanisms contribute to the energy losses of ultra-high energy protons:

1. photo-pion production, responsible for the GZK cutoff,

2. electron-positron pair production,

3. redshift from the expanding universe.

The photoproduction interaction between protons and background photons γCMB

mainly leads to pion production

p + γCMB → ∆+(1232 MeV)→ n + π+

p + γCMB → ∆+(1232 MeV)→ p + π0

This interaction is well known thanks to particle accelerator experiments. Its highest effi-
ciency is at the mass of the ∆+ resonance, with a cross section of about 500 µb. Other reso-
nances are located at 1620 and 1700 MeV, but their cross sections are smaller2.

2website: http://pdg.lbl.gov

http://pdg.lbl.gov
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Photo-pion production is possible when the energy in the centre of mass
√

s is higher
than the sum of a proton mass mp and pion mass mπ, where the Mandelstam variable s in the
laboratory system is defined as

s = m2
p + 2 Ep Eγ(1− cos θ), (1.6)

where θ is the angle between the photon and the incoming proton. Eγ is the mean energy of
a CMB photon. In the case of a head-on collision (cos θ = −1), the minimum proton energy
is

Ep,π =
mπ

4 Eγ
(2 mp + mπ) ' 6.8× 1016

(
1 eV
Eγ

)
. (1.7)

For a typical CMB photon with an energy of 6× 10−4 eV, the energy threshold is about 1020 eV.
But there are CMB photons with higher energies, leading to a GZK cutoff lower in energy,
around 3× 1019 eV. This photo-pion production creates a horizon – the GZK horizon – from
which a particle with a higher energy than Ep,π cannot come. Figure 1.7 shows how a degra-
dation in energy can produce a horizon, i.e. a distance above which all the particles are seen
as having the same energy, even if the source could produce more energetic particles.

There is an additional small effect at lower energies due to electron-positron pair pro-
duction

p + γCMB → p + e+ + e−

The addition of two electron masses to the centre of mass energy
√

s in Equation (3.15) re-
quires a much lower proton energy

Ep,ee =
me

Eγ
(mp + me) ' 4.8× 1014

(
1 eV
Eγ

)
. (1.8)

For a typical CMB photon with an energy of 6× 10−4 eV, the energy threshold is about 8×
1017 eV.

Interaction length and Energy loss length
Two physical quantities are usually used to characterize the energy degradation during prop-
agation: the interaction length λ and the energy loss length xloss. They are defined as follows

λ =
1

nγ σ
, and xloss =

∣∣∣∣
1
E

dE
c dt

∣∣∣∣
−1

, (1.9)

where nγ is the CMB photon density (400 cm−3) and σ is the cross section of the physical
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Figure 1.7: Energy degradation of ultra-high energy protons via interactions with the cos-
mic microwave background radiation. The mean proton energy is shown as a function of
distance assuming initially mono-energetic beams of 1020, 1021 and 1022 eV.

Figure 7:

Proton energy loss lengths: black solid line for photo-pion production on CMB and IR-UV

photons; red solid line for pair production on CMB photons. Dashed lines represent the

interaction length (or mean free path to interaction) for photo-pion production on CMB photons

(thick) and IR-UV photons (thin), assuming the background of Stecker et al. (2006). The dotted

line indicates the losses due to cosmological expansion.

composition, spectrum, and redshift evolution translates to many orders of magnitude un-

certainty in the expected cosmogenic neutrino flux as discussed in Section 6.

3 The propagation of Ultrahigh Energy Cosmic Rays

While propagating from their sources to the observer, UHECRs experience two types of

processes: (i) interactions with cosmic backgrounds that affect their energy and their com-

position, but not their direction; and (ii) interactions with cosmic magnetic fields that affect

their direction and travel time, but not their energy and composition. Both leave a variety

of signatures on the observables of UHECRs and generate secondary neutrinos and gamma

rays (see Section 6.3).
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Figure 1.8: Energy loss lengths for (left) protons and (right) nuclei for photo-pion pro-
duction and for pair-production on CMB photons. The dotted line gives the losses due to
cosmological expansion (redshift). The dashed line represents the interaction length (or mean
free path) for photo-pion production on the CMB.
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Interaction process Eth [eV] λ xloss ε

Photo-pion production ∼ 6× 1019 ∼ 8 Mpc ∼ 50 Mpc mπ/mp ∼ 0.15
Pair production ∼ 8× 1017 ∼ 8 Mpc ∼ 8 Gpc 2 me/mp ∼ 10−3

Universe expansion ∼ 4 Gpc
Photo-disintegration ∼ 1.5 A× 1019 ∼ 1 Mpc ∼ A Mpc ∼ X/A

Table 1.1: Properties of the different interaction processes (numerical values taken
from [28]). Eth corresponds to the energy threshold for each physical process. A is the number
of nucleons in the incident nucleus and X is the number of nucleons produced by photodis-
integration.

process. The energy loss length is linked to the interaction length via the relation

xloss =
λ

ε
,

where ε is the energy fraction lost (i.e. the inverse of the inelasticity).

The energy loss lengths xloss for the three processes are shown in Figure 1.8. In the case
of energy loss due to the expansion of the universe, the energy loss length can be approxi-
mated to c/H0, where H0 is the Hubble constant (H0 = 75 km s−1 Mpc−1). Above ∼ 1020 eV,
the distance that particles can travel without losing their energy shortens considerably. If
cosmic rays originate from cosmological distances, their flux above this energy should be
consequently suppressed.

For primary cosmic rays with mass number A > 1, different interaction processes come
into play. At the highest energies, nuclei photo-disintegrate on CMB photons. One of the
processes occurs at the Giant Dipolar Resonance (GDR), for photon energies greater than
20 MeV in the centre of mass. The cross sections involved in the GDR, even if they are not
well known, are of the order of a few millibarns. The energy loss lengths for several nuclei
are shown in Figure 1.8. The minimum value for xloss is significantly lower for nuclei with
respect to the proton case, but is reached at higher energy, typically at A× 1020 eV. Also, the
pair production scales as Z2/A [26].

One remarkable effect is that nuclei with mass number A < 20 cannot travel farther than
a few tens of megaparsecs without disintegrating. Only iron has similar xloss value at 1020 eV.
Thus, it is the only element which is considered as a possible alternative to protons in the
chemical composition of UHECRs at energies greater than 1020 eV [27].

Table 1.1 summarizes, for each interaction process, the numerical values for the different
key quantities: the energy threshold Eth, the interaction length λ, the energy loss length xloss

and the energy fraction lost ε.

Secondary products of photo-pion production
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Figure 1.9: Results of the Pierre Auger Observatory for secondary products of the photo-
pion production. (a) Upper limits (95% confidence level) on the photon fraction in the inte-
gral cosmic ray flux for different experiments. The shaded region shows the expected GZK
photon fraction. Lines indicate predictions from ”top-down” models (from [29]). (b) Limits
at 90% confidence level for each flavour of diffusive ultra-high energy neutrino fluxes as-
suming a proportion of flavours of 1:1:1 due to neutrino oscillations (from [30]). Are shown
results from other experiments and theoretical predictions from ”top-down” models and for
cosmogenic neutrinos.
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Another way to validate the GZK cutoff is by detecting the secondary products from photo-
pion production. The main particles are GZK (or cosmogenic) neutrinos and GZK photons.
In the case of a proton primary, the production processes are the following

p + γCMB → n + π+

n → p + e− + ν̄e

π+ → µ+ + νµ → e+ + νe + ν̄µ + νµ

and
p + γCMB → p + π0

π0 → γGZK + γGZK

Figures 1.9(a)-1.9(b) show the upper limit on the photon fraction and on ultra-high energy
neutrinos obtained by the Auger Collaboration. No evidence of GZK photons or cosmogenic
neutrinos has been found yet by the Auger experiment. The different bounds produced by
the Auger Collaboration already exclude many ”top-down” models for the production of
UHECRs through decays of super heavy particles or topological defects, since these would
lead to significant photon fluxes (some predictions are shown in the figure). Hence the stan-
dard scenario of ”bottom-up” acceleration in astrophysical sources is reinforced. The next
years will be crucial for the different models and their corresponding predictions.

1.4 Latest results from the Pierre Auger Observatory

Before ending this chapter dedicated to UHECR physics, an overview of the current results
from the Pierre Auger Observatory is presented in this section.

1.4.1 Cosmic ray energy spectrum

The energy spectrum of cosmic rays with energy above 1019 eV has been subject to contro-
versy since the detection of the first particle in this energy range at Volcano Ranch [6]. Fol-
lowing the expectations from the GZK cutoff for protons, most of the flux above 6× 1019 eV
should come from sources closer than 100− 200 Mpc (see Section 1.3.2.2).

Two experiments, AGASA (Akeno Giant Air Shower Array) [31] and HiRes (High Reso-
lution Fly’s Eye) [32] using different techniques, scintillators as surface detectors and fluores-
cence telescopes, respectively, have measured, with a limited number of events, discrepant
spectra. AGASA showed a hint of a continuous flux for energies greater than 5× 1019 eV
while the HiRes data indicate a break in the flux around the same energy.
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Figure 1.10: The combined energy spectrum obtained by the Pierre Auger Collaboration.
Only statistical uncertainties are shown. The systematic uncertainty in the energy scale is
22% for the Auger data.

In 2008, the Auger Collaboration resolved this controversy by determining the energy
spectrum with very good energy resolution and a well defined collection area3. A break in
the spectrum was found around 4× 1019 eV [33]. The energy spectrum at energies greater
than 3× 1018 eV has been derived using data from the surface detector array of the Pierre
Auger Observatory. Up to December 2010, the exposure was 20 905 km2 sr yr. It is calcu-
lated by integrating the number of active detector stations of the surface detector over time.
The analysis of air showers measured with the fluorescence detector, due to its lower en-
ergy threshold and its good energy resolution, makes possible cosmic ray flux measurements
down to 1018 eV, i.e. the region where the transition between galactic and extragalactic cosmic
rays is expected. To ensure good energy reconstruction only events satisfying strict quality
criteria are accepted [34]. For hybrid events, i.e. events reconstructed by both the surface array

3The detection techniques used by the Pierre Auger Observatory and the advantage of a hybrid detector will
be discussed in the next chapter.



22 Chapter 1. Ultra-High Energy Cosmic Rays

(at least one station) and the fluorescence telescopes, the exposure goes from 100 km2 sr yr at
1018 eV, to 1000 km2 sr yr at 1020 eV.

Figure 1.10 gives the most recent combined energy spectrum published by the Auger
Collaboration [35]. The ankle feature seems to be somewhat more sharply defined in the
Auger data. This is possibly due to the different energy resolutions of the two instruments.
However, the two spectra are compatible within the systematic uncertainties. Fits have been
made to the Auger spectrum. For instance, a simple power fit indicates that the ankle is
located at log10(E/eV) = 18.61± 0.01, with the spectral break at log10(E/eV) = 19.41± 0.02.
The power law indices for the energy spectrum, defined as dN/dE ∝ E−γ, are γ = 3.27± 0.02
below the ankle, γ = 2.68± 0.01 above the ankle, and γ = 4.2± 0.1 at energies above the
break. Using these numbers, the disagreement from a continuous spectrum along the break
point can be ruled out with a five sigma significance.

Even though there is a suppression in the spectrum at the highest energies, it does not
mean necessarily that this is due only to the interaction of UHECRs with the CMB radiation,
i.e the GZK cutoff. Another plausible explanation would be the incapacity of the UHECR
sources to accelerate to higher energies. In the case where a heavy mass composition would
be confirmed, the suppression in the flux observed at 1019.4 eV cannot be the GZK cutoff.
Without knowledge of the UHECR composition or the spatial distribution of the sources, it
remains difficult to obtain significant information from the energy spectrum.

1.4.2 Anisotropy and arrival directions

The arrival directions of cosmic ray particles potentially provide important information on
the locations of their sources, in particular if the GZK effect takes place as expected, limiting
the candidates to nearby objects. This also depends on the charge of the particle and on the
magnetic fields as explained in Section 1.3.2.1.

The philosophy for point source studies has been to define a search ”prescription” using
an existing Auger cosmic ray data set. During the prescription’s development, cuts on the
data are optimized and comparison are made with several astronomical source catalogues.
The final prescription is then applied to a future independent data set. Such a prescription,
developed using very early Auger data up to May 2006, was set to test the correlation of ar-
rival directions of the highest energy particles (E > 55 EeV) with AGN from the Véron-Cetty
& Véron catalogue. The threshold of significance set in the prescription was exceeded (9 out
of the first 13 events in the subsequent data set arrived within 3.1◦ of an AGN closer than
75 Mpc) and the result was published in 2007 [37]. An update of this correlation has recently
been published [38], and the skymap is shown in Figure 1.11. The fraction of events correlat-
ing is now 21/55, or (38+7

−6)%, well above the 21% that would be expected if the distribution
was isotropic. While this degree of correlation is lower than was expected given the earlier
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Figure 2: Arrival directions of the events above 55 EeV (dots) and 3.1◦ circles around the directions towards
AGN in the VCV catalog closer than 75 Mpc.

spectral shape.

3. Anisotropies

Searches for localized anisotropies are motivated by the fact that cosmic ray trajectories in

galactic and extragalactic magnetic fields become straighter as the energy increases, being for in-

stance the typical deflection for a nucleus of charge Z traveling a distance L in the galactic field

(for which the regular component has a strength of∼ 3 µG coherent over scales∼ kpc) of

! # 3◦Z
(

B

3 µG

)(
L

kpc

)(
60 EeV

E

)
. (3.1)

This gives then the hope that cosmic ray astronomy may become feasible at ultra-high energies.

On the other hand, since above the GZK threshold the energies of extragalactic cosmic rays are

significantly attenuated as they propagate through the cosmic photon backgrounds, setting a suffi-

ciently high energy threshold implies that only sources within a relatively close-by neighborhood

can contribute to the fluxes observed at Earth. For instance, for a uniform distribution of proton

sources 90% of the cosmic rays reaching the Earth with energies above 60 EeV should have been

produced within about 200 Mpc [5], and comparable ‘GZK horizons’ are also found in the case of

Fe sources. Then, an efficient way to search for an anisotropy pattern, before any individual source

clearly stands up above the background, is to look for a correlation within a certain angular window

between the arrival directions of the events above a certain threshold energy and the location of a

certain type of candidate sources within a given distance.

One class of potential source population that may be able to accelerate particles up to these

extreme energies is the Active Galactic Nuclei (AGN), consisting of the supermassive black holes

(with masses up to∼ 109M$) accreting matter in the center of galaxies and emitting powerful jets.
An analysis performed by the Auger Collaboration [6, 7] indeed established a correlation with the

AGN in the Véron Cetty and Véron (VCV) catalog (which is actually a compilation of catalogs).

This correlation was most significant for events above 55 EeV and angular separations of less than

3.1◦ from AGN closer than 75 Mpc. In the latest study with data up to the end of 2009, the fraction
of events correlating within those parameters (excluding the events from the initial period used to

4

Figure 1.11: The 69 arrival directions of cosmic rays with E > 55 EeV detected by the Pierre
Auger Observatory up to 31 December 2009. They are plotted as black dots in an Aitoff-
Hammer projection of the sky in galactic coordinates. The solid line represents the border of
the field of view of the Auger Observatory for zenith angles lower than 60◦. Blue circles of
radius 3.1◦ are centred on the positions of the 318 AGNs in the VCV catalogue that lie within
75 Mpc and that are within the field of view of the observatory. Darker blue indicates larger
relative exposure. The exposure-weighted fraction of the sky covered by the blue circles is
21%.

Latest results from the Auger Observatory Esteban Roulet

Figure 3: Left panel: map of arrival directions of the events above 55 EeV and AGNs observed in X-rays by

SWIFT. Right panel: Likelihood contours (1, 2 and 3 ! ) vs. the isotropic fraction and the smoothing angular

scale ! .

fix those values) is 38+7−6%, well above the 21% that would be expected if the distribution were

isotropic [8]. A map of the observed arrival directions (dots) in galactic coordinates is shown in

fig. 2, displaying also circles of 3.1◦ radius around the location of nearby VCVAGN. One finds that
29 out of the 69 events do indeed fall inside one of the circles. Note that due to obscuration effects

the catalogs are particularly incomplete near the galactic plane, and hence it is understandable that

most of the events within 10◦ of the galactic plane do not correlate with objects in the catalog.

Alternative studies with different catalogs were also performed. For instance, figure 3 (left

panel) displays the same events and the distribution of nearby (within 200 Mpc) AGN observed in

X-rays by the SWIFT satellite. The size of the stars in the plot is proportional to the measured X-ray

fluxes, to a weight proportional to the attenuation expected due to the GZK effect and to the relative

exposure of the observatory in that direction. Smoothing out the sources in this map with gaussian

windows of a given angular scale, and adding a certain fraction fiso of isotropic background, a

likelihood test leads to optimal parameters (displayed in the right panel) corresponding to angular

scales below ∼ 10◦ and isotropic fractions between 40 and 80%. It is clear that amodel consisting
of only the sources in the catalog with deflections of a few degrees would not be consistent with

the data. The isotropic fraction that is required could well be accounting for the faint or faraway

sources not included in the catalog, or for the contribution from a strongly deflected heavy cosmic

ray component. We note that the actual sources of cosmic raysmay be different than the AGN (e.g.

they could be gamma ray bursts, galaxy clusters or colliding galaxies), and hence in the studies

described the AGN may just be acting as a tracer of a different but similarly distributed population.

Also the angular scales inferred are only indicative and maynot reflect the actual deflection suffered

by cosmic rays, since the closest AGN to an event need not be its source.

It is important that the correlation with nearby extragalactic objects observed is consistent with

cosmic rays from more distant sources having lost energy in accordance with the flux suppression

seen in the energy spectrum, and hence this further supports the interpretation that this suppression

is related to the GZK effect and not just due to the exhaustion of the sources.

A significant concentration of events is found around the location of Centaurus A (correspond-

ing to the largest star in the left panel of fig. 3), which is particularly interesting because this AGN

lies at only ∼ 4 Mpc from us. Figure 4 shows the number of observed events as a function of

the angular distance from Cen A together with the isotropic expectations (average and 68, 95 and

5

Figure 1.12: Skymap in galactic coordinates with the AGNs of the 58-month Swift-BAT cat-
alogue plotted as red stars with area proportional to the assigned weight. Coloured bands
have equal integrated exposure, and darker background colours indicate larger relative ex-
posure. The 69 arrival directions of cosmic rays with energy E > 55 EeV detected by the
Pierre Auger Observatory are plotted as black dots.
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publication, (69+11
−13)%, the arrival directions are still anisotropic at the following level: there

is a 0.3% chance of finding 21 or more correlating events from an isotropic distribution of
arrival directions.

Alternative studies with different catalogues have also been performed. For instance,
Figure 1.12 displays the same events and the distribution of nearby (within 200 Mpc) AGN
observed in X-rays by the SWIFT satellite. The size of the stars in the plot is proportional
to the measured X-ray fluxes. Of course, this study has been made a posteriori and therefore
cannot be used to estimate a confidence level for anisotropy.

A significant concentration of events is found around the location of Centaurus A, a par-
ticularly interesting AGN since it lies at only 4 Mpc from Earth. Inspecting the number of
observed events as function of the angular distance from the Cen A nucleus shows a most
significant departure from isotropy for 18◦, for which 13 events are observed while only 3
are expected from an isotropic distribution. Whether these events come from Cen A or from
other sources, such as from the Centaurus cluster lying behind (at 45 Mpc) is still unclear, but
this region looks especially promising for future anisotropy searches.

1.4.3 Mass composition

The last important piece of information being used to understand the production of the high-
est energy particles is the mass abundance. Indeed, each acceleration mechanism produces
a different fraction of elements ranging from proton to iron nuclei. The charge Ze of cosmic
rays is also important to track back the origin of the particle. We have seen in Section 1.3.2.1
that particles are deviated in the galactic and extragalactic magnetic fields by amounts pro-
protional to their charges. If the particles arriving on Earth have a low charge they may point
back to their source. But if their charge is larger, their directions could be greatly deviated
and the pointing information lost.

At the Pierre Auger Observatory, information on shower development can be extracted
using both the surface detector and the fluorescence detector. The different observables stud-
ied are subject to independent systematic uncertainties (both experimentally and theoreti-
cally). Also, the higher statistics of showers measured with the surface detector means that
higher energies can be reached than with the fluorescence detector. However, due to the large
fluctuations in shower development and the uncertainties in the hadronic interaction models,
primary particle identification is very difficult and not possible on an event-by-event basis.

Average depth of shower maximum 〈Xmax〉 and its fluctuations RMS(Xmax)
The longitudinal profile, corresponding to the energy deposited in the atmosphere, is re-
constructed by the fluorescence detector. In this study, hybrid events, i.e. showers observed
simultaneously by the two detection techniques, are used. From the profile, the depth of
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Figure 2: Results on shower evolution sensitive observ-

ables compared with models prediction. The error bars cor-

respond to the statistical uncertainty. The systematic uncer-

tainty is represented by the shaded bands.

panel, an example of b/a as a function of ln(sec θ) and the
corresponding fit to obtain Θmax is shown for the energy

bin of log(E/eV) = 18.85 − 19.00.

Data collected with the surface detector of the Pierre Auger

Observatory from January 2004 to December 2010 have

been used for the Θmax analysis, with a total of 18581

events surviving the following cuts. Events are required

to satisfy the trigger levels described in [9] and to be in

the regime of full array efficiency for all primary species:

E > 3.16 × 1018 eV and θ ≤ 60◦. For selected events,
detectors are used in the analysis if the signal size is above

10 VEM and not saturated and if they have core distances

between 500 m and 2000 m. The measured values ofΘmax

obtained for 6 bins of energy above 3.16 × 1018 eV are

shown in Fig. 2. The systematic uncertainty in the mea-

sured values of Θmax has been evaluated taking into ac-

count its possible sources: reconstruction of the core of the

shower, event selection and risetime vs core distance pa-

rameterisation and amounts to ! 10% of the proton-iron

separation predicted by the models. We note that muon

numbers predicted by EAS simulations differ from those

observed in data [2]. A preliminary study, using a nor-

malization of 1.6 [2], indicates a possible change of about

≤ 5% of the proton-iron difference.

As mentioned above, the shower observables Θmax and

Xmax are expected to be correlated as both are dependent

upon the rate of shower development. The correlation be-

tween Θmax and Xmax shown in Fig. 3 has been obtained

with hybrid data using criteria similar to those adopted

in [4]. In Fig. 3 theΘmax vsXmax correlations found with

Monte Carlo data are also shown for proton and iron pri-

maries, demonstrating that the correlation is independent

of the primary mass.
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Figure 3: Θmax vs Xmax. Black dots correspond to data,

while Monte Carlo results for proton(iron) primary are in-

dicated by red(blue) squares(circles).

2.3 Depth Profile of Muon Production Points

Using the time information of the signals recorded by the

SD it is also possible to obtain information about the longi-

tudinal development of the hadronic component of exten-

sive air showers in an indirect way. In [10] a method is pre-

sented to reconstruct the Muon Production Depth (MPD),

i.e. the depth at which a given muon is produced measured

parallel to the shower axis, using the FADC traces of de-

tectors far from the core. The MPD technique allows us to

convert the time distribution of the signal recorded by the

SD detectors into muon production distances using an ap-

proximate relation between production distance, transverse

distance and time delay with respect the shower front plane.

From the MPDs an observable can be defined, Xµ
max, as

the depth along the shower axis where the number of pro-

duced muons reaches a maximum. This new observable is

a parameter sensitive to the longitudinal shower evolution

11

Figure 1.13: Measurements of the longitudinal development of air showers by the Pierre
Auger Collaboration (from [39]). Results on observables sensitive to shower evolution are
compared with model predictions. The error bars correspond to the statistical uncertainty.
The systematic uncertainty is represented by the shaded bands. Three different interaction
models are plotted: QGSJetII-03, SIBYLL 2.1 and EPOS 1.99.
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shower maximum Xmax is obtained for each shower. According to the Heitler model, we
have seen in Section 1.2 that this quantity is sensitive to the primary composition. Hybrid
events recorded between December 2004 and September 2010 with reconstructed energy
above 1018 eV are used for this analysis. To obtain a good resolution in the measurement
of Xmax, several quality cuts are applied [40]. After all cuts, 6744 events are selected for the
analysis. The average values of the shower maximum 〈Xmax〉 and its corresponding fluctua-
tions RMS(Xmax) as a function of energy are shown in Figure 1.13. The systematic uncertainty
of about 13 g/cm2 corresponds to the uncertainties on the atmospheric conditions, calibra-
tion, event selection and reconstruction.

Asymmetry of signal risetime Θmax

The surface detector records the muonic and the electromagnetic components. Due to the
absorption of the electromagnetic component, the number of these particles at ground level
depends, for a given energy, on the distance to the shower maximum and therefore on the
primary mass. Subsequently, the time profile of particles reaching ground is sensitive to
cascade development since the higher the production height the narrower is the pulse. An
observable sensitive to mass composition can be extracted from this asymmetry, known as
Θmax [41]. Data collected with the surface detector from January 2004 to December 2010 are
used for the Θmax analysis, with a total of 18 581 events surviving the cuts. The measured
values of Θmax obtained for six energy bins above 3× 1018 eV are shown in Figure 1.13. The
systematic uncertainty corresponds to the reconstruction of the core of the shower, the event
selection and the risetime of the recorded signal.

Average depth of maximum muon production 〈Xµ
max〉

Using the time information of the signals recorded by the surface detector, it is also possible
to obtain information about the longitudinal development of the hadronic component of
the EAS. The muon production depth (MPD), i.e. the depth at which a given muon is
produced, is reconstructed [42]. This corresponds to a conversion of the time distribution
of the recorded signal, into muon production distances. The method assumes that muons
travel in straight lines from production to detection. From the MPD profile, an observable
can be defined, Xµ

max, as the depth along the shower axis where the number of produced
muons reaches a maximum. Up to now, the method is restricted to showers with zenith
angles around 60◦, since muons dominate the signal at ground level. The results of 〈Xµ

max〉
shown in Figure 1.13 are based on data collected between January 2004 and December
2010. The systematic uncertainty due to reconstruction bias, core position, rejection of the
electromagnetic component and quality cuts amounts to 11 g/cm2.

The evolution of 〈Xmax〉, RMS(Xmax), Θmax and 〈Xµ
max〉 with energy is similar, despite
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the fact that they come from completely independent techniques. In particular, at the highest
energies, all four observables show consistently that the trend in the Auger data is to a heavier
component for the mass composition as energy increases. One interesting possibility is that
the composition is still dominated by protons at the highest energies, and the air shower
behaviour observed is a result of changes in the interaction physics. Currently, the models
are required to extrapolate significantly beyond the region where direct measurements from
accelerator experiments are available.

1.4.4 Discussion of the Auger results

The Pierre Auger Observatory has set a new standard in high energy cosmic ray physics. The
quality of the data, the careful analysis and the large statistics has taken this research field
to a quantitative era of high energy astroparticle physics. Hints and uncertainties from the
past have been definitely confirmed or refuted and the parameter space for models has been
firmly restricted.

The precise measurements and large statistics of the Pierre Auger Observatory have sig-
nificantly increased our knowledge of UHECRs. Looking forward, decreasing the statistical
and systematic uncertainty of the three pillars of UHECR observations (spectrum, arrival
direction and composition) is the key to solving the mystery of the origin of these events.

The shape of the energy spectrum observed by Auger supports the long-held notion that
the sources of UHECRs are extragalactic. The steep decline in flux above 4× 1019 eV appears
as expected from the effect of interactions between extragalactic cosmic rays and the cosmic
background radiation, that is the GZK cutoff. A similar cutoff could also be produced by a
maximum acceleration energy at the astrophysical source. However, if a heavy mass com-
position would be confirmed, the suppression cannot be the GZK cutoff. Another important
feature is the hardening of the spectrum at a few EeV (at the ankle energy range), which could
be caused by the transition from galactic to extragalactic cosmic rays or by propagation losses
if UHECRs are mostly protons.

Inhomogeneities in the spatial distribution of the candidate sources within the GZK hori-
zon can imprint a detectable anisotropy on the UHECR arrival directions. A correlation of
arrival directions with nearby matter could be expected in the case of protons, assuming that
the magnetic deflections do not exceed a few degrees. However, heavy nuclei are likely to
deviate more than 10◦ from their sources.

From 1018 to 1019 eV, measurements of the depth of shower maximum are consistent with
a significant fraction of protons in the cosmic ray flux. Above 1019 eV, independent mea-
surements of shower development show a trend to a heavier component for the mass com-
position. Knowledge of the cosmic ray composition is important to decide which of several
source scenarios is the most likely. Hadronic interactions which differ significantly from
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current extrapolations provide an alternative interpretation to the observed shower develop-
ment behaviour.
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The Pierre Auger Observatory is the largest operating cosmic ray observatory ever built.
It has been conceived to measure flux, arrival direction distribution and mass composition of
cosmic rays from 1018 eV to the very highest energies with high statistical significance. The
design for the observatory was developed through a series of workshops, starting in Paris in
1992, and culminating in a 6-month study at Fermi National Accelerator Laboratory (FNAL)
in 1995. The design is well suited to resolve the discrepancy at the high energy end of the
cosmic ray spectrum between the results of the AGASA surface array [1] and those of the
HiRes fluorescence detector [2]. The low event rate of the highest energy cosmic rays, above
1018 eV, requires a very large area in order to accumulate significant statistics in a reasonable
time.

The Auger Observatory is located in the "Pampa Amarilla" site (35.1◦ − 35.5◦ S, 69.0◦ −
69.6◦ W, and 1300− 1400 m above sea level), close to Malargüe, Province of Mendoza, Ar-
gentina. Construction was completed in end of 2008 and stable data taking on a growing
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Figure 2.1: Status of the Pierre Auger Observatory as of March 2009. Gray dots show the
positions of surface detector stations, lighter gray shades indicate deployed detectors, while
dark gray defines empty positions. Light gray segments indicate the fields of view of the
fluorescence telescopes which are located in four buildings on the perimeter of the surface
array. A denser (infill) area is visible in the upper left. Also shown is the Central Laser Facility
(CLF) used for FD calibration and atmospheric monitoring studies.

detector array started already at the beginning of 2004. The detector (see Figure 2.1) consists
of 1660 surface stations – water Cherenkov tanks and their associated electronics – arranged
on a triangular grid, the sides of the triangles being 1.5 km, with the grid covering an area of
3000 km2. On dark nights, four optical stations view the atmosphere above the array. Each
contains six telescopes, designed to detect air-fluorescence light. The water tanks respond to
the particle component reaching ground level (mainly muons, electrons, positrons and pho-
tons) and the fluorescence cameras measure the emission from atmospheric nitrogen, which
is excited by the charged particles of the shower as they traverse the atmosphere. Both tech-
niques, used for many years to study extensive air showers, are for the first time brought
together in a "hybrid" detector to observe showers simultaneously. The array of water tanks
is known as the surface detector (SD), while the optical stations form the fluorescence detec-
tor (FD).

In this chapter, we will present in detail the two detection techniques, and we will de-
scribe the main enhancements which have come into operation in recent years.
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Figure 2.2: The Pierre Auger Observatory surface detector. Left panel: a detector station in
the field. Right panel: average signals over the three PMTs recorded by two stations located
at 500 m and 2000 m from the axis of a shower.

2.1 The surface array (SD)

The water-Cherenkov detector was chosen for use in the surface array because of its robust-
ness and low cost. Each of 1660 surface detector stations includes a 3.6 m diameter cylindrical
water tank containing a sealed liner with a reflective inner surface. The liner contains 12 tons
of purified water. Cherenkov light produced by the passage of particles through the water
is collected by three nine-inch-diameter photomultiplier tubes (PMTs) that are placed sym-
metrically at a distance of 1.20 m from the centre of the tank and look downwards through
windows of clear polyethylene into the water. The surface detector is self-contained. A solar
power system provides an average of 10 W for the PMTs and the electronics package con-
sisting of a processor, GPS receiver, radio transceiver and power controller. The components
of the surface detector are shown in Figure 2.2. A central site, located on the southwestern
corner of the array (city of Malargüe), hosts the Central Data Acquisition System (CDAS),
including the central trigger processors and the permanent data storage area.

The SD has an almost 100% duty cycle. The size of the array corresponds to an aperture
of 7350 km2 sr for zenith angles smaller than 60◦. This is currently the largest array in the
world. The SD provides good sampling of the lateral density distribution and a high quality
reconstruction and reaches full trigger efficiency for energies above 3 EeV (where 1 EeV =

1018 eV). The coverage is relatively uniform in right ascension. Modulations in the event
rate due to atmospheric conditions (pressure and air density) are at the level of 2% for daily
variations and about 10% for seasonal ones [3].



36 Chapter 2. The Pierre Auger Observatory

position of this peak is an important calibration
parameter and can be related to the average charge
deposited by a high-energy down-going vertical
and central muon, called a VEM. A calibration
procedure has been developed to determine the
peak position and its relation to the VEM, so that
subsequent measures of the signal can be given in
units of VEM.

PMT calibration is carried out in three steps.
First, the three PM tubes are matched in gain by
adjusting their voltages so that the rates above a
common threshold are the same. Then, using an
‘on-line calibration’, the evolution of the gains is
monitored and included in the data flow. Finally,
the absolute calibration is determined from a
sequence of measurements made on an identical
test tank located at the Central Campus.

From the measurements made using the Cam-
pus detector, the rate of an energy deposit in an
Auger tank above 3 VEM is known to be around
100 Hz: Therefore, once a value in ADC counts is
chosen for 1 VEM in a tank (50 channels in the
EA), the trigger is adjusted so that for a specific
PMT the threshold is 150 channels (3 VEM) above
the baseline (a stable ADC pedestal). The voltage
is then adjusted until the rate is 100 Hz: Once
tanks are calibrated using this method, one can
compare the position of the muon peak from
Fig. 5 with the expected value of 50. The dispersion
at the 3 VEM level is B8% and is sufficiently small
to allow the next calibration step to be taken.

With the PM tubes approximately matched,
a further refinement is made on-line, again using

rates with the station in the data acquisition
mode. As the first level trigger consists of a 3-fold
coincidence above a specific threshold (1.75 VEM),
PMTs that have drifted out of calibration can
readily be identified by looking at the rates
from individual photomultiplier tubes above a
higher threshold (2.5 VEM). If all PM tubes
are gain-matched, one expects all three to give
the same rate ð70 HzÞ: If one has a higher gain,
the rate of the threefold coincidence will not
increase significantly (as it is a 3-fold coincidence),
whereas the individual count of the PMT that
is misaligned will be higher than expected. The
local station controller can therefore be used
to adjust an internal value of the VEM for
each PMT, modifying the trigger levels until all
PMTs have a similar rate above the 2.5 VEM
threshold.

The signal in an event can peak just at threshold
on any PMT. In this case, the dynode signal for
such a PMT at the trigger bin is exactly at the
threshold of 1.75 VEM, and the charge associated
with it is computed for that PMT by integrating
the signal over 625 ns: As this dynode signal has a
1.75 VEM peak, it is expected that this charge will
be close to that associated with 1.75 VEM. The
charge associated with 1 VEM is thus extracted
from the division of this value by 1.75. Using the
local controller, the VEM values associated with
the peak and charge for each PMT are sent to
CDAS along with the data of those events that are
forwarded for reconstruction. Additionally, these
VEM values are transmitted at 6 min intervals to
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Figure 2.3: Histogram of signals from one PMT in one of the stations of the surface array
(from [4]). The peak due to single muons is clearly visible at around 50 ADC channels. The
peak at about 20 ADC channels, representing the electromagnetic part, is artificial and is due
to the cut made in plotting the data.

2.1.1 Signals and tank calibration

For a given event, the signals recorded in each tank can differ a lot, depending on its distance
with respect to the shower axis. The number of particles, i.e. the strength of the signal, de-
creases with the distance. Also, the timing structure changes: particles far from the shower
axis are more affected by scattering, and are thus more dispersed (see Figure 2.2).

PMT signals are extracted from the last dynode and from the anode. An amplification of
×32 is applied on the dynode signal (high gain) to match the dynamic range (low gain). The
anode signal is useful for large signals, typically those seen by tanks relatively close to the
core. The cross-over point corresponds roughly to the signal from a vertical event of 1019 eV
(10 EeV) at 700 m from the core. The six signals from each tank are digitised using front-end
electronics having six 10 bit Fast Analog to Digital Converters (FADC) running at 40 MHz.
A signal is described by 768 bins with a time resolution of 25 ns, i.e. corresponding to a time
block of 19.2 µs. Then, the digitised signals are sent to a programmable logic device which is
used to implement the various triggering decisions.

To use the data from the surface detectors, the minimum calibrations required are the
dynode to anode ratio and the absolute calibration of the three dynode signals for each tank.

Muons produced in the atmosphere by low energy showers provide the basis of the cal-
ibration chain. The signal from a single muon with an energy above the Cherenkov thresh-
old traversing a tank is proportional to the geometric path length. The calibration method
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Figure 2.4: Simulated FADC traces for a station located at 1150 m from the axis of a 1019 eV
proton shower. The signal for each shower component is given: (a) total signal, (b) muonic
signal, (c) photon signal and (d) electron/positron signal.

developed aims to determine quantities related to the signals associated with muons. The
peak due to single muons crossing the tank is clearly visible in a histogram of signals from
a PMT (see Figure 2.3). The position of this peak is an important calibration parameter for
the high gain channel, and can be related to the average signal produced by a high-energy
down-going vertical and central muon, the so-called Vertical Equivalent Muon (VEM). Using
the local controller, the VEM values associated with the peak and charge for each PMT are
sent to the CDAS together with energy triggered event.

This calibration method has the advantage of globally taking into account the water qual-
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ity, the liner quality, and the collection efficiency and gain of the dynode. All these param-
eters differ from one tank to another and evolve with time. However, it does not provide
satisfactory calibration of the low gain channel, the signals being too low. Hence, whenever a
signal is recorded above 8 VEM, but below 20 VEM, the dynode to anode ratio is computed at
the station controller, both signals being integrated for 500 ns. The parameters needed for the
cross-calibration of signals from any station with respect to the muon peak are then available.

The final step is to relate the peak to the physical value of reference, i.e. the signal as-
sociated with one VEM. This value has been measured using a muon telescope, with two
scintillators, placed above and below a test tank situated at Malargüe.

Figure 2.4 shows a simulated FADC trace decomposed into its main components, i.e.
the muonic signal, the electron/positron signal and the photon signal (via pair creation). A
vertical GeV muon hitting the tank deposits an energy of about 240 MeV, to be compared to a
few tens of MeV for an average electron. The electromagnetic (photon and electron/positron)
component and the muonic component have signals of different shape; muonic signals are
less dispersed in time, and stronger in intensity.

2.1.2 Data acquisition and trigger system of the surface detector array

The trigger for the surface detector array is hierarchical [5]. Two levels of trigger (called T1
and T2) are formed at each station. T2 triggers are produced with those from other detectors
and examined for spatial and temporal correlations, leading to an array trigger (T3). The T3
trigger initiates data acquisition and storage. The logic of this trigger system is summarised
in Figure 2.5.

2.1.2.1 Single detector triggers / T1 and T2

Several triggers are available for selecting the data for recording. The triggers of the first level
are local to the station, the so-called T1 triggers. The data are stored in a local memory during
a short period of time so that, in case of a higher level trigger request, they can be sent later
to the CDAS. Two kinds of first level triggers are defined:

• ToT (Time-over-Threshold): is a 2-fold coincidence (i.e. two PMTs) of at least 13 bins
above 0.2 VEM in a sliding window of 3 µs, i.e. 120 bins. It is optimized to detect low
signals with large arrival-time spread, typical of those produced far from the shower
core. The ToT background rate is about 2 Hz for each station.

• ThT (Threshold): is a 3-fold coincidence of signals above 1.75 VEM. It is designed to
detect large signals with small time spread. It is particularly effective for very inclined
showers that have crossed a large amount of atmosphere and are consequently domi-
nated by muons. The ThT background rate is about 100 Hz.
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locally. These triggers (Section 3.1) are set in electronic units
(channels): the reference unit is IpeakVEM .

With respect to shower reconstruction, the signals recorded by
the detectors—evaluated by integrating the FADC bins of the
traces—are converted to units of QVEM . These are fitted with a
measured Lateral Distribution Function (LDF) [6], that describes
SðrÞ, the signals as a function of distance r from the shower core, to
find the signal at 1000m, S ð1000Þ [7]. The variation of S ð1000Þ
with zenith angle y arising from the evolution of the shower, is
quantified by applying the constant integral intensity cut method
[8], justified by the approximately isotropic flux of primary
cosmic rays. An energy estimator for each event, independent of y,
is S38, the S ð1000Þ that EAS would have produced had they
arrived at the median zenith angle, 383. The energy corresponding
to each S38 is then obtained through a calibration with the
fluorescence detector based on a subset of high-quality hybrid
events [3].

3. The DAQ trigger system of the surface detector array

The trigger for the surface detector array is hierarchical. Two
levels of trigger (called T1 and T2) are formed at each detector. T2
triggers are combined with those from other detectors and
examined for spatial and temporal correlations, leading to an
array trigger (T3). The T3 trigger initiates data acquisition and
storage. The logic of this trigger system is summarised in Fig. 1.

3.1. Single detector triggers

The T1 triggers data acquisition in each water Cherenkov
detector: data are stored on the local disk for 10 s waiting for a
possible T3. Two independent trigger modes are implemented as
T1, having been conceived to detect, in a complementary way, the
electromagnetic and muonic components of an air-shower. The
first T1 mode is a simple threshold trigger (TH) which requires the
coincidence of the three PMTs each above 1.75 IpeakVEM .5 This trigger
is used to select large signals that are not necessarily spread in
time. It is particularly effective for the detection of very inclined
showers that have crossed a large amount of atmosphere and are
consequently dominantly muonic. The TH-T1 trigger is used to

reduce the rate due to atmospheric muons from # 3kHz to
# 100Hz. The second T1 mode makes use of the fact that, for
other than very inclined showers or signals from more vertical
showers very close to the shower axis, the arrival of particles and
photons at the detector is dispersed in time [9,10]. For example, at
1000 m from the axis of a vertical shower, the time for the signal
from a water-Cherenkov detector to rise from 10 to 50% is about
300ns. The second mode is designated the ‘‘Time-over-Threshold’’
trigger (ToT) and at least 13 bins (i.e. 4325ns) in 120 FADC bins
of a sliding window of 3ms are required to be above a threshold of
0.2 IpeakVEM in coincidence in 2 out of 3 PMTs.6 This trigger is intended
to select sequences of small signals spread in time. The ToT trigger
is thus optimised for the detection of near-by, low energy
showers, dominated by the electromagnetic component, or for
high-energy showers where the core is distant. The time spread
arises from a combination of scattering (electromagnetic compo-
nent) and geometrical effects (muons) as discussed in [9,10]
where details are given of how the time spread depends on
distance and zenith angle. Since the average signal duration of a
single muon is only about 150ns, the time spread of the ToT
(325ns) is very efficient at eliminating the random muonback-
ground. The ToT rate at each detector is o2Hz and is mainly due
to the occurrence of two muons arriving within 3ms, the duration
of the sliding window.

The T2 is applied in the station controller to reduce to about
20Hz the rate of events per detector. This reduction is done to
cope with the bandwidth of the communication system between
the detectors and the central campus. The T2 triggers, namely
their time stamp and the kind of T2, are sent to the CDAS for the
formation of the trigger of the array. All ToT-T1 triggers are
promoted to the T2 level, whereas TH-T1 triggers are requested to
pass a further higher threshold of 3.2 IpeakVEM in coincidence among
the three PMTs.7 The rates of the TH-T2 triggers are rather
uniform in the detectors over the whole array within a few
percent, while those due to the ToT-T2 are less uniform. This is
due to the fact that the ToT is very sensitive to the shape of the
signal, this in turn depending on the characteristics of the water,
the reflective liner in the detector and the electronic pulse shaper.
However, the lack of uniformity of the trigger response over the
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Fig. 1. Schematics of the hierarchy of the trigger system of the Auger surface detector.

5 For detectors with only two (one) operating PMTs the threshold is 2 (2.8)
IpeakVEM .

6 For detectors with only two (one) operating PMTs, the algorithm is applied
to two (one) PMTs.

7 For detectors with only two (one) operating PMTs the threshold is set to 3.8
(4.5) IpeakVEM .

J. Abraham et al. / Nuclear Instruments and Methods in Physics Research A 613 (2010) 29–39 33

Author's Personal Copy

Figure 2.5: Trigger system hierarchy of the Auger surface detector (from [5]). C1, C2, C3, C4
indicate the first, second, third, and fourth ring of neighbours, respectively, 1.5, 3, 4.5 and 6
km from a given station.

The second level of trigger, the so-called T2 trigger, is applied to reduce the amount of
data sent to the CDAS. A T2 is either a ToT trigger or a ThT trigger with three coincident
signals above 3.2 VEM. The T2 background rate is about 20 Hz per station.

2.1.2.2 The surface array trigger / T3

Once at the CDAS, an algorithm begins by searching for clustering of groups of stations
in time and space. This is the so-called third level T3 trigger. It is based on the spatial
and temporal combination of the T2 signals. Once a T3 is formed, all FADC signals from
the stations having sent a T2 are collected by the CDAS, as well as those from detectors
displaying a T1 (but not T2 level) provided that they are within 30 µs of the T3 time. The
global array trigger has two modes operating simultaneously:

• 3-fold T3 mode: selecting predominantly physics events. The rate of this T3 with the
full array in operation is around 1600 events per day, meaning that each station partici-
pates in an event about three times per day. This trigger is extremely pure since 90% of
the events are real showers having zenith angles below 60◦.

• 4-fold T3 mode: efficient for the detection of horizontal showers. The latter, rich in
muons, generate in the stations signals that have narrow time spread, whereas the
shower footprint on the ground is wide-spread, involving many stations. With the
full array configuration, this trigger selects about 1200 events per day.
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3.2.2 Time compatibility

With the provisional axis
⇀
a and signal time of one of the seed stations, t1, obtained in the previ-

ous section, station start times are checked for compatibility with a planar shower front arrival.
Predicted shower time tsh at position

!
x is

tsh(
!
x) = t1 − ⇀

a(
!
x − !

x1)/c. (3.7)

For each station i the difference of actual start time and predicted shower arrival, i.e. the station
delay,

∆ti = ti − tsh(
!
xi) (3.8)

must satisfy the condition

−1000 ns < ∆ti < 2000 ns. (3.9)

Stations outside of this interval are flagged as accidentals.

3.3 Removal of isolated stations

Stations that have no neighbours within 1800 m or only one within 5000 m are considered as
isolated and flagged as accidental.

3.4 T4 trigger

The calculation of the T4 trigger is performed only when the <EnableT4Trigger/> flag is set
in the SdEventSelector.xml configuration file. If the events do not pass the T4 criteria they
can be optionally skipped when the <RejectNonT4Events/> is also set, i.e. the module will issue
eContinueLoop on non-T4 events.

After the event has been successfully processed by the module, the type of the T4 trigger can
be obtained from the evt::ShowerSRecData.GetT4Trigger() bit-field. The bit values eT4 FD,
eT4 3TOT, and eT4 4C1 correspond to the requirement of the official event selection [1].

3.4.1 3TOT configuration

The 3TOT compact configuration was devised to select physics events with arrival zenith angle of
up to 60◦. It is a non-aligned set of three tanks with time-over-threshold (TOT) trigger type4, in
an equilateral base triangle configuration or as an stretched base triangle (see Fig. 3.1).

Figure 3.1: The two possible 3TOT compact configurations (with addition of all of the symmetry
transformations of the triangular grid).

4StationTriggerData.GetAlgorithm() returns value of StationTriggerData::eTimeOverThreshold

7

Figure 2.6: Description of the physics trigger T4 (from [6]). (a) The two possible 3ToT com-
pact configurations. (b) The three (minimal) 4C1 configurations. (All the possible symmetry
transformations on the triangular grid are taken into account.)

2.1.3 Selection and reconstruction of the SD events

In this section, we describe the event selection process and the event reconstruction tech-
nique. The results provide an estimation of the shower energy and values for its geometrical
parameters.

2.1.3.1 Event selection for the SD array for showers with zenith angle below 60◦

A selection of physics events is made after data acquisition, i.e. off-line. Indeed, a large num-
ber of chance coincidence events is expected due to the large number of possible combina-
tions among the single stations. Thus, there is a fourth level trigger, T4, used to select the
interesting physical events and to reject random coincidences. Two different criteria are de-
fined:

• the 3ToT, requiring three nearby stations passing the T2-ToT in an equilateral triangular
pattern or one with an extended base (see Figure 2.6(a)). This selects mainly physics
events with zenith angles below 60◦.

• the 4C1, requiring four adjacent stations having signaled a T2 trigger of either kind
where the ”central” station is 1.5 km from each of the others. Thus the three surround-
ing stations are placed on the so-called first crown C1 (see Figure 2.6(b)). With this
criterion, a significant fraction of the nearly horizontal showers are detected.

Finally, a fifth level trigger T5 was designed exclusively for events falling close to the
limits of the surface array – a fiducial trigger. Such events are subject to large errors in the
core position. Also, the acceptance for events not fully contained by the array can be difficult
to compute. Thus, this trigger is based on the shower core position: the station with the
largest signal must have at least five working stations (not necessarily triggered) in its closest
neighbour ring C1.
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Figure 3.1: Schematic of the plane front arrival.

the station coordinates with
⇀
xi = (xi, yi, zi), and σi the uncertainty of the time multiplied

with the speed of light

χ2 =
∑

i

[cti − ct0 + xiu + yiv + ziw]2

σ2
i

. (3.1.4)

with a constraint of u2 + v2 + w2 = 1 inherited. Due to this constraint, the problem is not
linear, but an approximate solution can be obtained in the ansatz that all stations lay close
to a plane, zi " xi, yi and therefore the z-component can be neglected.

The minimization can fail only in one case, when there is a linear dependence of the station
positions (as when having three stations in a line). For higher station multiplicity the
occurrence of such a situation is highly unlike.

The more realistic shower front model is based on a curved front fit, as illustrated in Fig. 3.2,
done by extending the plane fit method with a parabolic term that describes the curvature
of the shower front near the impact point

!
c, i.e. ρ " Rc. Using

⇀
x =

!
x − !

c, Eq. (3.1.3) can be
extended to get

ct(
!
x) = ct0 − ⇀

a
⇀
x +

ρ(
⇀
x)2

2Rc
, (3.1.5)

with perpendicular distance ρ(
⇀
x)2 = (

⇀
a × ⇀

x)2 = x2 − (
⇀
a

⇀
x)2. A first approximation to the

radius of curvature is obtained from a slightly different model, where the time propagation
of the shower front is described as an expanding sphere where the timing information can be
decoupled from any information on the impact point. The fit parameters are the radius of
curvature, Rc and the shower axis. The shower axis is a derived quantity obtained only after
the position of the impact point is known, therefore the curvature fit is done only after the
lateral distribution function fit, after the core is known.

The solid angle differences between the plane-fit and curvature-fit axis
⇀
a are of the order of a

half degree.

29

Figure 2.7: Shower front reaching the stations at ground (from [7]). In this approximation,
all the particles are considered to travel in a plane.

2.1.3.2 Geometrical reconstruction

Once the involved stations have been selected for geometrical reconstruction, an SD event is
defined as a series of trigger timings ti corresponding to the tank coordinates ~xi = (xi, yi, zi)

(and their associated FADC traces). To find the arrival direction of the air shower, we assume
as a first approximation that the shower front is a plane perpendicular to the shower axis as
shown in Figure 2.7. The time origin is defined as t0.

We define the shower axis as~a = (u, v, w). Assuming that the shower plane moves with
the speed of light c, the time at which the shower front reaches the station i is given by

cti(~xi) = ct0 − (~x(t)−~b)~a (2.1)

where~b is the signal-weighted barycentre of the stations involved in the event. In the case
where the station positions are known with infinite accuracy, the only error comes from the
uncertainty σti on the arrival times, and the function to minimize is thus the squares of
the time differences between the measured signal and the time value expected from Equa-
tion (2.1)

χ2 = ∑
i

(cti − ct0 + xiu + yiv + ziw)2

σ2
ti

(2.2)

However, the problem is obviously not linear, due to the constraint u2 + v2 + w2 = 1.
An approximate linear solution are obtained when the relative altitudes zi of the stations is
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negligible with respect to xi, yi. A more realistic model taking into account the curvature of
the shower front is used. The value of this curvature is linked to the altitude of the particle
production in the shower. A "parabolic" term ρ � Rc is added to Equation (2.1) which
becomes

cti(xi) = ct0 − a x +
ρ(x)2

2Rc
(2.3)

where ρ(~x)2 = (~a×~x)2 = x2 − (~a~x)2 is the perpendicular distance to the shower axis and Rc

is the radius of curvature. This is the so-called parallel-parabola curvature model.
If the number of triggered stations is greater than four, a tri-dimensional minimization

(zi 6= 0) of the function

χ2 = ∑
i

[c(ti − t0)− |Rc~a− ~xi|]2
σ2

ti

(2.4)

is computed as explained in [6]. This is the so-called concentric-spherical front model.
The errors on the arrival times σti (around several 10 ns) play a key role in the determi-

nation of the arrival direction. The angular resolution of the surface array increases with the
number of triggered stations, i.e. when the shower energy and/or the zenith angle increase.
The time resolution permits an angular resolution of better than 1◦ above 1019 eV.

2.1.3.3 Lateral density function and energy estimation

The estimation of the energy of the primary particle with the surface array is done using the
lateral profile of charged particles of the air shower. The lateral distribution of the signal at
ground as a function of the distance to the shower axis, S(r), and measured in VEM units, is
parameterized by the Lateral Distribution Function (LDF) as

S(r) = S(1000 m) fLDF(r) (2.5)

where fLDF(r) is function of the distance to the shower axis r and normalized by
fLDF(1000 m) = 1. S(1000 m) is the signal, in VEM, at 1000 m from the shower axis. The
tank signal accuracy can be modelled using a Poissonian distribution, with a normalization
constant related to the zenith angle of the air shower.

The lateral distribution of the Auger tank signals is fitted to an NKG function, developed
by Nishimura, Kamata and Greisen [8, 9]

fLDF(r) =
(

r
r1000

)β ( r + r700

r1000 + r700

)β+γ

, (2.6)

where r700 = 700 m and r1000 = 1000 m. β is the LDF slope and adjusted on the data us-
ing a second order polynomial in sec θ. The constant γ is zero in small showers and a free
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Figure 2.8: Lateral distribution functions of an SD event, fitted with different slope pa-
rameters. Red points indicate stations with zero signal (only upper limit is shown). The inset
shows how the optimum ground parameter ropt varies with the array spacing. The optimum
distance ropt corresponds to the distance where the signal fluctuations are minimised.

parameter in events with a high station multiplicity.

The S(1000 m) parameter is the energy estimator for the SD events. An energy estimator
should be as insensitive as possible to shower fluctuations (caused by statistics or by system-
atics related to the first interaction point of the shower). For the configuration of the Auger
array and the shower energy range probed (about 1019 eV), the optimum point, i.e. the region
where the impact of fluctuations is minimal, is around 1 km away from the shower core (see
Figure 2.8) [10, 11].

For a given energy, the value of S(1000 m) decreases with the zenith angle θ due to the
attenuation of the shower particles and geometrical effects. Assuming an isotropic flux of
primary cosmic rays, the shape of the attenuation curve CIC(θ) is extracted from the data
using the Constant Intensity Cut method [12]. The attenuation curve is fitted with a second
degree polynomial in x = cos2 θ − cos2〈θ〉: CIC(θ) = 1 + a x + b x2. The average angle,
〈θ〉 ' 38◦, is taken as a reference to reduce the bias introduced by the CIC procedure. For
each SD event, the S38 parameter is calculated

S38 ≡ S38(1000 m) =
S(1000 m)

CIC(θ)
, (2.7)

and may be regarded as the signal S(1000 m) the shower would have produced if it had
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Figure 2.9: The fluorescence detector at the Pierre Auger Observatory. (a) A fluorescence
building with its six telescopes. (b) An individual telescope.

arrived at θ = 38◦.

The relation between S38 and the energy of the event ESD is well described by a single
power-law function

ESD = A (S38)
B, (2.8)

where A = (1.68± 0.05)× 1017 eV and B = 1.035± 0.009 [14]. This relation has been estab-
lished by the fluorescence detector.

The resolution in the SD energy ESD, with its statistical uncertainty, is (15.8± 0.9)% for
3 EeV6 ESD 6 6 EeV, (13.0 ± 1.0)% for 6 EeV6 ESD 6 10 EeV and (12.0 ± 1.0)% for
ESD > 10 EeV.

2.2 The fluorescence detector (FD)

The detection of ultra-high energy cosmic rays using nitrogen fluorescence emission induced
by extensive air showers is a well established technique, used previously by the Fly’s Eye [13]
and HiRes [2] experiments. Charged particles generated during the development of exten-
sive air showers excite atmospheric nitrogen molecules, and these molecules then emit flu-
orescence light in the 300− 430 nm range. The number of fluorescence photons emitted is
proportional to the energy deposited in the atmosphere due to the electromagnetic energy
losses undergone by the charged particles.

The fluorescence detector (FD) comprises four observation sites – Los Leones/LL, Los
Morados/LM, Loma Amarilla/LA and Coihueco/CO – located atop small hills on the
perimeter of the surface array [15]. Six independent telescopes, each with a field of view
of 30◦ × 28.1◦ in azimuth and elevation with lower edge 2◦ above the ground, are located at
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each FD site. A set of six telescopes covers 180◦ in azimuth, observing the atmosphere above
the ground array. Figure 2.9(a) shows the arrangement of the telescopes inside an observation
site and Figure 2.9(b) shows an individual telescope. The four FD sites ensure full detection
efficiency for air showers in excess of 1019 eV over the entire surface of the array.

2.2.1 Description of a fluorescence telescope

The basic elements of the optical system of each FD telescope are a filter at the entrance
window, a circular aperture with a radius of 1.1 m, a corrector ring, a spherical mirror and a
camera composed of photomultipliers.

The window is an optical filter made of Schott MUG-6 glass [16], absorbing visible light
and transmitting UV photons from 290 nm to 410 nm. It includes almost the entire nitrogen
fluorescence spectrum. The transmission maximum is 85% at 360 nm and decreases to 20%
at 300 nm and 400 nm. Despite this attenuation of the visible wavelengths, the FD telescopes
can only operate during clear nights with low moonfraction, i.e. corresponding to a duty
cycle of 11% to 14%.

The aperture, the corrector ring, the mirror with a surface of around 13 m2, and the PMT
camera constitute a modified Schmidt camera design that partially corrects for spherical aber-
ration. The remaining angular spread is 0.5◦. A complete simulation of the optical system
was developed using Geant4 [17], a Monte Carlo toolkit for particle interactions and light
propagation. Figure 2.10(a) shows rays traced by Geant4. There is also a faster implementa-
tion of photon tracking without using Geant4.

The camera is composed of a matrix of 440 pixels (22 rows by 20 columns) located on
the focal surface of the telescope (see Figure 2.10(b)). A cosmic ray shower is imaged on the
camera as a line of activated pixels having a track-like geometrical pattern and also a clear
time sequence. Each pixel has a Winston cone to collect the light that otherwise would fall
between the photocathodes: the collection efficiency is in this way increased from 70% to
94%.

2.2.2 Calibration

The reconstruction of air shower profiles and the ability to estimate the total energy of a
reconstructed shower require conversion of ADC counts to a light flux at the telescope aper-
ture. It is necessary to have methods for evaluating the response of each pixel to a given
flux of incident photons. This procedure has to include the effects of optical filter transmit-
tance, reflection at optical surfaces, mirror reflectivity, pixel light collection efficiency, cathode
quantum efficiency and PMT gain, etc.: this is the so-called end-to-end calibration.

The absolute calibration of the fluorescence detectors uses a 2.5 m diameter light source
(called a “drum”) placed at the telescope aperture, providing the same flux of light at each
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Figure 2.10: The FD telescope. (a) Ray tracing simulation of the optical system of the tele-
scope made using Geant4 [17]. (b) The camera body. Each hole is equipped with a photomul-
tiplier, corresponding to one pixel.

Source A

with diffuser

Source B with diffuser

Source C

Tyvek reflector

Figure 2.11: FD telescope calibration. (a) The calibration drum mounted in front of a tele-
scope aperture. (b) Light source positions for three different relative calibration methods.

pixel (see Figure 2.11(a)). The source provides a pulsed photon flux intensity and unifor-
mity across the aperture. By combination of two diffusively reflective surfaces inside the
drum, the light emitted per unit solid angle from any small area A of the drum surface de-
pends only on the angle α with respect to the normal direction according to the Lambert law
I(α) = I0 A cos α. The known flux from the light source and the response of the acquisition
system give the required calibration for each pixel. The drum measurement is performed
yearly.

Three relative calibration techniques are used for rapid detection of modifications with
time of the sytem’s performance. Before and after each night of FD data-taking, three posi-
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tions are illuminated for each camera, monitoring different groups of detector components
(see Figure 2.11(b)). They are

• Cal A, illuminating the photomultipliers directly through a diffuser placed at the centre
of the mirror. This monitors the stability and linearity of the PMTs.

• Cal B, a source located at the side of the camera and sending light to the mirrors through
a Teflon diffuser. This checks the PMT response and monitors the mirror reflectivity.

• Cal C, sending a signal to ports on the sides of the entrance aperture where the light
is directed at reflective Tyvek targets mounted on the telescope doors from which it
is reflected back into the telescopes. Five interference filters are used to monitor the
stability of the telescope at wavelengths between 330 and 410 nm.

2.2.3 Data acquisition and triggering in a camera

Each camera has its own data acquisition system and operates independently. The recorded
signals are digitized at 10 MHz with a 12-bit ADC. Before an event is read out, the criteria
of four types of trigger must be met. The duration of the signal from a pixel depends of the
shower geometry. For instance, a vertical shower 30 km away from the detector crosses the
field of view of the camera in 50 µs. The time limit chosen for the buffer is 100 µs, corre-
sponding to a horizontal shower crossing 30 km in the field of view.

The FD telescopes are used to record fluorescence signals of widely varying intensity on
top of large, and continuously changing, light background. This presents a significant chal-
lenge for the design of the electronics and the data acquisition system, which must provide a
large dynamic range and strong background rejection, while accepting any physically plau-
sible air shower.

• The First Level Trigger (FLT) module is the heart of the digital front-end electronics.
The FADC values are integrated over 10 time bins improving the signal to noise ratio
by a factor

√
10. The threshold is adjusted continuously to achieve a trigger rate of

100 Hz per pixel.

• The Second Level Trigger (SLT) consists of a purely geometric pattern recognition, also
done using hardware. It searches for 4 or 5 adjacent pixels giving FLT triggers in a time
window of 1 to 32 µs. Counting all different four-fold patterns originating from the
five-pixel track segments in Figure 2.12, one finds 108 different pattern classes. The SLT
rate is 0.1 Hz per telescope.

• The Third Level Trigger (TLT) is a software algorithm designed to eliminate from the
air shower data stream noise events that satisfy the LT and SLT conditionsss. It is op-
timized for fast rejection of random coincidence triggers as well as those caused by
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Figure 2.12: Fundamental types of patterns regarded as straight track segments.

lightning, and muon impacts on the camera. A correlation between the spatial arrange-
ment and peak signal times of triggered pixels is required to discard noisy channels far
off the light track. This decreases the rate to 0.02 Hz per FD building.

• The Hybrid Trigger (T3) is an algorithm calculating a preliminary shower direction and
a ground impact time using a simple online reconstruction method. Once these data
arrive at the CDAS, a request is sent to the SD for signals recorded close to the calculated
impact point and time. For each T3 trigger, the closest stations to the reconstructed
impact position are read out. The FD and SD data are merged off-line for possible
hybrid analysis.

2.2.4 Reconstruction of the FD events

One of the main goals of the hybrid reconstruction is the energy calibration of the surface
detector. The reconstruction is called hybrid since the procedure uses information from the
surface detector station(s).

2.2.4.1 Geometrical reconstruction

Cosmic rays are detected as a sequence of triggered pixels in the camera as explained in
Section 2.2.3. The first step in the analysis is the determination of the Shower Detector Plane
(SDP), the plane including the location of the eye and the line of the shower axis as shown in
Figure 2.13. Then, the timing information from the pixels is used to reconstruct the shower
axis within the SDP. The latter is defined by two parameters: the perpendicular distance Rp

from the camera to the track, and the angle χ0 that the track makes with a horizontal line
in the SDP. Each pixel observing the track has a pointing direction which makes an angle
χi with the horizontal line. Let t0 be the time at which the shower core reaches the point of
closest approach. The expected arrival time ti of the signal in a pixel is defined as follows

ti = t0 +
Rp

c
tan

(
χ0 − χi

2

)
. (2.9)
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Figure 2.13: Geometrical shower reconstruction variables for the fluorescence detector.

The correlation between the variables is large, a slight deviation in the elevation angle χ0

inducing a large change of the other two parameters. This degeneracy can be broken by
including the timing information from a single SD station. The reconstruction accuracy of
hybrid events is much better that what can be achieved using SD or FD data independently.
For instance, the angular resolution of hybrid measurements is better than 0.5◦ above 1018 eV
compared with about 3◦ for the surface detector data (for the same energy range, this angular
resolution improving with the number of triggered stations).

2.2.4.2 Longitudinal profile and energy estimation

Once the geometry of the shower is known, the light collected at the aperture as a function
of time can be converted to energy deposit by the shower as a function of slant depth. The
two major contributions to the light at the FD aperture are the fluorescence light from ni-
trogen molecules (emitted isotropically) and Cherenkov radiation photons (strongly beamed
in the shower direction). Both contributions are affected by scattering and absorption in the
atmosphere.

The amount of fluorescence light is directly proportional to the energy deposited by the
air shower along its path in the atmosphere. Given the fluorescence yield Yf

i at a point in the
atmosphere, the number of photons produced by the shower is

Nf
γ(Xi) = Yf

i dE/dXi , (2.10)
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where dE/dXi denotes the energy deposited at slant depth Xi. For instance, using the ab-
solute fluorescence yield in air in the most efficient band (337 nm), around 5 photons are
emitted per MeV of energy deposited.

After subtracting the Cherenkov photons, the total energy deposit is just the sum of the
energy loss of electrons in the atmosphere, dE/dXi, which is related to the number of elec-
trons Ne(Xi) by

dE/dXi = Ne(Xi)
∫ ∞

0
fe(E, Xi)dE/dXe(E, Xi)dE , (2.11)

where dE/dXe(E, Xi) is the energy loss of a single electron with energy E and fe(E, Xi) de-
notes the normalized electron energy distribution. The electron energy spectrum fe(E, Xi)

has a universal dependence on shower age [18–20], i.e. it does not depend on the primary
mass or energy. Also, since the electron energy loss depends only slightly on the local den-
sity, Equation (2.11) can be reduced to

dE/dXi = Ne(Xi) αi , (2.12)

where αi is the average energy deposit per electron at shower age si = 3/(1+ 2Xmax/Xi) [20].

The electromagnetic energy is given by the integral over the energy deposit profile

Eem =
∫ ∞

0
fGH(X)dX , (2.13)

where fGH(X) corresponds to the Gaisser-Hillas function defined as follows [21]

fGH(X) = dE/dXmax ·
(

X− X0

Xmax − X0

)(Xmax−X0)/λ

exp
(

Xmax − X
λ

)
, (2.14)

where X0 depends on the first interaction point and λ is an attenuation length.

Not all of the energy of a primary cosmic ray goes into the electromagnetic component
of the air shower. Neutrinos escape undetected and muons need long path lengths to release
their energy. This is usually accounted for by multiplying the electromagnetic energy with a
correction factor finv determined from shower simulations to obtain the total primary energy

Etot = (1 + finv) Eem. (2.15)

The invisible energy correction finv is based on the average for proton and iron show-
ers simulated with the QGSJetII-03 model and amounts to about 9% at 10 EeV for a mixed
primary composition [22]. The neutrino and muon production probabilities have energy de-
pendencies due to the meson decay probabilities in the atmosphere so that finv falls from
∼ 10.5% at 1018 eV to ∼ 8.5% at 1020 eV.

The FD energy resolution is determined by propagating the statistical uncertainty on the
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light flux, the invisible energy uncertainty due to shower fluctuations and the uncertainties
on air shower geometry and aerosol conditions. The overall energy resolution is 7.6% and it
is almost constant with energy [14].

The systematic uncertainty on the FD energy scale is about 22%. It includes contributions
from the absolute fluorescence yield (14%) [23], calibration of the fluorescence telescopes
(9.5%), the invisible energy correction (4%), systematics in the reconstruction method used to
calculate the shower longitudinal profile (10%), and atmospheric effects (7%) (see Chapter 4).

2.2.5 Typical hybrid events

Figure 2.14 shows an event detected in May 2008 which is independently reconstructible by
the surface detector and the fluorescence detector methods: this kind of events are called
Golden hybrid events1. The air shower was recorded by three FD eyes: Los Morados (LM),
Loma Amarilla (LA) and Coihueco (CO). We note that 66.0% of the FD events are recorded
by only one eye, 28.8% by two eyes, 4.6% by three eyes and 0.6% by the whole FD detector
(four eyes). The energy estimations from the three FD eyes and the SD detector are plotted in
Figure 2.16. A clear under-estimation of the energy can be observed for the surface detector.
In the following, we will present only the reconstruction done with the Los Morados eye.

For this event, thirteen surface detectors were triggered (see Figure 2.14(e)) and its LDF
has been reconstructed (see Figure 2.14(g)). Figure 2.14(b) shows the optical image on the
camera where the colour code corresponds to the arrival time of the signals. The number
of pixels is much greater than the number of stations. Also, the time is longer for the FD
signal. Therefore the geometry of the shower, reconstructed from the timing information (see
Figure 2.14(D)) is more reliable than the one from the surface detector (see Figure 2.14(e)).
The shower geometry reconstructed by the surface detector and the fluorescence detector are
in agreement for this event:

[θ, φ] = [(65.55± 0.14)◦, (178.24± 0.17)◦]SD vs. [(66.2± 0.6)◦, (178.5± 0.9)◦]LM .

After separating the different contributions to the light falling on the aperture, shown in
Figure 2.14(c), the profile reconstruction is performed. For this event the scattered Cherenkov
photons dominate over the direct Cherenkov light because the air shower direction is point-
ing away from the telescope. The energy deposit as a function of the slant depth is illustrated
in Figure 2.14(f). The energy of the extensive air shower is computed as the integral over the
whole slant depth of the Gaisser-Hillas function which describes the profile with a reduced
χ2 of 0.73. The shower maximum is at Xmax = 783± 36 g/cm2.

1The figures come from the ADST program, Advanced Data Summary Tree, which provides storage and visual-
ization for the Auger events. The official program for the event reconstruction in the Auger Collaboration is the
so-called Offline.
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a) Three-dimensional visualization of the event.
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b) Field of view of the camera. c) Signal recorded at aperture.
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Figure 2.14: Reconstruction in Offline of a golden hybrid event (ID 4880772). The FD data
come from the reconstruction at the Los Morados site.
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Figure 2.15: Reconstruction in Offline of two golden hybrid events. Top panel: ID 4886352.
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Figure 2.16: Energy estimations furnished by the different Auger detectors. CO: Coihueco,
LA: Loma Amarilla, LM: Los Morados, SD: Surface Detector.

Figure 2.15 shows two other examples of golden hybrid events, with energies estimated
at (4.76± 0.28)× 1018 eV (top panel) and (6.23± 0.23)× 1019 eV (bottom panel).

2.3 Observatory enhancements

The Pierre Auger Observatory is now collecting around 7000 km2 sr of exposure per year.
New detector systems are mainly intended to extend the energy range and to provide a bet-
ter measurement of the muonic component. HEAT (High Elevation Auger Telescopes) has
three telescopes which are now constructed, and located 180 m north-east of the Coihueco FD
site. During the same period, the collaboration deployed additional surface detector stations
paired with underground muon counters as an infill array of 24 km2 close to and in the field
of view of HEAT. This extension is called AMIGA, i.e. Auger Muon and Infill for the Ground
Array. The layout of HEAT and the infill array is shown in Figure 2.17(a).

2.3.1 HEAT – High Elevation Auger Telescopes

The design of HEAT is very similar to the original FD system, except for the ability to tilt
the telescopes upward by 29◦ since, at lower energy, the shower development is shallower in
the atmosphere [24]. In both cases, a large field of view of about 30◦ × 30◦ is obtained using
Schmidt optics. Differences between the conventional FD telescopes and HEAT are intro-
duced by the tilting mechanism. While the original 24 FD telescopes are housed in four solid
concrete buildings, the three HEAT telescopes are installed in individual, pivot-mounted en-
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the reconstruction of the shower energy significantly [7, 8].

The Pierre Auger Collaboration has built an additional in-

fill surface detector array located at an optimal distance in

the field of view of HEAT [9].

2 Design and properties of HEAT

In 2006, the Auger Collaboration decided to extend the

original fluorescence detector, a system consisting of 24

telescopes located at four sites at the periphery of the sur-

face detector array, by three High Elevation Auger Tele-

scopes (HEAT). These telescopes have now been con-

structed, and they are located 180m north-east of the

Coihueco FD building. At the same time, the collaboration

deployed extra surface detector stations as an infill array

of 24 km2 close to and in the field of view of HEAT. The

layout of HEAT and the infill array is shown in Fig. 1.
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Figure 1: Layout of the infill array and the Coihueco and

HEAT fluorescence telescopes. The additional infill sta-

tions are marked red (solid: already integrated in data tak-

ing).

The design of HEAT is very similar to the original FD

system [10], except for the ability to tilt the telescopes

upwards by 29◦. In both cases a large field of view of

about 30◦ × 30◦ is obtained using Schmidt optics (approx.
30◦ × 40◦ when tilted). Fluorescence light entering the
aperture is focused by a spherical mirror onto a camera

containing 440 hexagonal PMTs. A UV transmitting fil-

ter mounted at the entrance window reduces background

light from stars effectively. An annular corrector ring as-

sures a spot size of about 0.6◦ despite the large effective
aperture of about 3m2. The high sensitivity of the Auger

FD telescopes enables the detection of high energy show-

ers up to 40 km distance. A slow control system for remote

operation from Malargüe allows safe handling.

Differences between the conventional FD telescopes and

HEAT are caused by the tilting mechanism. While the

original 24 FD telescopes are housed in four solid concrete

buildings, the three HEAT telescopes are installed in indi-

Figure 2: Schematic view of the cross-section of one of

the HEAT telescopes. Top: Horizontal mode for service

and cross-calibration, bottom: data-taking mode in tilted

orientation.

vidual, pivot-mounted enclosures. Each telescope shelter is

made out of lightweight insulated walls coupled to a steel

structure. It rests on a strong steel frame filled with con-

crete. An electrically driven hydraulic system can tilt this

heavy platform by 29◦ within two minutes. The whole de-
sign is very rigid and can stand large wind and snow loads

as required by legal regulations. All optical components

are connected to the heavy and stiff ground plate to avoid

wind induced vibrations and to keep the geometry fixed.

Mirror and camera were initially adjusted in the horizontal

position (service position). To ensure sufficient mechanical

stability of camera body and mirror support system, addi-

tional steel rods and overall improved support structures are

employed. The mechanical stability is monitored by means

of distance and inclination sensors. The principle of tilting

is illustrated for one bay in Fig. 2.

Another design change for HEAT is the use of an improved

data acquisition electronics (DAQ) whose concept and par-

titioning is, in principle, the same as with the previous ver-

sion. The new design of the electronic is modernized and

updated with larger and faster FPGAs. Along with that, the

sampling rate of the digitizing system was increased from

10MHz to 20MHz and the overall readout speed can be

2
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Figure 3: Photograph of HEAT in tilted mode with closed

shutters.

potentially increased. From the point of view of the data

taking and operation, HEAT acts as an independent fifth

telescope site.

The aforementioned distance monitoring system has been

used to prove that the tilting of the telescope enclosures

does not modify the optical parameters of the telescopes

significantly. In addition, reference calibration measure-

ments at different tilting angles have shown that the influ-

ence of the Earth’s magnetic field on the performance of

the PMTs is only marginal and can thus be neglected.

A photograph of HEAT in tilted mode is shown in Fig. 3.

3 Measurements

Data taking with the new telescopes of HEAT is possible in

horizontal (’down’) position as well as in the tilted (’up’)

position. The horizontal position of the HEAT telescopes,

which is used for installation, commissioning and mainte-

nance of the hardware, is also the position in which the

absolute calibration of the telescopes takes place. In this

position the field of view of the HEAT telescopes overlaps

with those of the Coihueco telescopes. This offers the pos-

sibility of doing special analyses of events recorded simul-

taneously at both sites. In addition, these events can be used

to check the alignment of the new telescopes and provide a

cross-check of their calibration constants.

With the HEAT enclosures in the tilted position, the com-

bined HEAT-Coihueco telescopes cover an elevation range

from the horizon to 58◦. This extended field of view en-
ables the reconstruction of low energy showers for close-by

shower events and resolve ambiguities in the Xmax deter-

mination. The improved resolution in energy andXmax de-

termination is especially visible in the low energy regime.

The first measurements with a single HEAT telescope

started in January 2009 whereas measurements using the

new DAQ electronics with all three telescopes commenced

in September 2009. An example of one of the first low-

energy showers recorded with HEAT and the Coihueco sta-

tion is shown in Fig. 4.

The initial data taking period served as commissioning and

learning period. Since June 2010, the data taking and data

quality reached a satisfactory performance level and all re-

sults presented here are based on the latter data taking pe-

riod. During this period, an absolute calibration campaign

with a uniformly lit drum [11] and a roving laser for these

new telescopes has been performed successfully.

The alignment of the regular fluorescence telescopes is ob-

tained from star tracking. In addition to this method, a new

method was introduced to determine the alignment of the

HEAT telescopes. Given a reference geometry from any

number of sources (SD, hybrid, reconstruction from other

sites, laser shots) and the observation of the correspond-

ing light traces in a HEAT telescope, the developed algo-

rithm determines the optimal pointing direction for the tele-

scope. The accuracy of the method increases when applied

to many events. This method results in a statistical accu-

racy of 0.3◦ or better for elevation and azimuth. For the
HEAT telescope 1, which has the Central Laser Facility

(CLF) [12] in its field of view, accuracies of better than

0.1◦ can be achieved.
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Figure 4: Example of a low-energy event recorded in co-

incidence with HEAT and two Coihueco telescopes. Top:

Camera image of the recorded signal. The arrival time

of the light is color-coded (blue early, late red). Bottom:

Reconstructed energy deposit profile. This nearly vertical

event with a zenith angle of 19◦ has a reconstructed energy
of about 1.7 × 1017 eV.

3

Figure 2.17: Enhancements at the Pierre Auger Observatory. (a) Layout of the infill array
and the Coihueco and HEAT fluorescence telescopes. The additional infill stations are shown
in red. (b) HEAT in its tilted mode upwards with closed shutters.
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Figure 3: Photograph of HEAT in tilted mode with closed

shutters.

potentially increased. From the point of view of the data

taking and operation, HEAT acts as an independent fifth

telescope site.

The aforementioned distance monitoring system has been

used to prove that the tilting of the telescope enclosures

does not modify the optical parameters of the telescopes

significantly. In addition, reference calibration measure-

ments at different tilting angles have shown that the influ-

ence of the Earth’s magnetic field on the performance of

the PMTs is only marginal and can thus be neglected.

A photograph of HEAT in tilted mode is shown in Fig. 3.

3 Measurements

Data taking with the new telescopes of HEAT is possible in

horizontal (’down’) position as well as in the tilted (’up’)

position. The horizontal position of the HEAT telescopes,

which is used for installation, commissioning and mainte-

nance of the hardware, is also the position in which the

absolute calibration of the telescopes takes place. In this

position the field of view of the HEAT telescopes overlaps

with those of the Coihueco telescopes. This offers the pos-

sibility of doing special analyses of events recorded simul-

taneously at both sites. In addition, these events can be used

to check the alignment of the new telescopes and provide a

cross-check of their calibration constants.

With the HEAT enclosures in the tilted position, the com-

bined HEAT-Coihueco telescopes cover an elevation range

from the horizon to 58◦. This extended field of view en-
ables the reconstruction of low energy showers for close-by

shower events and resolve ambiguities in the Xmax deter-

mination. The improved resolution in energy andXmax de-

termination is especially visible in the low energy regime.

The first measurements with a single HEAT telescope

started in January 2009 whereas measurements using the

new DAQ electronics with all three telescopes commenced

in September 2009. An example of one of the first low-

energy showers recorded with HEAT and the Coihueco sta-

tion is shown in Fig. 4.

The initial data taking period served as commissioning and

learning period. Since June 2010, the data taking and data

quality reached a satisfactory performance level and all re-

sults presented here are based on the latter data taking pe-

riod. During this period, an absolute calibration campaign

with a uniformly lit drum [11] and a roving laser for these

new telescopes has been performed successfully.

The alignment of the regular fluorescence telescopes is ob-

tained from star tracking. In addition to this method, a new

method was introduced to determine the alignment of the

HEAT telescopes. Given a reference geometry from any

number of sources (SD, hybrid, reconstruction from other

sites, laser shots) and the observation of the correspond-

ing light traces in a HEAT telescope, the developed algo-

rithm determines the optimal pointing direction for the tele-

scope. The accuracy of the method increases when applied

to many events. This method results in a statistical accu-

racy of 0.3◦ or better for elevation and azimuth. For the
HEAT telescope 1, which has the Central Laser Facility

(CLF) [12] in its field of view, accuracies of better than

0.1◦ can be achieved.
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Figure 4: Example of a low-energy event recorded in co-

incidence with HEAT and two Coihueco telescopes. Top:

Camera image of the recorded signal. The arrival time

of the light is color-coded (blue early, late red). Bottom:

Reconstructed energy deposit profile. This nearly vertical

event with a zenith angle of 19◦ has a reconstructed energy
of about 1.7 × 1017 eV.
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Figure 3: Photograph of HEAT in tilted mode with closed

shutters.

potentially increased. From the point of view of the data

taking and operation, HEAT acts as an independent fifth

telescope site.

The aforementioned distance monitoring system has been

used to prove that the tilting of the telescope enclosures

does not modify the optical parameters of the telescopes

significantly. In addition, reference calibration measure-

ments at different tilting angles have shown that the influ-

ence of the Earth’s magnetic field on the performance of

the PMTs is only marginal and can thus be neglected.

A photograph of HEAT in tilted mode is shown in Fig. 3.

3 Measurements

Data taking with the new telescopes of HEAT is possible in

horizontal (’down’) position as well as in the tilted (’up’)

position. The horizontal position of the HEAT telescopes,

which is used for installation, commissioning and mainte-

nance of the hardware, is also the position in which the

absolute calibration of the telescopes takes place. In this

position the field of view of the HEAT telescopes overlaps

with those of the Coihueco telescopes. This offers the pos-

sibility of doing special analyses of events recorded simul-

taneously at both sites. In addition, these events can be used

to check the alignment of the new telescopes and provide a

cross-check of their calibration constants.

With the HEAT enclosures in the tilted position, the com-

bined HEAT-Coihueco telescopes cover an elevation range

from the horizon to 58◦. This extended field of view en-
ables the reconstruction of low energy showers for close-by

shower events and resolve ambiguities in the Xmax deter-

mination. The improved resolution in energy andXmax de-

termination is especially visible in the low energy regime.

The first measurements with a single HEAT telescope

started in January 2009 whereas measurements using the

new DAQ electronics with all three telescopes commenced

in September 2009. An example of one of the first low-

energy showers recorded with HEAT and the Coihueco sta-

tion is shown in Fig. 4.

The initial data taking period served as commissioning and

learning period. Since June 2010, the data taking and data

quality reached a satisfactory performance level and all re-

sults presented here are based on the latter data taking pe-

riod. During this period, an absolute calibration campaign

with a uniformly lit drum [11] and a roving laser for these

new telescopes has been performed successfully.

The alignment of the regular fluorescence telescopes is ob-

tained from star tracking. In addition to this method, a new

method was introduced to determine the alignment of the

HEAT telescopes. Given a reference geometry from any

number of sources (SD, hybrid, reconstruction from other

sites, laser shots) and the observation of the correspond-

ing light traces in a HEAT telescope, the developed algo-

rithm determines the optimal pointing direction for the tele-

scope. The accuracy of the method increases when applied

to many events. This method results in a statistical accu-

racy of 0.3◦ or better for elevation and azimuth. For the
HEAT telescope 1, which has the Central Laser Facility

(CLF) [12] in its field of view, accuracies of better than

0.1◦ can be achieved.
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Figure 4: Example of a low-energy event recorded in co-

incidence with HEAT and two Coihueco telescopes. Top:

Camera image of the recorded signal. The arrival time

of the light is color-coded (blue early, late red). Bottom:

Reconstructed energy deposit profile. This nearly vertical

event with a zenith angle of 19◦ has a reconstructed energy
of about 1.7 × 1017 eV.

3

Figure 2.18: Example of a low-energy event recorded in coincidence by HEAT and two
Coihueco telescopes. (a) Camera image of the recorded signal. The arrival time of the light
is colour-coded (blue early, late red) (b) Reconstructed energy deposit profile. This almost
vertical event has a reconstructed energy of about 1.7× 1017 eV.

closures (see Figure 2.17(b)).

Data taking with the new HEAT telescopes is possible in horizontal (“down”) position
as well as in the tilted (“up”) position. The horizontal position is used for the absolute cal-
ibration of the telescopes. Indeed, in this position the field of view of the HEAT telescopes
overlaps with those of the Coihueco telescopes. This offers the possibility of doing special
analyses of events recorded simultaneously at both sites.

With the “up” configuration, the combined HEAT-Coihueco telescopes cover an elevation
range from 2◦ above the horizon to 58◦. This extended field of view enables the reconstruc-
tion of low-energy showers (galactic to extragalactic transition in the energy spectrum) and
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ergy of 3 × 1017 eV with full efficiency. Integrating the

instantaneous effective infill aperture over the time when

the detector was stable, the exposure between August 2008

and March 2011 amounts to (26.4±1.3) km2 sr yr. With the

current configuration consisting of 16 hexagons the mean

rate of 3ToT events is 55 events/day/hexagon out of which

∼51% satisfy the fiducial selection that allows events that

fall close to the boundary of the array to be rejected.

As was done for the 1.5 km array, measurement uncertain-

ties have been derived from data [10]. The angular resolu-

tion of the 750m array was found to be 1.3◦ for events with
at least 4 stations. To reconstruct the events, the distribu-

tion of SD signals on ground as function of their distance

to the shower axis is fitted with a LDF, S(r). The opti-

mum distance, ropt, where the signal fluctuations are min-

imised depends on the array spacing. The signal S(ropt) is

the ground parameter eventually used to obtain an energy

estimator. For the regular array ropt=1000m whereas for

the 750m infill was found to be 450m. Besides the uni-

form treatment of data from the highest energies down to

3 × 1017 eV, an additional advantage of having the infill

within the regular array is that it is possible to make cross-

checks of results in the overlap region. As an example the

LDF of a well-contained infill event of 2.7 × 1018 eV im-

pinging with zenith angle of 27◦ is shown in the top panel
of Fig. 4. The same event reconstructed using stations from

the regular array alone is illustrated in the bottom panel.

Both reconstructions are compatible. From event to event,

the main statistical sources of uncertainty in the parame-

ter S(450) are the shower-to-shower fluctuations, the finite

size of the detectors and the sparse sampling of the LDF.

There is also the systematic contribution due to the lack

of knowledge of the LDF. The total S(450) uncertainty de-

rived from the infill data goes from ∼22% at 10VEM to

∼13% at 100VEM. The energy of an event is estimated

from the ground parameter independently of the zenith an-

gle of the air shower by means of the Constant Intensity

Cut (CIC) method [11]. The method allows S(450) to be

evaluated at a reference angle of 35◦ (S35). S35 is cali-

brated using the events simultaneously observed by the SD

and the FD. The infill array was found to be fully efficient

from S35∼20VEM.

3 The Array of Muon Detectors

The MD is currently in its prototype phase, named theUni-

tary Cell (UC). The UC will consist of 7 buried detectors

to be installed on one hexagon and on its centre. Once

completed, the UC will be composed of 30m2 scintillator

counters. Each counter will consist of two 10m2 plus two

5m2 modules associated to a single water-Cherenkov de-

tector. In turn each module is made up of 64 scintillator

strips 4.1 cm wide× 1.0 cm high. The length of the strips

is 4m and 2m for the 10m2 and 5m2 modules respectively

[9]. At present, three 10m2 detectors have been deployed

in the positions shown in Fig. 2 with prototype electronics
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Figure 4: The same event reconstructed with the infill (top)

and the regular (bottom) array. Solid and open circles are

triggered and non-triggered stations respectively.

sampling every 12.5 ns (80MHz). At the hexagon centre,

an additional 5m2 module was also installed.

Although the MD has an internal stand-alone trigger mode

of operation for monitoring and self-calibration purposes

(see [9] for details), the buried scintillation detectors are

triggered by signals from the associated WD station. The

event geometry and the primary energy of the showers de-

tected by AMIGA are reconstructed by means of the SD

data alone as explained in the previous section. Once the

shower parameters are established, the MD data are anal-

ysed [9] to provide the number of muons of the observed

event. As of April 2011, the surface stations provide their

lower-level trigger (T1, in single mode) to the associated

scintillation detectors. The electronics required to link the

MD data with the SD higher trigger levels is under develop-

ment and therefore, is not yet possible to include the muon

data in the shower reconstruction chain.

We will now describe the observed correlation, at T1 level,

between the MD acquisitions and its associated SD station.

The surface stations have two independent T1 trigger

modes [4]: a mode based on threshold discrimination (TH-

T1), and a mode where the signal above threshold must be

maintained over more than 325 ns (ToT-T1). The rate of

triggers which satisfies the TH-T1 condition in the WD is
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ergy of 3 × 1017 eV with full efficiency. Integrating the

instantaneous effective infill aperture over the time when

the detector was stable, the exposure between August 2008

and March 2011 amounts to (26.4±1.3) km2 sr yr. With the

current configuration consisting of 16 hexagons the mean

rate of 3ToT events is 55 events/day/hexagon out of which

∼51% satisfy the fiducial selection that allows events that

fall close to the boundary of the array to be rejected.

As was done for the 1.5 km array, measurement uncertain-

ties have been derived from data [10]. The angular resolu-

tion of the 750m array was found to be 1.3◦ for events with
at least 4 stations. To reconstruct the events, the distribu-

tion of SD signals on ground as function of their distance

to the shower axis is fitted with a LDF, S(r). The opti-

mum distance, ropt, where the signal fluctuations are min-

imised depends on the array spacing. The signal S(ropt) is

the ground parameter eventually used to obtain an energy

estimator. For the regular array ropt=1000m whereas for

the 750m infill was found to be 450m. Besides the uni-

form treatment of data from the highest energies down to

3 × 1017 eV, an additional advantage of having the infill

within the regular array is that it is possible to make cross-

checks of results in the overlap region. As an example the

LDF of a well-contained infill event of 2.7 × 1018 eV im-

pinging with zenith angle of 27◦ is shown in the top panel
of Fig. 4. The same event reconstructed using stations from

the regular array alone is illustrated in the bottom panel.

Both reconstructions are compatible. From event to event,

the main statistical sources of uncertainty in the parame-

ter S(450) are the shower-to-shower fluctuations, the finite

size of the detectors and the sparse sampling of the LDF.

There is also the systematic contribution due to the lack

of knowledge of the LDF. The total S(450) uncertainty de-

rived from the infill data goes from ∼22% at 10VEM to

∼13% at 100VEM. The energy of an event is estimated

from the ground parameter independently of the zenith an-

gle of the air shower by means of the Constant Intensity

Cut (CIC) method [11]. The method allows S(450) to be

evaluated at a reference angle of 35◦ (S35). S35 is cali-

brated using the events simultaneously observed by the SD

and the FD. The infill array was found to be fully efficient

from S35∼20VEM.

3 The Array of Muon Detectors

The MD is currently in its prototype phase, named theUni-

tary Cell (UC). The UC will consist of 7 buried detectors

to be installed on one hexagon and on its centre. Once

completed, the UC will be composed of 30m2 scintillator

counters. Each counter will consist of two 10m2 plus two

5m2 modules associated to a single water-Cherenkov de-

tector. In turn each module is made up of 64 scintillator

strips 4.1 cm wide× 1.0 cm high. The length of the strips

is 4m and 2m for the 10m2 and 5m2 modules respectively

[9]. At present, three 10m2 detectors have been deployed

in the positions shown in Fig. 2 with prototype electronics
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Figure 4: The same event reconstructed with the infill (top)

and the regular (bottom) array. Solid and open circles are

triggered and non-triggered stations respectively.

sampling every 12.5 ns (80MHz). At the hexagon centre,

an additional 5m2 module was also installed.

Although the MD has an internal stand-alone trigger mode

of operation for monitoring and self-calibration purposes

(see [9] for details), the buried scintillation detectors are

triggered by signals from the associated WD station. The

event geometry and the primary energy of the showers de-

tected by AMIGA are reconstructed by means of the SD

data alone as explained in the previous section. Once the

shower parameters are established, the MD data are anal-

ysed [9] to provide the number of muons of the observed

event. As of April 2011, the surface stations provide their

lower-level trigger (T1, in single mode) to the associated

scintillation detectors. The electronics required to link the

MD data with the SD higher trigger levels is under develop-

ment and therefore, is not yet possible to include the muon

data in the shower reconstruction chain.

We will now describe the observed correlation, at T1 level,

between the MD acquisitions and its associated SD station.

The surface stations have two independent T1 trigger

modes [4]: a mode based on threshold discrimination (TH-

T1), and a mode where the signal above threshold must be

maintained over more than 325 ns (ToT-T1). The rate of

triggers which satisfies the TH-T1 condition in the WD is
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Figure 2.19: The same event reconstructed with the infill (a) and the regular SD array (b).
Solid and open circles are triggered and non-triggered stations, respectively.

resolves ambiguities in the Xmax determination. An example of one of the first low energy
showers recorded with HEAT and the regular Coihueco station is shown in Figures 2.18(a)
and 2.18(b).

2.3.2 AMIGA – Auger Muons and Infill for the Ground Array

AMIGA consists of an array of water-Cherenkov detectors deployed on a hexagonal grid
with sides of 750 m and 433 m, and an associated set of muon detectors each of 30 m2 area,
buried at a depth of 2.3 m [25, 26]. The infill spacings allow cosmic rays to be detected with
full efficiency down to an energy of 3× 1017 eV and 1017 eV, respectively. As of April 2011,
53 out of 61 surface stations planned for the 750 m infill have been deployed. For the closer-
spaced array, 24 new detectors will be installed after the completion of the 750 m array.

The angular resolution of the 750 m array was found to be 1.3◦ for events with at least
4 stations. To reconstruct the events, the distribution of the SD signals on the ground as a
function of their distance to the shower axis is fitted with a LDF, S(r). The optimum distance
ropt where the signal fluctuations are miGised was found to be 450 m. An advantage of
having the infill within the regular surface array is that it is possible to make cross-checks
of results in the overlap region. As an example, the LDF of a well-contained infill event of
2.7× 1018 eV arriving with a zenith angle of 27◦ is shown in Figure 2.19(a) using the infill
array, and in Figure 2.19(b) using the regular array. The two reconstructions are compatible.
As is the case for the main surface array, the energy of an event is estimated from the ground
parameter independently of the zenith angle of the air shower by means of the CIC method.
A value is obtained for S(450) with a reference angle of 35◦ (S35).

The muon detector is still in its prototype phase. It consists of seven buried detectors com-
posed of 30 m2 area scintillator counters that will be installed hexagonally around a central
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point. At present, four scintillator modules have already been deployed.
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Introduction: This chapter analyses phenomenologically the muon component in
hadronic showers. It develops an original ”toy” model based on simple arguments and aver-
age values. Then, after having presented the two muon counting methods developed by the
Auger-LAL group, the highest energy events are analyzed using this technique. The case of
Centaurus A is presented and treated taking into consideration the muonic properties of the
events.

This work is inspired from two internal notes12 published during my PhD thesis. Also, I
took part in the development of the new muon counting method at the Auger-LAL group3.
My task was to furnish the observables extracted from the FADC traces, for the simulations
and the SD data. For this work, several large simulation libraries have been produced and
made accessible to the rest of the Auger Collaboration.

1PN Diep and K Louedec, Jumps in the sky GAP-2010-071
2K Louedec and PN Diep, Mass composition and arrival directions of the highest energy hybrid events GAP-2010-072
3B Kégl et al., Reconstructing Nµ19(1000) GAP-2011-054
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3.1 Phenomenological approach to the muon component in
hadronic showers

When a cosmic ray enters the atmosphere, it strikes a nucleus in an air molecule and pro-
duces, among other fragments, pions and kaons. While neutral pions π0 decay almost im-
mediately into two photons and consequently contribute to the electromagnetic component,
charged pions remain part of the hadronic cascade producing new hadronic interactions.
Even if the situation is a bit more complicated for kaons since they have multiple decay
channels, the idea is the same. In the end, up to 10% of all the muons are produced via the
kaon channels.

Hadronic interactions occurring during shower development can be approximated with
the Heitler model as in the case of electromagnetic showers [1]. In this study, the primary is
a proton of energy E0 which interacts with the atmosphere creating ntot new particles with
energy E0/ntot. In a first approximation, we consider that one third of the primary energy
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Figure 3.1: Schematic view of hadronic cascades in a shower.
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goes to neutral pions π0 and two thirds to the charged pions π± (see Figure 3.1). Thus, after
n generations, there are Nπ± = (Nch)

n total charged pions and they carry a total energy given
by

Ehad ' Etot
π± =

(
2
3

)n

E0. (3.1)

where Nch represents the multiplicity of charged particles in the collision.

This basic approach does not take into account the distribution of the incoming energy
between the produced particles and the leading particle. Indeed, when two hadrons interact,
a significant fraction of the total energy is carried away by a single leading particle. This
energy is unavailable for immediate new particle production. The fraction of the total energy
going into pion production is given by the parameter k, the so-called inelasticity. During
an interaction initiated by a particle of energy E, the energy is shared as follows: (1− k) E
is taken by a single leading particle, (2/3) k E is used to produce Nch charged pions and
(1/3) k E is carried by (1/2) Nch neutral pions. Thus, after n interactions, the total energy
carried by the hadronic component becomes

Ehad =

[
(1− k) +

2
3

k
]n

E0 =

[
1− 1

3
k
]n

E0 . (3.2)

It corresponds to the energy of all the particles except the neutral pions π0.

In the following, the inelasticity k and the charged particle multiplicity Nch are assumed
to be the same for p−air and π±−air collisions.

3.1.1 The charged pion component

In hadronic showers, muons come mainly from the decay of charged pions (' 90%) and
charged kaons (' 10%). Thus the number of muons is approximately equal to Nπ± . Conse-
quently, charged pions are a good tracker for studying the evolution of the muon component.

π± −→ µ± + νµ (∼ 100%)

K± −→ µ± + νµ (∼ 63.5%)

3.1.1.1 Physics governing the charged pion component

Charged pions have a mean free path for decay greater than the mean free path for interac-
tion at high energies. Thus charged pions interact several times and then decay when their
energy drops below a mean critical energy 〈Eπ±〉=. The number of generations n depends
on the primary energy, on the primary type, on the multiplicity and on inelasticity. At each
interaction with the atmosphere, the charged pions create a new generation of pions with
multiplicity Nch.
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The height of maximum of the muon production is considered to be the point where the
mean free path for decay is equal to that for interaction with atmosphere.

Decay
The mean free path for decay, LD,π± , is given by

LD,π± = βπ±γπ±cτπ± =
√

γπ±
2 − 1 cτπ± (3.3)

where τπ± is the pion lifetime at rest. For charged pions, cτπ± is equal to 7.8 m and γπ± =

Eπ±/mπ± . But, at the energies involved here, the ultra-relativistic approximation can be used.
Thus LD,π± becomes

LD,π± [m] = 56 Eπ± [GeV]. (3.4)

Interaction with the atmosphere
The collision described by the hadronic Heitler model is π± + air → ∑ π± + ∑ π0. The
collision length λπ±−air (in g/cm2) is defined as

λπ±−air =
∫ hf

hi

ρair(h)
dh

cos θ
, (3.5)

where ρair(h) = ρ0 e−h/8000 m = 1.2× 10−3 e−h/8000 mg cm−3 is the atmospheric density as a
function of the altitude h (following closely the US standard model) and θ the zenith angle.
Then we integrate between hi = h and hf = hi + LI,π± cos θ, where LI,π± represents the mean
free path for interaction, i.e. the mean length between two collisions with the atmosphere.
Equation (3.5) becomes

λπ±−air =
ρ0

cos θ
8000

[
exp

(
− h

8000 m

)
− exp

(
−h + LI,π± cos θ

8000 m

)]

=
ρ0

cos θ
8000 exp

(
− h

8000 m

) [
1− exp

(
−LI,π± cos θ

8000 m

)]

= ρair(h)
8000
cos θ

[
1− exp

(
−LI,π± cos θ

8000 m

)]
.

(3.6)

Using the hypothesis that the distance between two collisions is negligible compared to
8000 m, Equation (3.6) becomes

LI,π± =
λπ±−air

ρair(h)
(3.7)

A basic link is established between the mean free path for interaction LI,π± and the
hadronic interaction length λπ±−air. Thus it will be very easy to use inelastic cross sections
σπ±−air from high energy hadronic models since there exists a relation linking the two physi-
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cal quantities

λπ±−air[g/cm2] =
14.54[g/mol]

σπ±−air[cm2/mol]
=

14.54
σπ±−air[mb]× 10−27

1
NA

. (3.8)

with NA the Avogadro number.

In Figure 3.2, the cross section, the multiplicity and the inelasticity are shown for proton-
air and π±-air interactions for three hadronic models QGSJetII-03 [3], SIBYLL 2.1 [4] and
EPOS 1.6 [2].

To describe the charged pion propagation process from initial production to decay, the
total distance travelled in the atmosphere has to be determined. This quantity can be easily
linked to the mean free paths λp-air and λπ±−air. Thus, for a proton shower with a zenith
angle θ and a primary energy E0, one obtains (in the approximation where the pion-air cross
section is constant with energy)

λp-air(E0) + (n− 1)× λπ±−air(Eπ±) =
∫ ∞

h(θ)
ρair(h)

dh
cos θ

λp-air(E0) + (n− 1)× λπ±−air(Eπ±) '
103

cos θ
× exp

(
− h

8000 m

)
[g/cm2].

(3.9)

3.1.1.2 Evolution of charged pion energy with altitude

The charged pion decay and their collision in the atmosphere are presently understood. Thus
it is possible to predict when the length of Equation (3.4) is equal to that of Equation (3.7) and
so evaluate the number of hadronic generations, the energy or the altitude of charged pions
when they decay. From Equations (3.4)–(3.7), one can calculate the average charged pion
energy when decay and interaction with the atmosphere occur with the same frequency

〈Eπ±[GeV]〉= =
λπ±−air[g/cm2]

7
exp

(
h=

8000 m

)
. (3.10)

The average charged pion energy 〈Eπ±〉 can be plotted as a function of the altitude h. In
fact, this representation is a simple way to follow the evolution of the charged pion compo-
nent in a hadronic shower. The case of a vertical proton shower at 10 EeV using QGSJetII-03
is shown in Figure 3.3. It can be noted that proton cross sections and multiplicities are used
only for the first interaction (upper right). Afterwards, only hadronic data for the π±−air
interaction are used. The black line corresponding to LI = LD is the boundary between the
situation where charged pion decay is, on average, more probable (under the line) and the
one where a collision with the atmosphere is, on average, expected (above the line). Here, it
is shown that, on average, pions decay after a number of hadronic generations n between five
and six with an energy 〈Eπ±[GeV]〉= around 50 GeV.
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Figure 3.2: Evolution of the cross sections proton-air (left panel) and pion-air (right panel)
with energy for different hadronic models. QGSJetII-03 [3], SIBYLL 2.1 [4] and EPOS 1.6 [2].



3.1. Phenomenological approach to the muon component in hadronic showers 67

Altitude above sea level (km)

0 5 10 15 20 25 30

 >
/G

e
V

)
π

 (
<

 E
1
0

L
o

g

0

2

4

6

8

10

A proton vertical shower at 10 EeV by QGSJetII03

 
8

h(km)
(GeV) > = 18 exp ±π

 < E⇒ D = LIL

)
0

 (E
pair

λ

pair
Multiplicity

)
±π

 (E
air±π

λ

air±π
Multiplicity

 decay±π

Figure 3.3: Evolution of the average charged pion energy as a function of altitude above
sea level for a vertical proton shower at 10 EeV using QGSJetII-03. Each red star represents
an interaction with the atmosphere. The blue star indicates the point of maximum muon
production.

This number of interactions has been checked with the QGSJetII-03 predictions using the
program CORSIKA [5]. Even if the mean value n= found with this toy model is in agreement
with the CORSIKA values, the CORSIKA program provides distributions that have a large
spread. Based on a preliminary study, we conclude that the wide inelasticity distribution is
the cause of these large fluctuations around the n= value.

3.1.1.3 Determination of the pion energy and the pion number at LI = LD

The goal of this section is to obtain the energy 〈Eπ±〉= and the number of charged pions
produced 〈Nπ±〉= at LI = LD, as a function of the primary energy E0 and the inelasticity k
(assumed constant with the energy here).

Number of charged pions produced 〈Nπ±〉=
During the development of hadronic showers, the number of charged pions produced is just
the product of the charged multiplicities at each interaction level. In this study, we express
multiplicity as a function of energy (as in the QGSJetII-03 model)

Nch(E) =
(

E
∆

)δ

, (3.11)
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where ∆ is a normalisation constant and δ is the exponent representing the energy depen-
dence.

Here we have a geometric series and the number of pions produced at LI = LD is given
by

〈Nπ±〉= = Nch(E0)× Nch(E1)× ...× Nch(En=) =

(
E0

∆

)1−(1−δ)n=

. (3.12)

Charged pion energy 〈Eπ±〉=
The mean energy of the charged pions can be calculated using Equations (3.2) and (3.12).
Indeed, the energy is just the ratio of the total hadronic energy Ehad to the number of charged
pions produced 〈Nπ±〉=

〈Eπ±〉= =
Ehad

〈Nπ±〉=
' Etot

π±

〈Nπ±〉=
'
(

1− 1
3

k
)n= E0(

E0
∆

)1−(1−δ)n=

〈Eπ±〉= = ∆
(

1− 1
3

k
)n=

(
E0

∆

)(1−δ)n=

.

(3.13)

3.1.2 Muon production in hadronic showers

Muons are produced when the charged mesons decay. The kinematic problem studied here
is just a two-body decay since we have π± −→ µ± + νµ or K± −→ µ± + νµ

4. In the
centre of mass of the charged mesons π±, the decay is isotropic because they have spin zero.
Thus, a uniform distribution is used for the cosine of the emission angle in the centre of mass.
The decay can be represented in the centre of mass and in the laboratory frame as shown in
Figure 3.4.

From conservation of energy, we easily find the muon energy and the muon momentum
in the centre of mass

Ecm
µ =

m2
π/K + m2

µ

2mπ/K
'





110 MeV for π meson,

258 MeV for K meson;

pcm
µ =

m2
π/K −m2

µ

2mπ/K
'





30 MeV/c for π meson,

235 MeV/c for K meson.

(3.14)

The corresponding values in the laboratory frame are obtained after applying the Lorentz

4However, for the kaon case, it can be noticed that this channel has a branching ratio of only 64%. Then, 21%
of charged kaons decay via K± −→ π± + π0.
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⇀
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⇀
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⊥ =

⇀
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⊥

⇀

plab
‖

θlab < θcm

Figure 3.4: Kinematics for pion decay π± −→ µ± + νµ and kaon decay K± −→ µ± + νµ.

boost β = v/c

Elab
µ = γ(Ecm

µ + β pcm
µ cos θcm) ' plab

µ,‖ c '





Eπ
110+30 cos θcm

139 for π meson,

EK
258+235 cos θcm

493 for K meson;

plab
µ,⊥ = pcm

µ,⊥ = pcm
µ sin θcm =





30 sin θcm for π meson,

235 sin θcm for K meson.

(3.15)

where β ' 1 and γ = 1/
√

1− β2 = E/m in the ultra-relativistic case. The muon energy
Elab

µ is equal to its longitudinal momentum plab
µ,‖ in the laboratory system. Moreover, with a

Lorentz transformation, the transversal momenta in the centre of mass and in the laboratory
are equal.

The maximum and minimum values for the muon energy are given by cos θcm = ±1.
Thus, one obtains





0.57 ≤ Elab
µ /Eπ ≤ 1.00 ⇐⇒ < Elab

µ >= 0.79 Eπ,

0.04 ≤ Elab
µ /EK ≤ 1.00 ⇐⇒ < Elab

µ >= 0.52 EK.
(3.16)

Using the fact that cos θcm has a uniform distribution, one can conclude that the average
muon energy is around 0.79 Eπ in pion decay and 0.52 EK in kaon decay. Figure 3.5 shows
the distribution of the muon energy for pion and kaon decay. Hence, following a pion (kaon)
decay, the muons carry around three quarter (one half) of the pion (kaon) energy. Since

Elab
µ ' plab

µ,‖ c and plab
µ,⊥/plab

µ,‖ � 1 ,

this rule also applies to the momenta, i.e.

⇀

plab
µ '

3
4
×

⇀

plab
π± and

⇀

plab
µ '

1
2
×

⇀

plab
K± .
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Figure 3.5: Distribution of the ratio of the muon energy to the total initial energy, for pion
and kaon decay. The curves correspond to the probability density function for the two ratios
Eµ/Eπ and Eµ/EK.

3.1.2.1 Description of the muon component at birth

Muons have a mean free path for interaction much larger than for decay. Thus, it is usually
assumed that muons do not interact with the atmosphere during shower development. Using
the properties of the pion component we can predict those of the muons. In Section 3.1.1, the
altitude 〈h=〉where LI = LD and the corresponding energy 〈Eπ±〉= were obtained. From them
we can calculate various quantities pertaining to the muons.

1. The altitude of maximum muon production 〈hµ〉. Once the charged pion component
has crossed the line LI = LD, pions can on average travel only a distance equal to LD,π± .
Thus one can conclude that

〈hµ〉 = 〈h=〉 − LD,π± .

2. The average muon energy at birth 〈Eµ,birth〉. Our model gives the charged pion energy
〈Eπ±〉=. We have just shown that, on average, 79% of the pion energy goes to muons

〈Eµ,birth〉 = 0.79 〈Eπ±〉=.

3. The average number of muons produced 〈Nµ,birth〉. Each muon is produced via
charged meson decay. Thus, the muon number is given by the number of charged
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pions produced in an extensive air shower

〈Nµ,birth〉 = 〈Nπ±〉= =
Ehad

〈Eπ±〉=
=

(
1− 1

3
k
)n= E0

〈Eπ±〉=
.

Unlike the electrons, muons are relatively unaffected by multiple Coulomb scattering,
and so their lateral distribution function (LDF) contains information about the parent pion
trajectories. We consider a shower of zenith angle θ. At ground level, we will determine the
muon density in the plane perpendicular to the shower axis, the so-called transverse plane. We
assume that the muon’s trajectory will be determined by the pµ,⊥ inherited from its parent
pion (kaon), causing it to arrive at a distance r from the shower axis in the transverse plane.
Thus multiple scattering for muons is neglected. In this case r is simply given by

r = hµ
pπ,⊥
pπ,‖

= hµ
pπ,⊥√

E2
π − p2

π,⊥ −m2
π

, (3.17)

where hµ is the height of muon production. The virtue of this model is that it shows easily
the dependence of the distance r on the pion energy Eπ and its transverse momentum pπ,⊥.
The muonic density, ρµ(r), is given by

ρµ(r) =
1

2 π r
dN
dr

=
1

2 π r
dEπ

dr
dN
dEπ

. (3.18)

Then, the deflections due to the Earth’s magnetic field should be also considered.
A key parameter in the previous formulas is the transverse momentum of the charged

pions pπ,⊥. Associated with pπ,‖, it defines the emission angle of the muons since this latter
is usually assumed collinear to their initial direction. Figure 3.6 gives the distribution of
the transverse momentum of charged pions produced in a proton–air interactions at 10 EeV.
Transverse momenta in hadronic collisions are usually described by

dN
d~pT

=
1

2πpT

dN
dpT

∝ exp
(
− pT

pT,0

)
, (3.19)

where pT,0 is a constant characteristic of the hadronic model.

3.1.2.2 Evolution of the muon component with respect to zenith angle

The zenith angle affects the three physical quantities enumerated previously. In Figure 3.7
the average charged pion energy is shown for two showers with different zenith angles θ1

and θ2.



72 Chapter 3. Muonic component and arrival directions of the highest energy events

 [GeV/c]
T

p
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

]
2

/G
e

V
2

 [
c

T
d

pd
N

 
T

 p
π

2
1

1

10

210

3
10

410

5
10

QGSJET II

SIBYLL 2.1

EPOS 1.9

Transverse momentum distribution for charged pions

Figure 3.6: Distribution of the transverse momenta of charged pions produced in a proton–
air collision at 10 EeV. The distributions for the three main hadronic models are plotted. The
curves are obtained using the CONEX simulation program.

Altitude of maximum muon production
Combining the result shown in Figure 3.7 where the two showers are different uniquely by
their zenith angle with the relations from Equation (3.9), one can write

λp-air(E0) + (n− 1)× λπ±−air(〈Eπ±〉(θ1)) = λp-air(E0) + (n− 1)× λπ±−air(〈Eπ±〉(θ2))

λπ±−air(〈Eπ±〉(θ1))

λπ±−air(〈Eπ±〉(θ2))
=

cos θ1

cos θ2
× exp

(
−h(θ1)− h(θ2)

8000 m

)
= 1

h(θ2)− h(θ1)[m] = 8000× ln
(

cos θ1

cos θ2

)

h(θ)[m] ∝ −8000× ln(cos θ).

(3.20)

This last relation shows that the altitude of charged pion decay, as is the case for the altitude
of maximum muon production, increases with zenith angle. This is illustrated in Figure 3.8
where predictions from this toy model are compared with results provided by the Monte
Carlo programs CORSIKA and CONEX [6]-[7]. It can be concluded that with our intuitive
approach we obtain values in agreement with the usual Monte Carlo simulations.
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Muon energy and number of muons produced
The altitudes corresponding to two zenith angles θ1 and θ2 can be supplied to Equation (3.10).
The ratio of the values obtained is

〈Eπ±〉(θ1)=

〈Eπ±〉(θ2)=
= exp

(
h(θ1)− h(θ2)

8000 m

)

〈Eπ±〉(θ1)=

〈Eπ±〉(θ2)=
= exp

[
−ln

(
cos θ1

cos θ2

)]
=

cos θ2

cos θ1

〈Eπ±〉(θ)= ∝
1

cos θ
.

(3.21)

But it has been shown in Equation (3.16) that the distribution of muon energies for charged
pion decay is uniform between 0.57 Eπ± and 1.00 Eπ± . Thus, on the average, muon energies
also have the same behaviour with respect to zenith angle θ: 〈Eµ,birth〉 ∝ 1/ cos θ.

Since the number of muons produced is just the ratio between primary energy and
〈Eπ±〉=, 〈Nµ,birth〉 behaves as

〈Nµ,birth〉(θ) ∝ cos θ. (3.22)

From this toy model a trend emerges for the evolution of the number of muons produced
with zenith angle. In Figure 3.3, lines representing inclined showers would cross the black
line at a pion energy higher than that for the vertical shower. Consequently, the number of
muons produced decreases with zenith angle.

3.1.2.3 Dependence of the muon component on hadronic models

The last interaction of charged pions with the atmosphere occurs at an energy around a few
hundred GeV, i.e. in a domain treated by high energy hadronic models. The main hadronic
models are QGSJetII-03, SIBYLL 2.1 and EPOS 1.6. Among the critical hadronic parameters,
one can cite the cross section, the multiplicity and the inelasticity. In Figure 3.2 we have
given the muon predictions using the three models. Discrepancies between models come
mainly from the treatment of QCD in the low transverse momentum area. Currently, different
theories are proposed and the data are not sufficient to choose between them. Figure 3.9 gives
the location of maximum muon production using these three hadronic models.

3.1.3 Muon propagation from birth to ground

The muon energy spectrum is modified between the altitude where muons are produced and
the altitude where muons are detected at ground. The lifetime of muons (2.2 µs) and their
mean energies are such that muon decay has to be taken into account during their propaga-
tion in the atmosphere (the losses by bremsstrahlung are negligible for muons with energies
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Figure 3.9: Evolution of the average charged pion energy as a function of the altitude above
sea level for a vertical proton shower at 10 EeV for three hadronic models. The charged pion
component is calculated using QGSJetII-03, SIBYLL 2.1 and EPOS 1.6.

lower than 1 TeV). Showers with a zenith angle θ produce the majority of their muons at an
altitude H(z0, cos θ) = hAuger + z0 cos θ (see Figure 3.10). The purpose of this section is to see
how the spectrum changes during muon propagation and to examine its dependence on the
zenith angle θ and the distance travelled z0.

The mean free path for decay, written LD,µ, is given by

LD,µ = βµγµcτµ =
√

γµ
2 − 1 cτµ (3.23)

where τµ is the muon lifetime at rest. For muons, cτµ is equal to 658 meters and γµ = Eµ/mµ.
Thus LD,µ can be written as a function of the muon kinetic energy in the laboratory frame Tµ

LD,µ[m] = 658

√(
Tµ

mµc2 + 1
)2

− 1. (3.24)

Along the z-axis of Figure 3.10, the number of muons after an infinitesimal length dz is
N(z + dz) = N(z) + N(z)× dz/LD,µ, i.e. dN/dz = N/LD,µ. Thus the probability PD,µ that a
muon produced at an altitude H(z0, cos θ) is still present after a length (z0 − z) is

PD,µ =
1

LD,µ
e−(z0−z)/LD,µ . (3.25)
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Figure 3.10: Representation of the shower geometry. The zenith angle is the angle between
the vertical and the z-axis. The altitude H(z0, cos θ) reference is the sea level.

Up to now, it has been supposed that the muon energy is constant along its path. But
particles lose energy during their passage through matter. The muon kinetic energy range is
between a few MeV and several hundreds of GeV for a typical hadronic shower detected by
the Pierre Auger Observatory. At these energies, the main cause of energy loss is ionization
(radiative processes are negligible). The energy loss rate

〈
dTµ/dz

〉
is nearly constant for rel-

ativistic particles and it depends somewhat on the medium. Compared to the critical energy
Tµ,c, the energy range we need to consider is lower (Tµ,c ' 1000 GeV). Thus the average rate
of muon energy loss in the atmosphere is

〈
−dTµ

dz

〉
= a ' 2 MeV g−1cm2 ' 0.24 exp

(
−H(z, cos θ)[m]

8000

)
MeV m−1 (3.26)

when using ρair(H) = 1.2× 10−3 e−H/8000 mg cm−3 as the atmospheric density (close to that
of the US standard model).

Ionization losses can now be taken into account in the decay Equation (3.24): the kinetic
energy has to be replaced by Tµ(z) = Tµ(z0)− a(z0 − z) where (z0 − z) corresponds to the
distance travelled and Tµ(z0) the muon energy at birth. The muon kinetic energy is given by

Tµ(z) = Tµ(z0)−
∫ z

z0

0.24 exp
(
−H(z, cos θ)

8000

)
dz

Tµ(z) = Tµ(z0)−
1920
cos θ

exp
(
−hAuger

8000

) [
exp

(
− z cos θ

8000

)
− exp

(
− z0 cos θ

8000

)]
,

(3.27)

where the lengths are in meters and the energies in MeV.

Before studying the muon propagation in the atmosphere, it is necessary to have a muon
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energy spectrum at birth. Usually, the pion energy spectrum, i.e. the energy spectrum of the
mother particles, is expressed as a power law with an index equal to −2. In Section 3.1.2,
it has been demonstrated that muons produced by pion decay have their total energies uni-
formly distributed between 0.57 Eπ and Eπ. Thus the distribution law for muon energy at
birth is

N(Eµ) ∝
∫ Eµ

0.57

Eµ

dEπ

Eπ
2 = −

[
1

1.75Eµ
− 1

Eµ

]
∝

1
Eµ
⇒ dN(Eµ)

dEµ
∝

1
Eµ

2 (3.28)

This result obtained for total energy Eµ is of course the same for kinetic energy Tµ, since
Eµ 'Tµ.

In the following, these different formulae will be applied to this spectrum to describe
muon propagation in the atmosphere down to the ground. Two methods are used: the first
involves a toy Monte Carlo (toy MC) and the second analytical formulae.

3.1.3.1 Muon energy spectrum at ground using a toy Monte Carlo

An efficient way to check the validity of our formulae is to make a toy Monte Carlo. The
principle is simple and given in Figure 3.11: we choose randomly a muon energy at birth
according to the inverse of the energy squared then a loop while is executed to simulate ion-
ization losses and decay in the atmosphere during propagation. At each step, it is determined
if the muon decays or not. In the second case, the loop is finished and the final spectrum is
not incremented. If at ground (z = 0) the loop while is still in execution, the final muon
energy spectrum is incremented by one at the corresponding kinetic energy bin Tµ(z = 0).

In Figure 3.12 is given the histogram output from the toy MC for vertical muons dis-
tributed according to the inverse of their energy squared and produced at an altitude of
5000 meters. One sees that decay concerns mainly muons with low kinetic energy. This
result was expected by considering Equation (3.25): when the muon energy decreases, the
mean free path for decay LD,µ also decreases and therefore the probability of decay is greater.
Of course this effect is amplified when ionization losses are taken into account because they
decrease the original muon energy. In the case of this shower, it is around 635 MeV which is
lost only taking into account the ionization losses. Moreover, even if the effect is not clearly
visible on this plot because of the log-scale, there is a shift in energy between the red and
blue curves since ionization losses imply a decrease of energy from Tµ(z0) to Tµ(z = 0). This
explains the fact that the red and blue curves intersect at low energy in the plot.

Figure 3.13 gives the energy spectrum at ground with and without the ionization losses,
for two different shower geometries. A shower having its altitude of maximum for muon
production higher has a higher mean energy for muons at ground level. This conclusion was
expected by the toy model presented in Section 3.1.2. It comes from the fact that muons have
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Algorithm Toy Monte Carlo

1. for i← 1 to n

2. do Tµ(z0)← {muon energy spectrum at birth}
3. while z ≥ 0

4. do Tµ(z)→ Tµ(z− d, z0), with d the step in distance

5. LD,µ(z− d, z0)

6. if d
LD,µ(z−d,z0)

≥ RND, with RND a float from a uniform distribution ]0, 1]

7. then break the while loop : the muon decays→ Decay = +1

8. else next iteration in the while loop

9. if Decay 6= +1

10. then add one event at the kinetic energy Tµ(z = 0) in the histogram

11. return final muon energy spectrum

Figure 3.11: Toy Monte Carlo runs for n muons. For each muon i, the loop while is executed
to determine if the muon i will decay during its propagation down to the ground. The final
spectrum is given in a histogram.
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Carlo calculations.

to travel longer distances in the case θ = 60o. Even though it cannot be seen in this figure
since we plot the probability density functions, more muons decay when the zenith angle
increases.

3.1.3.2 Muon energy spectrum at ground using an analytical solution

A much more convenient way to represent the energy spectrum is to obtain an analytical
formula. The analysis presented here is done without approximations, in the relativistic case.
For an infinitesimal length dz, we have dN/dz = N/LD,µ where LD,µ is given by Equa-
tion (3.24). As a consequence, when ionization losses are taken into account, the probability
decay PD,µ cannot be obtained directly. In what follows, the units for physical quantities are
meters for lengths and MeV for energies.

The goal is to integrate the following relation

dN
N

=
dz

658

√(
Tµ(z0)

mµc2 + 1
)2
− 1

=
1

658
dz√

(A + Be−z/C)2 − 1
(3.29)
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with

A =
Tµ(z0) + mµc2

mµc2 +
1920
cos θ

1
mµc2 exp

(
−H(z0, cos θ)

8000

)
,

B = − 1920
cos θ

1
mµc2 exp

(
−hAuger

8000

)
,

C =
8000
cos θ

.

Setting cosh u = A + Be−z/C (u ≥ 0), Equation (3.29) becomes

dN
N

=
1

658

sinh u
(A/C)−(cosh u/u)du
√

cosh2u− 1
=

C
658

du
A− cosh u

=
C

658
du

A− (eu + e−u)/2
= − 2C

658
eudu

(eu)2 − 2Aeu + 1
.

(3.30)

After operating a second variable change, X = eu, Equation (3.30) simplifies to

dN
N

= − 2C
658

dX
P(X)

= − 2C
658

1
X1 − X2

(
dX

X− X1
− dX

X− X2

)
(3.31)

where P(X) = X2 − 2AX + 1 is a polynomial which admits two different roots, X1 and X2,
equal to

{X1 ' 0 ; X2 ' 2A}

in the case A� 1.

Let’s integrate Equation (3.31) between X(z0) and X(z) where, because of the two variable
changes, X(z) = exp

[
cosh−1(A + Be−z/C)

]

[ln N]zz0
=

C
658A

[
ln
(

X
X− 2A

)]X(z)

X(z0)

ln
(

N(z)
N(z0)

)
=

C
658A

ln
(

X(z)
X(z)− 2A

X(z0)− 2A
X(z0)

)

N(z) = N(z0)

(
X(z)

X(z)− 2A
X(z0)− 2A

X(z0)

)C/(658A)

(3.32)

In the case of the Pierre Auger experiment, muons are detected at ground: the number of
muons measured is N(z = 0). The integration limits are

X(0) = es = exp
(

cosh−1(A + Be0)
)
= γµ(0) +

√
γµ(0)

2 − 1,

X(z0) = et = exp
(

cosh−1(A + Be−z0/C)
)
= γµ(z0) +

√
γµ(z0)

2 − 1
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Figure 3.14: Ground level muon energy distribution from a power spectrum with index−2.
Left panel: From left to right, H(z0, cos θ = 1) = 2 km, 4 km, 6 km, 8 km, 10 km, 12 km and
14 km. Right panel: H(z0, cos θ) = 10 km, and from left to right θ = 0◦, 20◦, 40◦, 60◦ and 80◦.

since
cosh−1 y = ln(y±

√
y2 − 1).

By integrating using these limits, Equation (3.32) can be written

N(z = 0) = N(z0)

(
es

es − 2A
et − 2A

es

)C/(658A)

N(z = 0) = N(z0)

(
1− 2Ae−t

1− 2Ae−s

)C/(658A)

.

(3.33)

Finally, the number of muons at ground N(z = 0) is given by

Nground = N(z = 0) = N(z0)




1− 2A

γµ(z0)+
√

γµ(z0)
2−1

1− 2A

γµ(0)+
√

γµ(0)
2−1




8000
658A(z0,cos θ) cos θ

(3.34)

with

A(z0, cos θ) =
Tµ(z0) + mµc2

mµc2 +
1920
cos θ

1
mµc2 exp

(
−H(z0, cos θ)

8000

)
.

Using this analytical solution, it is presently easy to predict how the muon energy spec-
trum observed at ground changes with the altitude H(z0, cos θ). Figure 3.14 gives the muon
energy spectra obtained for various values of z0 (left panel) and zenith angle θ (right panel).



82 Chapter 3. Muonic component and arrival directions of the highest energy events

3.2 Muon counting using the surface detectors

Counting muons in the FADC traces is a notoriously difficult problem. Indeed, in showers
with zenith angle θ < 60◦, the electromagnetic ”contamination” is non-negligible, so the
main difficulty is to decouple the muonic and electromagnetic components. There are two
distinct approaches that tackle the problem based on the average signal characteristics of the
muonic and the electromagnetic components. Both approaches use the observation that, in
general, muonic signals are characterized by distinct peaks or jumps, whereas the electro-
magnetic component constitutes a smooth ”background” signal for the muonic peaks. The
first approach is based on counting high peaks or jumps [8, 9], whereas the second approach
attempts to remove jumps using a smoothing approach [10], and infer the muonic signal by
the difference between the total signal and the smoothed signal. Of course, both approaches
are intrinsically limited by electromagnetic peaks caused by high-energy photons, and small
amplitude peaks from low-tracklength or low-energy muons.

This section briefly presents the two methods developed by the Auger-LAL group during
recent years: the jump method [8, 9] and the Artificial Neural Network (ANN) method [11].

3.2.1 The jump method

The main idea was to evaluate the sum of the jumps above a threshold, where jumps are
defined as the difference of two consecutive FADC values. The jump method correlates the
sum of the thresholded discrete derivatives (jumps)

Jδ = ∑
FADC bin i

(xi+1 − xi)︸ ︷︷ ︸
jump

‖xi+1 − xi > δ‖5

to the number of muons Nµ in the FADC trace (Figure 3.15(a)). The threshold δ was set to
0.5 VEM, the best compromise between muon selection efficiency and electromagnetic con-
tamination [8, 9].

The main problem with Jδ is, in fact, not overall bias or variance but its dependence on
various shower parameters (mainly distance from the core r, energy of the shower E, or the
zenith angle θ) that may generate energy – and zenith angle – trends in the bias. To decrease

5The indicator function ‖A‖ is 1 if its argument A is true and 0 otherwise, and xi is the FADC signal measured
in the ith bin in VEMpeak units.
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the Jump method [9].

the bias and its variability, Garrido et al. introduced a correction factor [9]

η(E, r) =





1 +
(
ηmax(E)− 1

) r− 400 m
600 m

if 400 m ≤ r < 1000 m,

ηmax(E)−
(
ηmax(E)− 4/3

) r− 1000 m
rtrigger(E)− 1000 m

if r < rtrigger(E),

4/3 otherwise,

(3.35)

where the maximum correction factor is

ηmax(E) = 1.76 + 0.017 log(E/eV)− 0.00009043 log2(E/eV),

and the threshold for trigger bias is

rtrigger(E)/m = 1181 + 25.11 log(E/eV)− 0.119 log2(E/eV).

Figure 3.15(b) plots η(E, r) for four different energies as a function of the distance from the
shower core r. The general shape of η(E, r) was designed based on intuition on what makes
the raw estimator J0.5 biased. The actual numbers in the formulas were tuned using a set of
proton and iron showers simulated with the hadronic model SIBYLL 2.1. Note also that the
correction factor is designed for energies below 1020 eV. Using η(E, r), the jump estimator for
the number of muons in a tank is

N̂µjump = η(E, r) J0.5.

Simulations show that the RMS variance of the jump method is about 40%. The original
jump method has two main shortcomings. First, the correction factor η(E, r) was tuned using



84 Chapter 3. Muonic component and arrival directions of the highest energy events

a single set of simulations which is known to produce a very low number of muons compared
to those using other hadronic models, so η(E, r) (and especially the parameter ηmax(E)) may
have a significant model-dependent systematic bias. Second, the correction factor η(E, r)
depends explicitly on the energy, and its form is basically related to the muon density in
the FADC signal, so if Nµ is undersimulated, the bias of the correction factor η(E, r) could
appear as a horizontal shift rather than a simple rescaling of Jδ. This means that an implicit
systematic trend could be generated through the slopes ∂Nµ/∂E and ∂η(E, r)/∂E.

3.2.2 The Artificial Neural Network (ANN) method

The goal of the ANN method was to overcome these two problems. In this method, the cor-
rection factor depends only on intrinsic features of the FADC signal. This choice eliminates
any explicit bias related to the energy or other ”global” parameters of the shower. The de-
sign of this correction factor is based on a large set of simulated individual FADC signals.
Although only proton and iron showers simulated by QGSJetII-03 are used, the tankwise
muon estimator does not have access to any shower parameters, so it cannot bias its estimate
explicitly. The procedure does not eliminate the bias completely, but the bias is smaller than
that of the jump method.

The FADC signal has several high-level characteristics that are known to be correlated to
the number of muons crossing the tank. The integrated thresholded discrete derivative, the
so-called jump, is only one of them. The main idea of this technique is to extract as much
information from the FADC signal as possible through variables that are plausibly correlated
to muon content, and let a non-parametric predictor to construct a correction-factor estimator
based on a large set of simulations of various kinds. Among them, we can cite the number of
jumps, the signal length and the rise-time. Each of them are extracted for different threshold
δ values, from 0.1 VEM to 3.0 VEM. In the end, 172 observables being plausibly correlated to
muon content are obtained.

Of course, most of the extracted variables are correlated even if the number of muons is
given, so the first step of the analysis is to perform a Principal Component Analysis (PCA) to
reduce the dimensionality of the data. PCA is a mathematical procedure using an orthogonal
transformation to convert a set of observations of possibly correlated variables into a set of
values of uncorrelated variables called principal components. This transformation is defined in
such a way that the first component has the largest variance, or information content, of the
sample. The second component has the second largest dispersion and so on. One advantage
of the PCA method is that, involving only rotations, the principal components are only linear
combinations of the original observables. After this step, each FADC signal is represented by
19 linear combinations of the original variables extracted from the FADC signal. Even if they
no longer have any ”physical” meaning, these 19 first principal components account for 99%
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of the total variance. Indeed, they capture the variance of the FADC signal and they ”inherit”
all the information from the original observables.

The next step is the actual training of the nonparametric predictor. This method uses
the NETLAB implementation [12] of the neural network technique described in [13]. The
particular ANN implementation of [12] has a useful property: beside value estimates, it also
provides reliable uncertainty estimates on individual values which we can easily convert into
uncertainties on the tankwise muon number estimate. Since the global goal of the analysis is
to obtain a single observable for each shower, these uncertainties greatly improve the lateral
distribution function (LDF) fit and, in turn, the final estimator of muon content at 1000 m
from the shower axis.

Finally, the output of the ANN is compiled into a probability table

PANN = P(Nµ = N|FADCsignal).

The RMS variance of this estimator is about 25%.

3.3 Mass composition and arrival directions of the highest energy
events

There exist several models that describe the flux of ultra-high energy cosmic rays detected on
Earth by the Pierre Auger Observatory [14]. Although most of them account for the general
features that have been observed, they differ in their predictions concerning the dependence
on mass composition and an important aim of the Auger Observatory is therefore to measure
this parameter. This can only be done indirectly using physical observables that are sensitive
to it. Among these are the elongation rate (depth of Xmax) [15] measured by the fluorescence
detector, the ground density of the muon component [8, 9], the azimuthal asymmetry pa-
rameters [16] and quantities derived from the rise time [17, 18], all measured by the surface
detector. However, lack of sufficient statistics makes it usually impossible to draw significant
conclusions concerning the mass composition.

Since the publication in November 2007 of evidence for a correlation with nearby extra-
galactic objects [19], several studies have focused on the mass composition of the highest
energy cosmic rays coming from Active Galactic Nuclei (AGN), Centaurus A (Cen A) or
from the whole sky. Motivated by the remark that a significant fraction of UHECRs detected
by the surface array originate from the neighbourhood of Centaurus A and that a shower
pointing to a source is more likely to have a proton primary, heavy nuclei undergoing more
magnetic deflection in the Milky Way, this section looks for a possible difference in muon
content between the showers pointing to Cen A and those of the whole sky.

This work is also aimed at providing additional information of relevance to a recent anal-
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Figure 3.16: Number of experimental events with E > 55 EeV as a function of the angular
distance to Centaurus A (from [21]). The bands correspond to the 68%, 95% and 99.7%
dispersion expected for an isotropic flux.

ysis from Nosek et al., using hybrid data. They claimed that Cen A showers detected in the
energy range between 1018.6 eV and 1019.2 eV develop on average at higher altitudes than
showers from the whole sky [20], and suggested that Cen A showers might be initiated by
heavier primaries. Using hybrid data implies a strong reduction of the available event sample
compared to using SD data, making a critical evaluation of the statistical significance of the
result essential. Moreover, at lower energies and/or heavier masses, the angular deflection
due to the galactic magnetic field is larger, making it necessary to enlarge the angle within
which one can observe cosmic rays coming from a specific source such as Cen A. Indeed, a
proton of 1018.6 eV is expected to be deflected by some 13◦. These points seem not to have
been taken into due consideration by the authors of [20].

3.3.1 Centaurus A, the region with the largest arrival direction excess

After having analysed the correlation of the Auger events with nearby extragalactic objects,
the main question for the Auger Collaboration was why there are so many events coming
from directions close to Centaurus A. This object, 3.8 Mpc away from us, is the closest AGN.
The proximity of Cen A makes it one of the brightest and largest extragalactic sources in the
sky: its giant lobes extend over nearly 10◦.

The region with the largest arrival direction excess for the 69 highest energy events pub-
lished in [21], as estimated by the excess above isotropic expectations in circular windows,
is centred at galactic coordinates (l, b) = (−46.4◦, 17.7◦). There are 12 arrival directions
inside a window with radius 13◦ centred in that location, whereas 1.7 is the isotropic expec-
tation. The centre of this region is only 4◦ away from the location of the radiogalaxy Cen A
(−50.5◦, 19.4◦) and it is not so far from the direction of the Centaurus cluster (−57.6◦, 21.6◦).

Figure 3.16 shows the number of events with energy E > 55 EeV coming within a variable
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angular radius from Cen A. The excess with largest significance is produced by 13 arrival
directions within 18◦, in which 3.2 arrival directions are expected if the flux were isotropic.
In contrast to the region around Cen A and the Centaurus cluster, there is a paucity of events
from the region around the radiogalaxy M87 and the Virgo cluster. None of the 69 events
with E > 55 EeV is within 18◦ of M87. Due to its northern declination, however, M87 gets
only one-third of the exposure of Cen A. Also, M87 is around five times farther away that
Cen A, so the flux would be 25 times less if the sources had equal cosmic ray luminosities.
However, one would expect 13/75 events to come from M87 if it has the same luminosity as
Cen A.

3.3.2 Muon component as a function of arrival direction

The idea of this analysis is to compare the muon densities at 1000 m from the shower axis,
ρµ(1000 m), for Cen A events with those coming from the whole sky, in the same spirit as
that of Nosek et al. using Xmax from Auger hybrid data. As for the case of the Xmax or the
RMS(Xmax) parameters, the muon composition depends on the primary composition. Thus,
a larger muon number indicates that the mass composition is heavier. In this work, the muon
density at 1000 meters from the shower axis is obtained using both the Jump method and
the ANN method. After getting the muonic lateral distribution function (LDF), the muon
number at 1000 meters is calculated using a fit to the function

Nµ(ri, β) = Nµ(1000 m)
( ri

1000 m

)β
(3.36)

where ri is the distance from the tank i to the shower axis and β the slope of the muonic
LDF. Figure 3.17 gives an example of a muonic LDF. The grey dashed area corresponds to
the distance range where the muon number estimation is affected by the trigger bias. These
tanks are not taken into account in the fit procedure. Then, the muonic density at 1000 meters
ρµ(1000 m) is obtained by dividing Nµ(1000 m) by the collection surface

ρµ(1000 m) =
Nµ(1000 m)

πR2
tank cos θ + 2RtankHtank sin θ

, (3.37)

where Rtank is the tank radius and Htank the tank height.

We applied the two muon counting methods to the Observer SD data reconstructed with
the Offline version v2r7p46. Data retained in this study are T5 triggers having energy E >
4 EeV, zenith angle θ > 60◦, recorded from January 2004 to September 2010. Showers pointing
to Cen A within 18◦ are called Cen A events.

The increase of the muonic density ρµ(1000 m) with energy results from the associated

6http://augerobserver.fzk.de/doku.php?id=v2r7p4:home
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tank is given by the red crosses. Then the muon number at one thousand meters (blue dot) is
obtained from the muonic LDF fit procedure, without taking into account tanks in the grey
dashed area.
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Figure 3.18: Energy dependence of the muon density at 1000 m, for the Jump method and
the ANN method. The distribution of the difference between the two methods is also given
on the right.

increase of the particle density on ground. Figure 3.18 shows the energy dependence of
ρµ(1000 m), in log-log plots, for the Jump method and the ANN method. For the ANN
calculations, the dispersion of log10 ρµ(1000 m) is remarkably small.

Figure 3.19 shows, for the two muon counting methods, the muonic density normalized
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Figure 3.19: Evolution of the muonic density at 1000 meters normalized to its energy de-
pendence, with respect to the primary energy. The data set used here correspond to the SD
data measured by the Pierre Auger Observatory from January 2004 to September 2010 and
to a subset from the Cen A region. For each figure, predictions from three hadronic models,
QGSJetII-03, SIBYLL 2.1 and EPOS 1.6, are plotted.

〈log10(E[eV])〉 18.7 18.9 19.1 19.3 19.5 19.7 > 19.8

Whole sky 14491 6558 3055 1308 479 121 30
CenA 660 301 135 72 28 13 5

Table 3.1: Number of events for each energy bin of the whole sky and Cen A events.

to the energy at one thousand meters with respect to the shower energy, and Table 3.1 gives
the number of events for each energy bin. The 0.9 power is the dependence to the energy
expected by the hadronic models for the muonic density at one thousand meters. Low en-
ergy events containing data from only three tanks are hard to use; consequently, the study is
done only for the energies greater than 1018.6 eV. In the two analyses, the muon density ob-
served is much greater than that predicted by models. Only the EPOS 1.6 model, in the case
of the jump method, can reproduce the data assuming an iron composition for the cosmic ray
primary. In the case of the ANN method, and contrary to the jump method, the mass compo-
sition passes from a light component at 1018.6 eV to a heavy composition at greater energies.
In addition, no evidence is found for a difference in the mass compositions between Cen-
taurus A events and the whole sky sample. Indeed, it is obvious from the figure that there
is no significant difference in the ρµ(1000 m)/E0.9 values of the two samples. The implica-
tion of this statement on a possible difference in primary mass depends on the value of the
sensitivity of ρµ(1000 m)/E0.9 to the muon content and of the muon content to the primary
mass.

Having evaluated the muon densities of the highest energy events makes it possible to
look at their distribution in the sky. Does one see clusters of muon rich (or poor) events ? (it
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Figure 3.20: Muonic density at one thousand meters from the jump method for energy
events greater than 55 EeV. The 3.1◦ circles represent the event arrival directions, the colour
index being proportional to their ρµ(1000 m)/E0.9 value. The 472 AGNs with a redshift lower
than 0.018 (∼ 75 Mpc) from the 12th edition of the Veron-Cetty catalogue [22] are indicated
by red crosses. The solid line represents the border of the field of view (zenith angles greater
than 60◦). Darker colour indicates larger relative exposure. Each coloured band has equal
integrated exposure. The dashed line is the supergalactic plane. Centaurus A is marked with
a white cross, the black curve around it corresponding to an 18◦ circle.

must be clear, however, that it is not possible to assign a primary mass value reliably at the
level of a single event). Figure 3.20 shows a sky map for the SD events having E > 55 EeV
analyzed using the jump method. The sky map shows no evidence for clusters of muon
rich events. It is interesting to note the presence of events not correlated with AGNs but
coming from voids, quite far from the closest AGN; several of them are relatively muon poor
(therefore on the proton side, having in principle a reliable arrival direction). What are the
sources of such events ? The question remains open.

3.4 Conclusion

Throughout this chapter we have presented briefly the muon component in a hadronic
shower. Using a model based on averaged values, the charged pion component can be un-
derstood intuitively. The altitude of maximum muon production has been determined, and
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other physical quantities related to the muon component have been derived.
After having presented briefly the two muon counting methods developed by the Auger-

LAL group in previous years, they have been used to study events. The muon content of
showers detected by the Auger surface array has been investigated. Those coming from
the Centaurus A direction have been studied separately to look for a possible difference in
mass composition. Using both muon counting methods, no significant difference between
the Cen A and the whole sky samples has been found.
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Introduction: Thanks to a collection of atmospheric monitoring data, the Auger Collab-
oration has accumulated a large database of atmospheric measurements. This effort signifi-
cantly reduced the systematic uncertainties in the air shower reconstruction. During my PhD
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inspired from the proceeding published at the International Cosmic Ray Conference (ICRC)
which took place at Beijing (China) during August 20111.
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Due to the extremely low flux of cosmic rays on Earth, their direct detection is not fea-
sible. Once they enter into the atmosphere, they induce extensive air showers composed of
secondary particles. In the Auger facility, the atmosphere is used as a giant calorimeter, rep-
resenting a detector volume larger than 30 000 km3. To minimize as much as possible the
systematics on the fluorescence measurements, the atmosphere properties have to be contin-
uously monitored. These properties include atmospheric state variables such as temperature,
pressure or humidity for the molecular part of the atmosphere, but also physical quantities
such as optical depth or phase function2 describing the scattering behaviour of the atmo-
sphere, due to the presence of aerosols.

The role of hybrid energy calibration played by the FD depends strongly on a detailed
knowledge of the atmospheric conditions. During the development of an extensive air
shower, the production rate of fluorescence photons depends on the temperature, pressure
and humidity of the air. Then, from their production point to the telescope, photons can be
scattered and/or absorbed by molecules and/or aerosols. Thus, in order to track atmospheric
parameters, an extensive, and unique in the world, atmospheric monitoring system has been
developed covering the whole SD array.

Figure 4.1 lists the different experimental facilities and their locations. Atmospheric prop-
erties at ground level are provided by a network of five weather stations located at each FD
site and at the Central Laser Facility (CLF). They furnish atmospheric state variable measure-
ments every five minutes. Also, meteorological radio-sonde flights with balloons have been
operated, during daytime and at night, to get altitude profiles of the main atmospheric quan-
tities. The balloon flight program ended in December 2010 after having been operated 331
times. This complete database, representing several years of measurements, has been used
to produce monthly atmospheric profiles.

For the aerosol component, and only during FD data-taking, the Central Laser Facility
fires 50 vertical shots every 15 minutes. FD telescopes, recording the UV laser tracks, are
able to deduce the aerosol concentration at different altitudes. Since November 2008, a new
laser facility called the eXtreme Laser Facility, or XLF, has been deployed. These concen-
tration measurements are completed with four elastic backscattering lidars located at each
eye. A Raman lidar currently under test in Colorado (USA) is scheduled to be moved to the
Auger Observatory for the Super-Test-Beam project [1]. To improve our knowledge of pho-
ton scattering on aerosols, two Aerosol Phase Function monitors (APF) have been installed
at Coihueco and Los Morados: they consist of a collimated horizontal light beam produced
by a Xenon flasher which passes in front of one FD eye. The aerosol attenuation depends on
the incident wavelength: its measurement is the main goal of two optical telescopes in Auger,
the Horizontal Attenuation Monitor, or HAM, and the (F/ph)otometric Robotic Telescope for

2These two quantities will be described in detail later in the manuscript, but basically, they can be seen as the
measurement of concentration and the differential cross section, respectively.
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Figure 4.1: Atmospheric monitoring map of the Pierre Auger Observatory. Each FD site
hosts several atmospheric monitoring facilities.

Atmospheric Monitoring, or FRAM. Finally, to exclude absorption effects from clouds, four
infrared camera are installed on the roof of each FD building continuously scanning the sky
and producing one full-sky image every five minutes.

4.1 Atmospheric effects on light production and its propagation in
the atmosphere

Atmospheric conditions affect both the production and the propagation of UV light coming
from air showers. Even if the fluorescence yield remains the largest source of uncertainty for
FD measurements, weather effects also contribute significantly to systematic uncertainties.

Cherenkov and fluorescence light production at a given wavelength λ depends on the
atmospheric variables pressure P, temperature T and vapour pressure e. Whereas the
Cherenkov light yield can be directly calculated from the refractive index of the atmosphere
n(λ, P, T), the weather dependence of the fluorescence production is much more difficult to
determine. Among the effects which are hard to measure experimentally, we can cite the
collisional quenching of fluorescence emission. In this phenomenon, the radiative transitions
of excited nitrogen molecules are suppressed by molecular collisions [2]. Also, water vapour
contributes to collisionnal quenching: thus, the fluorescence yield has an additional depen-
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dence on the atmosphere humidity.

It is not enough to understand and take into account in shower reconstruction weather
effects on UV light production; atmospheric effects all along the photon’s trajectory have to
be studied too. In this case the photons have a wavelength in the UV domain, the absorption
mechanism in the air is negligible. Thus, in the following, attenuation will represent only the
scattering phenomena, which are the most significant here. The main atmospheric attenua-
tion processes are Rayleigh scattering, for the molecular component, and Mie scattering, for
the aerosol component, both being elastic. It can be noted that inelastic Raman scattering,
much less efficient, will not be considered in the following.

Attenuation of light from an air shower to the FD telescope can be expressed as a trans-
mission coefficient Γ, or optical transmittance, which gives the fraction of incident light at a
specified wavelength λ that passes through an atmosphere of thickness x. If τ is the optical
depth, then Γ is estimated using the Beer-Lambert law

Γ(x, λ) = Γm(x, λ) Γa(x, λ) = exp [−τ(x, λ)] ,

where τ can be decomposed in τ = τm + τa, the molecular component and the aerosol com-
ponent, respectively.

Usually, atmosphere can be described as a superposition of several horizontally uniform
layers, so spatial dependence of the optical depth can be reduced to an altitude dependence.
Hence, the transmittance from an altitude h to the ground through a slanted path of zenith
angle θ is

Γ(h, θ, λ) = (1 + H.O.) exp
[
−τ(h, λ)

cos θ

]
,

where H.O. represents a higher-order correction that accounts for the single and multiple
scattering of Cherenkov and fluorescence photons into the field of view of the telescope.

The goal of atmospheric monitoring in Auger is to estimate the attenuation factors and the
scattering properties needed to obtain the higher-order corrections. Also, their dependence
in altitude and wavelength has to be constrained. For these quantities, the contributions due
to molecules and aerosols are considered separately in the following.

4.1.1 Molecular transmission – Rayleigh regime

The air is a medium with a mass composed of 78% dinitrogen N2 and 21% dioxygen O2 (then,
traces of argon Ar, neon Ne, helium He, dihydrogen H2 and xenon Xe). They correspond to
the ”permanent” gases composing the atmosphere. The resulting molecular mass for an ”air
molecule” is M0 = 28.97 g/mol for standard temperature and pressure at sea level. To take
into account humidity effects to this, air must be added a factor corresponding to the vapour
pressure. The final molecular mass is the sum of the two components, weighted by their
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volume fractions
Mair = αdry M0 + αw Mw,

where the molecular masses for dry air and vapour pressure are 28.97 g/mol and
44.01 g/mol, respectively. The fraction of water αw is directly the vapour pressure divided
by the pressure [3].

Molecular attenuation in the near UV can be approximated using uniquely the elastic
Rayleigh scattering process, since it dominates inelastic Raman scattering (by around three
orders of magnitude) or absorption [4]. Hence, the molecular transmission can be reduced to
the scattering phenomenon only. The total Rayleigh scattering cross section per air molecule
is given analytically by the following formula [5]

σR(λ) =
24π3

λ4Ns
2

(
ns

2(λ, Ns)− 1
ns2(λ, Ns) + 1

)2 6 + 3ρn(λ)

6− 7ρn(λ)
, (4.1)

where ns(λ, Ns) is the refractive index for standard air, Ns the molecular number density and
ρn(λ) the depolarization factor taking into account the anisotropy of the air molecules. ρn(λ)

is determined by the asymmetry of N2 and O2 molecules, and equal to zero for point-like
scattering centres [6]. The depolarization factor varies by approximately 60% from the near
IR (ρn ' 0.045) to the UV domain (ρn ' 0.028), introducing a corresponding variation with
wavelength of around 3% for the Rayleigh cross section. The value used for Auger in the near
UV is fixed at 0.03, shifting the wavelength dependence of the molecular scattering from the
well known λ−4.0 behaviour to an effective value of λ−4.2.

For wavelengths greater than 230 nm and an atmosphere in the standard temperature
and pressure conditions at the sea level (Ts = 288.15 K, Ps = 1013.25× 102 Pa), Peck and
Reeder [7] proposed the following formula to obtain the refractive index

ns(λ, Ns) = 1 +
0.05791817

238.0185− (1µm/λ)2 +
0.00167909

57.362− (1µm/λ)2 . (4.2)

Molecular scattering coefficient: βm(h, λ)

The probability per unit length that a photon is Rayleigh scattered at a fixed wavelength λ at
an altitude h is the so-called scattering coefficient, β, given by the following equation

βm(h, λ) = N(h) σR(λ), (4.3)

where N(h) is the molecular number density at a given pressure and temperature (i.e. alti-
tude).

The coefficient βm(h, λ) scales with the molecular number density Ns. Thus, it is straight-
forward to correct it for any pressure P and temperature T. We use the fact that air is close to
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being an ideal gas to obtain

βm(h, λ) = βm,s
N
Ns

= βm,s
P
Ps

Ts

T
, (4.4)

where {Ns, Ps, Ts} are the reference parameters and {N, P, T} are those for any conditions
(i.e. at any altitude).

Molecular attenuation length: Λm(h, λ)

The mean free path, representing the mean length travelled by a photon before Rayleigh
scattering, called also the molecular attenuation length, is given by

Λm(h, λ) =
1

N(h) σR(λ)
=

1
βm(h, λ)

. (4.5)

In the case where the attenuation length is to be expressed in atmospheric mass depth,
the following relation can be useful since it is linked directly to the Rayleigh cross section

Xm(λ) =
Mair

σR(λ) NA
, (4.6)

where NA is the Avogadro constant (NA = 6.02× 1023 mol−1).

Molecular optical depth: τm(h, λ)

The molecular optical depth between a telescope at ground level hground and a point at alti-
tude h is expressed as the integral of the molecular scattering coefficient over the altitude

τm(h, λ) =
∫ h

hground

βm(h′, λ)dh′. (4.7)

After this brief summary of molecular scattering, the main objective of the Auger collabo-
ration concerning the molecular part of the atmosphere will be to obtain the profiles P(h) and
T(h). Later in the manuscript, two different methods will be presented: measurements from
balloon-borne radio-sonde flights or data from a global climate model such as the Global
Data Assimilation System (GDAS) provided by the National Oceanic and Atmospheric Ad-
ministration (NOAA).

4.1.2 Aerosol transmission – Mie regime

Although atmosphere is mainly composed of molecules, a small fraction of larger particles
such as dust or droplets are in suspension. These particles are called aerosols and their typical
size is around a micron. Since the size of these particles is no longer small with respect to
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Figure 4.2: Light transmission in the atmosphere (from [9]). Left panel: example of a vertical
aerosol optical depth profile measured at Los Leones with vertical laser shots from the CLF
(25 km). Systematic effects dominate the uncertainties. Also shown is the monthly average
molecular optical depth for August. Right panel: molecular and aerosol light transmission
factors for the atmosphere between the vertical CLF laser beam and Los Leones. The vertical
dashed line represents the lower edge of the FD field-of-view at this distance.

the incident wavelength, the analytical Rayleigh formulae cannot be applied in this case. The
Mie scattering that they produce is much more complex: for instance, it depends on particle
composition and shape and on the size distribution. Also, aerosol populations, unlike the
molecular component, change quite rapidly in time, depending on the wind and weather
conditions.

Therefore, knowledge of the aerosol transmission parameters in Auger will be acquired
through measurements of the aerosol optical depth τa(h, λ) at different location in the SD
array, throughout the night. Usually, the aerosol concentration decreases rapidly with the
altitude. Most of the aerosols are present in the planetary boundary layer, i.e. in the first
few kilometres above ground level. Consequently, as shown in Figure 4.2, a characteristic
behaviour can be seen in the altitude profile of τa(h, λ): a more or less linear increase at
the beginning, then a flattening since the aerosol concentration decreases quickly with the
altitude.

The aerosol optical depths are measured in the field at a fixed wavelength λ0 = 355 nm,
approximately in the centre of the nitrogen fluorescence spectrum. To evaluate the aerosol
extinction for a given incident wavelength, a common parameterization used is a power law
due to Ångström,

τa(h, λ) = τa(h, λ0)

(
λ0

λ

)γ

, (4.8)

where γ is known as the Ångström coefficient. This exponent depends on the size distribu-
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tion of the aerosols. When the aerosol particle size approaches the size of air molecules, γ

should tend to 4 (mainly dominated by accumulation-mode aerosols), and for very large parti-
cles, typically larger than 1 µm, it should approach zero (dominated by coarse-mode aerosols).
Usually, a γ ' 0 is characteristic of a desert environment and the aerosol optical depth is more
or less independent of the wavelength. In Auger, measurements gave γ values between 0.2
and 1.2 (see Section 4.3.4).

4.1.3 Ultraviolet and visible absorption by atmospheric trace gases

The atmosphere is not only composed of the ”permanent gases”, corresponding to the molec-
ular part, and of the aerosols. As already mentioned in Section 4.1.1, water vapour H2O has
to be considered and may account for up to 4% of the atmospheric gases in some temperature
conditions. Then, several ”variable gases” are present in a very small quantity in the atmo-
sphere. Among them, the main gases are carbon oxides CO and CO2, methane CH4, ozone
O3, nitrogen oxides NO and NO2, or sulfur dioxides SO2. To these components, we have to
add also the Volatile Organic Compounds (VOCs) which are a class of organic compounds,
most of them being hydrocarbons.

These atmospheric trace gases come from both natural sources and human activities. Ex-
amples of natural sources include wind picking up dust and soot from the Earth’s surface
and carrying it aloft, volcanoes belching tons of ash and dust into our atmosphere, or for-
est fires producing vast quantities of drifting smoke. As human-induced sources, one cites
usually transportation, fuel combustion or industrial processes. These different gases had
previously constant concentration in the atmosphere, since their origin was exclusively nat-
ural. But, nowadays, human activities increase the concentrations of these gases called as air
pollutants.

After a brief listing of the main gases, an estimation of their effect on the light propagation
in the atmosphere will be done. Then, it will be concluded if they should be taken into
account in studies of light attenuation.

4.1.3.1 Principal gases in the atmosphere

Absorption of UV-Vis(ible) light in the atmosphere is mainly dominated by two atmospheric
gases: dioxygen and ozone, corresponding to the largest photoabsorption cross sections. The
other minor atmospheric species are optically thin to UV-Vis radiations [10]. The principal
absorption features of molecular oxygen are absorption bands of the Schumann-Runge sys-
tem between 175 nm and 200 nm, and the weak Herzberg dissociation continuum extending
from 175 nm to 260 nm (see Figure 4.3). Concerning ozone, it shows absorption in almost
the entire UV-Vis region, from the very strong Hartley band in the UV, to the much weaker
Huggins and Chappuis bands in the near-UV and visible.
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! Electronic transitions (i.e. high-energy UV photons) may cause various 

photochemical and photophysical processes. 

Absorption of a high-energy photon (AB + h"#$%&'() may result in the following 

primary photophysical and photochemical processes: 

Luminescence:  AB* ! AB + h"1    

Ionization:     AB* ! AB
+
 + e    

Quenching:  AB* + M ! AB (M represent any molecule that can carry away energy) 

Dissociation:     AB* ! A + B 

Chemical reaction: AB* + C ! A + BC 

 

" Absorption of UV radiation in the gaseous atmosphere is primarily due molecular 

oxygen O2 and ozone O3. 

 

 

Figure 7.3  Spectral absorption cross-sections of O2 and O3 
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Figure 4.3: Spectral absorption cross section for dioxygen O2 and ozone O3, in the UV-Vis
range. The corresponding altitudes where the phenomena taka place in the atmosphere are
indicated in the top of the plot.

Atmospheric gas Absorption wavelengths [nm]

Dinitrogen N2 λ 6 100
Dioxygen O2 λ 6 240

Ozone O3 170 6 λ 6 350 and 450 6 λ 6 750
Water vapour H2O λ 6 210 and 600 6 λ 6 720

Carbon monoxide CO 2320 6 λ 6 2335
Carbon dioxide CO2 λ 6 205

Methane CH4 1630 6 λ 6 1670
Nitrogen dioxide NO2 λ 6 600
Nitrogen trioxide NO3 410 6 λ 6 670

Sulfur dioxide SO2 250 6 λ 6 350
Nitric acid HNO3 λ 6 330

Table 4.1: Wavelengths of absorption in the UV-Vis range for several atmospheric gases
(from [11]). NO2 absorbs at λ 6 600 nm, but dissociates at λ 6 400 nm.
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Presently, theoretical models are not generally available to provide absorption cross sec-
tions for each species at different temperature an pressures. Thus, the cross section of the
absorbers are measured in laboratories at fixed temperature and pressure, then empirical
models are used to interpolate them to intermediate values of temperature and pressure [12].

An overview of the different species present in the atmosphere with their corresponding
spectral range where they are the most absorbing is given in Table 4.1. These values are
given for temperature and pressure corresponding to the low part of the atmosphere. At this
ambient temperature, for instance, the carbon dioxide CO2 is transparent in the ultraviolet
(UV) at wavelengths longer than 205 nm. Nevertheless, it is interesting to stress that at higher
temperatures, typically above 1000◦K, the CO2 absorption cross section becomes significant
in the region between 200 and 320 nm.

In the case of the Pierre Auger experiment, the spectral range probed is centred around
350 nm. Thus, according to Table 4.1, the photoabsorption is mainly caused by ozone O3,
followed then by nitrogen dioxide NO2, sulfur dioxide SO2 and nitric acid HNO3. The next
section will be focused on the light attenuation due to these trace gases.

4.1.3.2 Light attenuation due to trace gases in Ultraviolet

At the surface, ozone O3 is the primary ingredient of the photochemical smog3 Even if the
majority of atmospheric ozone (about 97%) is found in the upper atmosphere – in the strato-
sphere – where it is produced naturally, approximately 0.04 ppm (parts per million) is present
in the low part of the atmosphere.

The sulfur dioxide SO2 is a colourless gas coming primarily from the burning of sulfur-
containing fossil fuels (such as coil or oil). However, it can enter the atmosphere naturally
during volcanic eruptions and as sulfate particles from ocean spray. As it is known, the
region where the Pierre Auger Observatory is installed is affected by air masses coming from
the Pacific Ocean, and is a active volcanic region.

The nitrogen dioxide NO2 is a gas that forms when some of the nitrogen in the air re-
acts with oxygen during the high-temperature combustion of fuel. Although it is produced
naturally, its concentration in urban environments is 10 to 100 times greater than in nonur-
ban regions. In moist air, nitrogen dioxide reacts with water vapour to form corrosive nitric
acid HNO3, a substance that adds to the problem of acid rain. Moreover, nitrogen dioxide is
highly reactive and plays a key role in producing ozone and other ingredients of photochem-
ical smog.

Table 4.2 gives the photoabsorption cross section and the concentration at ground for the
four species just enumerated previously. The cross sections are given for ambient tempera-

3The word smog, originally meant the combining of smoke and fog. Nowadays, it mainly refers to the type of
smog that forms in large cities where, with the presence of sunlight, occur chemical reactions.
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Atmospheric gas Cross section at 350 nm [cm2] Concentration [µg/m3] Λabs [km]

Ozone O3 2× 10−22 [13] 80 µg/m3 [16] 50 000
Nitrogen dioxide NO2 4× 10−19 [12] 30 µg/m3 [17] 64

Sulfur dioxide SO2 8× 10−23 [14] 8 µg/m3 [18] 2× 106

Nitric acid HNO3 1× 10−24 [15] 2 µg/m3 [19] 5× 108

Table 4.2: List of the most efficient absorbers around 350 nm. Their concentration in the low
part of the atmosphere, and their corresponding photoabsorption cross section are given for
each atmospheric gas. Λabs is the attenuation length.

ture, at a pressure of one atmosphere. Then, for each gas, the equivalent attenuation lengths
are calculated. Thus, whereas ozone, sulfur dioxide and nitric acid have attenuation lengths
very large compared to the Rayleigh or Mie scattering processes, nitrogen dioxide, due to
a large cross section, gets an attenuation length around 60 km. Such a value cannot be ne-
glected in light attenuation studies at the Pierre Auger Observatory. Indeed, considering an
average distance ` for the air shower of about 20 km, the resulting transmission factor is
given by

ΓNO2 = exp
(
− `

ΛNO2

)
' 0.70.

Hence, in this case, almost one third of the total light produced by the air shower is ab-
sorbed by nitrogen dioxide. After such observations, it could be interesting to consider a
monitoring of the NO2 concentrations above the Auger array. Indeed, the NO2 concentra-
tions should be affected by the air masses travelling through the Pierre Auger Observatory,
as it is already the case for the aerosol population (see Chapter 6 for more details). Since
the Auger observatory is located in a nonurban region, the NO2 concentrations are probably
relatively low. But some nights would be affected by the NO2 absorption when, for instance,
the air masses have previously travelled cities. If such a monitoring can be undertaken by
the Auger Collaboration, it could be useful to measure other species concentrations as ozone
O3, oxygen dimer O4, bromine monoxide BrO or chlorine dioxide OClO, since their photoab-
sorption cross sections are of the same order of the nitrogen dioxide one [20].

In the following of this manuscript, the absorption due to nitrogen dioxide will not be
treated. Indeed, since the NO2 concentration evolves through the year, take into account this
effect requires to collect data from satellites or laser shots measuring the NO2 concentrations.
Anyway, when this study will be done, it will consist only to apply a correction factor to the
equations of light propagation to take into account the NO2 absorption.
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4.1.4 Angular dependence of molecular and aerosol scattering

Due to the limited field of view of the FD telescopes and the typical geometry of an air
shower, only a small fraction of the photons produced in the air shower are detected with-
out scattering. Thus, the scattering properties of the atmosphere need to be well estimated.
As in the transmission study, two primary forms of angular dependence are considered: the
molecular one, mainly due to nitrogen and oxygen, and the aerosol one, due to airborne
particles.

The angular dependence for both types of scattering may be described by a phase func-
tion P(ζ), defined as the probability per unit solid angle for scattering out of the beam path
through an angle ζ. Following the convention for the atmospheric domain, σm

−1 dσm/dΩ
and σa

−1 dσa/dΩ are the normalized differential molecular and aerosol scattering cross sec-
tions, respectively, which are identical to the phase functions Pm(ζ) and Pa(ζ). The integrals
of Pm(ζ) and Pa(ζ) over all solid angles have to be equal to unity.

Rayleigh scattering provides an analytical form. The molecular phase function, symmet-
ric in the forward-backward direction, is proportional to the (1 + cos2 ζ) factor. Due to the
anisotropy of the N2 and O2 molecules, a small correction factor δ is included and is equal to
around one percent in the case of air,

Pm(ζ|δ) = 3
16π(1 + 2 δ)

[
(1 + 3 δ) + (1− δ) cos2 ζ

]
, (4.9)

where the depolarization factor ρn is part of the new parameter δ

δ =
ρn

2− ρn
.

For Mie scattering, there is no analytical function to describe the photon scattering by
aerosols. This is due to the fact that the cross section depends on the size distribution and
shape of the scattering centres. Typically, forward scattering dominates in the Mie regime
and the forward-backward ratio can vary strongly with aerosol type (see Figure 4.4). More
details on the Mie phase function can be found in Chapter ?? where a phenomenological
approach is developed.

The aerosol phase function is usually parameterized by the Henyey-Greenstein func-
tion [8]

Pa(ζ|g, f ) =
1− g2

4π

[
1

(1 + g2 − 2 g cos ζ)3/2 + f
3 cos2 ζ − 1

2 (1 + g2)3/2

]
, (4.10)

where g = 〈cos ζ〉 is the asymmetry parameter and f the relative strength of the forward to
backward scattering peaks ( f = 0 meaning no backward peak). The asymmetry parameter
provides the scattered light intensity in the forward direction: a larger g means more forward-
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Figure 4.4: Polar scattering plots in the Rayleigh regime and in the Mie regime. Whereas
Rayleigh scattering exhibits symmetry in the scattering angles, with a minimum reached at
90◦, Mie scattering displays a large forward peak.

scattered light. Values go from g = 1 (pure forward scattering) to g = −1 (pure backward
scattering), with g = 0 meaning isotropic scattering. The second term in the expression
– a second-order Legendre polynomial, chosen not to affect the normalization of the phase
function – is introduced to describe the extra backscattering component.

In Auger, the goal in monitoring the aerosol phase function will be to estimate the {g, f }
parameters, two observable quantities which depend on local aerosol properties.

4.2 Molecular measurements at the Pierre Auger Observatory

4.2.1 Weather station measurements and horizontal uniformity

Two main measurements of the molecular component are performed at the Pierre Auger
Observatory. Firstly, close to each of the FD buildings and the CLF, ground-based weather
stations were installed to record the temperature, pressure, relative humidity and wind speed
every five minutes, even when FD data-taking is not operating. The first weather station was
installed at Los Leones (LL) in January 2002, then the following one at the CLF in June 2004,
at Los Morados (LM) in May 2007, at Loma Amarilla (LA) in November 2007 and at Coihueco
(CO) in October 2009. Figure 4.5 shows the data accumulated in time for each weather station:
to date, it is the CLF station which has recorded the largest amount of atmospheric data. The
measurement errors are estimated to be 0.2− 0.5◦C in temperature, 0.2− 0.5 hPa in pressure
and 2% in relative humidity.

Figures 4.6–4.10 show the evolution in time of the monthly values for different physical
quantities measured or calculated from the ground-based weather station data: temperature,
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Figure 4.5: Atmospheric data accumulation for each ground-based weather station. Under
typical data acquisition conditions, a station records monthly up to around 9000 measure-
ments. A plateau in time means that the station could not store data because of problems due
to lightning or power cuts, for example.

air density, vapour pressure and wind speed at the five locations. A clear seasonal cycle is ob-
served for temperature, air density and vapour pressure. On the other hand, the wind speed
does not display such a behaviour and an average speed around 3 m/s is measured through-
out the year. In Figure 4.7, the measurements done at Los Leones depict high discontinuities
since 2008. In fact, this weather stations had trouble in cold and wet conditions. Also, due
to a faulty pressure sensor, data for 2007, 2008 and most of 2009 have been removed from
weather analysis.

In Section 4.1, all the results were derived for the case where the atmospheric layers are
horizontally uniform. Thus, it is important to check in the weather station data if such an
assumption is verified since otherwise systematic errors could be introduced into the trans-
mission calculation. Figure 4.11 plots the differences in temperature, air density, vapour pres-
sure and wind speed between the CLF and one of the FD eyes. Despite the large horizontal
separation of the different locations, the measurements are generally in good agreement. Ta-
ble 4.3 gives the mean values and RMS values of the different quantities, for each FD eye.
The dispersion for the vapour pressure is due to the lower accuracy for the relative humidity
measurements. Based on these plots and observations, we can conclude that the molecular
component of the atmosphere may be treated as uniform which is what will be done from



4.2. Molecular measurements at the Pierre Auger Observatory 109

Jan 2004 Dec 2004 Dec 2005 Jan 2007 Jan 2008 Dec 2008 Dec 2009 Jan 2011 

C
]

o
T

em
pe

ra
tu

re
 @

 C
LF

 [ 

-10

-5

0

5

10

15

20

25

30

Graph

Monthly temperature values @ CLF

Graph

Jan 2004 Dec 2004 Dec 2005 Jan 2007 Jan 2008 Dec 2008 Dec 2009 Jan 2011 

]3
A

ir 
de

ns
ity

 @
 C

LF
 [g

/c
m

0.96

0.98

1

1.02

1.04

1.06

1.08

1.1

1.12

1.14

Graph

Monthly air density values @ CLF

Graph

Jan 2004 Dec 2004 Dec 2005 Jan 2007 Jan 2008 Dec 2008 Dec 2009 Jan 2011 

V
ap

or
 p

re
ss

ur
e 

@
 C

LF
 [h

P
a]

2

4

6

8

10

12

14

Graph

Monthly vapor pressure values @ CLF

Graph

Jan 2004 Dec 2004 Dec 2005 Jan 2007 Jan 2008 Dec 2008 Dec 2009 Jan 2011 

W
in

d 
sp

pe
d 

@
 C

LF
 [m

/s
]

0

1

2

3

4

5

6

7

8

9

10

Graph

Monthly wind speed values @ CLF

Graph

Figure 4.6: Monthly median ground temperature, pressure, and water vapour pressure
observed at the CLF weather station (1.4 km above sea level). The gray contour contains
68% of the measurements. The vapour pressure has been calculated using measurements of
the temperature and relative humidity.
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Figure 4.7: Monthly median ground temperature, pressure, and water vapour pressure
observed at the Los Leones weather station (1.4 km above sea level). The gray contour
contains 68% of the measurements. The vapour pressure has been calculated using measure-
ments of the temperature and relative humidity.
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Figure 4.8: Monthly median ground temperature, pressure, and water vapour pressure
observed at the Los Morados weather station (1.4 km above sea level). The gray contour
contains 68% of the measurements. The vapour pressure has been calculated using measure-
ments of the temperature and relative humidity.



112 Chapter 4. Atmospheric measurements at the Pierre Auger Observatory

Jan 2008 Jul 2008 Dec 2008 Jul 2009 Dec 2009 Jul 2010 Jan 2011 Jul 2011 

C
]

o
T

em
pe

ra
tu

re
 @

 L
A

 [ 

-10

-5

0

5

10

15

20

25

30

Graph

Monthly temperature values @ LA

Graph

Jan 2008 Jul 2008 Dec 2008 Jul 2009 Dec 2009 Jul 2010 Jan 2011 Jul 2011 

]3
A

ir 
de

ns
ity

 @
 L

A
 [g

/c
m

0.96

0.98

1

1.02

1.04

1.06

1.08

1.1

1.12

1.14

Graph

Monthly air density values @ LA

Graph

Jan 2008 Jul 2008 Dec 2008 Jul 2009 Dec 2009 Jul 2010 Jan 2011 Jul 2011 

V
ap

or
 p

re
ss

ur
e 

@
 L

A
 [h

P
a]

2

4

6

8

10

12

14

Graph

Monthly vapor pressure values @ LA

Graph

Jan 2008 Jul 2008 Dec 2008 Jul 2009 Dec 2009 Jul 2010 Jan 2011 Jul 2011 

W
in

d 
sp

pe
d 

@
 L

A
 [m

/s
]

0

1

2

3

4

5

6

7

8

9

10

Graph

Monthly wind speed values @ LA

Graph

Figure 4.9: Monthly median ground temperature, pressure, and water vapour pressure ob-
served at the Loma Amarilla weather station (1.5 km above sea level). The gray contour
contains 68% of the measurements. The vapour pressure has been calculated using measure-
ments of the temperature and relative humidity.
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Figure 4.10: Monthly median ground temperature, pressure, and water vapour pressure ob-
served at the Coihueco weather station (1.7 km above sea level). The gray contour contains
68% of the measurements. The vapour pressure has been calculated using measurements of
the temperature and relative humidity.
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here on in this manuscript.

〈XFD − XCLF〉 RMS(〈XFD − XCLF〉)
FD T [K] n [g/cm3] e [hPa] vw [m/s] T [K] n [g/cm3] e [hPa] vw [m/s]
LL +1.86 −0.003 −0.39 −0.78 0.51 0.006 1.44 2.28
LM +2.78 −0.006 +1.07 +1.33 0.89 0.010 1.50 1.90
LA +2.19 −0.014 +1.15 +0.01 0.92 0.008 1.63 1.69
CO +3.05 −0.039 −1.04 +1.25 0.30 0.011 1.52 2.77

Table 4.3: Horizontal uniformity of weather station data and dispersion. Mean values and
RMS values are given for the different histograms plotted in Figure 4.11. T: temperature, n:
air density, e: vapour pressure, vw: wind speed.

4.2.2 Radio-sonde measurements and monthly average atmospheric profiles

In addition to the weather stations on the ground, measurements on the latitude dependence
of the state variables are needed to estimate the vertical molecular optical depth. There-
fore, local atmospheric soundings have been performed over the SD array since 2003. At the
beginning, several week-long campaigns of launches were performed. Then, the launches
were repeated during the FD shifts and finally, with the Balloon-the-Shower (BtS) program,
soundings are triggered by the detection of particularly high-energy events. The radio-sonde
records data every 20 m, approximately, up to an average altitude of 25 km, well above the
fiducial volume of the fluorescence detector. The measurement accuracies are around 0.2◦C
in temperature, 0.5− 1.0 hPa in pressure and 5% in relative humidity.

The balloon measurements have shown that there are large daily variations in the tem-
perature and pressure profiles. Figure 4.12 shows the atmospheric depth profile X(h) with
respect to the altitude above sea level. The largest daily fluctuations are around 5 g/cm2 at
ground level, increasing to 10− 15 g/cm2 between 6 and 12 km in altitude. The fluctuations
during the Austral summer are lower than during the Austral winter.

In order to provide a set of atmospheric data for every event triggering the fluorescence
detector, the soundings have been averaged to produce monthly models. Even if the models
on average describe the atmosphere well, their use introduces systematic errors into mea-
surements of shower energies and shower maxima.

4.2.3 Towards using the Global Data Assimilation System (GDAS)

Considerable effort is needed to estimate these monthly atmospheric profiles. Also, there
is always a significant time delay between air shower detection and atmospheric measure-
ments. Thus, recently, the Pierre Auger Collaboration began investigating the possibility of
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Figure 4.11: Horizontal uniformity of weather station data and dispersion. Difference be-
tween data measured at the CLF and one of the FD eyes: Los Leones in blue, Los Morados in red,
Loma Amarilla in magenta and Coihueco in pink. The data set used is for the measurements
done in 2011 only, epoch where all the ground-based weather stations were working.
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Figure 4.12: Radio-sonde measurements of the depth profile recorded during balloon
flights between 2002 and 2009. The data are plotted as deviations from the average pro-
file from all the data sets, and are grouped by season. The dark lines represent the mean
seasonal profiles.

applying data coming from a global atmospheric model.

An atmospheric model is a mathematical model describing the atmospheric state at
a given time and location. Most atmospheric models use a method called data assimila-
tion: it combines several observations with expectations from a numerical weather predic-
tion model. Usually, data come from observational networks of meteorological instruments
placed all around the world. Mainly, these instruments are weather stations for the ground
level and weather satellites to get vertical profiles of temperature, pressure or humidity.
These observations are used to initialize the models.

In Auger, the model used is the Global Data Assimilation System (GDAS)4, an at-
mospheric model developed by the National Oceanic and Atmospheric Administration
(NOAA). GDAS data became available starting in January 2005. They are updated every
three hours over a one degree latitude/longitude grid (360◦× 180◦). GDAS provides 23 pres-
sure levels, i.e. 23 different altitudes. The GDAS grid point closest to the SD array is (35◦ S,
69◦ W), which is at the east of Loma Amarilla.

Before applying the GDAS model to the air shower reconstruction procedure, its data

4http://ready.arl.noaa.gov/gdas1.php
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were compared with the weather station measurements and the monthly atmospheric pro-
files coming from the radio-sonde flights [3, 21]. Beyond 5 km, the GDAS data show only
slight differences with respect to the radio-sonde data. At lower altitude, differences become
larger. This disagreement can be investigated at ground level thanks to the Auger weather
stations. While radio-sondes may suffer from uncertainties close to the ground, the weather
stations are designed to continuously measure the ground values. Table 4.4 reports the differ-
ences for the atmospheric variables between the GDAS data and the ground-based weather
station data.

〈XFD − XGDAS〉 RMS(〈XFD − XGDAS〉)
FD T [K] P [hPa] e [hPa] T [K] P [hPa] e [hPa]
CLF +1.28 +0.35 −0.17 3.91 1.21 2.09
LA −0.03 +0.15 −0.65 3.90 1.12 2.28

Table 4.4: Comparison of the atmospheric quantities between the GDAS data and the
weather station data. Comparison done for CLF and LA sites, with the data recorded during
2009 [3]. T: temperature, n: air density and e: vapour pressure.

Despite the differences observed between radio-sonde data and GDAS at ground level,
the comparison of GDAS data to the weather station data shows good agreement. It seems
that the GDAS data can reproduce very well the measured data at ground level too. Thus it
was shown that it is possible to use the GDAS data for the air shower reconstruction. Cur-
rently, a GDAS molecular database is implemented in the Offline software.

4.3 Aerosol measurements at the Pierre Auger Observatory

Several instruments are deployed at the Pierre Auger Observatory to observe aerosol scat-
tering properties. The aerosol optical depth is estimated using UV laser measurements from
the central lasers and scanning lidars; the aerosol phase function is determined with APF
monitors and the wavelength dependence of the aerosol optical depth is measured with the
optical telescopes HAM and FRAM.

4.3.1 Aerosol optical depth measurements

In the Pierre Auger experiment, the aerosol optical depth is measured through the night using
two kinds of instruments, central laser facilities and lidars.
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4.3.1.1 The Central Laser Facility (CLF)

The Central Laser Facility (CLF) is located on-site towards the centre of the Auger surface
detector (see Table 4.5). Figure 4.13 holds a photograph of the facility as it can be seen in the
Argentinean Pampa. It is powered by a battery, self-charged by thirteen solar panels, gener-
ating a maximum power of 885 Watts [22]. It is operated remotely via a wireless microwave
internet link to the Coihueco FD site. Outside the container in which all the components are
stored, a propane heater maintains a temperature above 10◦C to prevent freezing of the in-
strument liquids. The main component is a laser producing a linearly polarized beam which
becomes randomly polarized after a depolarizer (see Figure 4.14). The wavelength is 355 nm,
in the middle of the nitrogen fluorescence spectrum produced by air showers. The pulse
width of the beam is 7 ns and a maximum energy per pulse is around 7 mJ. This is of the
order of fluorescence light produced by a shower with an energy of 1020 eV. To estimate the
relative energy of each laser pulse, a portion of the beam is diverted into a photo-diode de-
tector. The beam is generally directed vertically. Nevertheless, a mirror can send the light to
a steering head mounted on the roof of the container. This consists of two rotatable mirrors
making it possible to direct the beam towards any direction above the horizon. A filter can be
used to make low-energy laser pulses which is especially useful for the laser shots directed
almost horizontally towards the FD telescopes.

CLF location

UTM Easting [zone 19H] 0469378
UTM Northing [zone 19H] 6095769

Altitude a.s.l. [meter] 1 412
Latitude [degree] 35 S

Longitude [degree] 69 W
Average vertical depth [g/cm2] 880± 4.4

Distance to FD eyes [meter]

Los Leones 25 987
Los Morados 29 566

Loma Amarilla 39 956
Coihueco 30 271

Table 4.5: Absolute and relative positions of the CLF. The geographical position and dis-
tances to each FD building are given here.

The main role of the CLF is to produce calibrated laser "test beams"5. When a laser shot

5In November 2008, the eXtreme Laser Facility (XLF) was deployed close to the CLF. After firing only vertical
beams for the first two years, a steerable system was added in February 2011 allowing shots to be fired in any
direction.
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Figure 4.13: The Central Laser Facility, including the container, the solar panels and the
propane heater, and the nearest SD tank, called Celeste. The tank, linked to the CLF by
a fibre, receives laser light when a shutter, mounted on the optical table, is opened. The
procedure allows synchronizing the SD array and the FD telescopes.

Figure 4.14: Schematic diagram of the CLF hardware (from [22]). The whole of the infras-
tructure is described in the grey box. The optics, producing the vertical and steered beams,
is represented in the yellow region.
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CLF laser system parameters

Vertical beam Steered beam

Energy calibration 10% 12%
Direction 0.04◦ 0.2◦

Polarization < 4% < 5%

Table 4.6: Parameters of the CLF laser system. Usually twice a year, the energy, direction and
polarization are calibrated and if necessary readjusted to maintain them within the tolerances
listed here.

is fired, the FD eyes collect a small fraction of the light scattered out of the laser beam. The
recorded signal is not constant but depends on the atmosphere properties. Thus, a method
has been developed in the Auger Collaboration to estimate the vertical aerosol optical depth
τa(h, λ0) with the CLF, where λ0 is the CLF wavelength.

The method to determine τa(h, λ0) normalizes the measurement of the laser beam to the
signal that would be recorded under aerosol-free atmospheric conditions. The molecular
references are average CLF laser profiles measured during very clear nights, the so-called
"Rayleigh nights". Once a light profile, averaged over one hour, is normalized using a clear-
night reference, the attenuation of the remaining light is due to aerosol scattering along the
path from the laser beam to the FD telescope.

Estimation of the Aerosol optical depth by the CLF
The method assumes a horizontal uniformity for the molecular and aerosol components.
The amount of light from the laser beam that reaches the detector at the elevation angle α is
written as [23]

Nobs(α) = N0 (Γm Γa)1

[
Pm

(π

2
+ α
)
+ Pa

(π

2
+ α
)]

(Γm Γa)2 , (4.11)

where N0 is the number of photons produced per laser pulse, {Γm, Γa} are the molecular
and aerosol transmission factors, and {Pm, Pa} are the molecular and aerosol phase functions
(see Section 4.1.4). The indices 1 and 2 correspond to the way from the CLF to the scattering
location, and this from the scattering location to the detector, respectively.

In the case of a clear night, the aerosol transmission factor Γa is equal to one and the
scattering over aerosols is negligible. Equation (4.11) is reduced to molecular part only

Nmol(α) = N0 (Γm)1

[
Pm

(π

2
+ α
)]

(Γm)2 .

Applying the aerosol horizontal uniformity condition, Γa(h, α, λ0) =
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Figure 4.15: Geometrical arrangement, viewed from the side, of the central laser CLF and
the FD telescope. The light is scattered out of the laser beam at a height h corresponding to
an elevation angle α and a scattering angle ζ = π/2 + α. (Γm Γa)1 and (Γm Γa)2 are the total
attenuations from the CLF to the scattering location and from the scattering location to the
FD, respectively. The transition between the Mie domination and the Rayleigh domination is
located just few kilometres above ground level, depending on the aerosol conditions.

exp [−τa(h, λ0)/ sin α], and combining Nobs and Nmol, Equation (4.11) becomes

τa(h, λ0) = −
sin α

1 + sin α

[
ln
(

Nobs(α)

Nmol(α)

)
− ln

(
1 +

Pa(
π
2 + α)

Pm(π
2 + α)

)]
. (4.12)

In the scattering angle range seen by the FD eye (between 90◦ and 120◦ here) the aerosol
scattering contribution is much lower than the molecular contribution. Equation (4.12) sim-
plifies to

τa(h, λ0) =
sin α

1 + sin α
ln
(

Nmol(α)

Nobs(α)

)
. (4.13)

With these approximations, the aerosol optical depth formula depends only on the eleva-
tion angle α of each laser track segment, linked to the altitude by h = L tan α + hAuger, where
L is the horizontal distance between the FD eye and the CLF, and hAuger the altitude of the
SD array above sea level.

Two different ways have been developed in the Collaboration to use this result. In fact,
Nmol(α) can be determined either by Monte Carlo simulation [24], or from data collected
under aerosol-free conditions [25]. The latter method does not require absolute calibration of
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Figure 4.16: Aerosol optical depth at 3.5 km above the fluorescence telescopes at Los
Leones, Los Morados and Coihueco. The wavelength, that of the CLF laser, is 355 nm. Data
was acquired between January 2004 and December 2010.

the laser or the FD eye, all the factors being included in the recorded signals. On the other
hand, normalizing to simulated events requires absolute calibrations and simulation of light
propagation through a molecular atmosphere.

Figure 4.16 depicts the aerosol optical depth distribution recorded at Los Leones, Los
Morados and Coihueco between 2004 and 2010. Measurements from Loma Amarilla are not
available due to its large distance from the CLF site. The XLF, closer to Loma Amarilla, could
provide optical depth information for this eye soon. Typically, at 3.5 km above the FD level,
the mean value for τa(h, λ0) is around 0.04. Note that a cut at 0.1 is used in the air shower
reconstruction as a quality cut: all the events occurring in a night with a τa(h, λ0) > 0.1 are
rejected.

Typical signals recorded during an aerosol-free night
The goal in this part is to calculate the signal recorded by the fluorescence telescope as a
function of the elevation angle α. Indeed, in the case of "molecular" nights, typical profiles
are expected for the collected light.

The atmosphere profile is approximated by an exponential. Thus, the molecular attenua-
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tion length simplifies to

Λm(h) = Λ0 exp
(

h
h0

)
,

where Λ0 = 14.2 km is the molecular attenuation length at sea level in the standard atmo-
spheric conditions for a wavelength fixed at 355 nm; h0 = 8 km is the molecular vertical
scale.

During a "molecular night", the FD telescopes observe only photons scattered by the
Rayleigh phenomenon. N(h) is defined as the number of non-scattered photons after a length
equal to (h + h/ sin α), corresponding to the sum of the travels from the CLF to the scattering
location and from the scattering location to the fluorescence detector. For an infinitesimal
altitude dh, we have

N(h + dh) = N(h)− N(h)
(

1 +
1

sin α

)
dh

Λm(h)
,

dN
N

= −
(

1 +
1

sin α

)
dh
Λ0

exp
(
− h

h0

)
,

(4.14)

where hAuger = 1452 m is the ground altitude above sea level for the Pierre Auger Observa-
tory.

By integrating Equation (4.14) between h = hAuger and h, we obtain

[ln N]hhAuger
=

(
1 +

1
sin α

)
h0

Λ0

[
exp

(
− h

h0

)]h

hAuger

,

N(h) = N(hAuger) exp
[

h0

Λ0

(
1 +

1
sin α

)(
e−h/h0 − e−hAuger/h0

)]
.

(4.15)

In order to take into account geometrical effects and scattering phenomena, we have to
apply various multiplicative factors to the equation obtained:

1. The telescope collects only a part of the scattered signal. This part is given by the solid
angle

∆Ω =
Stel/ cos α

(L/ cos α)2 ,

where Stel is the area of collection of one telescope.

2. In order to be detected by the FD telescope at a view angle α, photons emitted by the
CLF have to be scattered by an angle equal to (π/2 + α). This probability is given by
the Rayleigh phase function, i.e. the differential cross section normalized to the total
scattering cross section

1 + cos2(π/2 + α)

2
=

1 + sin2 α

2
.
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3. Moreover, this scattering is possible along the length ∆h following an exponential law
linked to the attenuation length. Thus the number of photons collected from a point
at an altitude h has to be multiplied by the ratio between the length viewed by the
telescope ∆h and the attenuation length value at this corresponding altitude Λm(h)

∆h
Λm(h)

=
L d tan α

dα ∆α

Λ0 exp
(

h
h0

) =
L

Λ0

∆α

cos2 α
exp

(
− h

h0

)
,

where ∆α is the angular diameter of a pixel (∆α = 1.5◦ = 2.6 10−2 rad). Indeed, ∆α is
the angular resolution of the detector: projected to the laser shot, it corresponds to the
length ∆h.

We know that h = L tan α + hAuger. The number of photons collected as a function of the
view angle α becomes

N(h) = N0 exp
[

h0

Λ0

(
1 +

1
sin α

)(
e−h/h0 − e−hAuger/h0

)]
×

∆h
Λm(h)

∆Ω
1 + sin2 α

2
,

N(α) = N0 exp
[

h0

Λ0

(
1 +

1
sin α

)(
e−(L tan α+hAuger)/h0 − e−hAuger/h0

)]
×

L
Λ0

∆α

cos2 α
exp

(
−L tan α + hAuger

h0

)
Stel/ cos α

(L/ cos α)2
(1 + sin2 α)

2
,

N(α) = N0
L

Λ0

∆α

cos2 α

Stel cos α

L2
(1 + sin2 α)

2
×

exp
[

h0

Λ0

(
1 +

1
sin α

)
e−hAuger/h0

(
e−(L tan α)/h0 − 1

)
− L tan α + hAuger

h0

]
.

(4.16)

4.3.1.2 Lidar observations

In addition to the CLF, a system of four elastic6 backscatter lidar stations is operated one at
each fluorescence site. At each station, a UV laser emits short light pulses in the direction
to be probed (see Figure 4.17). The backscattered light is detected as a function of time by
photomultiplier tubes at the foci of parabolic mirrors. Both the laser and the mirrors are
mounted on a steering frame that allows the lidar to cover the full range of azimuthal and
elevation angles.

Once per hour, during FD data acquisition, the lidars perform a routine scan of the sky
over each FD. By assuming a horizontal distribution of aerosols close to each lidar station, the

6the term elastic refers to the light scattering process: the return signal is measured at the same wavelength as
the incident signal coming from the laser.
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Figure 4.17: Elastic backscatter LIDAR (LIght Detection And Ranging). Left panel: One of
the four lidars installed at the Pierre Auger Observatory. The three parabolic mirrors can be
well seen. Right panel: Scheme of the lidar technique. The light, emitted by a laser and then
backscattered in the atmosphere, is detected by the photo-receiver (photomultiplier).

vertical aerosol optical depth τa(h, λ0) can be estimated from the differences in the backscat-
tered light recorded at different angles. Also, clouds can be easily detected thanks to such a
setup. Most of the time the lidar sweeps occur outside the FD field of view to avoid trigger-
ing the detector. Figure 4.18 gives a τa(h, λ0) profile measured by lidar with vertical shots,
and the corresponding CLF aerosol profile during a period of low atmospheric clarity. Up
to 5 km above the FD level, the two measurements are in agreement within their system-
atic uncertainties. Two explanations are usually given for the disagreement between the two
curves at greater altitudes. It could be due to an artifact of the reconstruction algorithm or
perhaps something linked to the calibration, but this is not really understood at this stage.
The challenge is that our sensitivity to aerosols decreases with height because the slant depth
becomes smaller.

In addition to this automatic sweep program, the lidars are used for Rapid Monitoring [26]:
if a high energy hybrid event is observed (E > 20 EeV), the routine scan is stopped and,
within a few minutes of the event detection, the lidar scans the atmosphere in the region
of the air shower recorded by the FD eye. This procedure, called "shoot-the-shower" (StS),
makes it possible to reject events whose light profiles are distorted by clouds or aerosol non-
uniformities.

4.3.1.3 Horizontal uniformity of aerosol optical depth

The horizontal uniformity has been emphasized previously for the molecular component, in
Section 4.2.1. The purpose here is to see if the same assumption is valid for the aerosol part.
Figure 4.19 shows the scatter plots of the aerosol optical depth τa(h, λ0) measured at Los
Morados and Coihueco with respect to the ones measured at Los Leones. The histograms of
the differences between the optical depths are also given. The altitude is fixed at 3.5 km above
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Figure 4.18: Hourly aerosol optical depth observed by the CLF and the lidar at Coihueco
(from [9]). The grey band depicts the systematic uncertainty in the lidar aerosol profile.

the FD level and the wavelength at 355 nm (CLF wavelength). This means that different
altitudes are probed at Los Leones and Coihueco, the latter being almost 300 m higher.

The optical depth data for the different sites suggest that aerosol conditions differ with
location. The agreement is better between Los Leones and Los Morados, two sites which
differ only slightly in altitude. The difference could be also explained by a different com-
position of the soil between the Coihueco site and the other ones, aerosols coming mainly
from the ground. To take into account this non-uniformity, the implementation of the aerosol
parameters into the Auger Offline software divides the SD array into five zones centred on
the midpoints between the FD buildings and the CLF. Horizontal uniformity of the aerosol
component is assumed in each slice. Then, each region is divided vertically into layers, each
layer having a thickness equal to 200 meters.

4.3.2 Aerosol scattering measurements

The FD reconstruction of the cosmic ray energy has to take into account not only the light
attenuated during propagation, but also has to remove the multiple scattering component
which adds to the fluorescence light contamination. Aerosol scattering is described by the
aerosol phase function Pa(ζ) which can be parameterized by a Henyey-Greenstein function as
in Equation (4.10). To monitor this phase function through the night, values of the parameters
{g, f } are extracted.

At the Pierre Auger Observatory, two Aerosol Phase Function monitors (APF), in con-
junction with the FD telescopes, are used to measure the parameters {g, f } on an hourly basis
during FD data acquisition (see Figure 4.20). The APF light sources emit a near-horizontal
pulsed light beam in the field of view of their nearby FD eye at Coihueco and Los Mora-
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Figure 4.19: Horizontal uniformity of the aerosol optical depths measured with CLF shots
at Los Leones, Los Morados and Coihueco. On the left, scatter plots show the correlation
between two FD eyes, the solid line representing full agreement between two data points.
On the right, histograms of the differences between the optical depths are plotted.

dos. Each APF building contains Xenon flash lamp sources which fire an hourly sequence
of 350 nm and 390 nm shots. The aerosol phase function is then reconstructed from the in-
tensity of the light observed by the FD cameras as a function of scattering angle ζ, for angles
between 30◦ and 150◦. After corrections to geometry, attenuation and collection efficiency for
each pixel, the binned APF signal S(ζ) observed is subjected to a 4-parameter fit
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Figure 4.20: Aerosol Phase function monitors at the Pierre Auger Observatory. Left panel:
Photograph of the light source of the APF monitor. Right panel: Scheme of the location of the
Coihueco APF monitor relative to the Coihueco FD building.

S(ζ) = C
[

1
Λm(hAuger)

Pm(ζ) +
1

Λa(hAuger)
Pa(ζ|g, f )

]
, (4.17)

where {C/Λm(hAuger), C/Λa(hAuger), g, f } are the fit parameters. The first two fit parameters
can be used to estimate the molecular attenuation length and the aerosol attenuation length,
respectively; while g and f are used to estimate the aerosol size distribution.

Figure 4.21 shows the distributions for the fit parameters measured at Coihueco between
June 2006 and July 2008. It also gives the reduced-χ2 distribution corresponding to the fit,
indicating that the Henyey-Greenstein function describes reasonably well the aerosol phase
function in this scattering angle range. The average g value is 〈g〉 = 0.56± 0.10, when one
excludes the g = 0 nights corresponding to aerosol-free nights. Such a value for the asym-
metry parameter corresponds to values usually measured in desert locations with significant
levels of sand and soil dust [27]. The second parameter of the Henyey-Greenstein function,
the backscatter coefficient, is estimated as 〈 f 〉 = 0.40± 0.10. It means that it exits a backward
peak for the aerosol phase function. Hence, at the Pierre Auger Observatory, the typical
aerosol phase function is described by Pa(ζ|g = 0.6, f = 0.4).

The measurements done by the APF monitors can also be compared to other atmospheric
data to check the consistency between the different monitor setups installed at Malargüe. For
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Figure 4.21: Parameter distributions deduced from the Henyey-Greenstein fit to the APF
data recorded at Coihueco between June 2006 and July 2008. Only measurements at 350 nm
are used here. The peaks in the low edge of the histograms for the asymmetry parameter g,
the backscatter parameter f and the molecular concentration tracker Λm/Λa correspond to
the aerosol-free night.
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Figure 4.22: Crosscheck for the aerosol concentration measured by the CLF and the APF
monitor, at Coihueco.

instance, Figure 4.22 checks the agreement between measurements done by the APF monitors
and the CLF at Coihueco. From the APF data, it is possible to extract, for each recorded signal,
the ratio Λm/Λa at the FD level, this quantity being a tracker for the aerosol concentration. It
is shown that for the same period, a good correlation with aerosol optical depth data coming
from the CLF is verified. To take into account the fact that APF monitors operate at ground
level, the optical depths are measured at an altitude of 600 m above ground level.

4.3.3 Aerosol sampling measurements

So far, all the techniques mentioned before provide information on aerosols as attenuators
or scattering centres but do not characterize the aerosols themselves. Such a characterization
could help in the understanding of aerosol behaviour in the attenuation process. For instance,
the atmospheric aerosols at the Pierre Auger Observatory are assumed to be desert-type par-
ticles. Also, in the air shower reconstruction done in the Offline software, the aerosols are
pure scatterers: absorption is not taken into account, since it is assumed to be very small.
But this assumption depends on the chemical composition of the aerosols. The results from
aerosol sampling add new information about the aerosols at the site and can be compared
with measurements obtained by the instruments using optical techniques such as the CLF or
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the lidars. They can give a clearer idea about the origin of the aerosols present at the Auger
Observatory, their sources and trajectories (see Chapter 6), and the connection between their
composition and the meteorological variables in the region.

An Andersen-Graseby 240 dichotomous sampler (see Figure 4.23(a)) provided with poly-
carbonate membrane filters was used to separate fine size particles PM2.5 (i.e. with an aero-
dynamic7 diameter d 6 2.5 µm) and coarse particles PM10 (d 6 10 µm) [28]. The sampling
period was one day, beginning at 12 : 00 AM and ending at 11 : 59 AM of the following day.
The samples were collected from June to November 2008, at the Coihueco location, on the
roof of the FD building.

For gravimetric analysis and concentration measurements, a total of 34 filters containing
fine particles (PM2.5) and 37 filters containing coarse particles (PM2.5−10) were considered.
The concentrations, expressed as µg/cm3, were calculated as the ratio between the collected
mass and the volume of air passed through the sampler during a full sampling period. Fig-
ure 4.23(b) gives the evolution in time of the measured aerosol mass concentrations, from
June to November 2008. An increase of the aerosol concentration is observed from winter to
spring, which could be related to decreasing snowfall and increasing temperature. Although
snowfalls are rare during winter, the low temperatures keep the snow from melting for long
periods, reducing atmospheric particulates near the ground.

Particle morphology and elemental composition were studied using a Scanning Electron
Microscope (SEM) equipped with an Energy Dispersive X-ray system (EDX). Table 4.7 gives
average compositions determined by SEM/EDX on at least 30 individual particles. It shows
that Si, Al, Ca, Mg, Fe and K, the typical mineral soil elements, are the major components.
This indicates that aerosols are mainly dust suspended in the atmosphere. PM2.5 fractions
show more undetected particles due to the fact that beam focusing precision is insufficient
to get a proper X-ray signal on particles smaller than one micron; thus many of them cannot
be detected. Also, some particles in both fractions giving no detectable X-ray signal may be
composed of light elements (Z < 11), presumably organic matter. SEM micrographs of two
representative PM2.5 and PM2.5−10 samples are shown in Figure 4.24.

4.3.4 Wavelength dependence

Up to now, the measurements to estimate the aerosol optical depth have been done at a
fixed wavelength, that of the laser of the CLF or the lidar. The empirical parameterization
defined in Equation (4.8) gives a basic way to get the aerosol effect for any wavelength if
the Ångström exponent is known. At the Auger Observatory, two different facilities were

7Aerodynamic diameter is a physical property of a particle in a viscous fluid such as air. In general, particles
have irregular shapes with actual geometric diameters that are difficult to measure. Aerodynamic diameter is
an expression of a particle aerodynamic behaviour as if it were a perfect sphere with unit-density and diameter
equal to the aerodynamic diameter.
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In Latin America there are few studies of atmospheric aerosol pollution and during recent years attention 

has been paid to air pollution in urban rather than non-urban communities, almost all made in mega-cities 

(15, 16, 17, 18, and references therein, [19]). Very little effort has been made in the measurement of 

atmospheric aerosols in intermediate cities or rural areas. The only reported study of elemental composition 

of atmospheric aerosols was in the city Chillan, located on the Chilean side of the Andes [20]. 

2. Materials and methods 

2.1. Collection of samples at the Auger South Observatory 

The samples correspond to the Southern Hemisphere winter and spring seasons –from June to November 

2008- and were collected at the FD station of Coihueco (35° 06' 52.9" S, 69° 36' 02.7" W,  1712 m a.s.l.), on 

the roof of the FD building, 6.3m above ground level. An Andersen-Graseby 240 dichotomous sampler (see 

Fig. 1) provided with polycarbonate membrane filters (Millipore® HTTP, diameter 37 mm, pore 0.4 µm) was 

used to separate fine size particles PM2.5 (with aerodynamic diameter d !"#$%"&'(")*+",-)./0 particles 

PM10  (d !"12"&'(. The sampling period was 24hs, beginning at 12:00 a.m. of the initial day and ending at 

12:00 a.m. of the next day. In this way, the whole night is included in each sampling period. It is important to 

note that we are especially interested in the atmospheric situation at night because FD measurements are 

performed during the night. Also, in order to increase aerosol information related to FD measurements, the 

criterion used for the distribution of the sampling days was to collect preferably during the FD operation 

periods, complemented by some measurements outside these periods to continue monitoring the aerosol 

evolution. 

2.2. Gravimetric analysis   

For gravimetric analysis and concentration measurements, a total of 34 filters containing fine particles 

(PM2.5) and 37 filters containing coarse particles (PM2.5-10) were considered. Filters of fine and coarse 

particles and PM10 were obtained concurrently over 33 days. The deposited mass in each sample was 

determined as the difference between the mass of the filter with the aerosols in it and the mass of the filter 

before the aerosol collection, using a microbalance (Microbalance M3, with a precision of ±1 µg). Then, the 

PM2.5 and PM2.5-10 concentrations, expressed as µg m!

3
, were calculated (as the ratio between the mass 

collected and the volume of air that passed through the sampler instrument during each period of 

measurement). Before weighing, filters were conditioned (humidity 50% and temperature 25
o
C during at 

least 24 h) and irradiated with an alpha source (
238

U) to eliminate static charge on them during weighing.  

 

Figure 1. Andersen-Graseby 240 dichotomous sampler at the sampling site: the roof of the FD building at 

Coihueco, Auger South Observatory 

2.3. PIXE measurements 

The collected PM2.5 and PM2.5-10 samples were further studied for elemental composition (from S up) by 

means of the PIXE technique [21, 22, 23] at the TANDAR Laboratory accelerator facility of the Comisión 

Nacional de Energía Atómica, located in Buenos Aires, Argentina, and, subsequently, atmospheric 

elemental concentrations were computed. PIXE analysis was performed (on 19 filters of each fraction) by 

using heavy ions 
16

O (7+ charge state) at 50 MeV energy and about 4nA current intensity. Elements, 

namely (S, Cl, K, Ca, Ti, Mn and Fe) were studied in PM2.5 and PM2.5-10 samples collected on polycarbonate 
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Figure 4.23: Aerosol sampling at the Coihueco site. (a) Andersen-Graseby 240 dichotomous
sampler located at Coihueco, on the roof of the FD building. (b) Aerosol mass concentration
for PM10 measurements at the Coihueco sampling site (the circles). The mean values for the
three aerosol samplings are also given by the horizontal lines.

Concentration fractions for each element

Mg Al Si P S K Ca Fe Sum
PM2.5 [%] 3.5 11.1 60.0 1.2 6.3 82
PM2.5−10 [%] 4.4 16.3 69.4 0.7 0.3 0.5 4.6 3.7 100

Table 4.7: Element concentrations of PM2.5 and PM2.5−10 fractions, obtained by SEM/EDX.
WIENCKE et al. ATMOSPHERIC “SUPER TEST BEAM”

Figure 2: Scanning electron images of aerosols sampled

at ground level at the Pierre Auger Observatory [10] (left:

2.5 µm filter right:10.0 µm filter).

telescope 38.9 km distant. Dubbed the atmospheric moni-

toring telescope (AMT), this instrument records side scat-

tered light from the laser in the same way that the Auger

Observatory FD telescopes record light from the CLF and

the XLF in Argentina. Data collected also include tem-

perature, pressure and humidity profiles recorded by 27 ra-

diosonde weather balloons launched from the LIDAR site

during 2009 to 2011.

2 The Raman LIDAR

In measuring τ(z, t) with elastically scattered laser light an
inherent ambiguity is encountered. The measured quantity,

i.e. the amount of light reaching the detector at a particu-

lar time bin (height) depends on several unknowns. These

include the fraction of light transmitted to the scattering re-

gion, the fraction of light scattered in the direction of the

detector by the molecular component and aerosols at the

particular height, and the fraction of light transmitted back

to the detector. The transmission terms can be combined

if the atmosphere is assumed to be horizontally uniform,

or if the receiver and laser are collocated. The molecular

part of the scattering term can be determined to good accu-

racy from radiosonde measurements and molecular scatter-

ing theory. However the aerosol scattering term can not be

modeled well because aerosol particles span a wide range

of sizes and irregular shapes [10] (Fig. 2) and these prop-

erties typically vary with height.

Raman LIDARs evade this ambiguity by measuring light

Raman scattered by N2 molecules. The Raman scattering

cross section for N2 is well understood. The N2 density

profile can be derived from radiosonde data or through the

Global Data Assimilation System (GDAS) [14] [15]. Over

the past few decades, Raman LIDAR has become the stan-

dard method to measure τ(z, t).

The Raman LIDAR receiver used in these tests features a

50 cm diameter f/3 parabolic mirror pointing vertically be-

neath a UV transmitting window and motorized roof hatch.

A liquid light guide couples the reflected light from the mir-

ror focus to a three channel receiver (Fig. 3). Dichroic

beam splitters direct this light onto 3 photomultiplier tubes

(PMTs) that are located behind narrow band optical fil-

ters. These isolate the three scattered wavelengths of in-

Figure 3: The three channel LIDAR receiver. Light re-

flected from the parabolic mirror (not shown) enters via

liquid light guide seen near the lower left corner of this

picture.

terest: 355 nm (Elastic scattering), 386.7 nm (Raman N2

backscattering), and 407.5 nm (Raman H2O backscatter-

ing). The data acquisition system uses fast photon counting

(250 MHz) modules. The LIDAR receiver and solid state

UV laser were deployed 15 km south of Lamar, Colorado.

3 The AMT detector

The AMT (Fig. 4) is a modified HiRes II type telescope.

The 3.5 m2 mirror, camera, photomultiplier tube assem-

blies, and UV filter are all housed in a custom-built shel-

ter with a roll-up door across the aperture. For these tests,

the central 4 columns of 1◦ pixels were instrumented. The
AMT is mounted on four concrete posts and aligned so that

the vertical laser track passed near the center of the field

of view (FOV). The FOV at the vertical laser spans 1.54

to 10.8 km above the ground. A precipitation and ultra-

sonic wind sensor ensure the door was closed during rainy

or windy conditions. The AMT is pointed toward the north

so that direct sunlight could not damage the camera if the

door is open during the day. The door and field of view can

be observed remotely through a network video camera.

The PMTs were gain sorted prior to installation. Data from

a temperature controlled UV LED system at the mirror cen-

ter and from a vertical nitrogen laser scanned across the

field of view were used to flat field and debug the cam-

era. During routine nightly operation, the relative calibra-

tion was monitoried using the LED system.

The readout of the PMT current is performed by pulse

shaping and digitization system electronics that are also im-

plemented in the High Elevation Auger Telescope (HEAT)

[11] [12] extension to the Auger Observatory. The sam-

pling period is 50 ns. The readout is triggered externally,

either by pulses from the UV LED system, or from a GPS

device [13]. The laser is also triggered by the same model

GPS device. The AMT GPS pulse output is delayed by

130 µs to allow for light travel time between the two in-
struments.
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Figure 2: Scanning electron images of aerosols sampled

at ground level at the Pierre Auger Observatory [10] (left:

2.5 µm filter right:10.0 µm filter).

telescope 38.9 km distant. Dubbed the atmospheric moni-

toring telescope (AMT), this instrument records side scat-

tered light from the laser in the same way that the Auger

Observatory FD telescopes record light from the CLF and

the XLF in Argentina. Data collected also include tem-

perature, pressure and humidity profiles recorded by 27 ra-

diosonde weather balloons launched from the LIDAR site

during 2009 to 2011.

2 The Raman LIDAR
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inherent ambiguity is encountered. The measured quantity,

i.e. the amount of light reaching the detector at a particu-

lar time bin (height) depends on several unknowns. These

include the fraction of light transmitted to the scattering re-

gion, the fraction of light scattered in the direction of the

detector by the molecular component and aerosols at the

particular height, and the fraction of light transmitted back

to the detector. The transmission terms can be combined

if the atmosphere is assumed to be horizontally uniform,

or if the receiver and laser are collocated. The molecular

part of the scattering term can be determined to good accu-

racy from radiosonde measurements and molecular scatter-

ing theory. However the aerosol scattering term can not be

modeled well because aerosol particles span a wide range

of sizes and irregular shapes [10] (Fig. 2) and these prop-

erties typically vary with height.
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Raman scattered by N2 molecules. The Raman scattering

cross section for N2 is well understood. The N2 density

profile can be derived from radiosonde data or through the

Global Data Assimilation System (GDAS) [14] [15]. Over
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dard method to measure τ(z, t).

The Raman LIDAR receiver used in these tests features a

50 cm diameter f/3 parabolic mirror pointing vertically be-

neath a UV transmitting window and motorized roof hatch.

A liquid light guide couples the reflected light from the mir-

ror focus to a three channel receiver (Fig. 3). Dichroic

beam splitters direct this light onto 3 photomultiplier tubes

(PMTs) that are located behind narrow band optical fil-

ters. These isolate the three scattered wavelengths of in-

Figure 3: The three channel LIDAR receiver. Light re-

flected from the parabolic mirror (not shown) enters via

liquid light guide seen near the lower left corner of this

picture.

terest: 355 nm (Elastic scattering), 386.7 nm (Raman N2

backscattering), and 407.5 nm (Raman H2O backscatter-

ing). The data acquisition system uses fast photon counting

(250 MHz) modules. The LIDAR receiver and solid state

UV laser were deployed 15 km south of Lamar, Colorado.
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ter with a roll-up door across the aperture. For these tests,

the central 4 columns of 1◦ pixels were instrumented. The
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the vertical laser track passed near the center of the field

of view (FOV). The FOV at the vertical laser spans 1.54

to 10.8 km above the ground. A precipitation and ultra-

sonic wind sensor ensure the door was closed during rainy

or windy conditions. The AMT is pointed toward the north

so that direct sunlight could not damage the camera if the

door is open during the day. The door and field of view can

be observed remotely through a network video camera.

The PMTs were gain sorted prior to installation. Data from

a temperature controlled UV LED system at the mirror cen-

ter and from a vertical nitrogen laser scanned across the

field of view were used to flat field and debug the cam-

era. During routine nightly operation, the relative calibra-

tion was monitoried using the LED system.

The readout of the PMT current is performed by pulse

shaping and digitization system electronics that are also im-

plemented in the High Elevation Auger Telescope (HEAT)

[11] [12] extension to the Auger Observatory. The sam-

pling period is 50 ns. The readout is triggered externally,

either by pulses from the UV LED system, or from a GPS

device [13]. The laser is also triggered by the same model

GPS device. The AMT GPS pulse output is delayed by

130 µs to allow for light travel time between the two in-
struments.
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Figure 4.24: Micrograph using Scanning Electron Microscopy (from [28]). Left panel: Sam-
pling of PM2.5, collected on 7th July 2008. Right panel: Sampling of PM2.5−10, collected on 27th

October 2008.
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5 Optical follow-ups of gamma-ray bursts

The RTS2 software system was originally developed especially for the search of op-
tical transients of gamma-ray bursts. This software system was significantly modified
to achieve FRAM main aims in atmospheric monitoring, however it is still very easy
to activate special observation mode for optical transients. The main computer of the
system receives in such case the alerts about detected gamma-ray bursts via network,
slews there and makes images of the given sky region.

This alert system was activated on FRAM in late 2005 and already during Jan-
uary 2006 a very successful observation was made. An extraordinarily bright prompt
optical emission of the GRB 060117 was discovered and observed with a wide-field
CCD camera atop the telescope FRAM from 2 to 10 minutes after GRB. Optical
counterpart identified in our images was characterized by rapid temporal flux decay
with slope exponent α ∝ 1.7 ± 0.1 and with a peak brightness of 10.1 mag in Bessel
R filter. Later observations by other instruments set a strong limit on the optical and
radio transient fluxes, unveiling an unexpectedly rapid further decay. We presented
more details in [9].

Fig. 2. Histograms of measured distribution of Angstrom coefficient γ (left) and of integral
aerosol optical depth τ (right) for all data obtained from June 2006 until December 2008.
Quality cuts from wide-field camera and photometer were applied as described in the text.

6 Calibration and results

Our main goal is to provide the so-called Angstrom exponent γ, which is often
used for parametrization of wavelength (λ) dependence of aerosol optical depth τA:
τA(λ) = τA0 · (λ0/λ)γ , where λ0 is the reference wavelength and τA0 is the aerosol
optical depth measured for this wavelength [10]. Moreover, the Johnson U filter has
almost the same central wavelength as have the lasers used for measurement of ver-
tical aerosol optical depth (VAOD) at CLF [3] and at lidar stations [4]. The integral

Figure 4.25: Distributions of the Ångström exponent observed by the two monitors ded-
icated to this measurement at the Pierre Auger Observatory. (a) Estimation of γ from the
HAM for data recorded between July 2006 and February 2007. (b) Measured γ distribution
for data collected by the FRAM from June 2006 until December 2008.

installed to estimate this key parameter: the Horizontal Attenuation Monitor (HAM) and the
F/(Ph)otometric Robotic Atmospheric Monitor (FRAM).

The HAM consists of a high intensity discharge lamp located at Coihueco providing a
large wavelength range source. To record the emitted light, a CCD camera is placed around
45 km away at Los Leones [29]. With this configuration the total horizontal atmospheric
attenuation across the SD array can be obtained. Using a filter wheel, the camera records
the aerosol attenuation between the two sites at five different wavelengths between 350 and
550 nm. By fitting the signal with respect to the wavelength, it is possible to estimate the
Ångström exponent γ. From the data recorded between July 2006 and February 2007, the
wavelength dependence displays a value 0.2 6 γ 6 1.2 (see Figure 4.25(a)). The uncer-
tainties are dominated by measurement fluctuations, and include a systematic effect due to
subtraction of the estimated molecular attenuation between Los Leones and Coihueco.

The main task of the FRAM telescope is the continuous monitoring of the wavelength
dependence of the aerosol attenuation [30]. The facility is located close to the Los Leones
FD building. The method is the following: the telescope observes a set of chosen standard
stars and, from these observations, it obtains extinction coefficients and their wavelength
dependence. Five filters are used, for wavelengths between 360 and 547 nm. As preliminary
results, the FRAM telescope estimates a value−0.5 6 γ 6 0.3 (see Figure 4.25(b)), lower than
the results from the HAM instrument.

The small value of the exponent γ suggests that the Auger Observatory has a large com-
ponent of coarse-mode aerosols, meaning aerosols larger than around 1 µm.
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4.4 Cloud detection at the Pierre Auger Observatory

Cloud coverage has an influence on the FD measurements: it biases the estimation of Xmax

by producing bumps or dips in the longitudinal profiles and it decreases the observable flux
of cosmic ray events. Thus, an event is reconstructed only if the cloud fraction is lower
than 25%. Around 30% of the events are rejected due to cloudy conditions. During recent
years, the Auger Collaboration has developed several methods to perform night time cloud
monitoring.

Cloud coverage at the Pierre Auger Observatory is recorded by Raytheon 2000B infrared
cloud cameras (IRCC) located on the roof of each FD building [31]. The cameras have a spec-
tral range of 7 µm to 14 µm. During FD data acquisition, each IRCC records pictures of the
whole FD field-of-view every 5 minutes: the raw image is converted into a binary image
(white: cloudy / black: clear sky), then the fraction of cloud coverage for each pixel of the FD
cameras is calculated producing the so-called FD pixel coverage mask. Different numerical
filters are applied in succession to remove camera artefacts and to obtain a clear sky back-
ground as uniform as possible. In Figure 4.26, the raw IRCC images of the FD field of view
are shown together with the final mask. The cloud information for each pixel is updated ev-
ery 5− 15 minutes, depending on the cloud coverage reconstruction. These cloud masks are
stored in a database and are now used as quality cuts after the air shower reconstruction. Fig-
ure 4.27 gives an example of a cloud mask superposed on a telescope camera display, with the
corresponding longitudinal profile showing dips and bumps typical for cloudy conditions.

A new method of identifying clouds above the Auger Observatory using infrared data
from the imager instrument on the GOES-12/13 geostationary satellite is also used [32]. It
obtains images of the South American continent every 30 minutes. Full-hemisphere images
are produced in one visible band, and four Infrared bands centred at wavelengths 3.9, 6.5,
10.7 and 12.3 µm, respectively. A brightness temperature Ti is assigned to the i-th band. The
whole array is described by 360 pixels: the infrared pixels projected on the ground have a
spatial resolution of ∼ 2.4 km horizontally and ∼ 5.5 km vertically. The cloud identification
algorithm uses the combination of T2 − T4 and T3 to produce cloud probability maps (see
Fig. 4.28). Data from the satellite indicate clear conditions (cloud probability lower than 20%)
during ∼ 50% of the FD data acquisition periods and cloudy (cloud probability higher than
80%) during ∼ 20%.

With the IRCC and the satellite data, cloud coverage can be followed throughout the
night, but cloud height is not measured. At the Auger Observatory, this information is pro-
vided by the CLF / XLF and the lidars. The maximum height of clouds detected by these
two techniques is between 12 km and 14 km, depending on the FD site. A cloud positioned
on the vertical laser track scatters a higher amount of light, producing a peak in the recorded
light profile. On the other hand, a cloud located between the laser and the FD site produces
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Fig. 6. Top: raw IRCC image. Bottom: FD pixels coverage mask: lighter values on the greyscale represent greater cloud coverage

pixels to be removed from the shower reconstruction

procedure. Cloud cameras are not radiometric, therefore

each pixel value is proportional to the difference between

the temperature in the viewing direction and the average

temperature of the entire scene. In fig. 6, the raw IRCC

images of the FD field of view are shown together with

the final mask. The database is filled with the coverage

for each pixel in the map.

While the IR cloud cameras and the FD background

data analyses record the cloud coverage in the FD field

of view, they cannot determine cloud heights, that must

be measured using the LIDAR stations and CLF. In

cloud detection mode, LIDAR telescopes sweep the sky

with a continuous scan in two orthogonal paths with

fixed azimuthal angle, one of which is along the central

FD azimuth angle, with a maximum zenith angle of

45◦. The full scan takes 10 minutes per path. Clouds
are detected as strong localised scattering sources, and

the timing of the scattered light is related to the cloud

height. The cloud finding algorithm starts with the

subtraction of the expected signal for a simulated purely

molecular atmosphere (Smol) to the real one (Sreal).

The obtained signal is approximately constant before

the cloud, and has a non-zero slope inside the cloud.

A second-derivative method to identify cloud candidates

and obtain cloud thickness is applied. LIDARs provide

hourly information on cloud coverage and height.

In fig. 7, the intensity of the backscattered light as

a function of height and horizontal distance from the

LIDAR station is shown.
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Fig. 7. A cloud layer around 3.5 km height as detected by the LIDAR

The Central Laser Facility and the eXtreme Laser Fa-

cility can be used to detect clouds along the vertical laser

path and between their position and the FDs, looking at

the profiles of photons collected at the FD buildings,

since clouds can enhance or block the trasmitted light,

depending of their position. A cloud positioned directly

along the vertical laser track will scatter a greater amount

of light in every direction, producing a peak in the light

profile. In this case the cloud is directly above the laser

facility site, and timing of the scattered light is related

to the cloud height allowing to define the height of the

cloud layer. If clouds are between the laser source and

the FD, a local decrease in the laser light profile is

observed. In this case the timing of the received light

is not directly related to the cloud height, and only the

cloud coverage in the FD field of view can be defined.

A database is filled with the informations on the height

of the observed cloud layers.

V. CONCLUSIONS

The Pierre Auger Observatory operates a huge sys-

tem to provide continuous measurements of the highly

variable aerosol attenuation and for the detection of

clouds, main sources of uncertainties in the shower re-

construction. The highest energy air showers are viewed

at low elevation angles by the Fluorescence Detectors

and through long distances in the lower part of the

atmosphere, where aerosols are in higher concentration

and therefore the aerosol attenuation becomes increas-

ingly important. Also clouds have a significant effect on

shower reconstruction. All the described instruments are

operating, and most of the results are currently used in

the reconstruction of shower events.
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Figure 4.26: Cloud coverage for each pixel for a FD field-of-view. Top panel: Raw IRCC im-
age. Bottom panel: FD pixel coverage mask, lighter values on the greyscale represent greater
cloud coverage.

Figure 4.27: Display of an event recorded by an FD camera, with index of cloud coverage
for each pixel (lighter pixels mean higher cloud coverage / pixels with no cloud are in
black). Example of a measured extensive air shower where extra light has been scattered
towards a fluorescence detector as a result of passing through a cloud. The corresponding
cloud coverage mask is given as used in the event browser for the data files.
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Figure 4.28: Cloud probability map for 17/07/2007 at 01:09:24 UT from the GOES-12/13
sattelite images. The cloud probability for a region on a ground is given by the gray-scale on
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Figure 8: Azimuth continuous scan taken by the
Coihueco lidar station (lidar-ch-20060923-044511-
R10584.root) showing several cloud layers at differ-
ent heights. Heights are relative to the lidar station
altitude.
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Figure 9: From cloud detection, cloud coverage is
estimated for each horizontal layer. In this plot,
heights are relative to the sea level. the Coihueco
lidar station is situated at an altitude of 1691.8 m
a.s.l.

At heights above 2 km from ground a quasi-molecular atmosphere can be assumed in the proximity of clouds.
Therefore, β ! βmol in hA and hF , and Eq. 5 becomes:

∆S̃(hF ; hA) ! −2τaer(hF ; hA) sec θ , (6)

where τaer(hF ; hA) is due to scattering and absorption of the light by the cloud. In this way, the cloud optical
depth can be estimated:

τaer(hF ; hA) ! −1

2
∆S̃(hF ; hA) cos(θ). (7)

The lowest cloud layer properties, and the cloud coverage for each layer is obtained run by run. Then,
an averaged result is given for each hour of data taking. Lidar data are stored in a MySQL database, whose
information is available for comparison and consulting at the web page http://www.auger.to.infn.it/lidar.

4 Conclusions

A cloud detection method has been developed, and ran over lidar data. Information relative to cloud coverage,
lowest cloud, and cloud properties has been obtained, and put into a MySQL database. All the code, developed
by using the LDA framework, is fast and stable enough to be ran during the acquisition.

A Database structure

MySQL datatabase tables related to cloud detection are the following:

6

Figure 4.29: Detection of several cloud layers at different heights by lidar (from [33]). Left
panel: Continuous scan in azimuth taken by the Coihueco lidar station. Right panel: From the
cloud information, cloud coverage is estimated for each horizontal layer. Heights are relative
to sea level.
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a local decrease in the laser light profile.

Finally, the lidars sweep the sky providing a 10 minute scan every hour. Clouds are de-
tected as strong light scatter regions in the backscattered light profiles recorded by the lidars.
The height of a cloud is deduced from the arrival time of the detected photons. The cloud-
finding algorithm starts with the subtraction of the expected signal for a simulated purely
molecular atmosphere from the real signal. Result is approximately constant in the zone out-
side the cloud, and has a non-zero slope inside the cloud. A second-derivative method to
identify cloud candidates and obtain cloud thickness is applied. Figure 4.29 shows the inten-
sity of the backscattered light as a function of height and horizontal distance from the lidar
station, and its corresponding aerosol coverage reconstructed by the algorithm. After sev-
eral months of lidar scans, the measurements have identified two cloud populations located
at about 2.5 km and 8.0 km above sea level. These two peaks correspond to different kinds
of clouds, the alto and the strato for the lowest one, and the cirrus for the highest one. The
cirrus clouds, usually present at altitudes higher than 5.0 km, are in the cold region of the tro-
poshere. At this height, water freezes: the clouds are composed of ice crytals. On the other
side, the alto clouds created between 2.0 km and 5.0 km and the strato ones produced up to
2.0 km, composed mainly of water droplets, should represent this second peak.

4.5 Impact of the atmosphere on the reconstruction accuracy of air
shower parameters

The atmospheric measurements described in Sections 4.2, 4.3 and 4.4 are fully integrated into
the reconstruction procedure for the hybrid events recorded at the Pierre Auger Observatory.
Whereas the molecular and aerosol data provide estimates for the systematic uncertainties
in the cosmic ray measurements, cloud detection is only used as a quality cut. All the atmo-
spheric information is used in the off-line reconstruction of an event.

In this section, we remind the reader of the results obtained in [9] with hybrid events
recorded between December 2004 and December 2008. Strong quality cuts were applied to
the data to remove events contamined with clouds, as well as geometry cuts to eliminate
events poorly viewed by the FD telescopes. Figure 4.30 lists the systematic uncertainties in
the hybrid reconstruction due to atmospheric influences on light attenuation or production.
It summarizes the impact of the atmosphere on the energy and Xmax measurements of the hy-
brid detector at the Pierre Auger Observatory. Except for quenching effects in the molecular
category, the aerosols currently dominate the systematic uncertainties. The aerosol optical
depth represents the largest source of error, with minor contributions from the Ångstrom
parameter and the aerosol phase function. The use of hourly aerosol data offers a signifi-
cant improvement over a static aerosol model, and when it is used decreases the systematic
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Fig. 23, or enhance the observed light flux due to multiple scatter-
ing of the intense Cherenkov light beam. They may occur in opti-
cally thin layers near the top of the troposphere, or in thick
banks which block light from large parts of the FD fiducial volume.
The determination of the composition of clouds is nontrivial, mak-
ing a priori estimates of their scattering properties unreliable.

Due to the difficulty of correcting for the transmission of light
through clouds, it is prudent to remove cloudy data using hard cuts
on the shower profiles. But because clouds can reduce the event
rate from different parts of a fluorescence detector, they also have
an important effect on the aperture of the detector as used in the
determination of the spectrum from hybrid data [61]. Therefore,
it is necessary to estimate the cloud coverage at each FD site as
accurately as possible.

Cloud coverage at the Pierre Auger Observatory is recorded by
Raytheon 2000B infrared cloud cameras located on the roof of each
FD building. The cameras have a spectral range of 7 lm to 14 lm,
and photograph the field of view of the six FD telescopes every
5 min during normal data acquisition. After the image data are pro-

cessed, a coverage ‘‘mask” is created for each FD pixel, which can
be used to remove covered pixels from the reconstruction. Such a
mask is shown in Fig. 24.

While the IR cloud cameras record the coverage in the FD field
of view, they cannot determine cloud heights. The heights must be
measured using the lidar stations, which observe clouds over each
FD site during hourly two-dimensional scans of the atmosphere
[21]. The Central Laser Facility can also observe laser echoes from
clouds, though the measurements are more limited than the lidar
observations. Cloud height data from the lidar stations are com-
bined with pixel coverage measurements to improve the accuracy
of cloud studies.

7.2. Shoot-the-shower

When a distant, high-energy air shower is detected by an FD
telescope, the lidars interrupt their hourly sweeps and scan the
plane formed by the image of the shower on the FD camera. This
is known as the ‘‘shoot-the-shower” mode. The shoot-the-shower
mode allows the lidar station to probe for local atmospheric non-
uniformities, such as clouds, which may affect light transmission
between the shower and detector. Fig. 25 depicts one of the four
shoot-the-shower scans for the cloud-obscured event shown in
Fig. 23.

A preliminary implementation of shoot-the-shower was de-
scribed in [21]. This scheme has been altered recently to use a fast
on-line hybrid reconstruction now operating at the Observatory.
The new scheme allows for more accurate selection of showers
of interest. In addition, the reconstruction output can be used to
trigger other atmospheric monitors and services, such as radio-
sonde balloon launches, to provide measurements of molecular
conditions shortly after very high energy air showers are recorded.
‘‘Balloon-the-shower” radiosonde measurements began at the
Observatory in early 2009 [69].
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Fig. 23. Shower light profile with a large gap due to the presence of an intervening
cloud.

Fig. 24. A mask of grayscale values used in the cloud database to indicate the cloud coverage of each pixel in an FD building. Lighter values indicate greater cloud coverage.

Table 1
Systematic uncertainties in the hybrid reconstruction due to atmospheric influences on light transmission or production.

Systematic uncertainties

Source log (E/eV) DE=E (%) RMSðDE=EÞ (%) DXmax ðg cm#2Þ RMSðXmaxÞ ðg cm#2Þ

Molecular light transmission and production
Horiz. uniformity 17.7–20.0 1 1 1 2
Quenching effects 17.7–20.0 +5.5 1.5–3.0 #2.0 7.2–8.4
p, T, u Variability 17.7–20.0 #0.5 +2.0

Aerosol light transmission
Optical depth <18.0 +3.6, #3.0 1.6 ± 1.6 +3.3, #1.3 3.0 ± 3.0

18.0–19.0 +5.1, #4.4 1.8 ± 1.8 +4.9, #2.8 3.7 ± 3.7
19.0–20.0 +7.9, #7.0 2.5 ± 2.5 +7.3, #4.8 4.7 ± 4.7

k-Dependence 17.7–20.0 0.5 2.0 0.5 2.0
Phase function 17.7–20.0 1.0 2.0 2.0 2.5

Horiz. uniformity <18.0 0.3 3.6 0.1 5.7
18.0–19.0 0.4 5.4 0.1 7.0
19.0–20.0 0.2 7.4 0.4 7.6

Scattering corrections
Mult. scattering <18.0 0.4 0.6 1.0 0.8

18.0–19.0 0.5 0.7 1.0 0.9
19.0–20.0 1.0 0.8 1.2 1.1

J. Abraham et al. / Astroparticle Physics 33 (2010) 108–129 127

Figure 4.30: Systematic uncertainties in the hybrid reconstruction due to atmospheric in-
fluences on light attenuation or production (from [9]).

uncertainties by a factor of two.
While molecular and aerosol scattering mainly attenuates shower light, it will also in-

crease the recorded signal by scattering photons back into the field of view. This causes a
systematic overestimation of the shower energy, especially at low altitudes where more scat-
tering occurs. Several Monte Carlo studies have parameterized this multiply-scattered com-
ponent of shower light as a function of the optical depth [34, 35]. Once multiple scattering is
included in the reconstruction, the systematic uncertainties between various parameteriza-
tions of multiple scattering are ∆E/E < 1% and ∆Xmax ' 1 g/cm2.

The combined values from all atmospheric measurements are, as a function of energy:

• RMS(∆E/E) ' (5± 1)% to (9± 1)%,

• RMS(∆Xmax) ' (11± 1) g/cm2 to (13± 1) g/cm2,

where the RMS values can be interpreted as the spread in measurements of energy and Xmax

due to current limitations in the atmospheric monitoring program.
In this thesis, as will be explained later, we will focus on the aerosol component of the

atmosphere, and especially on the effect of the aerosol size. The Auger Collaboration has
assumed, up to now, a fixed aerosol phase function, with an asymmetry parameter g = 0.6.
In the multiple-scattering corrections, this same aerosol phase function is used. One of the
purposes of this thesis will be to show how a more realistic aerosol phase function can change
the estimation of the energy and Xmax, and the corresponding systematic uncertainties (par-
ticularly for multiple scattering).
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Ramsauer approach for light scattering
on non-absorbing spherical particles
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Introduction: We present in this chapter a new method to study light scattering on non-
absorbing spherical particles. This method is based on the Ramsauer approach, a model
known in atomic an nuclear physics. Its main advantage is its intuitive understanding of the
underlying physics phenomena. This work led to a journal paper published at the end of
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the first year of my PhD thesis1. This model was later applied to the Auger context and the
results were presented in an internal note2.

1Ramsauer approach to Mie scattering of light on spherical particles, Phys. Scr. 80 (2009) 035403.
2Ramsauer approach to large atmospheric aerosols as a possible source of the FD halo, GAP-2009-173.
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The subject of light scattering by small particles is present in several scientific areas such
as astronomy, meteorology and biology [1]. The first model by Lord Rayleigh in 1871 dealt
with light scattering by particles whose dimensions are small compared to the wavelength.
A significant improvement came with the Mie solution [2] which describes light scattering
by spherical particles of any size. In an apparently different domain, the scattering of a low
energy electrons by atoms studied by Ramsauer experimentally [3] showed surprising struc-
tures, and it was several years before the explanation found by Bohr by describing the elec-
tron as a plane wave [4–6]! The Ramsauer effect is certainly the first phenomenon showing
the wave properties of matter. This framework has since then been used to describe very
different types of collisions such as atom-atom [7] or even neutron-nucleus [8–12]. Our idea
is that since light behaves like a wave, it should be also possible to apply Ramsauer’s ideas
to light scattering by spherical particles.

In this chapter, we calculate, using the Ramsauer approach, the differential scattering
cross section normalized to the total cross section, the so-called phase function. Section 5.1 is
a brief reminder of some basic aspects concerning light scattering on (non-absorbing) spher-
ical particles. Section 5.2 describes the Ramsauer effect and provides details on the way to
obtain the Ramsauer phase function. We compare the Ramsauer predictions with the Mie
calculations, emphasizing certain characteristics of light scattering. Then, in Section 5.3, we
integrate the differential cross section to obtain the total cross section and the associated ex-
tinction efficiency parameter using the Ramsauer approach. Finally, Section 5.4 presents an
application of the Ramsauer approach in the context of the Pierre Auger Observatory; an un-
expected phenomenon was observed during an FD calibration campaign which can possibly
be explained by large aerosols in the atmosphere.

5.1 Light scattering on spherical particles

It is straightforward to calculate the cross section for plane wave light scattering from a uni-
form dielectric sphere using classical electromagnetic theory. One possible application of the
resulting formulae is the determination of particle sizes by measuring the distribution of an-
gular scattering intensity. This section presents briefly the light scattering problem, applied
to spherical particles.

5.1.1 Scattering by single particles: general considerations

When light interacts with particles, two different kinds of processes can occur. The energy
received can be reradiated by the particle at the same wavelength. Usually, the reradiation
takes place with different intensities in different directions. This process is called scattering.
Alternatively, the radiant energy can be transformed into other forms of energy, such as heat:
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absorption takes place. In Auger, with a fluorescence spectrum produced in the UV range, it
can be assumed that scattering dominates absorption.

The light attenuation process can be analyzed by considering a single particle of arbitrary
size and shape, irradiated by a plane electromagnetic wave. At a distance r, large compared
to the particle size and the wavelength, the scattered energy appears as a spherical wave,
centered on the particle and having a phase shift with respect to the incident beam.

The intensity of light scattered at an angle θ by a single spherical particle with a radius R,
from a beam of unpolarized light of wavelength λ and intensity I0 is given by

I(θ) =
I0

r2 × σsca(R, λ)× P(θ), (5.1)

where I0 is the initial intensity of the beam, σsca(R, λ) the scattering cross section and P(θ)
the scattering phase function3. The scattering cross section σsca(R, λ) has the dimension of area
but is not in general equal to the particle cross-sectional area. Indeed it is customary to define
a scattering efficiency

Qsca =
σsca(R, λ)

πR2 , (5.2)

where πR2 is the geometric cross section in the case of a sphere of radius R.

The scattering efficiency represents the ratio of the energy scattered by the particle to the
total energy in the incident beam intercepted by the geometric cross section of the particle.
Similarly, absorption efficiency Qabs is defined as the fraction of the incident beam absorbed
per unit of cross-sectional area of particle. The total energy removed from the incident beam,
the extinction energy, is the sum of the energy scattered and absorbed. The corresponding
extinction efficiency is given by

Qext = Qsca + Qabs ⇐⇒ σtot = σsca + σabs. (5.3)

As already mentioned, the ratio of the particle size to the wavelength of the radiation of
interest is of crucial importance for the particle’s optical properties as well as for the choice
of a suitable method for calculating those properties. We therefore define the dimensionless
size parameter as

x =
2πR

λ
= kout R, (5.4)

where R is the radius of a spherical particle, λ the light wavelength and kout the wave number
outside the sphere. In the case of non-spherical particles, R might represent the radius of a
sphere having the same volume.

3The integral of P(θ) over all solid angles has to be equal to unity.
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5.1.2 Scattering by small particles: Rayleigh scattering

Historically, Rayleigh was the first to provide a quantitative description of light scattering
phenomena. The success of this model came from its ability to explain why the sky appears
blue. It assumes single scattering and incoherent summing of intensities in the far field.
Rayleigh scattering occurs if the particle scattering the light is much smaller than the incident
wavelength.

Light, being an electromagnetic wave, is characterized by electric and magnetic field vec-
tors. In the Rayleigh conditions, the particles, in this case the molecules composing the
medium, may be considered to be placed in a homogeneous electric field ~E0 of the incom-
ing unpolarized light. The induced dipole moment can be written as

~p = α ~E0, (5.5)

α being the polarizability of the particle, has the dimension of a volume and is a scalar for
an isotropic spherical particle. The scattered electric field for this dipole is given at large
distances r as

~E =
1

c2 r
∂~p
∂t

sin β, (5.6)

where β is the angle between the induced dipole moment ~p and the direction of observation.
The dipole oscillates and radiates in all directions. The resulting intensity of the scattered
light is [13]

I(θ) =
I0

r2 α2
(

2π

λ

)4 1 + cos2 θ

2
. (5.7)

Combining Equations (5.1) and (5.7), the Rayleigh scattering cross section σRay and the
Rayleigh scattering phase function PRay are defined as

σRay(λ) = α2 128π5

3λ4 , and PRay(θ) =
3

16π

(
1 + cos2 θ

)
(5.8)

Because the intensity of the scattered light varies inversely with the fourth power of the
wavelength, blue light (short wavelength) is scattered preferentially to red. This strong de-
pendence leads to the blue color of the sky and contributes to the red colors abserved at
sunset.

In this study, we choose the case of a non-absorbing sphere (Qabs = 0), i.e. particles with
a refractive index n defined only with a real part: therefore, it will be equivalent to compute
Qext or Qsca. Integrating I(θ)/I0 over a sphere of radius r surrounding the particle gives the
Rayleigh extinction efficiency

Qext = Qsca =
8
3

x4
(

n2 − 1
n2 + 2

)2

. (5.9)
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5.1.3 Scattering in the intermediate size range: Mie scattering

The theory describing the scattering of an electromagnetic plane wave by a homogeneous
sphere of arbitrary size was originally presented by Gustav Mie [2]. Particles with a size
comparable to the wavelength of visible light are relatively common in nature. Atmospheric
visibility, for instance, is limited by particles whose size is of the same order as the wave-
length of light in the optical range, from 0.1 to 1.0 µm in diameter. In this range, the Rayleigh
theory is not applicable anymore because the field is not uniform over the entire particle
volume. The laws describing the total scattered intensity as a function of the incident wave-
length and the characteristics of the particle are much more complex than those for Rayleigh
scattering.

Extinction efficiency: the total cross section
The 1/λ4 dependence of the total scattered intensity found by Rayleigh is no longer valid
generally for the Mie solution. The extinction efficiency factor Qext = σtot/(πR2) depends on
the radius R and on the relative refractive index of the particle n. The relative refractive index
is defined as the ratio of the refractive index of the particle over the refractive index of the
medium. In the following, where the medium is air, the relative refractive index corresponds
to the refractive index of the particle n.

The Mie theory uses Maxwell’s equations to obtain a wave propagation equation for the
electromagnetic radiation in a three dimensional space, with appropriate boundary condi-
tions at the surface of the spherical particle. The extinction efficiency factor obtained is

Qext =
2
x2

∞

∑
`=1

(2`+ 1)Re(a` + b`). (5.10)

The Mie scattering coefficients a` and b` are functions of the size parameter x = 2πR/λ =

koutR and of the index of refraction n,

a` =
xψ`(x)ψ

′
`(y)− yψ

′
`(x)ψ`(y)

xζ`(x)ζ ′`(y)− yζ
′
`(x)ζ`(y)

, (5.11)

b` =
yψ`(x)ψ

′
`(y)− xψ

′
`(x)ψ`(y)

yζ`(x)ζ ′`(y)− xζ
′
`(x)ζ`(y)

, (5.12)

where y = n x. ψ`(z) and ζ`(z) are the Riccati-Bessel functions (the prime denotes differen-
tiation with respect to the argument) related to the spherical Bessel functions j`(z) and y`(z)
through the equations

ψ`(z) = zj`(z), (5.13)

ζ`(z) = zj`(z)− izy`(z). (5.14)
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To compute Qext numerically using Equation (5.10), it is necessary to truncate the se-
ries, keeping enough terms to obtain a sufficiently accurate approximation. The criterion
developed by Bohren in [14] was obtained through extensive computation. The number of
required terms N has to be at least the closest integer to x + 4x1/3 + 2. For instance, for a
raindrop of 50µm radius and a visible wavelength of 0.6µm, the number of required terms
is N = 558. Nowadays, computers have reached a point where computing time is no longer
a major problem. The closed form Ramsauer approach, which we will develop later, would
have been useful some years ago to provide computational ease. In the present context it
furnishes useful insights into the different physical processes involved.

Figure 5.1 shows, for three values of the index of refraction, Qext as a function of the
size parameter x = 2πR/λ = koutR, where kout is the wave number of the light outside the
sphere. Each curve is characterized by a succession of maxima and minima with superim-
posed ripples. The amplitude of the large oscillations and of the ripples grows with n.

For particles much larger than the wavelength of the incoming light, i.e. with a size pa-
rameter x � 1, it might be expected from geometrical optics that the total cross section
would be πR2, and thus Qext would approach 1. However, Figure 5.1 shows an interesting
and somewhat puzzling trend, the scattering efficiency approaching 2. It is the so-called ex-
tinction paradox, and is discussed in detail by Van de Hust [1]. The phenomenon is apparent
only for observations made far from an object, so that light that is scattered even at a small
angle can be considered removed from the beam. The total cross section results from the geo-
metrical contribution (classical limit) of πR2 and an equal contribution from the diffraction of
the incident plane wave at the surface of the sphere. The diffraction contribution is strongly
peaked forward. For nearby macroscopic objects, this diffracted light is not distinguishable
from unscattered light at θ = 0◦ and the paradox is not observed.

Angular scattering: the differential cross section
Mie scattering by single particles irradiated by laser sources is sufficiently strong to be de-
tected with high signal-to-noise ratios for particles larger than about 0.1 µm. The noise results
from Rayleigh scattering by residual molecules and from the electronics used. The recorded
signal depends on the scattering angle, as well as on the particle size and refractive index [15].

The angular dependence can be calculated from Mie theory. In this study, we use a code
developed by Philip Laven4. For values of the size parameter x approaching unity, an asym-
metry favouring forward scattering appears. For x � 1, forward scattering increases even
more strongly, showing very rapid changes for small increases in the scattering angle θ. Some
of this behaviour is shown in Figure 5.2 for water droplets of different sizes when illuminated
by unpolarized light of λ = 0.6 µm. Very small droplets show typical Rayleigh behaviour
with a symmetric curve and a weak minimum at 90◦. When the size parameter x increases,

4http://www.philiplaven.com/mieplot.htm
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Figure 5.1: The extinction efficiency factor Qext versus the size parameter x, for non absorb-
ing spherical particles with relative refractive indices n = 1.05, 1.33, and 2.00. x is given
by the relation x = 2πR/λ = koutR. The vertical scale applies only to the lowest curve, the
others being successively shifted upward by 2.
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Figure 5.2: Angular scattering for water droplets illuminated by unpolarized light. The
vertical scale applies only to the lowest curve, the others being successively multiplied by
100. The incident wavelength is fixed at 0.6 µm.
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additional minima and maxima appear and a strong asymmetry develops with the forward
scattering several orders of magnitude stronger than the backscattering.

5.2 Application of the Ramsauer effect for light scattering

The Ramsauer effect was discovered in 1921 [3] while studying electron scattering on argon
atoms. The total cross section versus the electron energy showed a surprising dip around
1 eV. In Figure 5.3 we see recent measurements of electron scattering over krypton and neu-
tron scattering on lead nuclei.

5.2.1 The Ramsauer scattering phase function

The idea in modelling the phenomenon is to consider the incident particle as a plane wave
with one part going through the target and another which does not (Figure 5.4). The two parts
recombine behind the target and then interfere with each other, producing the oscillating
behaviour. Depending upon the impact parameter b (Figure 5.5), light rays going through
the drop accumulate a phase shift.

Let us first have a reminder about the Huygens-Fresnel principle. The propagation of
light can be described with the help of virtual secondary sources. Each point of a chosen
wavefront becomes a secondary source and the light amplitude at any chosen location is the
integral of all these sources emitting spherical waves towards that observation point. The
secondary sources are driven by the incident wave. Their amplitude is

− i
λ

(1 + cos θ)

2
AincidentdS

where λ is the wavelength, Aincident is the amplitude of the incoming light, θ is the angle
between the direction of the incident light and the direction from the virtual source to the
observation point, and dS is the elementary area of the secondary source stands.

We define the plane P, shown in Figure 5.5, as the location of our secondary sources. The
shadow of the sphere on the plane P is the disk CD. If the plane Q is chosen as the origin
of the phases, the incident light is a plane wave which, on the plane P, has the amplitude
ei2kR. The amplitude distributions of the secondary sources can be split into two parts: an
undisturbed plane wave and a perturbation in the CD region only. The undisturbed initial
plane wave, when integrated, is described by a Dirac delta function in the forward direction.
Thus the differential cross section comes from the sources on CD. The observation points
are considered to be very far away so, to get the amplitude at an angle θ, we just sum all
directions parallel to θ.

Let ρ and φ be the polar coordinates in the plane P. The amplitudes from the virtual
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Figure 5.4: Qualitative picture of the Ramsauer phenomenon. The wavelength of the light
is supposed to be reduced in the dielectric. This picture shows the case where the contraction
of the wavelength between (a) outside and (b) inside the medium (dashed line) is such that
they come out in phase. Thus the sphere looks invisible resulting in an almost zero cross
section.
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Figure 5.5: Definition of the variables used in the text to calculate the phase function for
light scattering by a spherical particle of radius R. kin and kout are the wavenumbers for the
light inside and outside, respectively, and b is the impact parameter.
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sources in the disk CD are then

Adisk(ρ) = −
i
λ

[
−ei2kR + ein2k

√
R2−ρ2

eik(2R−2
√

R2−ρ2)
] 1 + cos θ

2

= i
k

2π
ei2kR

[
1− ei2k

√
R2−ρ2 (n−1)

] 1 + cos θ

2
.

(5.15)

The resulting scattering amplitude fsphere(θ) is obtained after moving the origin of the
phases to the plane P. This is simply done through a multiplication by e−i2kR

fsphere(θ) = e−i2kR
∫ 2π

0
dφ
∫ R

0
Adisk(ρ) ρ eikρ cos φ sin θdρ

= i
k

2π

1 + cos θ

2

∫ 2π

0
dφ
∫ R

0
eikρ cos φ sin θ

[
1− ei2k

√
R2−ρ2 (n−1)

]
ρ dρ,

(5.16)

where the term ρ cos φ sin θ represents the path length difference between a source in the disk
and a source at the disk center for an observer placed at an infinite distance from the disk.

The integral over the angle φ is a Bessel function

J0(u) =
1

2π

∫ 2π

0
eiu cos φdφ. (5.17)

Thus Equation (5.16) becomes

fsphere(θ) = ik
1 + cos θ

2

∫ R

0
ρJ0(kρ sin θ)

[
1− ei2k

√
R2−ρ2 (n−1)

]
dρ. (5.18)

This integral has no analytical solution. The Ramsauer differential cross section is

[
dσ

dθ

]

sphere
=
∣∣ fsphere(θ)

∣∣2 , (5.19)

and we deduce directly the Ramsauer phase function

PR(θ) =
1
σ

[
dσ

dθ

]

sphere
=

∣∣ fsphere(θ)
∣∣2

∫ 2π
0 dΦ

∫ π
0 dθ sin θ

∣∣ fsphere(θ)
∣∣2 . (5.20)

This solution has to be computed numerically. Thus, this illustrates that predicting the be-
haviour of light scattering is not easy.
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5.2.2 The simplified Ramsauer scattering phase function

We can get a formula in closed form if the sphere is replaced by a disk of radius R and of
height 2R along z. Equation (5.18) simplifies into

fdisk(θ) = ik
1 + cos θ

2

∫ R

0
ρJ0(kρ sin θ)

[
1− ei2kR (n−1)

]
dρ

= ik
1 + cos θ

2

[
1− ei2(n−1)kR

] ∫ R

0
ρJ0(kρ sin θ)dρ

= i
1 + cos θ

2
ei 2(n−1) kR

2 (−2i) sin
[

2(n− 1) kR
2

]
R

sin θ
J1(kR sin θ),

(5.21)

since the integral can be simplified using the fact that

∫ R

0
uJ0(u)du = R J1(R).

The differential cross section is

[
dσ

dθ

]

disk
= | fdisk(θ)|2 = R2

[
kR

1 + cos θ

2
sin [(n− 1)kR]

2J1(kR sin θ)

kR sin θ

]2

. (5.22)

In fact, in the Ramsauer approach, the total cross section for a disk is given by

σdisk
tot =

∫ 2π

0
dΦ

∫ π

0
dθ sin θ

[
dσ

dθ

]

disk
= 4πR2 sin2 [(n− 1)kR] . (5.23)

Thus, the differential cross section can be expressed as

[
dσ

dθ

]

disk
=

1
4π

σdisk
tot

[
kR

(1 + cos θ)

2
2J1(kR sin θ)

kR sin θ

]2

. (5.24)

As we will see in Section 5.2.3, it is possible to use a similar equation for the differential
cross section with a sphere, i.e.

[
dσ

dθ

]

sphere
=

1
4π

σ
sphere
tot

[
kR

(1 + cos θ)

2
2J1(kR sin θ)

kR sin θ

]2

. (5.25)

In this subsection, we have shown that in the simplified Ramsauer approach (SR), the total
cross sections for a disk and for a sphere can be different but the scattering phase functions
coincide and are given by the relation

PSR(θ) =
1
σ

dσ

dθ
=

1
4π

[
kR

(1 + cos θ)

2
2J1(kR sin θ)

kR sin θ

]2

. (5.26)
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It seems interesting to note that this simplified phase function is independent of the relative
refractive index. The validity of this independence will be verified in Section 5.2.3.

As can be seen in Equation (5.26), the Ramsauer approach is much more intuitive than
Mie model. In Figure 5.6 we give the phase functions for two distributions with different
mean radii. We note three properties of the Ramsauer phase function:

1. The amount of light scattered in the forward direction (θ = 0◦) is proportional to the
target area, i.e. square of the target radius: at constant wavelength, a larger sphere
scatters more light in the forward direction, in agreement with the Mie prediction.

1
σ

dσ

dθ
(θ = 0◦) ∝ R2.

2. The full width at half maximum (FWHM) of the forward scattering peak is proportional
to the inverse of kR.

∆θFWHM =
2

kR
.

3. For greater angles, the phase function is proportional to the inverse of the scattering
angle to the third power.

1
σ

dσ

dθ
∝

1
θ3 .

By detailed Mie calculations, these phase function properties deduced from the analytical
Ramsauer solution can be verified. Figure 5.7 gives the phase function for pure forward
scattering as a function of R and the full width at half maximum as a function of the size
parameter. For three different refractive indices, the observed behaviour is confirmed by
the Mie calculations. Whereas it is difficult to obtain clear physical interpretations with Mie
theory, the solutions being in the form of infinite series, the simplified Ramsauer solution
makes easier prediction of light scattering behaviour possible.

5.2.3 Validity of the Ramsauer solutions

From the Ramsauer approach, two scattering phase functions were obtained: one from an
exact calculation, PR(θ), and the second resulting from an approximation but given by a
closed formula, PSR(θ). The goal of this section is to evaluate the two solutions with respect
to the Mie theory, taken here as the reference.

As noted above, the simplified solution does not depend on the refractive index of the
target. It is thus important to see how the Mie calculations and the Ramsauer solution evolve
with respect to the refractive index. Figure 5.8 shows the phase functions obtained from the
Ramsauer solution (top panel) and Mie theory (bottom panel) for different refractive indices.
For comparison, the one obtained from the simplified Ramsauer formula is also plotted with
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Figure 5.7: Characteristic behaviours of physics quantities from the phase function. The
curves are obtained by Mie calculations (using [18]) for an incident wavelength of 0.6 µm.
Three different refractive indices are shown: n = 1.05 (blue), n = 1.33 (red) and n = 1.60
(magenta). The vertical scale applies only to the lowest curve, the others being successively
multiplied by 100.

a thick black line. Although the phase function is almost independent of the refractive index
for high n values, this is not the case when |n − 1| approaches 0. Moreover, the Ramsauer
solution is in better agreement with the Mie curves when the refractive index is low.
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Consequently, when we want to study light scattering phenomena for spherical particles,
we can develop models without knowing the refractive index of the particles. This is due to
the fact that Fraunhofer diffraction is mostly responsible for small-angle scattering and it is
nearly independent of the relative refractive index. Thus, forward scattering is sometimes
favoured in the design of optical particle counters to eliminate the effect of refractive index
on the measurement of particle size.

5.2.4 Effects of averaging over sizes

Most natural and artificial collections of spherical particles do not exhibit the large fluctua-
tions as in Figure 5.8. Even a narrow dispersion in the distribution of the particle size washes
out these features that strongly depend on size.

The size distribution can be described using a log-normal function defined as follows

n(R| R̄, σ) =
dN(R)

dR
=

N√
2π log10 σ

1
R

exp

(
− log2

10(R/R̄)
2 log2

10σ

)
, (5.27)

where R is the radius of a spherical particle, log10 σ is the geometric standard deviation, R̄ is
the geometric mean radius, and N is the total number of particles. Figures 5.9–5.10 illustrate
the dependence of the phase function on the radius distribution. According to the first figure,
the light scattering in the forward direction has a narrower and higher peak when spheres
are larger. This is what is expected from the simplified Ramsauer scattering phase function.
Also, as shown in the second figure, a lower geometric standard deviation implies a wavier
phase function. Consequently, in Nature, where particle radii are always dispersed, light
scattering will be described using smoothed phase functions.

5.3 The Ramsauer total cross section and extinction efficiency

Since the results of the phase function predicted by the Ramsauer approach seem in agree-
ment with the Mie calculations, this section will check if this is also the case for the total cross
section. Two different methods will be presented to get the cross section by the Ramsauer
approach: the first one based on the optical theorem (and independent of the results given in
Section 5.2), and the second by integrating the differential cross section over (θ, φ).
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Figure 5.8: The simplified Ramsauer solution, independent of the refractive index, com-
pared to the Ramsauer solution and Mie calculations. Top panel: SR vs Ramsauer. Bottom
panel: SR vs Mie theory. Three different refractive indices are shown: n = 1.05 (blue line),
n = 1.33 (red line) and n = 1.60 (magenta line). The simplified solution, independent of the
refractive index, is in black. The vertical scale applies only to the lowest curve, the others
being successively multiplied by 100. The incident wavelength is fixed at 0.6 µm and the
sphere radius is equal to 10 µm.
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5.3.1 Ramsauer total cross section via the Optical theorem

In scattering theory, the wave function far away from the scattering region must have up to
the normalisation factor the form of a plane wave and an out-going spherical wave,

Ψ(~r) = ei~k~r + f (θ)
eikr

r
. (5.28)

The optical theorem asserts that

σtot =
4π

kout
Im f (θ = 0), (5.29)

where f (θ = 0) is the forward scattering amplitude. Under the approximation for the scat-
tering of a scalar (spinless) wave on a spherical and symmetric potential, the scattering am-
plitude at a given polar angle θ can be written as a sum over partial wave amplitudes, each
of different angular momentum `,

f (θ) =
1

2ikout

∞

∑
`=0

(2`+ 1)P`(cos θ)
[
η` e2iδ` − 1

]
, (5.30)

where η` is the inelasticity factor (η` = 1 in our case of a non-absorbing sphere), δ` is the
phase shift (δl is real for pure elastic scattering), and P`(cos θ) is the Legendre polynomial.

From Figure 5.5, δ` = (kin − kout)R cos ψ. In the approximation of forward scattering,
P`(cos θ) → 1. From Bohr momentum quantization applied to the impact parameter b =

R sin ψ (see Figure 5.5), we have b p = ` h̄ and p = h̄ k with ` = b kout. By substituting the
discrete sum over ` by an integral over ` or over the impact parameter

∑
`

→
∫

d`→ kout

∫
db,

the forward scattering amplitude can be written in terms of the impact parameter

f (θ = 0) =
kout

i

∫ R

0

(
ei2(kin−kout)R cos ψ − 1

)
b db, (5.31)

or in terms of the angle ψ

f (θ = 0) =
koutR2

2i

∫ 1

0

(
1− ei2(kin−kout)R cos ψ

)
d cos2 ψ. (5.32)

Then, the expression for the total cross section is obtained from Equation (5.31) and setting
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w = cos ψ, we get

σtot = Im
[

i 4πR2
∫ 1

0
w
(

1− ei(kin−kout)2Rw
)

dw
]

= Im
[

i 2πR2 − i 4πR2
∫ 1

0
w ei(kin−kout)2Rwdw

]
.

(5.33)

Then, from integration by parts, we obtain

σtot = Im


i 2πR2 − i 4πR2



[

w
ei(kin−kout)2Rw

i(kin − kout) 2R

]1

0

−
∫ 1

0

ei(kin−kout)2Rw

i(kin − kout) 2R
dw






= Im

[
i 2πR2 − i 4πR2

(
ei(kin−kout)2R

i(kin − kout) 2R
+

ei(kin−kout)2R − 1
(2R)2 (kin − kout)2

)]

= 2πR2 − 4πR2

[
sin (2R (kin − kout))

2R (kin − kout)
− 1

2

[
sin (R (kin − kout))

R (kin − kout)

]2
]

.

(5.34)

If we introduce the parameter ∆R = 2R (kin − kout), the analytic expression for the cross
section becomes

σtot = 2πR2

[
1− 2

sin ∆R

∆R
+

(
sin ∆R/2

∆R/2

)2
]

. (5.35)

In this expression, the total cross section approaches 2πR2 at high energies. This is the
so called "black disk" approximation. Nevertheless, from a purely geometrical viewpoint,
between two spheres, a collision occurs if the distance between their centres is less than r1 +

r2, where r1 and r2 are their radii. So the geometrical cross section is equal to π(r1 + r2)2. In
our case, the photon may be considered to be a particle with a diameter equal to its reduced
wavelength λ̄ = λ/2π [16, 17]. Consequently, Equation (5.35) becomes

σtot = 2π

(
R +

λ

4π

)2
[

1− 2
sin ∆R

∆R
+

(
sin ∆R/2

∆R/2

)2
]

. (5.36)

Finally, an expression for ∆R as a function of the index of refraction n is needed. According
to the conservation of phase, it is kin = n kout. With this relation and the fact that λ = 2π/kout

σtot = 2πR2
(

1 +
n− 1

∆R

)2
[

1− 2
sin ∆R

∆R
+

(
sin ∆R/2

∆R/2

)2
]

Qext,R = 2
(

1 +
n− 1

∆R

)2
[

1− 2
sin ∆R

∆R
+

(
sin ∆R/2

∆R/2

)2
]

,

(5.37)

where ∆R = 2R (kin − kout) = 2R (n− 1) kout = 2x (n− 1). This result is derived using the



5.3. The Ramsauer total cross section and extinction efficiency 163

approximation of scalar light, unlike the Mie solution. Therefore our formula applies only to
scattering of unpolarized light.

Note that the first factor of Equation (5.37) explains the fact that the amplitude of the large
oscillations grows with n. The extinction efficiency factors, when plotted against ∆R, show a
universal shape (see Figure 5.11). Our model and the Mie predictions are in good agreement
for the three refractive indices used.

Explanation of the superimposed ripples
A small fraction of light, internally reflected (IR) twice, will also contribute to the forward
flux. The amplitude of the internal reflection coefficient r = (n− 1)/(n + 1) is small (r = 1/7
for visible light upon water drop in air). The phase shift will be roughly ∆IR = 2× 2 R kin =

4R n kout = 4 n x. Thus the main Ramsauer extinction efficiency factor Qext,R is modulated by
the internal reflection factor

FIR = 1 + r2 cos ∆IR = 1 + r2 cos(4 n x). (5.38)

Finally, the global extinction efficiency factor is

Qext = Qext,R × FIR. (5.39)

For a visible light ray (λ = 0.6µm) incident on a drop of water (n = 1.33) in the air,
the Mie and the Ramsauer predictions are compared in Figure 5.12. The Mie solution is a
series with more than 600 terms that have to be computed for each value of the abscissa.
On the contrary, from the Ramsauer approach we have purely analytical functions (Equa-
tions (5.37), (5.38), (5.39)) with clear physical concepts. The Ramsauer model reproduces
quite well both the amplitude and the peak positions of the Mie prediction, except for the
main peak position which is lower by almost 10%. At small parameter values, the two curves
differ. The analytical formula (5.37), obtained using the light ray approximation, is not ex-
pected to be a good description of reality when the wavelength of the incident light is very
much larger than the size of the droplet. This is the Rayleigh regime where the cross section
behaves as 1/λ4. In terms of the variable x, this implies, as x � 1, an x4 behaviour whereas
our formula approaches a parabola. Even though the small ripples are also present, they are
less pronounced in the Ramsauer curve. Another particularity of our model is that it justifies
the ratio between the Ramsauer-pseudo period ∆R and the internal reflection-pseudo period
∆IR. Since one has already determined the phase difference for each case, it is straightfor-
ward to derive their ratio using the equations that require constructive interference for the
axis kout R,

∆R

∆IR
=

n− 1
2 n

. (5.40)
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Figure 5.13: Total cross section as a function of the phase shift ∆R = 2x(n− 1) for a refrac-
tive index fixed at (left) n = 1.05 and (right) n = 1.33. The simplified Ramsauer solution
from Equation (5.41) is in blue, the Mie prediction in red (using [18]) and the formula from
Equation (5.35) in black. The incident wavelength is fixed at 0.6 µm.

In the case of a raindrop with n = 1.33, there is thus a factor 8 between the two pseudo
periods. Therefore, we have a simple physical explanation for the origin of the oscillations at
two frequencies, and we have derived the ratio of their periods.

5.3.2 Ramsauer total cross section via the differential cross section

The simplified Ramsauer formula is very convenient to use, in computing the phase function,
as we have just seen, and also in calculating the total cross section. In this section, we compare
the Mie prediction with the one obtained by integration of Equation (5.26). From the phase
function, the total cross section is given by

σtot =
∫ 2π

0
dΦ

∫ π

0
dθ sin θ PSR(θ). (5.41)

Figure 5.13 compares, for two values of the index of refraction, the integrated Ramsauer
phase function and the Mie theory result. The analytical solution from Equation (5.35) is
also plotted. Each curve is characterized by a succession of maxima and of minima. While
there is generally a good agreement between the three curves, only the integration of the
simplified Ramsauer solution PSR reproduces the Mie curve at small phase shift ∆R, the so-
called Rayleigh regime. The agreement improves when the refractive index decreases. In
fact, at low phase shift, i.e. at small size parameter, the behaviour of Equation (5.35) is not
proportional to λ−4 as expected by the Rayleigh theory, but only to λ−2. Of the two methods,
only the integration of the simplified Ramsauer solution is able to reproduce correctly the
physics of Rayleigh regime.
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5.4 Ramsauer approach to large aerosols as a possible source of the
FD halo

At the Pierre Auger Observatory, each fluorescence telescope consists of a mirror with a cam-
era at its focal centre, composed of 440 photomultipliers. Each pixel is a hexagon with a
typical diameter of 1.5◦. In front of this setup is a 2.2 meter diaphragm with a UV filter.

When the absolute pixel calibration and the shower geometry are known, the signal
recorded by the camera can be converted to the number of UV photons detected. Since the
fluorescence light produced is proportional to the energy deposited by the shower, the pri-
mary cosmic ray energy can be estimated if the fluorescence yield is known. Different lon-
gitudinal profile reconstructions have been developed by the Auger collaboration [19, 20].
These algorithms determine which pixels contribute to the total signal collected in each 100 ns
time bin. One of these methods, referred to as the "zeta search" algorithm, has been imple-
mented in an Offline module called FdApertureLightFinder. Once the geometry is re-
constructed, the position of the light spot on the camera for each time bin is known. A circle
of angular radius ζ is defined for each point on the track (see Figure 5.14). Then, for each time
bin, the procedure defines the total track signal to be the sum of the signals for pixels having
their centre within the circle of radius ζ. The choice of ζ is determined by the optimization
of the signal to noise ratio (calculated over the whole track) in a range between 0.5◦ and 4.5◦.
Typically, a ζ = 1.2◦ is usually chosen as a reference (including a "safety margin" of 0.2o [19]).
For instance, Figure 5.15(a) shows the results of a ζ search in the case of a vertical CLF laser
shot as seen from Los Leones. Here, a value of ζ = 1.2◦ includes about 90% of the total signal
along the track. Usually, the signal outside is called halo and is interpreted as the effect of
multiple scattered light in the atmosphere. If this is the case, the halo should be subtracted
from the total signal recorded in the energy estimation. On the other hand, if the halo is due
to scattering inside of the FD building, the halo has to be included. Note that another recon-
struction method used in the Auger collaboration takes into account the halo by fixing ζ at
larger values, typically ζ = 1.4◦ [20].

5.4.1 Description of the FD halo phenomenon, and its discovery

It was during a campaign for telescope calibration in 2008 that an unexpected observation
was made in an FD camera [21]. To further investigate this phenomenon, a zeppelin-shaped
balloon filled with helium was launched carrying a flasher lamp. It was brought into the field
of view of the telescope at a distance of about one kilometre. The flasher was an isotropic UV
light source (λ̄ = 380 nm) composed of an aluminium body on which light emitting diodes
were mounted. The diameter of the flasher was 16 cm: its angular radius viewed from the
telescope was around 0.01◦. Thus, the flasher should have appeared as a point source for the
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ζ

SDP

Figure 5.14: Example of a track recorded on an FD camera in a given time bin. The pixels
with a significant signal are coloured in green. The geometrical reconstruction is represented
by the Shower Detector Plane (SDP), shown in red. The ζ circles are shown in blue.
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Figure 5.15: (a) Results of a ζ search for a vertical CLF laser shot observed from Los
Leones [19]). The solid line shows the total signal along the track inside the angular distance
ζ as a function of ζ. The circles represent the ratio S/N. The optimal value of ζ, given by the
optimization of the ratio and including a "safety margin" of 0.2◦, is 1.2◦. This is indicated by
the vertical dashed line. (b) Accumulated halo distribution obtained after telescope cali-
bration [21]. 86% of the total intensity is located within 1.3◦ of the spot centre. The circles
correspond to an earlier measurement [22]. The two campaigns are in agreement for ζ > 1.5◦.
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telescope. The spherical aberration radius of the telescope optics is 0.25◦ and is lower than
the pixel radius rp = 0.75◦: a maximum of three illuminated pixels was expected.

However, the observational data clearly disagree with this prediction (see Figure 5.16).
In fact, a significant complete halo was observed on the FD camera: around 14% of the light
was outside the FD camera pixel, or focal-spot size (see Figure 5.15(b)). This can only be
explained with a light distribution covering an area bigger than that produced by aberration
since it can not reproduce the peak width in Figure 5.16. Detailed simulations of the telescope
with the Offline module TelescopeSimulatorLX have shown that about 16% of the halo
originates from telescope aberration effects, 7% can be attributed to Rayleigh scattering in
photon propagation and the same quantity to Mie scattering. This leaves more than 70% of
the halo unexplained.

Subsequently, studies were done to check if the halo could be induced by the UV fil-
ter [23]. Indeed, even when the flasher is out of the telescope’s field of view, the filter is still
illuminated. Hence, the UV light could be scattered in the filter. An experimental setup was
developed to perform preliminary scattering measurements on an equivalent reference fil-
ter. The authors show that a possible source of the halo is the scattering of the UV light in
the filter. Nevertheless, even if this idea explained the observations for high ζ, the experi-
mental curve in [23] cannot reproduce the large peak between 0◦ and 2◦ as is illustrated in
Figure 5.16. Several months later, this idea was rejected.

This discrepancy suggests that multiple scattering effects in the atmosphere should be
considered in the longitudinal profile reconstruction. This halo, much higher than expected,
distorts the shower energy estimation since the number of photons detected by the telescopes
is overerestimated in the reconstruction procedure. By developing a Monte Carlo simulation,
we will make an attempt to explain the halo by multiple scattering on aerosols during photon
propagation from the flasher to the telescope.

5.4.2 The Aerosol Phase Function at the Pierre Auger Observatory

Whereas the scattering properties of the molecular component are well known, the aerosol
scattering properties have to be determined by specific measurements. The APF light sources,
coupled with the FD, can measure the aerosol phase function. There are two monitors in
this experiment, one at Coihueco and the other at Los Morados. The APF monitor emits
hourly horizontal pulsed light beams at 350 nm and 390 nm across the field of view of the FD
installation. In this way, the aerosol phase function can be reconstructed from the intensity
of the light measured as a function of scattering angle (between 30◦ and 150◦).

Figure 5.17 shows the measurements made at the Pierre Auger Observatory in 2006 by
BenZvi et al. [24] with the APF system. The aerosol phase function obtained from the mea-
surements is in agreement with the Henyey-Greenstein (HG) parameterization defined by
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Figure 5.16: Differential intensity distribution obtained from the zeppelin calibration cam-
paigns [21]. The dashed line represents the spherical aberration effect due to the geometry of
the optics. It does not reproduce the data. The preliminary scattering measurements made
on the filter in [23] are given by the continuous line.

(g = 0.6, f = 0.4). In Figure 5.17, It is also compared to the phase function from the Longtin
desert model [25] which is based on Mie scattering. The Longtin desert model considers
aerosols as a mixture of three components: carbonaceous particles (which have the smallest
radii, typically lower than 10−2 µm), water soluble particles and sand (with the highest radii,
typically greater than 1 µm). The main particularity of this model is its strong dependence on
wind: a stronger wind means a higher sand component, i.e. an increase of the mean aerosol
radius.

5.4.3 On possible underestimation of phase function at small angles

As noted in Section 5.4.2, the Auger measurements were made only between 30◦ and 180◦

because of the location of the APF monitor with respect to the telescope building. Moreover,
according to the authors, data for angles greater than 150◦ are unavailable because of the
increased light attenuation. Indeed, at large angles, the data points seem to be lower than
can be expected from pure Rayleigh scattering values: the authors preferred to limit the range
between 30◦ and 150◦.

Therefore, there is a large uncertainty for the lowest and the highest scattering angles.
At low angles, there is a large disagreement between the Longtin and the HG phase func-
tions. As was shown in Section 5.2, aerosols with high radii contribute principally in this
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Figure 5.17: Parameterization of the aerosol phase function in the Pierre Auger Observa-
tory. Data from BenZvi et al. [24] are represented by the circles. The continuous line is the
Henyey-Greenstein (HG) function. The HG curve fits well the data obtained by the APF with
(g = 0.6, f = 0.4). The dashed line is the Longtin parameterization (desert atmosphere simu-
lated with a wind speed of 10 m/s) at a wavelength λ = 0.55 µm. The arrows represents the
angle ranges affecting each physics phenomenon or technique.

range of scattering angles. Either the HG parameterization underestimates the contribution
of large aerosols or the Longtin model overestimates their contribution. But, as we will see in
Section 5.4.4, these large aerosols contribute the most to the halo.

In order to understand this effect, it seems interesting to consider the Ramsauer approach.
The goal here is to estimate a mean aerosol radius for the two parameterizations. For the HG
phase function one needs a single aerosol type, whereas for the Longtin phase function two
species need to be defined. To simplify the modelling of the aerosol size distribution, an
aerosol type is defined by the parameters (R̄, log10σ) of their log-normal distribution.

In Figures 5.18 and 5.19 the results from the Ramsauer approach for the HG and Longtin
parameterizations are given. To provide for agreement in the low scattering angle range, a
log-normal distribution (R̄1 = 0.25 µm, log10 σ1 = 1/2) is needed. However, in the Longtin
case, it is necessary to have an additional aerosol population at large mean radius: (R̄2 =

9 µm, log10 σ2 = 1/2). The appropriate weights for these two distributions in this case are
0.85 for the first population and 0.15 for the second one.
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Figure 5.18: Henyey-Greenstein phase function for one aerosol component. Left panel: The
aerosol size distribution obtained from the Ramsauer approach to reproduce the HG parame-
terization: (R̄ = 0.25 µm, log10 σ = 1/2). Right panel: HG phase function (in black) compared
with the Ramsauer phase function (in green) with an aerosol size distribution defined as in
the left panel.
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Figure 5.19: Longtin phase function for two aerosol components. Left panel: The aerosol
size distributions obtained from the Ramsauer approach to reproduce the Longtin parame-
terization: (R̄1 = 0.25 µm, log10 σ1 = 1/2, fraction = 85%) in magenta and (R̄2 = 9 µm,
log10 σ2 = 1/2, fraction = 15%) in red. Right panel: The Longtin phase function (in black)
compared with the Ramsauer phase function (in green) with aerosol size distributions de-
fined as in the left panel. The red and magenta curves represent the phase functions for the
individual aerosol components.
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5.4.4 Explanation of the FD halo by a component with large aerosol size

The effect of Mie scattering has, in previous studies, been considered to be similar to Rayleigh
scattering. It turns out that this approximation is not accurate for large aerosol radii. The goal
of this section will be to estimate the typical aerosol radius needed to reproduce the first peak.

As a first step, photon propagation in the atmosphere is simulated, from the zeppelin
to the telescope. A Monte Carlo procedure was implemented to simulate aerosol scattering
during photon propagation. An isotropic photon point source is assumed for the zeppelin.
The lengths travelled before scattering by an aerosol are given by an exponential distribution.
Typical values for the aerosol extinction length in the atmosphere are around 10 km (altitude
dependence is neglected here). In fact, this parameter can be modified to reproduce a more
or less high aerosol concentration. The photons undergo scattering according to the phase
function derived in Equation (5.25). Use of the closed Ramsauer formula massively reduces
the execution time of the simulation compared to what it would be with the full Mie calcula-
tions. To simplify the model, the photon is assumed to scatter only once during propagation.
The optical axis (ST) is the line connecting the zeppelin to the telescope. The emission angle
α′ and the reception angle α have rotational symmetry around the (ST) axis. The scattering
angle is equal to θ = α + α′. It can be seen in Figure 5.20 that, for a given reception angle
α, scattering occurring close to the zeppelin involves a large emission angle α′1 and thus a
large scattering angle θ1 = α + α′1, whereas scattering near the telescope induces a smaller
emission angle α′2 and a smaller scattering angle θ2 = α + α′2. Hence, according to the phase
function, scattering far from the zeppelin and close to the telescope is more probable. This
simulation procedure provides the reception angular distribution (1/σ)(dσ/dα) for a fixed
aerosol radius.

The optical axis and the light spot axis generally do not coincide with the pixel axis, but
are shifted by an angle ζ. The light spot centre is set at point O in Figure 5.21 whereas the
pixel centre is set at O′. The pixel field of view is given by the disk centered at O’ with angular
radius rp. Photons from the halo are detected when they have a reception angle α inside the
disk (O′, rp). As ζ is the measured angle in the detector, one has to rewrite the distribution
(1/σ)(dσ/dα) in terms of (1/σ)(dσ/dζ). Thus, for a fixed ζ, the distribution of reception
angle is integrated on the whole pixel defined by (r, φ) in the polar coordinate system

1
σ

dσ

dζ
=
∫ 2π

0
dφ
∫ rp

0
r dr

1
σ

dσ

dα
(r, φ), (5.42)

where the integration is evaluated numerically by a Monte Carlo procedure, sampling pixels
uniformly in 0 6 r 6 rp and φ ∈ [0, 2π].

From the data reconstruction procedure, the uncertainty in the barycentre estimation for
the light spot is around 0.7◦. To include this uncertainty in the simulation, the light spot
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position is displaced randomly on a disk of that radius. The angular distance α is given by

α =
√
(ζ + rRand cos β− rp cos φ)2 + (rRand sin β− rp sin φ)2

where rRand is distributed uniformly between 0◦ and 0.7◦, and β is the randomly generated
polar angle.

Figure 5.22 shows the differential intensity distribution obtained from the Monte Carlo
procedure (the direct light is included). The halo data from the zeppelin campaigns are well
reproduced up to ζ = 2◦ for an aerosol radius equal to 3 µm. The behaviour seen above 2◦

could be due to an additional aerosol population of radius R = 0.1 µm.

Another way to present this result is to plot the cumulative halo which represents the
integrated signal between the pixel centre and an angular distance ζ. From the zeppelin cam-
paigns and normalizing to the data set for ζ = 30◦, 86% of the total intensity lies within
1.3◦ of the spot centre (see Figure 5.15(b)). Figure 5.23 compares the data from [21] with the
accumulated halo distribution characterized by the two populations obtained in Figure 5.22.
Contrary to the zeppelin analysis, the cumulative halo from the Ramsauer approach is nor-
malized to the data for ζ = 85◦.

5.5 Conclusion

We have shown that within the experimental errors the Ramsauer method predicts an extinc-
tion efficiency factor and a scattering phase function compatible with those given by the Mie
solution. The large oscillatory behaviour for the extinction efficiency factor is understood
as the consequence of the interference between the fraction of light going through and the
fraction passing close to the drop. The small ripples which are observed can be explained by
reflected light interfering with the other two components.

Two Ramsauer solutions have been given for the scattering phase function. The form of
the first one, PR(θ), without approximations, does not lead itself to obvious physical interpre-
tation. The second, the simplified Ramsauer solution PSR(θ), is an analytical formula from
which characteristic behaviour can be predicted. However it cannot reproduce the Rayleigh
regime for small size parameters.

As an application of the Ramsauer approach, a first attempt to explain the FD halo phe-
nomenon has been presented. To model this halo, we have developed a Monte Carlo proce-
dure based on the Ramsauer approach. We have shown that aerosols are a possible explana-
tion for the halo measured in the FD camera. Two aerosol populations were introduced: large
aerosols, typically with radii around 3 µm, for the first part of the halo, and a second aerosol
population with radii around 0.1 µm for the rest. We will show in Chapter 8 that considering
larger aerosols and multiple scattering on aerosols (i.e. number of scatterings greater than



176 Chapter 5. Ramsauer approach for light scattering

one), we get a much better adequation with the experimental FD halo data.
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Introduction: This chapter presents a complete study of the air mass trajectories passing
through the Pierre Auger Observatory. Such a study has been done thanks to HYSPLIT, an
air modelling program. Large fluctuations of the trajectories have been identified, showing
that the aerosols (present in the air masses) do not come from the same region throughout the
year. The study also focusses on seasonal behaviour for different meteorological variables.
Finally, a cross-check with the aerosol optical depth data concludes that nights with low
aerosol concentrations have as main origin the Pacific Ocean.

This work led to an internal note1, and the next step is its publication in an atmospherical
journal as an Auger full-author list paper. In this case, it would be the first Auger publication
in atmospheric science.

1K Louedec and M Urban, Where do aerosols come from ? – Study done with HYSPLIT GAP-2011-058
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One of the defining characteristics of aerosols in the atmosphere is that they are highly
mobile. Therefore atmospheric properties for a particular location are a function not only of
local emissions but also of emissions and meteorological conditions in the surrounding. In
our case, the Pierre Auger Observatory (35o S, 69o W) could be also affected by air masses
potentially carrying aerosols from, for instance, Chile or the Pacific Ocean. Thus, any study
having as a goal to explain aerosol properties over the SD array needs to include work on the
air mass origins.

For a region outside of the SD array to influence local measurements, the following three
conditions must occur simultaneously:

1. the region is a source of aerosols,

2. the air mass coming from the region has to transport the aerosols in a sufficiently short
time so that the aerosol content is still present on arrival,

3. the air mass arriving at the SD array must be at an altitude that would affect the part of
the atmosphere probed by the detector.

Meteorological data affect also the aerosol transport to the observatory location. It is known
for instance that rainfall cleans the atmosphere. This means that when rainfall occurs, it can
be assumed that aerosols, due to the aggregation with the raindrops, fall to the ground.

In Section 6.1, a brief presentation of the HYSPLIT air modelling program is given. Then,
Section 6.2 will focus on the air mass trajectories and origin of the aerosols passing above the
Auger location. Seasonal profiles of the main physical quantities will be extracted all along
their path in Section 6.3. After having studied the air mass trajectories crossing the Auger Ob-
servatory, cross-checks with aerosol optical depth measurements done by the Central Laser
Facility (CLF) will be presented in Section 6.4. Finally, a first attempt to explain the Rayleigh
nights will be undertaken in Section 6.5. Up to now, the collaboration has not been able to ex-
plain why some nights have extremely low aerosol levels in the atmosphere above the array.
In previous studies, only the data collected by the weather stations were used. Thus, only
very local effects have been tested. The main purpose here will be to enlarge the study to the
surrounding regions.

6.1 HYSPLIT, an air modelling program

Different air models have been developed to study air mass relationships between two re-
gions. Among them, the HYbrid Single-Particle Lagrangian Integrated Trajectory model, or HYS-
PLIT [1, 2], is a commonly used air modelling program that can calculate air mass displace-
ments from one region to another. Thus, it is possible to demonstrate whether one region
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affects the aerosol transport. The HYSPLIT model developed by the Air Resources Labora-
tory, NOAA2, is a complete system designed to support a wide range of simulations related
to regional or long-range transport and dispersion of airborne particles. HYSPLIT computes
simple trajectories to complex dispersion and deposition simulations using either puff or
particle approaches with a Lagrangian framework.

In this work, HYSPLIT will be used only to get backward trajectories: by moving back-
ward in time, the resulting backward trajectory indicates air mass arriving at a receptor for a
particular time, thus identifies the regions affecting it. All along the air mass paths, meteoro-
logical data will be recorded every hour.

6.1.1 Trajectory computational method

If we assume that a particle passively follows the wind, then its trajectory is just the integra-
tion of the particle position vector in space and time. The final position is computed from the
average velocity at the initial position (P) and the first-guess position (P′)

P(t + dt) = P(t) +
1
2
(
v [P(t)] + v

[
P′(t + dt)

])
dt

P′(t + dt) = P(t) + v [P(t)] dt.

The integration time step is variable:

vmax × dt 6 0.75,

where the value 0.75 is given in meteorological grid spacing (value fixed by HYSPLIT).
A key point when air mass trajectories are computed is to estimate the trajectory error.

Usually, one expects the total error to be anywhere between 15 to 30% of the travel distance.
The total error can be divided into three error components:

• the physical error due to the inadequacy of the data representation of the atmosphere
in space and time. It is related to how well the numerical fields estimate the true flow
field. There is no way of knowing this error without independent verification data.

• the computational error due to numerical uncertainties. This error is composed of the
integration error, being estimated by computing a backward trajectory from the last for-
ward trajectory endpoint, and the data resolution error, i.e. trying to represent a continu-
ous function, the atmospheric flow field, with gridded data points of limited resolution
in space and time.

• the measurement error in creating the model is meteorological data fields.

2NOAA, National Oceanic and Atmospheric Administration, U.S.A.
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6.1.2 Meteorological data all along the trajectory

HYSPLIT is able to provide details on some of the meteorological parameters along the trajec-
tory. Currently, it is possible to extract information on terrain height, pressure, ambient and
potential temperature, rainfall, relative humidity and solar radiation. However, to produce a
trajectory, HYSPLIT requires at least the wind vector, ambient temperature, surface pressure
and height data. These data can come from different meteorological models. Among them,
the most famous are the North American Meso (NAM), the NAM Data Assimilation System
(NDAS) and the Global Data Assimilation System (GDAS). Only the GDAS model provides
meteorological data for the whole Earth: its data are available in three-hour steps with a 1× 1
degree of horizontal resolution. The validity of the GDAS model has already been checked
by the Auger Collaboration: its agreement with ground-based weather station and meteo-
rological radio-sonde launchs has been verified [3]. The GDAS grid point assumed for the
Auger location is (35o S, 69o W), i.e. just a little bit outside the array to the north-east. All
these atmospheric data are especially formatted by NOAA using compressed binary files to
minimize execution time and storage space. HYSPLIT downloads these data directly from
the NOAA ARL ftp server [4].

6.2 Aerosol origin and their trajectory up to the Auger location

Three entire calendar years, from 2007 to 2009, were modelled so that seasonal variations
could be observed and included in the analysis. A backward trajectory is computed over
48 hours every hour, throughout the year (i.e. 24 computed trajectories per day). Also, the
evolution profiles of the different meteorological quantities are estimated and recorded. The
key input parameters for the runs are given in Table 6.1. Figure 6.1 displays an example of
a 48-hr backward trajectory from an altitude 500 m above the Malargüe location, estimated
with HYSPLIT. A 2-day time scale is a good compromise with respect to aerosol lifetime, air
mass dispersion and computing time.

Parameter Setting

Meteorological dataset GDAS
Trajectory direction Backward
Trajectory duration 48 hours

Start point Auger Observatory (35o S, 69o W)
Start height 500 m Above Ground Level (AGL)

Vertical motion Model vertical velocity

Table 6.1: Input parameters used for all HYSPLIT runs.

Each run provides an aerial plot of a trajectory arriving at the Pierre Auger Observatory,
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Figure 6.1: Example of a back trajectory from the Malargüe location, from HYSPLIT. The
initial height is fixed at 500 m above ground level.

and the evolution of the relevant meteorological quantities all along the trajectory. Most of
the aerial plots shows air masses having significant changes of direction during the previous
48 hours, even sometimes looping back on themselves. Therefore, two different methods
were used to characterize air mass origin and mean trajectory.

The first kind of plot is a two-dimensional histogram having as axes longitude and lat-
itude. From this display, it is possible to extract regional influence on Auger air quality.
Also, direction changes are not missed. Therefore, all regions that an air mass path traversed
during its entire 48-hr travel period to the Pierre Auger Observatory are recorded by this rep-
resentation. It provides a complete picture of the regional influence on Auger atmospheric
quality. Figures 6.2, 6.4 and 6.6 display the distribution of the backward trajectories for each
month during the years 2007, 2008 and 2009. It is clear that air masses do not come from
similar regions all along the year. Also, the fluctuations are more or less strong. June and/or
July and/or August are really uncommon months where the air mass trajectories have large
fluctuations. These observations will be recalled later in Section 6.4 and Section 6.5 when we
will try to understand better the aerosol-free nights, the so-called Rayleigh nights.

Plot having as goal the direction of the air mass paths can also be shown: it consists to
divide each air mass trajectory into two 24-hr sub-trajectories. A direction for the most re-
cent sub-trajectory is then chosen among these height directions: North/N, North-East/NE,
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Figure 6.2: Distribution of monthly 48-hr backward trajectories from the Malargüe loca-
tion. Paths estimated with HYSPLIT for the year 2007, with input parameters given in Ta-
ble 6.1. The black star represents the Auger location. The black line represents the coast. The
color indicates the frequency of a region, from blue to red.
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Figure 6.3: Direction of air masses influencing the Auger atmosphere for each month. Di-
rection of trajectories estimated with HYSPLIT for the year 2007, with input parameters given
in Table 6.1.
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Figure 6.4: Distribution of monthly 48-hr backward trajectories from the Malargüe loca-
tion. Paths estimated with HYSPLIT for the year 2008, with input parameters given in Ta-
ble 6.1. The black star represents the Auger location. The black line represents the coast. The
color indicates the frequency of a region, from blue to red.
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Figure 6.5: Direction of air masses influencing the Auger atmosphere for each month. Di-
rection of trajectories estimated with HYSPLIT for the year 2008, with input parameters given
in Table 6.1.
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Figure 6.6: Distribution of monthly 48-hr backward trajectories from the Malargüe loca-
tion. Paths estimated with HYSPLIT for the year 2009, with input parameters given in Ta-
ble 6.1. The black star represents the Auger location. The black line represents the coast. The
color indicates the frequency of a region, from blue to red.
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Figure 6.7: Direction of air masses influencing the Auger atmosphere for each month. Di-
rection of trajectories estimated with HYSPLIT for the year 2009, with input parameters given
in Table 6.1.
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East/E, South-East/SE, South/S, South-West/SW, West/W, North-West/NW (origin of the
frame being fixed at Auger location). This sub-path, being necessarily closer to the SD ar-
ray, offers also a slightly better level of accuracy since modelling errors accumulate with
increasing simulation time. The different directions recorded are then plotted in a histogram
to compare their frequencies. Figures 6.3, 6.5 and 6.7 show these polar histograms for each
month of the years 2007, 2008 and 2009. Most of the months have air masses with a North-
West origin. Also, it can be seen immediately that it is unusual to have air masses coming
from the East and travelling through the Malargüe location.

6.3 Seasonal profiles of the different meteorological quantities

Having determined the air-mass origins during the course of the year, it is now important to
understand what happens during their travel. To answer this question, we have examined
the meteorological data all along the path. HYSPLIT provides different physical quantities:
among them, are pressure, mixed layer depth, temperature, rainfall and relative humidity
which can be extracted hourly all along the trajectories.

Figures 6.8–6.10 display the different meteorological quantities all along the air-mass path
for the years 2007, 2008 and 2009, respectively. The atmospheric mixed layer is defined as a
layer of approximately constant potential temperature, or a layer in which the temperature
gradient falls at a rate of around 10◦C/km. Wind velocities are not constant throughout
the mixed layer. First of all, the evolution profiles between each year are more or less the
same, stressing the same typical behaviours. The height above ground level, for instance, has
a typical behaviour during winter: the altitudes probed are in average higher than during
the other seasons (especially than during summer). Knowing that aerosols are usually in
the low part of the atmosphere (the mixed layer depth confirms this statement), these high
altitudes could explain the lower concentrations of aerosol during winter. Also, it could
involve differences in the aerosol size distribution or chemical composition of aerosols. The
two maxima are observed in winter and summer seasons.

Around the Malargüe location, the atmospheric mixed layer depth is much higher during
summer than winter. Even if the solar radiation is higher in summer, it is not enough to
explain the difference between the values for the two seasons. The atmospheric mixed layer
results from convective air motions, usually seen during the middle of the day when air
at the surface is warmed up. It is then mixed by Rayleigh-Taylor instability. The mixed
layer mediates the exchanges of heat or water between the Earth’s surface and the overlying
atmosphere. Thus, these exchanges happen at higher altitudes in summer than in winter.

The last main meteorological quantities influencing the aerosols are the relative humidity
and rainfall. It is known that when it rains, raindrops catch the aerosols while falling and
bring them to the ground level. The main effect is a cleaning of the atmosphere. From HYS-
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Figure 6.8: Seasonal profiles for different physical quantities along the backward trajec-
tory. Quantities estimated with HYSPLIT for the year 2007, for each season: winter (blue),
spring (green), summer (red), fall (brown). Input parameters given in Table 6.1.
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Figure 6.9: Seasonal profiles for different physical quantities along the backward trajec-
tory. Quantities estimated with HYSPLIT for the year 2008, for each season: winter (blue),
spring (green), summer (red), fall (brown). Input parameters given in Table 6.1.
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Figure 6.10: Seasonal profiles for different physical quantities along the backward trajec-
tory. Quantities estimated with HYSPLIT for the year 2009, for each season: winter (blue),
spring (green), summer (red), fall (brown). Input parameters given in Table 6.1.
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PLIT, it can be seen that rainfall is more frequent during summer and winter: this could be a
reason to have clear nights more frequently during these two periods.

6.4 Cross-checks between Aerosol optical depth data and HYSPLIT

At the Pierre Auger Observatory, several facilities have been installed to monitor the aerosol
component in the atmosphere [5]. The aerosol monitoring is performed using two central
lasers (CLF/XLF), four elastic scattering lidar stations, two aerosol phase function monitors
(APF) and two optical telescopes (HAM/FRAM). The most important aerosol measurement
made at Auger is the aerosol optical depth τa(h, λ0) obtained by the Central Laser Facility
at the wavelength λ0 = 355 nm, for altitudes h above ground level up to about 10 km. It
provides hourly altitude profiles at each FD site during FD data acquisition. Figure 6.11(a)
depicts the distribution of the aerosol optical depth at 3.5 km above ground level, recorded at
Los Leones, Los Morados and Coihueco [6]. Measurements from Loma Amarilla are not yet
available due to its large distance from the CLF site. The mean value for τa(3.5 km) is around
0.04. The nights with τa(3.5 km) larger than 0.1, meaning a transmission factor lower than
90%, are rejected for air shower reconstruction.
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Figure 6.11: Aerosol optical depth measurements from the CLF. (a) Aerosol optical depth
at 3.5 km above the fluorescence telescopes at Los Leones, Los Morados and Coihueco. Data
set between January 2004 and December 2010. (b) Monthly frequency all along the year of
”clear nights” (0.00 6 τa 6 0.01) and ”dirty nights” (τa > 0.10) at Los Morados.

To perform this comparison we have divided our sample into three populations:

• the clear nights with the lowest aerosol concentrations: τa 6 0.01 (309 trajectories),

• the dirty nights with the highest aerosol concentrations: τa > 0.10 (154 trajectories),

• the other nights being in the third category (2214 trajectories).
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Figure 6.11(b) shows the relative frequency month by month for ”clear nights” and ”dirty
nights”. Clear nights are more common during the Austral winter than the rest of the year.
In Section 6.2, we noted the large fluctuations for the air mass trajectories during winter
(June / July / August). In addition, on the average, the height above ground for air masses
is greater during this period. Let us assign each backward trajectory to one of the categories
(following the aerosol depth measured by the CLF at the same time) and plot the distribution
of the trajectories, and the atmospheric variables along their paths.

Figure 6.12 shows the distributions of the backward paths for ”clear nights” and ”dirty
nights”. The two plots are quite different: the air masses come mainly from the Pacific Ocean
during the clear nights and travel principally through continental areas during the previous
48 hours for dirty nights. This observation can be explained as follows: the aerosols mea-
sured by Auger originate mainly from the soil. This is the conclusion of the chemical aerosol
analysis done on the Auger site [7]. Thus 48-hr backward trajectories travelling mainly over
the ocean can be characterized as air masses with a low concentration of soil aerosols. For
those ”oceanic” trajectories, only during the last hours before arrival at the site that aerosol
contamination occurs, whereas for the overland trajectories it is possible during the full pe-
riod. So it seems that the backward trajectories are the key point to explain the differences in
aerosol concentration at the Auger Observatory.

Now that a difference in the backward trajectories has been identified, it seems interest-
ing to plot the evolution of atmospheric quantities for the two categories for the previous
48 hours. Figure 6.13 gives the mean evolution profiles for height of the air masses, rainfall,
relative humidity, temperature or mixed layer depth. Again, typical profiles are identified
for clear and dirty nights. The clear nights involve travel mainly over the ocean, i.e. at above
sea level height lower than for those travelling through the continental areas. Due to this
decrease in the terrain height, air masses are thus at much higher AGL altitude for the clear
nights. Contrary to that, during the dirty nights, the air masses are at low AGL height, where
aerosols are mainly present. Another interesting point is the mixed layer depth and the rela-
tive humidity that have typical behaviours during the clear nights. Unlike the dirty nights or
the rest of the nights, day/night cycle is not identified. This observation is probably due to
the terrain change (oceanic/continental) over the aerosol path. On the other hand, from its
evolution profile, rainfall does not seem to be a discriminating factor.

It is clear that a difference in the backward trajectories between the clear and the dirty
nights has been identified thanks to HYSPLIT. Now, the next section will focus on the aerosol-
free nights (a sub-sample among the clear nights) to check their consistency with this conclu-
sion. Also, cross-checks with local atmospheric measurements will be made.
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Figure 6.12: Distribution of backward trajectories and direction of air masses for ”clear
nights” and ”dirty nights”. Paths estimated with HYSPLIT for the years 2007/2008/2009
and aerosol optical depth data coming from the CLF measurements. Top panel: Distribution
of 48-hr backward trajectories from the Malargüe location. Bottom panel: Direction of air
masses influencing the Auger atmosphere.

6.5 HYSPLIT, a tool to better understand Rayleigh nights ?

Over the past few years of FD operation, a few nights appear to have atmospheres without
aerosol contamination: they are called aerosol-free nights, or Rayleigh nights. Such nights
require two main conditions:
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Figure 6.13: Evolution profiles for different atmospheric quantities over the backward tra-
jectory, for clear nights, dirty nights and the rest of the nights. Quantities estimated with
HYSPLIT for the years 2007/2008/2009, for each night category: clear (blue), dirty (red), and
the others (magenta). Input parameters given in Table 6.1.
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1. having a very low vertical aerosol optical depth (estimated by the CLF or XLF),

2. having a total phase function which is very close to the Rayleigh phase function. This
means that the aerosol scattering contribution is negligible as estimated by the APF
monitors.

These reference nights may not be the same for a given year and may not be the same for
all FD eyes. Table 6.2 lists the Rayleigh nights for each CLF epoch and FD eye [8].

Date range Los Leones Los Morados Coihueco

01/2004–08/2004 21/04/2004 No Op. 12/06/2004
10/2004–11/2004 16/10/2004 No Op. 16/10/2004
12/2004–03/2005 12/12/2004 17/05/2005 12/12/2004
04/2005–03/2006 04/06/2005 11/06/2005 04/06/2005
04/2006–08/2006 18/07/2006 18/07/2006 22/04/2006
09/2006–12/2006 22/08/2006 22/08/2006 22/08/2006
01/2007–12/2007 17/06/2007 17/06/2007 17/07/2007
01/2008–12/2008 05/07/2008 30/08/2008 08/06/2008
01/2009–01/2010 26/05/2009 26/05/2009 26/05/2009
02/2010–09/2010 20/04/2010 15/04/2010 15/04/2010

Table 6.2: Rayleigh nights for all epochs and all FD eyes. ”No Op.” means Not Operational.

Strong correlation between atmospheric data and aerosol concentration measurements
should be seen. For instance, intuitively, one would expect that wind, above a certain thresh-
old, would increase aerosol concentration in the lower atmosphere. However, up to now, no
link between local atmospheric data measured by the Auger Collaboration and these aerosol-
free nights has been identified. We feel that these local studies are not sufficient for under-
standing aerosols. Thus we have attempted to use HYSPLIT as a tool to get a global vision of
the atmospheric parameters and the aerosol backward trajectories.

Appendix 8.5 displays, for each Rayleigh night, atmospheric data from HYSPLIT (large-
scale) and from the CLF ground-based weather station (local-scale) collected at the Pierre
Auger Observatory. Only Rayleigh nights identified by at least two FD eyes are studied
here. Unfortunately, no trends emerge clearly from the HYSPLIT data. The low statistics,
only eight Rayleigh nights, is probably a limiting factor. Also, the wind speed is a very local
measurement and it is not justified to assume horizontal uniformity for this quantity. Thus,
taking the wind speed recorded at CLF and applying it to the whole Auger array is not cor-
rect.
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6.6 Conclusion

The HYSPLIT tool provides a better understanding of air mass behaviour affecting the Pierre
Auger Observatory: air masses do not have the same origin all along the year. This origin
difference affects the aerosol concentration. In addition, the winter season presents very large
fluctuations in the distribution of the 48-hr backward trajectories.

The air mass trajectories seem to be the key point to explain the differences in aerosol
concentrations observed at the Auger location. It has been shown that clear nights have air
masses coming much more directly from the Pacific Ocean. A way to check this fact could
be to develop a large aerosol sampling program over the SD array. Then, a study of the
chemical composition of the aerosols could confirm this origin if a salt excess were to be
observed during the clear nights.

Seasonal trends have been identified for air masses and for meteorological data: the
mixed layer depth is smaller and the air masses travel at greater height above ground level
during winter (due to the difference of the terrain height between seasons). Also, rainfall
is more frequent during winter and summer. These observations necessarily have conse-
quences on the aerosol component at Malargüe. However, no strong conclusion could be
drawn on a night-by-night basis to explain why a Rayleigh night happens.
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Introduction: The aerosol phase function is an important parameter, necessary to cor-
rectly model the indirect Cherenkov photon flux and the multiple scattering contribution.
This chapter presents a new method for estimating the aerosol phase function using very in-
clined CLF laser shots, its main advantage being that it can be used for each FD data-taking
period.

The distribution of the asymmetry parameter estimated from this method was presented
in the proceedings1 published for the International Cosmic Ray Conference (ICRC) which
took place at Beijing (China) in August 2011. The result obtained for the mean value of the
asymmetry parameter is in agreement with the previous one obtained using the APF monitor
operated at Coihueco, and a new population of large aerosols was identified.

1K Louedec, for the Pierre Auger Collaboration Atmospheric monitoring at the Pierre Auger Observatory – Status
and Update Proc. 32nd ICRC, Beijing, China (2011).
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The Pierre Auger Observatory uses the atmosphere as a giant calorimeter. Since it op-
erates as a hybrid detector, the energy for SD events is calibrated using the hybrid events,
which are being recorded only during moonless nights. For the calibration to be meaning-
ful, the properties of the atmosphere must be well-known. As has already been shown in
Chapter 4, an extensive program to monitor the atmosphere has been deployed.

Two forms of atmospheric light scattering (explained in Chapter 5) need to be considered:
molecular scattering (or Rayleigh scattering) mainly due to nitrogen and oxygen molecules,
and aerosol scattering (or Mie scattering) due to particles much larger than the Ångström
scale and coming from different sources. The aerosol phase function has, up to now, been
monitored by two Aerosol Phase Function (APF) facilities consisting of two UV light sources
operating at the Coihueco and Los Morados FD sites. A near-horizontal light beam is sent
across the FD field of view 5 or 10 times per hour. The APF is reconstructed from the intensity
of light observed by the telescopes, for scattering angles between 30◦ and 150◦. Following a
study developed in [1], an average aerosol phase function was extracted and implemented in
the Offline for Cherenkov photon scattering (useful to estimate the indirect Cherenkov pho-
ton contribution). In this work, the multiple scattering component was assumed negligible.

However, the two Multiple Scattering (MS) parameterizations used in the Offline assume
a standard APF, without taking into account the atmospheric conditions. But it has been
shown that the multiple scattering contribution to the total light, even at low integration an-
gles, increases considerably when the aerosol size increases, especially at the lowest elevation
angles, the aerosol layer being mainly located just above ground level2. From the Ramsauer
approach, we have learned that, unfortunately, to monitor the largest aerosols, data for small
scattering angles are needed. Indeed, at a fixed wavelength, the FWHM of the forward peak
in the APF is proportional to the inverse of the aerosol radius. Thus, if we want to estimate
the level of large aerosols at the Pierre Auger Observatory, the part of the APF at low scatter-
ing angles has to be measured.

In this chapter we will describe this new method to monitor, throughout the night, the
two main aerosol parameters, the aerosol phase function Pa(ζ), depending on the aerosol
size (ζ being the scattering angle), and the aerosol attenuation length Λa, depending also on
the aerosol concentration. The Central Laser Facility (CLF) is used and advantage is taken of
its ability to fire laser shots at very large zenith angles. Whereas the light sources at Coihueco
and Los Morados stay fixed during the whole night, the CLF furnishes the possibility to
probe the whole atmosphere and almost the whole range of scattering angles.

This chapter is structured as follows. Section 7.1 presents the optimized laser shot prop-
erties used to probe the lowest scattering angles. Section 7.2 explains the method used to
extract the APF and the aerosol attenuation length. Its validity is checked using CLF laser
shots simulated in the Offline software. Finally, Section 7.4 presents first results from laser

2A complete study of this effect on the energy and Xmax reconstructions is given in Chapter 8.



7.1. Laser shot characteristics for each of the FD sites 203

Fluorescence eye (FD) Central Laser Facility (CLF)

(θFD , φ1
FD)

”Shoot-the-Head”(θFD , φFD = 0o)

(θFD , φ2
FD)

Figure 7.1: Geometrical arrangement, viewed from above, of the central laser CLF and an
FD site. The zenith angle is defined with respect to the horizontal, and the azimuthal angle
has its origin defined by the so-called ”shoot-the-head” laser shot, in which the laser track on
the FD camera is seen as a vertical line.

data taken in 2009 at Los Leones.

7.1 Laser shot characteristics for each of the FD sites

The Central Laser Facility is located at site towards the centre of the Auger array. The laser
produces a beam at a wavelength of 355 nm. It is pulsed with a width of 7 ns and a maximum
energy per pulse of 6.5 mJ. Depending on the location of the FD sites with respect to the CLF,
the parameters {zenith angle θCLF, azimuthal angle φCLF, energy ECLF} for the laser shots
which have to be fired change from one FD installation to another. Indeed, since the main
goal is to access scattering angles ζ as low as possible for the aerosol phase function Pa(ζ),
the parameters vary. In Figure 7.1 is defined the coordinate system used in this chapter. The
zenith angle θFD is defined as equal to 0◦ when the laser shot is horizontal, and equal to
90◦ when it is vertical. The azimuthal angle φFD uses as reference the CLF azimuthal angle
allowing to ”shoot-the-head” of the FD eye. Thus, this azimuthal angle is different for each
FD eye. Table 7.1 gives the location-dependent parameters for each FD site.

Different distances to the CLF and different minimum elevation angles at the FD tele-
scopes imply different angles for the CLF to get the same scattering angles ζ. Figures 7.2–7.4
display the location where φFD = 0◦ and the different ranges of azimuthal angles being pos-
sible to probe. Only at first sight, it can be concluded already that Los Morados would be
the best one to reach the highest scattering angles since its camera has the largest ∆φFD on its
right side. The tables accompanying the FD camera displays in each figure provide the scat-
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Parameters Los Leones (LL) Los Morados (LM) Coihueco (CO)

UTM Easting [zone 19H] 459208.3 498901.8 445346.0

UTM Northing [zone 19H] 6071871.5 6094569.6 6114141.8

Distance to CLF [meter] 25 987 29 566 30 271

Altitude ASL/wrt CLF [meter] 1 416.2/ + 4.2 1 415.5/ + 3.5 1 691.9/ + 279.9

Minimum elevation angle 2.26◦ 1.85◦ 4.26◦

Azim. angle φFD = 0◦ at CLF (156.67± 0.2)◦ (267.13± 0.2)◦ (52.55± 0.2)◦

Azim. angle φFD = 0◦ at Offline 66.77◦ 177.46◦ 322.42◦

Azim. angle φFD = 0◦ at ADST 246.77◦ 357.46◦ 142.42◦

Table 7.1: Location parameters for each of the FD eyes. The Offline values are useful for the
files produced by this software. The ADST values correspond to the frame in the Observer
files.

tering angle ranges accessible and their corresponding duration in time, for each pair (θFD ,
φFD). When selecting the laser shot parameters, a compromise is necessary between obtain-
ing a low scattering angle and having sufficient time spread for the collected light profile.
Indeed, if the time spread is too short the FD eye may not trigger.

For each eye, three different laser shot configurations have been chosen. First of all, the
laser shot (θFD = 3◦ , φFD = ±6◦) will be studied: it permits to extract the APF over a large
range of scattering angles. From this shot, it is possible to obtain the minimum of the APF.
Another reason for this choice is that this shot is already fired every night at Malargüe for
every FD site. Then, for each eye, two other laser shots are selected to provide access to the
lowest scattering angles, domain unexplored until now by the Auger Collaboration. They are
coloured in red and green in the tables. At Coihueco, due to a large difference in height with
respect to the CLF and a large minimum elevation angle, it seems that it would be difficult to
reach the very low scattering angles.

These nine laser shots were simulated in the Offline using the modules
LaserGeneratorNA and LaserLightSimulatorNA developed in [2]. Rayleigh scattering
and Mie Scattering were parameterized by the modules ParametricXMLRayleighModel
and ParametricXMLMieModel. We fixed the aerosol attenuation length at 20 km, and
the vertical aerosol scale at 2.9 km. The APF is parameterized by a Henyey-Greenstein
function [3], with g = 0.6 and f = 0.4 (the meaning of these parameters will be explained
later, in Section 7.2). Figures 7.5–7.7 give for each laser shot its FD camera display and the
light profile expected. The discontinuities in the light profiles come from the overlap in the
fields of view of pixels located at the transition between two telescopes: the real signal is
approximately one half of that in the zone of the discontinuity.
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Figure 7.2: Table for laser shots at Los Leones. On the left top panel, a display of the FD
camera at Los Leones is shown: the φFD = 0◦ value indicates the ∆φFD range on the right
and on the left sides. Also, for the whole set of laser shots having θCLF ∈ [1◦, 6◦] and φFD ∈
[1◦, +6◦], the lowest scattering angle, the largest scattering angle and the number of time
slots expected are given in the three tables.

7.2 Extracting of the Aerosol Phase Function

The Central Laser Facility can be used to measure the APF throughout the night during FD
data taking. The CLF, using its steering head, produces pulsed light beams in the directions
selected in the previous section. The APF can then be reconstructed from the intensity of the
light observed by the FD cameras as a function of the scattering angle ζ. Different scattering
angles can be accessed, corresponding to different positions of the recorded signals in the
cameras.
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Figure 7.3: Table for laser shots at Los Morados. On the left top panel, a display of the
FD camera at Los Leones is shown: the φFD = 0◦ value indicates the ∆φFD range on the
right and on the left sides. Also, for the whole set of laser shots having θCLF ∈ [1◦, 6◦] and
φFD ∈ [1◦, +6◦], the lowest scattering angle, the largest scattering angle and the number of
time slots expected are given in the three tables.

7.2.1 Signal from the laser shots recorded by the FD eyes

The signal from the CLF shot observed by the ith pixel of the fluorescence detector can be
expressed as

Si = I0 × 〈Tm〉∆zi × 〈Ta〉∆zi ×
[

1
〈Λm〉∆zi

Pm(ζ) +
1

〈Λa〉∆zi

Pa(ζ)

]
× ∆zi × 〈∆Ωi〉∆zi , (7.1)

where I0 is the original light beam intensity, ζ the scattering angle corresponding to the ith
pixel, ∆zi the laser track length observed by the pixel and ∆Ωi the solid angle. The physical
quantities inside the brackets 〈X〉∆zi mean that their value is not constant within the pixel.
Thus, we have to use the mean value, obtained by averaging over the length of track seen.
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Figure 7.4: Table for laser shots at Coihueco. On the left top panel, a display of the FD
camera at Los Leones is shown: the φFD = 0◦ value indicates the ∆φFD range on the right
and on the left sides. Also, for the whole set of laser shots having θCLF ∈ [1◦, 6◦] and φFD ∈
[1◦, +6◦], the lowest scattering angle, the largest scattering angle and the number of time
slots expected are given in the three tables.

Λm and Λa are the molecular attenuation length and the aerosol attenuation length, re-
spectively. Their values change as a function of the altitude. Since the CLF shot cannot be
considered horizontal here, this altitude variation must be involved (especially for the aerosol
layer). The most common parameterization uses an exponential (the so-called U.S. Standard
Atm. Model), described as follows





Λm(h) = Λ0
m exp

(
h/h0

m
)

where Λ0
m ' 8.0 km at Malargüe level,

Λa(h) = Λ0
a exp

(
h/h0

a
)

where Λ0
a ' 1.4− 2.9 km at Malargüe,

(7.2)

where h is defined as the altitude above ground level.
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Figure 7.5: Laser shot selection at Los Leones. Left panel: Light time profiles, averaged over
15 shots, expected from Offline simulations for the three different laser shots selected from
Figure 7.4. Right panel: Simulated FD camera displays for the same three shots. The colour
code gives timing information, blue corresponding to the earliest and red to the latest times.
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Figure 7.6: Laser shot selection at Los Morados. Left panel: Light time profiles, averaged over
15 shots, expected from Offline simulations for the three different laser shots selected from
Figure 7.4. Right panel: Simulated FD camera displays for the same three shots. The colour
code gives timing information, blue corresponding to the earliest and red to the latest times.
The hexagons in blue correspond to missing pixels in the camera.
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Figure 7.7: Laser shot selection at Coihueco. Left panel: Light time profiles, averaged over
15 shots, expected from Offline simulations for the three different laser shots selected from
Figure 7.4. Right panel: Simulated FD camera displays for the same three shots. The colour
code gives timing information, blue corresponding to the earliest and red to the latest times.
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Figure 7.8: Sketch of the experimental setup using the CLF seen by one FD eye. L rep-
resents the distance between the source point S, or CLF, and the detector point T, or FD
telescope. Mie scattering dominates in the low altitude layer below the red line, whereas
Rayleigh scattering dominates above it.

Tm and Ta are the molecular attenuation factor and the aerosol attenuation factor, respec-
tively. Since the distances travelled are too different from one pixel to another, the attenuation
factors cannot be removed from Equation (7.1). At an altitude h above ground level, the at-
tenuation is given by

TX(h) = exp
[

1
sin θFD

h0
X

Λ0
X

(
e−h/h0

X − 1
)]
× exp

[
1

cos( ~TM,~z)
h0

X

Λ0
X

(
e−h/h0

X − 1
)]

, (7.3)

where X is either the Rayleigh case or the Mie case, and ~z the unitary vector for the vertical
axis (see Figure 7.8). The first exponential describes the attenuation from S to the scattering
location, and the second one the attenuation from the scattering location to T.

Pm(ζ) and Pa(ζ) are the scattering phase functions for molecular scattering and aerosol
scattering, respectively. They are defined such that their integral over all solid angles is equal
to one. From Rayleigh scattering theory, the well-known analytical phase function is given
by

Pm(ζ|γ) = 1
σm

dσm

dΩ
=

3
16π(1 + 2γ)

[
(1 + 3γ) + (1− γ) cos2 ζ

]
, (7.4)

where γ includes the effect of molecular anisotropy in Rayleigh scattering. In the Auger
Collaboration, its value is fixed at 0.03 [4].
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For aerosol scattering, the modified Henyey-Greenstein parameterization is used. It is
defined as

Pa(ζ|g, f ) =
1
σa

dσa

dΩ
=

1− g2

4π

[
1

(1 + g2 − 2g cos ζ)3/2 + f
3 cos2 ζ − 1

2 (1 + g2)3/2

]
, (7.5)

where g is the asymmetry parameter and f describes the strength of the backscattering com-
ponent.

7.2.2 Geometrical reconstruction

The goal of this geometrical reconstruction is to assign to each pixel its scattering angle and
the correction factors which will be needed to reconstruct the APF from the signal collected by
the FD eye. In this inclined shot study, no approximation about the attenuation can be made.
Also, it is necessary to describe the laser beam geometry very accurately at the beginning of
its path since the track length viewed by the telescope changes very quickly. The method
used here is a Monte Carlo simulation: the program covers the entire path of the laser beam
using a fixed step `step. It can be interpreted as a numerical integration over the laser shot
length shown in blue in Figure 7.8, where `step corresponds to the infinitesimal length d`.

At each step, the program registers which pixels are able to collect signal from that par-
ticular point on the beam. We include a spread function of 0.25◦ to describe the aberration
effects, coming from the optics, this has been studied previously by the Auger Collaboration.
It has to be noted that the pixels are assumed circular here. For each pixel that triggers, these
different operations are done: its track length is incremented by the `step value, and the scat-
tering angle, the solid angle, the total travelled length, the altitude, the Rayleigh attenuation
factor and the Rayleigh attenuation length are added to its own array defined for each of
these parameters. When the pixel is not triggered anymore, its track length ∆zi is directly
obtained and the other geometrical quantities are only the mean of the values stored in the
corresponding array. This method requires a sufficiently small step to provide a minimum of
N values in each array for calculating mean values.

A criterion on their FADC trace is applied to skip the pixels just slightly triggered by the
laser shot. It permits to avoid the pixels with low signal with large shot-to-shot fluctuations
in the data (and thus it is difficult to obtain right correction factors). They will be plotted as
gray pixels later in the chapter.

Simulation of the collected signal in each pixel
Using the Monte Carlo simulation, it is now very easy to estimate the charge for each pixel
or the light profile as a function of time.
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The signal recorded by the ith pixel at the step j is given by

Sij = W j
i × T j

m × T j
a ×

[
Lstep

Λj
m

Pm(ζ j) +
Lstep

Λj
a

Pa(ζ
j)

]
× ∆Ωj, (7.6)

where only W j
i depends on the pixel under consideration. W j

i is the weight of the signal
recorded by the ith pixel at the jth step. It represents the area common to two circles: one
representing the pixel and the other representing the aberration effect. This weight is defined
as

W j
i =





0 if dj
i ≥ rpix + rab,

π r2
pix if dj

i ≤ (2/3) rpix,

A(rpix, rab, dj
i) otherwise

(7.7)

with

A(rpix, rab, dj
i) = r2

ab cos−1


dj

i
2
+ r2

ab − r2
pix

2 dj
i r2

ab


+ r2

pix cos−1


dj

i
2
+ r2

pix − r2
ab

2 dj
i r2

pix




− 1
2

√
(−dj

i + rab + rpix)(d
j
i + rab − rpix)(d

j
i − rab + rpix)(d

j
i + rab + rpix),

where rpix is the pixel radius equal to 0.75◦ at the Pierre Auger Observatory, rab represents
the spread function due to aberration effects (0.25◦) and dj

i is the distance between the ith
pixel centre and the impact location on the camera at the step j (in other words, the impact
parameter).

Consequently, the total charge expected for the ith pixel is just the sum

Si = ∑
j

Sij, (7.8)

7.2.3 Parameter estimation with an example: (θFD = 3◦ , φFD = 6◦) at Los Leones

Let us see how the reconstruction geometry algorithm works with an example. The three FD
sites have in common the laser shot (θFD = 3◦ , φFD = 6◦). Here Los Leones will be used.

Figure 7.9 gives the camera display simulated by our program. The laser shot axis is
reconstructed and drawn in red. All the triggered pixels are filled. The gray pixels are then
rejected since, as explained in Section 7.2.2, they have large fluctuations from shot to shot
due to their very short FADC trace in time. Only the pixels coloured in green are used in
the APF reconstruction: thus, the program provides these pixels with all their parameters
needed for the reconstruction. The three parameters needed are given in Figure 7.9: the solid
angle, the track length and the Rayleigh attenuation factor. They are plotted as a function of
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Figure 7.9: Parameter estimation for the laser shot (θFD = 3◦ , φFD = 6◦) at Los Leones
during a Rayleigh night. Top panel: the laser track on the FD camera simulated by our Monte-
Carlo code is displayed. The gray pixels are rejected: only the green ones are used in the
geometrical parameter estimation. The red curve is the image of the laser beam. Bottom panel:
the track length ∆zi, the solid angle 〈∆Ωi〉∆zi and the Rayleigh attenuation factor 〈Tm〉∆zi

are plotted as a function of the scattering angle (or implicitly, for each green pixel). Also,
their global correction factor is plotted. The black dots correspond to the true φFD, the red
to φFD − 1◦ and the blue to φFD + 1◦. The method is not sensitive to an uncertainty on the
azimuthal angle.
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the scattering angle ζ, each green pixel corresponding to a unique scattering angle. Whereas
the Rayleigh attenuation does not change greatly with the scattering angle, the track length
increases steeply at the lowest scattering angles. The solid angle behaviour shows that the
lowest distance FD-CLF is reached for a scattering angle around 90◦.

7.2.4 Description of the APF reconstruction procedure

In Equation (7.1), Pm(ζ) is exactly known from Equation (7.4) and {〈Tm〉∆zi , 〈Λm〉∆zi ,
〈∆Ωi〉∆zi , ∆zi} are calculated using our program.

The factor I0 depends on the laser performances and on the detector, it cannot be esti-
mated by the program. It is obtained as follows: when a Rayleigh night occurs (meaning
that the signal collected by the cameras can be easily fitted using only the Rayleigh scattering
contribution), Equation (7.1) becomes

Si|Ray = I0 × 〈Tm〉∆zi ×
[

1
〈Λm〉∆zi

Pm(ζ)

]
× ∆zi × 〈∆Ωi〉∆zi . (7.9)

Thus, all the parameters, except I0, are known and a value can be obtained for I0. For each
green pixel, we compute the ratio of Si|Ray to all the other parameters: we get a distribution of
values Ii

0. The estimated I0 is then the mean of this distribution. The spread of the distribution
must not be too large for the I0 value to be considered valid.

This I0 estimation is to be made independently for each laser shot configuration: this
means that an I0 value will be attributed to each set of laser shot parameters {zenith angle
θFD, azimuthal angle φFD, energy ECLF}. For instance, for the laser shot (θFD = 3◦ , φFD = 6◦)
at Los Leones, Figure 7.10 plots, on the right, the I0 distribution for 200 laser pulses during
a Rayleigh night. On the left is plotted the 〈Ii

0〉 for each reconstructed pixel, and their shot-
to-shot fluctuations. Some pixels, mainly at low scattering angles, have a 〈Ii

0〉 far from the I0

value: these pixels will not be taken into account in the APF reconstruction.

At this point, all the parameters needed to extract the APF are calculated. It becomes
possible to calculate the parameters linked to the aerosols in the atmosphere. As previously
said, these parameters are strongly time dependent and, thus, they have to be calculated
frequently throughout the night. The APF reconstruction procedure involves the following
steps:

1. From the data file, the light collected by the green pixels is extracted. We assign to each
pixel a signal value Si.

2. For each ith pixel, we divide its signal by the correction factors {〈Tm〉∆zi , 〈∆Ωi〉∆zi , ∆zi}
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Figure 7.10: Distribution of Ii
0 values for each pixel for the laser shot (θFD = 3◦ , φFD = 6◦)

at Los Leones during a Rayleigh night. The histogram contains 200 laser shots.

and also by the source factor I0 as follows

S′i =
Si

I0 × 〈Tm〉∆zi × ∆zi × 〈∆Ωi〉∆zi

= 〈Ta〉∆zi ×
[

1
〈Λm〉∆zi

Pm(ζ) +
1

〈Λa〉∆zi

Pa(ζ)

]
.

We get a new signal value S′i depending only on the aerosol parameters, that is {g, f ,
Λ0

a, h0
a}, the Rayleigh scattering contribution being known from Equations (7.2)–(7.4).

3. Finally, the binned laser shot signal acquired by the FD eyes is subjected to a 4-
parameter fit. The method employed is to simulate expected profiles for each {g, f ,
Λ0

a, h0
a} configuration. Then, a χ2 test is run to determine which set of parameters best

fits the profile.

7.3 Test of the reconstruction validity with Offline simulations

Once the reconstruction process was implemented, its validity was checked using simula-
tions. This will be illustrated for the laser shot (θFD = 3◦ , φFD = 6◦) at Los Leones as in the
previous section.

7.3.1 Reconstruction of the phase functions by a basic fit

As a first step, we can check that the phase functions are correctly reconstructed in the
Offline simulations. Two different cases are studied: a Rayleigh night to extract only the
Rayleigh Phase Function (RPF) and a basic night to extract this time the Total Phase Function
(TPF), the APF then being obtained by subtracting the Rayleigh contribution. Figures 7.11–
7.12 show the light profiles predicted by our Monte Carlo simulation and the phase functions
reconstructed from the Offline simulations. The error bars are the shot-to-shot fluctuations
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Figure 7.11: Reconstructed phase function for the laser shot (θFD = 3◦ , φFD = 6◦) at Los
Leones during a Rayleigh night. Left panel: Light intensity as a function of time from our
MC simulation for this shot in the Rayleigh case. Right panel: Rayleigh phase function re-
constructed from an Offline simulation for a Rayleigh night. The study was done with
15 simulated shots. The red curve represents the true Rayleigh phase function used by the
Offline simulation.
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Figure 7.12: Reconstructed phase function for the laser shot (θFD = 3◦ , φFD = 6◦) at Los
Leones during a normal night. Left panel: Light intensity as a function of time from our MC
simulation for this shot in the Rayleigh case. Right panel: Total phase function reconstructed
from an Offline simulation for an aerosol component defined as follows: Λ0

a = 20 km, h0
a =

2.9 km, g = 0.6 and f = 0.4. The study was done with 15 simulated shots. The red curve
represents the true total phase function used by the Offline simulation.
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(over 15 shots) and the red curves are the true phase functions provided as input to the sim-
ulations. The reconstructed Rayleigh phase function fluctuates much more than a scattering
phase function for a basic night because of the lower signal. One reason to explain the dis-
agreement at some scattering angles, i.e. at some pixels, between the theoretical curve and
the reconstructed points is that the laser track does not cross all the pixels in their centre.
Thus, the signal collected in a particular pixel depends on the laser track position within the
pixel. It is this dependence on the laser track which is the origin the disagreement with the
true total phase function.

7.3.2 Estimation of the aerosol parameters using a 4-parameter fit

The APF reconstruction procedure was described in Section 7.2.4. This method will be ap-
plied to the Offline simulations to see how well the aerosol parameters are reconstructed.
Since the shots studied in this work cannot access the angles corresponding to the backward
peak, the f value is fixed at 0.4 as suggested in [1]. In each case we have simulated 15 shots
while varying g from 0.1 to 0.9 and Λ0

a from 10 km to 80 km.

Figure 7.13 shows the aerosol parameter estimation results for the case of an aerosol atten-
uation length at ground level Λ0

a of 10 km, for asymmetry parameters going from 0.1 to 0.9.
The black disk corresponds to the parameter values used as input in the Offline simulation.
The colour code represents the χ2 of the procedure, where blue corresponds to the best fit.
We observe a small bias in the estimation of the asymmetry parameter, except at the highest
g values (g > 0.9). This bias is also present for other values of aerosol attenuation length.

Figure 7.14 shows the mean light profiles recorded by the FD telescopes for each of the
aerosol conditions shown in Figure 7.13. It is important to stress the fact that these light
profiles are not modified by the reconstruction program, but just obtained from the signal
recorded by the telescope. We note that, except for the highest g values, a small decrease is
observed at the lowest scattering angle, i.e. in the forward scattering peak. This feature in the
simulation program produces a bias on the reconstruction of the asymmetry parameter.

7.4 First results

We have applied the method described in Section 7.2 to data recorded during the year 2009
at the Los Leones site. The study was done for the laser shots (θFD = 3◦ , φFD = 6◦) since
they were the only ones fired during this period. Figure 7.15 shows the distribution of the
asymmetry parameter g. The average g value is 0.57 with a standard deviation of 0.16 for the
data period analyzed.

Figure 7.15 also shows the distribution obtained by the APF monitor operated at Coihueco
between June 2006 and July 2008. It is interesting to see that the average asymmetry param-
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Figure 7.13: Estimation of the aerosol parameters for the laser shot (θFD = 3◦ , φFD = 6◦) at
Los Leones for different asymmetry parameters. The aerosol attenuation length at ground
level is fixed at 10 km. The black disk corresponds to the input value for the aerosol param-
eters. The colour represents the χ2 value, blue corresponding to the best agreement with the
reconstructed light profile.
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Figure 7.14: Light profiles recorded by the fluorescence telescopes for the laser shot
(θFD = 3◦ , φFD = 6◦) at Los Leones, for different asymmetry parameters. The aerosol atten-
uation length at ground level is fixed at 10 km. The error bars correspond to the statistical
fluctuations observed for 15 laser shots.
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eter obtained from the very inclined CLF laser shots at Los Leones is compatible with the
g measurement made previously using the APF monitors. However, a population with large
asymmetry parameters, g > 0.95, is identified in measurements coming from the very in-
clined CLF laser shots, not visible from the APF data. Due to the limitation on the lowest
scattering angle, the APF monitors cannot detect this aerosol population. Indeed, a g value
of 0.95 corresponds to an aerosol with a radius of around 2 µm. According to the Ramsauer
results, aerosols of this size produce a forward peak with a FWHM of about 3◦, much lower
than the lowest scattering angle value probed by the APF monitors.

7.5 Conclusion

A new method to estimate the aerosol phase function has been developed. Using very in-
clined CLF laser shots, it provides access to the lowest scattering angles ever probed by the
Auger Collaboration. The procedure involves use of the Henyey-Greenstein parameteriza-
tion and the asymmetry parameter g is reconstructed.

A selection of laser shot parameters for each of the FD sites has been proposed. These
laser shot sets provide very low scattering angles, and thus improve our knowledge on the
large aerosols present in the atmosphere. Since April 2011, these laser shots are fired every
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night during FD data taking. The analysis of these data will become possible once sufficient
statistics have been acquired, including notably reference (”molecular”) nights.

A new population of large aerosols has been identified with the new method applied to
inclined shots at Los Leones recorded in 2009. It is the first time that such large aerosols can
be probed by a facility at the Pierre Auger Observatory. If the presence of this population
is confirmed in the near future, this could be an important fact to be taken into account in
calculating the uncertainty on the energy and Xmax in the shower reconstruction procedure.
This will be discussed in the next chapter.
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Introduction: The estimation of air shower energy depends on the multiple scattering
of fluorescence photons in the atmosphere, from their emission to their detection. In this
note, we explain how the aerosol size distribution affects the photon scattering during its
propagation. Thanks to the Ramsauer approach, already presented in a previous note [1],
the relationship between aerosol phase function and aerosol size can be understood. Using a
Monte Carlo simulation for the multiple scattering, the dependence on the aerosol conditions
of the multiple scattering contribution to the recorded signal is fully parameterized. To un-
derstand the FD halo at low integration angles, we suggest a contribution of large aerosols,
typically with diameters around 5 µm. Finally, the effect of the aerosol size on the energy and
on the Xmax reconstructions is presented: a systematic overestimation of these two quantities
is observed when the aerosol size is underestimated.

This work led to an internal note1.

1K Louedec and M Urban, Aerosol size effect on the multiple scattering and shower reconstruction, GAP-2011-073.
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The Pierre Auger Observatory calibrates the surface detector energy measurements using
the FD energy, the latter being assumed less dependent on the hadronic models at ultra-high
energy. Since the fluorescence detector uses the atmosphere as a giant calorimeter, it is im-
portant to understand and monitor its properties. When the charged particles emitted by an
air shower traverse through the atmosphere, they produce a large number of fluorescence
and Cherenkov photons. The fact that the fluorescence light is proportional to the energy de-
posited by the shower is used to estimate the primary cosmic ray energy. Nevertheless, the
FD reconstruction has to correct for the attenuation of the light and subtract the Cherenkov
light scattered into the FD’s field of view. Also, the multiply scattered (MS) light has to be
taken into consideration in the procedure. The latter causes a systematic overestimate of the
recorded signal and consequently of the estimated shower energy. Therefore, the scattering
properties of the atmosphere have to be well understood. In order to better define this prob-
lem, Figure 8.1 shows different effects that have to be taken into account in the FD photon
counting procedure. From the emission point to the telescope, all the photons emitted in the
direction of the telescope Ntrue are not detected because of the scattering in the atmosphere:
this attenuation phenomenon is quantified by Nscattering out FOV. Nout FOV are photons emitted
in a "wrong" direction. However some of these photons can be scattered back to the right di-
rection for detection by the telescope: they are represented by Nscattering in FOV and they have
to be subtracted. The main problem in correcting for these effects is that multiple scattering
is very difficult to estimate in the atmosphere.

Several studies have already been made to parameterize multiple scattering for atmo-
spheric showers. The two main contributions come from Roberts [2] and Pekala [3]. Both are
now implemented in the FdProfileReconstruction Offline module. They predict the
multiple scattering fraction, i.e. the ratio of multiply scattered light to the total light arriv-
ing at the telescope within the resolution time (100 ns) of its FADC electronics and within a
circle of angular radius equal to ζ. While the Roberts parameterization focuses only on the
scattered fluorescence light, the Pekala parameterization also takes into account the scattered
Cherenkov light. Stasielak had shown that these two methods give similar results for the
energy and Xmax estimations [4]. Pekala’s energy correction due to MS is smaller, whereas
the Xmax reconstruction gives larger values.

The multiple scattering in the atmosphere can be divided into two categories. The first is
the Rayleigh regime describing the photon scattering on air molecules. The second, the Mie
regime, tries to explain the scattering on larger particles (assumed spherical), the aerosols.
The ratio between the incident wavelength and the target size determines the physical phe-
nomenon governing the scattering. For each of these two regimes, we have an attenuation
length Λ and a phase function P(θ), i.e. the differential scattering cross section normalized
to the total cross section (where θ is the scattering angle). Obviously, these parameters are
strongly affected by the atmospheric properties. Whereas the molecular properties are now
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Attenuation lengthNtrue

Nscattering out FOV

Ntelescope

Nout FOV

Nscattering in FOV

Ntrue = Ntelescope + Nscattering out FOV − Nscattering in FOV

Figure 8.1: Multiple scattering effects on the number of photons arriving at the tele-
scope. Ntrue is the number of generated photons in the Field Of View (FOV) of the telescope.
Nscattering out FOV is the number of photons scattered out of the FOV (one or more scatter-
ings). Nscattering in FOV is the number of photons undergoing multiple scattering, then coming
back in the detector’s FOV. The standard calculation evaluates Nscattering out FOV, but neglects
Nscattering in FOV, leading to an overestimation of Ntrue or an underestimation of Ntelescope in the
simulations.

well monitored and understood in the Pierre Auger collaboration [5], this is still not the case
for the aerosol component. Indeed, we only have the aerosol phase function (APF) for scat-
tering angles greater than 25◦ and smaller than 160◦ [6]. Also, only an average phase function
is used in the Offline.

Thus, although we do not monitor the complete aerosol phase function yet, the MS pa-
rameterizations did assumptions on its value at the beginning of their development. In this
note, we will examine the consequences of this absence of information at small scattering
angles (where APF data do not exist at Auger). In Section 8.1, we use the Ramsauer approach
to explain how the aerosol size distribution affects the aerosol phase function and the aerosol
attenuation length. In Section 8.2, the Golden Hybrid events are used to estimate the FD-to-
SD energy ratio and its possible dependence on the aerosols. Then, simulations of multiple
scattering of light emitted from a point source are described and analyzed in Section 8.3. We
show how the aerosol phase function affects the multiple scattering and how it affects the
signal collection in the FD telescopes. An application of the results to the FD halo measure-
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Figure 8.2: Number density distribution for the desert aerosol model. Left panel: Calm
configuration. Right panel: Dust storm configuration. The blue line represents the nucleation
mode, the red one the accumulation mode and the magenta one the coarse mode.

ments is also presented. Finally, in Section 8.4, a first estimation of the aerosol size effect on
the shower reconstruction is given for the Golden Hybrid events recorded in 2010.

8.1 Aerosol size distribution and its implications for aerosol
physics

The aerosol size distribution is usually modelled by a sum of three log-normal distributions

n(R) =
dN(R)

d log10 R
=

3

∑
i=1

Ni√
2π log10 σi

exp

[
− log2

10(R/R̄i)

2 log2
10σi

]
, (8.1)

where R is the radius of an aerosol (it is assumed that the aerosols have a spherical shape),
σi is the geometric standard deviation, R̄i is the mean radius, and Ni is the total number
of particles for the distribution i. Three size ranges are usually used to describe aerosols
in the atmosphere: the Aitken or nucleation mode (0.01 µm 6 R 6 0.1 µm), the large or
accumulation mode (0.1 µm 6 R 6 1.0 µm) and the giant or coarse mode (R > 1.0 µm).

In the rest of this section, we will use the desert aerosol model. Originally developed by
Patterson and Gillette, it claims that the aerosol size distribution can be described by two
configurations, the calm desert configuration and the desert dust storm configuration [7].
We report in Table 8.1 the log-normal parameters and in Figure 8.2 the size distributions,
for the desert model. The main difference between the two situations is the increase in the
concentration for the coarse mode when a dust storm occurs (see Table 8.1). The particles are
assumed to be injected by high winds during the storm.

Now, according to the Ramsauer approach (of course, we would obtain the same conclu-
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Aerosol configuration i Ni [cm−3] log10 σi Ri [µm]

Calm Desert
1 997 0.328 0.0010
2 842.4 0.505 0.0218
3 7.10× 10−4 0.277 6.24

Desert Dust Storm
1 726 0.247 0.0010
2 1140 0.770 0.0188
3 1.78× 10−1 0.438 10.8

Table 8.1: Desert model parameters for the log-normal distributions

sions from the Mie theory), the aerosol size distribution affects the aerosol attenuation length
Λa and the aerosol phase function Pa(θ). Contrary to the Mie model, it provides some in-
tuitive results and permits one to use only analytical formulae in the scattering studies on
spherical particles [1, 8]. Thus, we give here the total cross section σtot and the phase function
obtained from the Ramsauer approach

σtot(R) = 2πR2

[
1− 2

sin [2(n− 1)kR]
2(n− 1)kR

+

(
sin [(n− 1)kR]

(n− 1)kR

)2
]

, (8.2)

and

Pa(θ) =
1
σ

dσ

dθ
=

1
4π

[
kR

1 + cos θ

2
2J1(kR sin θ)

kR sin θ

]2

, (8.3)

where n is the refractive index of the sphere and k = 2π/λ the wavenumber (λ is the incident
wavelength).

8.1.1 Aerosol attenuation length

At the Pierre Auger Observatory, the aerosol attenuation length is measured by the CLF and
the Lidar systems. We obtain it directly from the aerosol extinction α(h) defined as follows

α(h) =
1

Λa
exp

(
− h

Ha

)
, (8.4)

where h is the altitude above ground level, Ha the vertical scale of the aerosol layer (typically,
Ha = 1.2 km) and Λa the aerosol attenuation length at ground.

Also, the attenuation length can be defined as a function of the aerosol density and the
total cross section

Λa(R) =
1

n(R)× σtot(R)
. (8.5)

In Figure 8.3, the attenuation length is plotted as a function of the radius for the two
configurations of the desert model at a wavelength λ = 355 nm. The dashed area represents
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nent decreases by at least one third the total attenuation length, i.e. (1/3)×Λtot 6 Λa, where
(1/Λtot) = (1/Λa) + (1/Λm).

the cases where the aerosol component decreases by at least one third the total attenuation
length (Rayleigh and aerosol). Thus, it is seen immediately for which ranges we have to take
into account not only the Rayleigh attenuation, but also the aerosol attenuation. Whereas in
a calm desert only the aerosols with a radius r ∈ [0.15, 0.70]µm have to be considered for
photon propagation studies, all the radii greater than 0.1 µm have to be considered in a sand
storm configuration.

8.1.2 Aerosol phase function

According to Equation (8.3) obtained by the Ramsauer approach, the intensity of the light
scattered in the forward direction is proportional to the square of the target radius, i.e. Pa(θ =

0◦) ∝ R2, and the FWHM of the forward scattering peak is proportional to the inverse of kR,
i.e. ∆θFWHM = 2/kR.

In the following, the aerosol phase function will be described by the Henyey-Greenstein
(HG) function [9]. This is a parameterization usually used in experiments such as Auger to
reproduce scattering on scattering centers large with respect to the incident wavelength. In
the case where the backscattering can not be neglected, the HG function becomes a "Double
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HG" and is given by

Pa(θ|g, f ) =
1− g2

4π

[
1

(1 + g2 − 2g cos θ)3/2 + f
3 cos2 θ − 1

2 (1 + g2)3/2

]
, (8.6)

where g = gHG = 〈cos θ〉 is the so-called asymmetry parameter and f represents the strength
of the backward scattering peak.

Figure 8.4 shows the relationship between gHG values and mean aerosol sizes (i.e. diam-
eter in the case where aerosols are assumed spherical). If the incident wavelength is fixed at
355 nm, the relation ∆θFWHM = 2/kR becomes

R[µm] ' 6
∆θFWHM[◦]

.

It is interesting to note that aerosol sampling techniques already developed for the Auger
array use a lower limit for the aerosol size fixed at 0.22 µm, i.e. a lower limit on the asymmetry
parameter around 0.2. The default APF used in the Auger Offline reconstruction is equal to
0.6, consequently assuming that aerosols at the Auger site have sizes around 0.5 µm.

In Figure 8.5 we plot the Henyey-Greenstein functions for three different asymmetry
parameters, i.e. for three different mean aerosol sizes. The largest aerosols affect the for-
ward peak the most. However, as has been said in the introduction, up to now, the aerosol
phase function at Auger has only been measured between 25◦ and 160◦ [6]. Thus, the largest
aerosols, typically larger than 0.5 µm (i.e. gHG > 0.6), cannot be detected by the APF monitors
in Auger.

The purpose of the next sections is to see if such large aerosols are present or not in the
Auger atmosphere, and to determine their effect on the MS contribution to the total light
recorded by the FD telescopes.

8.2 The FD-to-SD energy ratio as a possible proof of an aerosol ef-
fect

The shower energy measured with the FD detector is compared with the signal in the tanks
at 1000 meters, S1000, in order to calibrate the SD energy. To take into account the S1000 de-
pendence on the zenith angle and on geometrical effects, attenuation curve is parameterized
as

CIC(θ) = 1 + a
(
cos2 θ − cos2 38◦

)
+ b

(
cos2 θ − cos2 38◦

)2
,

where a = 0.87 and b = −1.49 for the Golden Hybrid events v7r2 [10]. Then, an energy
estimator independent of the zenith angle, S38◦ , is defined as representing the S1000 value that
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Figure 8.6: Equivalence SD energy/FD energy for the whole Golden Hybrid data set, for
clear nights and for dirty nights. The aerosol optical depth is measured at an altitude of
3.5 km above the FD site.

the shower would have if it had come with a zenith angle of 38◦

S38◦ =
S1000

CIC(θ)
.

This angle is chosen since it is the median zenith angle, so the impact of this correction factor
is minimized. Using the information provided by the FD measurements, it is possible to
obtain the energy corresponding to each S38◦ (except for assumptions on energy going to
muons, the so-called "missing energy" since it cannot be seen by the FD telescopes). Then, a
calibration curve is estimated and the SD energy is defined as

ESD[eV] = A SB
38◦ ,

where A = (1.68± 0.05)× 1017 eV and B = 1.035± 0.009 [10].
The energy calibration of the surface detector (SD) is done using the Golden Hybrid

events recorded necessarily at night. Of course, the aerosol scattering affects only the light
collected by the FD telescopes. Thus, only the FD energy is modified by the aerosols. To
study this effect, we divide the event sample into two populations:

• the clear nights with the lowest aerosol optical depths (τa(3.5 km) < 0.01),

• the dirty nights with the highest aerosol optical depths (τa(3.5 km) > 0.06).

If the multiple scattering due to aerosols is confirmed, the average ratio of FD energy
to calibrated SD energy, 〈EFD/ESD〉, should be higher during the dirty nights than during
the clear nights. In fact, when the energy increases, the shower is further from the FD tele-
scope and deeper: it means that photons travel much farther in the region where aerosols are
concentrated the most. Thus, the multiple scattering contribution should increase when the
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shower energy increases.

The data set used contains the Golden Hybrid events (reconstruction version ADST
v7r22), and recorded by the Pierre Auger Observatory through the end of the year 2010. The
quality cuts applied are the usual ones, as used in the Xmax studies [11], except for the aerosol
optical depth which has no cut here.

Figure 8.6 plots SD energy versus FD energy, for all of the Golden Hybrid events, for clear
nights (τa < 0.01) and for dirty nights (τa > 0.06). Figure 8.7 gives the average ratio of the
FD energy to the calibrated SD energy, written as 〈EFD/ESD〉, and shows how it varies with
SD energy. As previously, the curves are given for clear nights and dirty nights. As expected,
the 〈EFD/ESD〉 values are higher (in all the energy bins) during the dirty nights than they are
during the nights with low aerosol concentrations. The FD-to-SD energy ratio goes from 5%
at 1018.3 eV to 20% at 1019.5 eV in the case of the dirty nights. This overestimation of the FD
energy could be explained as an additional contribution to the collected signal coming from
the aerosols by multiple scattering. The energy shift appears to increase with the SD energy,
and this can be explained easily by multiple scattering. To quantify the discrepancy between
the two samples, Table 8.2 estimates the standard deviations for an aerosol optical depth cut
to the dirty nights fixed at 0.06.

Since the aerosol optical depth is proportional to n(R) σtot(R), i.e. n(R) R2, it is interesting
to notice that we cannot know if the clear nights (i.e. the density n(R) is low) have particularly
large aerosols.

8.3 Atmospheric multiple scattering of light emitted by a point
source

The contribution of the scattering effect has to be well estimated for precise shower recon-
struction. Multiple scattering (MS) increases the amount of light arriving at the detector from
the source. The purpose of this section is to describe the multiple scattering phenomenon as
it can be expected to happen with the Auger detector. The Monte Carlo simulation used is the
”Hybrid fadc” program [12], modified by Jan Pekala to study multiple scattering in detail [3].
He introduced further modifications in order to study an isotropic point light source, instead
of a longitudinal shower profile. The emission time and the number of emitted photons can
be modified. The ray tracing is done for a fixed wavelength, by default λ = 379 nm. As
in the original simulation program, the atmospheric conditions can be changed. Thus, with
this version of the program, it was possible to investigate the effects of aerosols on multiple
scattering.

Previously, a significant study concerning the aerosol effects has already been done in [3]

2http://augerobserver.fzk.de/doku.php?id=datatree:root
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Figure 8.7: FD-to-SD energy ratio, for clear nights and dirty nights. Evolution of the average
value 〈EFD/ESD〉 with respect to the SD energy. The error bars correspond to the error on the
mean.

log10(E
min
SD /eV) 18.0 18.2 18.4 18.6 18.8 19.0 19.2 19.4

log10(E
max
SD /eV) 18.2 18.4 18.6 18.8 19.0 19.2 19.4 19.6

Number of events
Clear nights (τa < 0.01) 299 343 195 129 83 39 15 12
Dirty nights (τa > 0.06) 146 179 125 53 43 27 18 3

Mean 〈EFD/ESD〉
Clear nights (τa < 0.01) 1.12 0.99 0.99 1.02 1.04 1.06 1.00 0.96
Dirty nights (τa > 0.06) 1.19 1.03 1.00 1.07 1.13 1.09 1.16 1.19

Fluctuations RMS(EFD/ESD)
Clear nights (τa < 0.01) 0.67 0.36 0.39 0.41 0.24 0.40 0.33 0.50
Dirty nights (τa > 0.06) 1.62 0.67 0.56 1.35 0.58 0.52 0.73 0.32

Separation between the two samples
Dirty nights (τa > 0.06) −0.54 −0.90 −0.10 −0.31 −0.89 −0.25 −0.79 −0.98

→ Mean = −0.60

Table 8.2: 〈EFD/ESD〉 distributions for each energy bin. The separation between two samples

A and B is defined as (〈XA〉 − 〈XB〉) /
√
(σ2

A/NA) + (σ2
B/NB).
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Figure 8.8: FD camera displays for two different asymmetry parameters gHG in the aerosol
phase function. Left panel: Mean aerosol size around 0.2 µm (gHG = 0.1). Right panel: Mean
aerosol size around 2.0 µm (gHG = 0.9). The light source is located 15 km away from the FD
telescope, and at an elevation angle of 19.2◦.

by modifying the aerosol vertical scale Ha and the aerosol attenuation length Λa. Currently,
this is one of the two parameterizations which can be used for shower reconstruction in the
Offline (the so-called ePekala). But, the dependence of the MS on the aerosol phase function
Pa has not been studied. Figure 8.8 shows FD camera displays for observing an isotropic
point source, located 15 km away from the FD telescope and at an elevation angle3 of 19.2◦,
for the two configurations of the desert model: dominated by very small aerosols on the left
(corresponding to the aerosol size range for the calm configuration in Figure 8.3), and by large
aerosols on the right (corresponding to the dust storm configuration). As has been explained
in Section 8.1, two aerosol sizes mean two different aerosol phase functions. Thus, these two
displays show a clear effect of the APF on the multiple scattering signal.

As they propagate to the FD telescope, the photons can be scattered several times before
reaching the camera. Figure 8.9 gives the distribution of the number of scatterings, and the
distance travelled from the last scattering location to the detector, for the same source location
as previously. The upper limit for the number of scatterings is fixed at 5 (indirectly, this also
limits the time delay) in the simulation.

Now, let us look at the distribution of the light over the FD camera. As we know, the FD
profile reconstruction follows several steps. Once the geometry is reconstructed, the position
of the light spot on the camera is known every 100 ns. A circle of radius ζ is constructed
with the spot as centre for each point of the track on the camera. Then, for each time bin, the
procedure defines the total track signal as the sum of the signals for pixels having their centre
within the circle of radius ζ. In our case, the light spot is the signal coming from the direct

3These two values represent the typical location of the shower maximum for an energy around 1018.6 eV.
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Figure 8.9: Properties of the scattered photons reaching the FD camera. The light source
is located 15 km away from the FD telescope, and at an elevation angle of 19.2◦. Left panel:
Distribution of the number of scatterings for photons detected by the camera. Right panel:
Distribution of the distances travelled by photons from their last scattering location to the
detector.
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Figure 8.10: Evolution of the multiple scattering contribution with the integration angle,
for different integration times. The light source is located 15 km away from the FD telescope,
and at an elevation angle of 19.2◦. The aerosol component is defined with an asymmetry
parameter gHG = 0.90 and a horizontal aerosol attenuation length Λa = 16 km.

light and it stays fixed. The multiple scattering contribution, named M, is defined as follows

M =
Scattered Light

Direct Light
=

New Signal
Old Signal

. (8.7)
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Figure 8.11: Evolution of the multiple scattering contribution with the integration angle,
for different aerosol conditions. Left panel: Dependence of the M factor on the aerosol con-
centration. Right panel: Dependence of the M factor on the aerosol size. The light source is
located 15 km away from the FD telescope, and at an elevation angle of 19.2◦.

Figure 8.10 shows the evolution of the factor M with the integration angle ζ, for different
integration times ∆t. The times are defined with respect to the arrival time of the direct light.
As expected, the photons with low delay times contribute mainly to the low ζ values, and
photons with several scatterings contribute to the multiple scattered light at large ζ values.
This means that when studying the MS contribution to the shower energy estimation, if the
light is collected within ζ angles around 1.5◦, the dependence on the integration time is not
significant. In the following, a ∆t = 400 ns is used. However, in studies of the FD halo for
instance, where large ζ angles are used, it seems necessary to take into account the effect of
the integration time.

Figure 8.11 shows the dependence of the MS contribution on the aerosol conditions, for
different integration angles ζ. It is relevant to observe that the asymmetry parameter, con-
trary to the aerosol attenuation length, significantly affects the M factor, even at very low ζ

values. Thus, more than the aerosol concentration, it is their size distribution which affects
the MS contribution in the estimation of the shower energy.

8.3.1 Multiple scattering and the elevation angle

Aerosols are mainly present in the lower layers of the atmosphere, i.e. in the first kilometers
above ground. Since the aerosols have an effect on the MS signal recorded by the camera,
their impact should be higher at low elevation angles. The purpose of this sub-section is
to examine the behaviour of the MS signal with the elevation angle of the light source, and
its dependence on the aerosol conditions (and especially with respect to the aerosol phase
function).

Pekala shows in [3] that, for a fixed value of horizontal aerosol attenuation length, the M
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factor is parameterized as a function of the ζ angle, the elevation angle θ and the horizontal
distance to the light source L

M(θ|ζ, L, Λtot) = A(Λtot) ζ
L

cos θ
exp

(
− L tan θ

B(Λtot)

)
, (8.8)

where A and B are two fit parameters defined as

A(Λtot[km]) = 1.774 exp (−Λtot/4.365) + 0.1387 and B(Λtot[km]) = 0.1976 Λtot + 1.402

The linear dependence of the M factor on the integration angle ζ can be seen in Figure 8.12
for different ζ values (the lowest elevation angle recorded by the FD camera at Auger is
around θ = 3◦). For other values of the horizontal aerosol attenuation length, similar fits are
shown in Figure 8.13, while applying the dependence on aerosol attenuation length for the
fit parameters A and B.

For all these fits, the fit parameters have to be defined as function of the asymmetry pa-
rameter gHG too. Hence, for different aerosol attenuation lengths and different locations of
the light source, the dependence on the gHG parameter has been added. Figure 8.14 shows
the evolution of the two fit parameters A and B as a function of the asymmetry parameter,
for different aerosol concentrations and distances from the light sources. With this set of pa-
rameters, all the aerosol and geometrical conditions are studied. It is interesting to observe
that the fit parameter B is more or less independent of the asymmetry parameter: this means
that the aerosol size does not affect the exponential decrease of the MS contribution with el-
evation angle. In the following, we will assume its independence with respect to the aerosol
size.

In the case of the A parameter, the gHG dependence has to be included. Since the distance
of the light source L does not significantly affect the ratio KPS(gHG) = AgHG /A0.6, the fit
parameter A can be parameterized as follows

A(Λtot, gHG) = KPS(gHG) A(Λtot), (8.9)

where A0.6 represents the value of the A parameter for the aerosol phase function used in the
original Pekala parameterization, i.e. an asymmetry parameter fixed at gHG = 0.6. Finally,
the MS parameterization, taking into account the dependence of the aerosol size, is given by

M(θ|ζ, L, Λtot, gHG) = KPS(gHG) A(Λtot) ζ
L

cos θ
exp

(
− L tan θ

B(Λtot)

)
, (8.10)

where KPS(gHG) is defined as

KPS(gHG) ' 30 g2
HG − 36 gHG + 12.



240 Chapter 8. Aerosol size effect on multiple scattering and shower reconstruction

8.3.2 Application to the FD halo measurements

This unexpected phenomenon was identified for the first time during a campaign for tele-
scope calibration in August 2008. A zeppelin-shaped balloon filled with helium carried a
flasher lamp, i.e. an isotropic UV light source. Located at a distance of about 1 km from the
FD telescope, this light source should have appeared as a point source for the FD camera.
Instead of recording a maximum of three triggered pixels on the camera, a whole halo was
observed: around 15% of the light was outside the central pixel [13]. Subsequently, several
additional campaigns were undertaken, at different FD telescopes and different distances
to the telescopes. Thanks to these measurements, several effects were excluded as possi-
ble source of the halo: electronic and optical cross-talks, dust on filters and mirrors, diffuse
transmission through filters and reflections on the camera backside.

Finally, in a study conducted jointly by the Olomouc group and the KIT group, reflections
on the PMT glass were proposed to explain the halo distribution at large angles [14]. This
implies that the value of the PMT reflectivity previously assumed in the Offline was too
small. Instead of about 8%, a value of about 20% at 375 nm seems more likely. Figure 8.15
gives a simulation done in the Offline while increasing the PMT reflectivity to 20% in the
module TelescopeSimulatorLX: by doing this, all the halo recorded at integration angles
ζ larger than 15◦ can be fully reproduced. The light distribution on the camera simulated
under those conditions is for the largest ζ angles, very similar to the distribution measured
with the flasher. The flat tail of the differential halo distribution can be explained by photons
that are reflected on the PMT surface and afterwards in the mirror before they hit the camera
in a broad beam. Considering this correction, only the part at low ζ angles remains to be
understood. This part still represents 6% of the total light.

During the year 2009, before the idea of reflections on the PMT glass, we proposed
aerosols as a possible source of this FD halo [1]. The argument was the following: aerosol
conditions, i.e. concentration and size distribution, affect the multiple scattering contribu-
tion to the signal recorded by the telescopes. Even for low distances between the light source
and the detector, aerosols, if they are large enough, could explain the halo phenomenon.

Hence, it seems interesting to estimate the aerosol effect on the multiple scattering contri-
bution for the measurements done in August 2008 during the zeppelin campaign. Following
the positions of the light source during data acquisition, most of the measurements were
done at elevation angles lower than 10◦ with respect to the ground, i.e. where the aerosols
are the most numerous (as shown in Section 8.3). In this halo study, we fix the light location
at 1 km from the telescope and at an elevation angle of 7.2◦. Since the pulse length of the
light source was fixed at 8 µs in the measurements, the integration time was increased with
respect to previous values. This difference will increase the contribution of scattered photons
with larger time delays, i.e. reaching the FD camera with larger ζ angles. Figure 8.16 displays
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Figure 8.12: Contribution of the MS signal to the direct light versus the elevation angle of
the light source for different values of the light collecting angle ζ. The lines represent fits
of Equation (8.8) for different asymmetry parameters gHG. The horizontal length to the light
source is 15 km and the aerosol attenuation length is fixed at 12 km.
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Figure 8.13: Contribution of the MS signal to the direct light versus the eleva-
tion angle of the light source for different values of aerosol attenuation length:
Λa = 9.6 km, 12 km, 16 km, 24 km. The contributions are integrated within the angle
ζ = 1.5◦. The lines represent fits of Equation (8.8) for different asymmetry parameters gHG.
The horizontal length to the light source is 15 km.
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Figure 8.14: Fit parameters. Evolution of the values of the two fit parameters A and B with
the asymmetry parameter, for different aerosol conditions and different source locations.

the signal recorded by the telescope for such a source location.

Figure 8.17 gives the evolution of the multiple scattering contribution with respect to the
integration angle ζ, for different aerosol attenuation lengths and aerosol phase functions. As
it has already been explained in [1], conditions with large aerosols (a few microns in diameter)
could explain the 6% of the total signal remaining to be understood. A transposition in terms
of cumulative halo can be done to estimate the aerosol population needed to reproduce the
data from the zeppelin campaign. As was explained in Section 8.1, aerosols are divided
into different aerosol populations (or modes). Figure 8.15 gives the aerosol mode needed to
correspond to the FD halo recorded in the cameras: a large aerosol mode (or coarse mode),
with a mean diameter equal to 5 µm (gHG = 0.95). Concerning the aerosol concentration,
its effect is very weak for aerosol attenuation lengths varying from 9.6 km to 24 km. Thus,
thanks to the FD halo, it is possible to have a first estimation of the size of the largest aerosols
at the Auger location.

It is interesting to note that aerosols of a few microns are typical of droplet sizes in fog
or during hazy conditions. Maybe the largest aerosols do not come from the soil, but come



8.3. Atmospheric multiple scattering of light emitted by a point source 243

 [degree]ζ
0 5 10 15 20 25 30

C
um

ul
at

iv
e 

H
al

o

0.8

0.82

0.84

0.86

0.88

0.9

0.92

0.94

0.96

0.98

1

1.02

Graph

Old Offline simulation

New Offline simulation

Flasher data, August 2008

MS contribution, from aerosols

Graph

Figure 8.15: Accumulated halo distribution (from [15]). Halo measurements made in Au-
gust 2008 are compared to the old Offline simulation and the new one while increasing the
PMT reflectivity to 20%. The modifications were made in the TelescopeSimulatorLX
module. The MS contribution due to the aerosols is the result of this study. It corresponds to
an aerosol attenuation length equal to 24 km, and an asymmetry parameter gHG fixed at 0.95.

Azimuth angle [degree]
-15 -10 -5 0 5 10 15

E
le

va
tio

n 
an

gl
e 

[d
eg

re
e]

0

5

10

15

20

25

30

histoCamera

 = 12 km )aΛ = 0.7 / 
HG

FD Camera ( g

histoCamera

Figure 8.16: FD camera display for a zeppelin located one kilometer from the detector, at
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parameter gHG at 0.7.
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Figure 8.17: Evolution of the MS contribution with the integration angle, for different
aerosol conditions (concentration and size). The light source is located 1 km from the tele-
scope, and at an elevation angle of 7.2◦.

from high altitudes and humidity. Having obtained such a result, we really believe that an
aerosol measurement should be done at the same time as the next FD halo campaign. It could
consist of aerosol sampling close to the FD telescope, combined with lidar measurements to
get the profiles of the aerosol optical depth. Thanks to these two measurements, it should be
possible to extract information about the aerosol component close to the detector.

8.4 Effect of multiple scattering on energy and Xmax reconstruction

In the case of air shower reconstruction, the multiple scattering contribution does not come
exclusively from one point source. Indeed, the air shower can be described as multiple point
sources extending in space and time. Thus, for a given pixel, the MS contribution represents
also the MS signal coming from the neighbouring pixels. When using only the first neighbour
pixels, as explained in Figure 8.18(a), the MS contribution in the case of a "thin" air shower
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Figure 8.18: Comparison between MS contributions in the cases of a point source or an
extended air shower. (a) Left panel: Total track recorded on a FD camera. Coloured pixels
correspond to triggered pixels. The two crowns represent the halo from the two first neigh-
bour pixels of the central one (in red). (b) Right panel: Difference of the MS signals between a
point source and an extended light source, for different aerosol conditions. The light source
is located 15 km from the FD telescope, and at an elevation angle of 19.2◦. The integration
angle ζ is equal to 1.5◦ and the integration time ∆t is 400 ns.

becomes
M(ζ 6 1.5◦)→ M(ζ 6 1.5◦) + 2

1
6

M(0.75◦ 6 ζ 6 2.25◦),

where the factor 1/6 represents the overlap factor between the central pixel (in red) and
the first crown of the neighbour pixel (in blue), and "2" taking into account the two first
neighbours.

Figure 8.18(b) gives the difference between the cases of a point source (as described in
Section 8.3) and a shower, for different aerosol conditions. The light source is fixed at 15 km
from the telescope, and at an elevation angle of 19.2◦. The additional contribution is not
negligible, even at low gHG values. It can reach one half of the original MS contribution in
the case of very large aerosols.

Now, let us focus on the Pekala’s parameterization implemented in the Offline. As has
already been said, it assumes an asymmetry parameter gHG fixed at around 0.6. We will
study here the most probable source location (L = 15 km, α = 19.2◦). The idea of this toy
parameterization fully dependent on the aerosol conditions is to estimate the multiplicative
factor KSH(gHG) = MgHG /M0.6. This parameter is defined as independent of the aerosol
attenuation length as shown in Figure 8.19. The figure gives the KSH(gHG) curves for different
aerosol concentrations and different integration angles ζ. The KSH factor increases with the
asymmetry parameter. Thus, during nights where large aerosols are more numerous, the MS
contribution to the collected light, even for ζ = 1.5◦, can be up to three times higher than for
the original Pekala parameterization.
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Figure 8.19: Evolution of KSH with the asymmetry parameter, for different aerosol cond-
tions and different integration angles ζ = 1.5◦, 2.5◦ and 4.5◦. The light source is located
15 km from the FD telescope, and at an elevation angle of 19.2◦.

Once this toy parameterization has been defined, it is possible to get a first esti-
mate of the effect of the aerosol size on the shower reconstruction. In this part, we
use the Golden Hybrid events for the year 2010. We reconstruct these data with the
Offline v2r6p5, for three different MS parameterizations. This modification is done in the file
CherenkovFluorescenceMatrix.cc from the module FdProfileReconstructorKG.
Three different parameterizations corresponding to three different asymmetry parameters
are used in the event reconstruction: gHG = 0.60, 0.90 and 0.95. We then examine the changes
in the energy estimation and the Xmax reconstruction when aerosols are larger than originally
assumed. Figure 8.20 plots the difference in the reconstructed energy and Xmax for gHG = 0.90
or 0.95, with respect to the case where gHG = 0.60 (value by default in the Offline). In the two
cases, an overestimation of the energy and of the Xmax is observed. For the largest aerosols,
the energy difference ∆E/E reaches +4% and the Xmax shifts +5 g/cm2. Knowing that the
total systematic uncertainty on Xmax is around 12 g/cm2 [11], the effect of the aerosols via
MS is not negligible and should be monitored in more detail.
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Figure 8.20: Energy and Xmax differences induced by the uncertainty in the asymmetry
parameter. The data set corresponds to the Golden Hybrid events recorded in 2010, and
reconstructed with the Offline v2r6p5. The differences are defined with respect to the default
gHG value, equal to 0.6.

8.5 Conclusion

Throughout this note we have reported that the aerosol size, much more than the aerosol
concentration, has an effect on the contribution of the MS to the total light. This work was
done by changing the shape of the aerosol phase function. Thanks to the Ramsauer approach,
the link between the phase function and the aerosol size has been explained.

After having taken a look at the Golden Hybrid events and identified a possible proof
of an aerosol effect in the energy estimation, a toy parameterization fully dependent on the
aerosol conditions, i.e. concentration and size, was defined. This work was done thanks to
Pekala’s simulation code, which has already been used to produce the MS parameterization
used in the Offline. Simulations were also done to reproduce the experimental setup of the
zeppelin campaign: we found that large aerosols, typically with diameters around 5 µm,
could explain the first part of the FD halo. It confirms the results already established in [1].

Finally, a first estimation of the effect of the aerosol size on the energy and Xmax recon-
structions was done: a clear systematic overestimation of these two quantities is noted in the
case where one underestimates the size of aerosols present over the Auger array. The energy
difference ∆E/E reaches +4% and the Xmax shifts +5 g/cm2 for the dust storm configuration
in the desert model.
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Conclusion

The Pierre Auger Observatory is making good progress in understanding the nature and
origin of the highest energy cosmic rays, taking advantage of its huge collecting area. Using
the hybrid detection technique provides large statistics, good mass and energy resolution,
and solid control of systematic uncertainties. A number of important scientific results have
thus far been obtained:

• a suppression of the energy spectrum has been observed in the region above 1019.6 eV.
This observation is consistent with the predictions of the GZK cutoff, even though it
could be explained by photo-disintegration interaction in the case where a heavy mass
composition is confirmed. It could also correspond to a cosmic acceleration endpoint
at the astrophysical source,

• the measurements of 〈Xmax〉 and RMS(Xmax) show a trend to heavier composition with
energy, or, more speculatively, a possible change in interaction physics at extreme ener-
gies. Mass composition indicators from SD data confirm this observation.

• there is evidence for a correlation between the arrival directions of the highest energy
events and nearby extragalactic matter, even though the correlation is weaker than ex-
pected from the earliest data,

• competitive bounds have been placed on the flux of cosmogenic neutrinos and of ex-
tremely high energy photons, ruling out some exotic models of the ”top-down” sce-
nario.

Motivated by the fact that a significant fraction of the highest energy events originate from
the neighbourhood of Centaurus A and that a shower pointing to a source is more likely to
have a proton primary, we checked for correlation between the muonic component and the
arrival direction by using two muon counting methods developed by the Auger-LAL group.
No difference for the muon fraction has been identified between the Cen A region and the
rest of the sky.

Currently the Auger Observatory is collecting around 7 000 km2 sr of exposure each year,
and is expected to run for almost two more decades. In addition, the Auger Collaboration
has embarked on a program of enhancements to the Observatory baseline design. New de-
tectors with HEAT and AMIGA will extend the energy detection threshold down to 1017 eV.
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The power of the Auger hybrid technique has been amply demonstrated, and yet the sta-
tistical reach remains limited in hybrid mode because of the reduced FD duty cycle. Thus
alternative techniques are under development to introduce radio and microwave detection
coincident with the SD events. These efforts include the AERA (Auger Engineering Radio
Array), AMBER (Air shower Microwave Bremsstrahlung Experimental Radiometer), MIDAS
(Microwave Detection of Air Showers), FDWave and EASIER (Extensive Air Shower Identi-
fication using Electron Radiometer) projects. Although they are still in development, their
first results are promising.

Another goal for the Auger Collaboration is to understand differences between its results
and those of other experiments for the Xmax measurements and the energy spectrum. This
understanding involves reducing the systematic uncertainty of the energy scale for the flu-
orescence detector. The error is still dominated by that of the absolute fluorescence yield
(14%). It can be expected that, with new measurements from the AIRFLY Collaboration, this
uncertainty will be reduced to about 5% in the near future. Thus, the next step is to reduce
those corresponding to the reconstruction (10%) and to atmospheric effects (8%).

It is in this context that this PhD thesis was done. Through this manuscript, different
analyses have been undertaken to improve our knowledge of the aerosols and their effect on
light propagation. Light attenuation due to aerosols in the atmosphere is described by the
Mie scattering theory. Since the Mie solutions are not particularly intuitive, we developed
a new approach based on the Ramsauer model. This is the first time that this model, used
in nuclear and atomic physics, has been applied to light scattering. This result has been
published in a peer-reviewed scientific journal. We have calculated the total cross section and
the scattering phase function for non-absorbing spherical particles. Then, these analytical
solutions have been applied to the FD halo phenomenon which represents still 6% in the
systematic uncertainties of the energy scale. As preliminary result, it was concluded that two
aerosol populations with mean radii of 3 µm and 0.1 µm could explain the FD halo recorded
by the fluorescence telescopes during calibration campaigns.

A study on the aerosol origin has been done. Using HYSPLIT, a modelling program
computing air mass displacements, we have identified a seasonal cycle for the origin of the
aerosols travelling through the Pierre Auger Observatory. Also, it has been shown that nights
with low aerosol concentrations have air masses coming much more directly from the Pacific
Ocean. It is the first time that the evolution with time of the aerosol concentrations measured
at Auger is explained and understood. A paper on this result in an atmospheric science
journal is currently being prepared by the Auger Collaboration. To extend this study, a large
program of aerosol sampling over the SD array is planned at the Pierre Auger Observatory.
Measurements of aerosol concentration, aerosol composition and aerosol size will be made.

Finally, an extensive study on aerosol size has been presented in this manuscript. Indeed,
this is the first time that the effect of the aerosol size on light propagation has been estimated.
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To explain intuitively the phenomenon, solutions derived from the Ramsauer approach were
used. Then, a complete study of the multiple scattering parameterizations was conducted.
Using a simulation code developed by members of the Auger Collaboration, the dependence
on the aerosol size has been added to the parameterizations. A first estimation of the system-
atic uncertainties due to the aerosol size has been obtained for the energy and Xmax calcula-
tions in air shower reconstruction. In fact, a systematic overestimation of these two quantities
is observed if one underestimates the aerosol size. The energy difference ∆E/E reaches +4%
and the Xmax shifts +5 g/cm2 for a typical case of large aerosols. These values are energy
dependent: when the energy increases, the shower becomes deeper, i.e. fluorescence photons
travel in a lower part of the atmosphere where the aerosol concentration is higher and the
aerosol size larger.

Therefore, to reduce this systematic uncertainty taken into account in the reconstruction
(via the FD halo) as well as in the atmospheric effects (via the multiple scattering and the
light attenuation), a method has been developed to measure the aerosol size above the Auger
array. It consists of using very inclined laser shots fired by the Central Laser Facility. New
configurations of laser shots to probe aerosol sizes as large as possible have been proposed
and they are now fired nightly. Large aerosol sizes ever estimated at the Pierre Auger Ob-
servatory can now be probed. First preliminary results using laser-shot data collected in the
past have identified a population of large aerosols. The mean of the asymmetry parameter
distribution is in agreement with a previous study done using the APF monitors.

Finally, it seems interesting to highlight the present excitement occurring in cosmic ray
physics for atmospheric science. As proof, we can cite two important events that have hap-
pened this year. Last April, a workshop was organised at Cambridge (UK) concerning the
interdisciplinary science at the Pierre Auger Observatory. The goal during these two days
was to explore the possibilities of the Pierre Auger Observatory as a southern hemisphere
centre for atmospheric research in the near future. The second event concerns the CLOUD
experiment at CERN reporting its first results in a paper published in the journal Nature.
The CLOUD experiment was designed to study the effect of cosmic rays on the formation of
atmospheric aerosols under controlled laboratory conditions. The CLOUD results show that
ionisation from cosmic rays significantly enhances aerosol formation. This measurement will
contribute to a better assessment of the effects of clouds in climate models.
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Appendix





Rayleigh night study with HYSPLIT
and weather stations

This appendix gives, for each Rayleigh night identified by the Pierre Auger Collaboration,
atmospheric data from HYSPLIT (large-scale) and from the ground-based weather station lo-
cated at the CLF (local-scale). No correlation or logical link is idendified between these two
data sources, probably due to the too low statistics (only eight Rayleigh nights).
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Figure 21: Rayleigh night on 15/04/2010 described with the HYSPLIT data. Upper panel: the
mean backward trajectory for the night is given in red and the distribution of the trajectories
for the whole corresponding season is overlaid. Lower panel: the mean evolution profile for
the night is given in black and the mean profile of the corresponding season is overlaid in
blue.
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Figure 22: Rayleigh night on 15/04/2010 described with the ground-based weather station
at CLF. Evolution of temperature, wind speed, relative humidity and vapor pressure are
plotted over 5 days: two days before and after the corresponding Rayleigh night. The day
where the Rayleigh night occurs is displayed in red color.
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Figure 23: Rayleigh night on 26/05/2009 described with the HYSPLIT data. Upper panel: the
mean backward trajectory for the night is given in red and the distribution of the trajectories
for the whole corresponding season is overlaid. Lower panel: the mean evolution profile for
the night is given in black and the mean profile of the corresponding season is overlaid in
blue.
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Figure 24: Rayleigh night on 26/05/2009 described with the ground-based weather station
at CLF. Evolution of temperature, wind speed, relative humidity and vapor pressure are
plotted over 5 days: two days before and after the corresponding Rayleigh night. The day
where the Rayleigh night occurs is displayed in red color.
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Figure 25: Rayleigh night on 17/06/2007 described with the HYSPLIT data. Upper panel: the
mean backward trajectory for the night is given in red and the distribution of the trajectories
for the whole corresponding season is overlaid. Lower panel: the mean evolution profile for
the night is given in black and the mean profile of the corresponding season is overlaid in
blue.
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Figure 26: Rayleigh night on 17/06/2007 described with the ground-based weather station
at CLF. Evolution of temperature, wind speed, relative humidity and vapor pressure are
plotted over 5 days: two days before and after the corresponding Rayleigh night. The day
where the Rayleigh night occurs is displayed in red color.
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Figure 27: Rayleigh night on 22/08/2006 described with the HYSPLIT data. Upper panel: the
mean backward trajectory for the night is given in red and the distribution of the trajectories
for the whole corresponding season is overlaid. Lower panel: the mean evolution profile for
the night is given in black and the mean profile of the corresponding season is overlaid in
blue.



265

Relative time [hour]
-40 -20 0 20 40 60

C
]

o
T

em
pe

ra
tu

re
 @

 C
LF

 [ 

-15

-10

-5

0

5

10

15

20

25

30

35

Graph

Temperature @ CLF

Graph

Relative time [hour]
-40 -20 0 20 40 60

W
in

d 
sp

ee
d 

@
 C

LF
 [m

/s
]

0

1

2

3

4

5

6

7

8

9

10

Graph

Wind speed @ CLF

Graph

Relative time [hour]
-40 -20 0 20 40 60

R
el

at
iv

e 
hu

m
id

ity
 @

 C
LF

 [%
]

0

10

20

30

40

50

60

70

80

90

100

Graph

Relative Humidity @ CLF

Graph

Relative time [hour]
-40 -20 0 20 40 60

V
ap

or
 p

re
ss

ur
e 

@
 C

LF
 [h

P
a]

0

1

2

3

4

5

6

7

8

9

10

Graph

Vapor Pressure @ CLF

Graph

Figure 28: Rayleigh night on 22/08/2006 described with the ground-based weather station
at CLF. Evolution of temperature, wind speed, relative humidity and vapor pressure are
plotted over 5 days: two days before and after the corresponding Rayleigh night. The day
where the Rayleigh night occurs is displayed in red color.
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Figure 29: Rayleigh night on 18/07/2006 described with the HYSPLIT data. Upper panel: the
mean backward trajectory for the night is given in red and the distribution of the trajectories
for the whole corresponding season is overlaid. Lower panel: the mean evolution profile for
the night is given in black and the mean profile of the corresponding season is overlaid in
blue.
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Figure 30: Rayleigh night on 18/07/2006 described with the ground-based weather station
at CLF. Evolution of temperature, wind speed, relative humidity and vapor pressure are
plotted over 5 days: two days before and after the corresponding Rayleigh night. The day
where the Rayleigh night occurs is displayed in red color.
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Figure 31: Rayleigh night on 04/06/2005 described with the HYSPLIT data. Upper panel: the
mean backward trajectory for the night is given in red and the distribution of the trajectories
for the whole corresponding season is overlaid. Lower panel: the mean evolution profile for
the night is given in black and the mean profile of the corresponding season is overlaid in
blue.
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Figure 32: Rayleigh night on 04/06/2005 described with the ground-based weather station
at CLF. Evolution of temperature, wind speed, relative humidity and vapor pressure are
plotted over 5 days: two days before and after the corresponding Rayleigh night. The day
where the Rayleigh night occurs is displayed in red color.
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Figure 33: Rayleigh night on 12/12/2004 described with the HYSPLIT data. Upper panel: the
mean backward trajectory for the night is given in red and the distribution of the trajectories
for the whole corresponding season is overlaid. Lower panel: the mean evolution profile for
the night is given in black and the mean profile of the corresponding season is overlaid in
blue.
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Figure 34: Rayleigh night on 12/12/2004 described with the ground-based weather station
at CLF. Evolution of temperature, wind speed, relative humidity and vapor pressure are
plotted over 5 days: two days before and after the corresponding Rayleigh night. The day
where the Rayleigh night occurs is displayed in red color.
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Figure 35: Rayleigh night on 16/10/2004 described with the HYSPLIT data. Upper panel: the
mean backward trajectory for the night is given in red and the distribution of the trajectories
for the whole corresponding season is overlaid. Lower panel: the mean evolution profile for
the night is given in black and the mean profile of the corresponding season is overlaid in
blue.
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Figure 36: Rayleigh night on 16/10/2004 described with the ground-based weather station
at CLF. Evolution of temperature, wind speed, relative humidity and vapor pressure are
plotted over 5 days: two days before and after the corresponding Rayleigh night. The day
where the Rayleigh night occurs is displayed in red color.



274 Appendix . Rayleigh night study with HYSPLIT and weather stations



Atmospheric aerosols at the Pierre Auger Observatory: characterization and effect
on the energy estimation for ultra-high energy cosmic rays

Abstract: The Pierre Auger Observatory, located in the Province of Mendoza in Argentina,
is making good progress in understanding the nature and origin of the ultra-high energy
cosmic rays. Using a hybrid detection technique, based on surface detectors and fluorescence
telescopes, it provides large statistics, good mass and energy resolution, and solid control of
systematic uncertainties.

One of the main challenges for the fluorescence detection technique is the understanding
of the atmosphere, used as a giant calorimeter. To minimize as much as possible the sys-
tematic uncertainties in fluorescence measurements, the Auger Collaboration has developed
an extensive atmospheric monitoring program. The purpose of this work is to improve our
knowledge of the atmospheric aerosols, and their effect on fluorescence light propagation.

Using a modelling program computing air mass displacements, it has been shown that
nights with low aerosol concentrations have air masses coming much more directly from the
Pacific Ocean. For the first time, the effect of the aerosol size on the light propagation has been
estimated. Indeed, according to the Ramsauer approach, large aerosols have the largest effect
on the light scattering. Thus, the dependence on the aerosol size has been added to the light
scattering parameterizations used by the Auger Collaboration. A systematic overestimation
of the energy and of the maximum air shower development Xmax is observed.

Finally, a method based on the very inclined laser shots fired by the Auger central laser
has been developed to estimate the aerosol size. Large aerosol sizes ever estimated at the
Pierre Auger Observatory can now be probed. First preliminary results using laser-shot data
collected in the past have identified a population of large aerosols.
Keywords: Pierre Auger Observatory – cosmic rays – atmosphere – aerosols – Ramsauer –
Mie scattering – multiple scattering – HYSPLIT





Les aérosols atmosphériques à l’Observatoire Pierre Auger : caractérisation et
effet sur l’estimation de l’énergie des rayons cosmiques d’ultra-haute énergie

Résumé: L’Observatoire Pierre Auger, situé dans la province de Mendoza en Argentine,
réalise actuellement de grandes avancées dans la connaissance de la nature et de l’origine des
rayons cosmiques d’ultra-haute énergie. Utilisant une technique de détection hybride, basée
sur des détecteurs de surface et des télescopes de fluorescence, il fournit une large statistique,
une bonne résolution en énergie, et un contrôle solide des incertitudes systématiques.

L’un des principaux défis pour la technique de détection par fluorescence est la com-
préhension de l’atmosphère, utilisée comme un calorimètre géant. Afin de réduire autant
que possible les incertitudes systématiques sur les mesures par fluorescence, la Collabora-
tion Auger a développé un important programme de suivi de l’atmosphère. Le but de ce
travail est d’améliorer notre compréhension sur les aérosols atmosphériques, ainsi que leur
effet sur la propagation de la lumière de fluorescence.

En utilisant un modèle de rétrotrajectographie des masses d’air, il a été montré que les
nuits pauvres en aérosols ont des masses d’air provenant plus directement de l’Océan Paci-
fique. Pour la première fois, l’effet de la taille des aérosols sur la propagation de la lumière a
été estimé. En effet, selon l’approche Ramsauer, les gros aérosols ont le plus grand effet sur
la diffusion de la lumière. Ainsi, la dépendance en taille a été ajoutée aux paramétrisations
décrivant la diffusion de la lumière et utilisée par la Collaboration Auger. Une surestimation
systématique de l’énergie et du maximum de développement de la gerbe Xmax est observé.

Enfin, une méthode basée sur les tirs laser très incliné produit par le laser central d’Auger
a été développée pour estimer la taille des aérosols. Des tailles d’aérosols jusque là jamais
détectées à l’Observatoire Pierre Auger peuvent à présent être contraintes. De premiers ré-
sultats montrent une population d’aérosols de grande taille en utilisant des tirs laser effectués
dans le passé.
Mots clés: Observatoire Pierre Auger – rayons cosmiques – atmosphère – aérosols – Ram-
sauer – diffusion de Mie – diffusion multiple – HYSPLIT


	Synthèse
	Introduction
	Ultra-High Energy Cosmic Rays
	A brief history of cosmic rays
	Extensive air showers
	Heitler model for electromagnetic cascades
	Extension of the Heitler model to hadronic showers

	Astrophysical problems presented by the highest energy cosmic rays
	Origin and acceleration of cosmic rays up to 1020 eV
	The propagation of ultra-high energy cosmic rays

	Latest results from the Pierre Auger Observatory
	Cosmic ray energy spectrum
	Anisotropy and arrival directions
	Mass composition
	Discussion of the Auger results

	Bibliography

	The Pierre Auger Observatory
	The surface array (SD)
	Signals and tank calibration
	Data acquisition and trigger system of the surface detector array
	Selection and reconstruction of the SD events

	The fluorescence detector (FD)
	Description of a fluorescence telescope
	Calibration
	Data acquisition and triggering in a camera
	Reconstruction of the FD events
	Typical hybrid events

	Observatory enhancements
	HEAT – High Elevation Auger Telescopes
	AMIGA – Auger Muons and Infill for the Ground Array

	Bibliography

	Muonic component and arrival directions of the highest energy events
	Phenomenological approach to the muon component in hadronic showers
	The charged pion component
	Muon production in hadronic showers
	Muon propagation from birth to ground

	Muon counting using the surface detectors
	The jump method
	The Artificial Neural Network (ANN) method

	Mass composition and arrival directions of the highest energy events
	Centaurus A, the region with the largest arrival direction excess
	Muon component as a function of arrival direction

	Conclusion
	Bibliography

	Atmospheric measurements at the Pierre Auger Observatory
	Atmospheric effects on light production and its propagation in the atmosphere
	Molecular transmission – Rayleigh regime
	Aerosol transmission – Mie regime
	Ultraviolet and visible absorption by atmospheric trace gases
	Angular dependence of molecular and aerosol scattering

	Molecular measurements at the Pierre Auger Observatory
	Weather station measurements and horizontal uniformity
	Radio-sonde measurements and monthly average atmospheric profiles
	Towards using the Global Data Assimilation System (GDAS)

	Aerosol measurements at the Pierre Auger Observatory
	Aerosol optical depth measurements
	Aerosol scattering measurements
	Aerosol sampling measurements
	Wavelength dependence

	Cloud detection at the Pierre Auger Observatory
	Impact of the atmosphere on the reconstruction accuracy of air shower parameters
	Bibliography

	Ramsauer approach for light scattering
	Light scattering on spherical particles
	Scattering by single particles: general considerations
	Scattering by small particles: Rayleigh scattering
	Scattering in the intermediate size range: Mie scattering

	Application of the Ramsauer effect for light scattering
	The Ramsauer scattering phase function
	The simplified Ramsauer scattering phase function
	Validity of the Ramsauer solutions
	Effects of averaging over sizes

	The Ramsauer total cross section and extinction efficiency
	Ramsauer total cross section via the Optical theorem
	Ramsauer total cross section via the differential cross section

	Ramsauer approach to large aerosols as a possible source of the FD halo
	Description of the FD halo phenomenon, and its discovery
	The Aerosol Phase Function at the Pierre Auger Observatory
	On possible underestimation of phase function at small angles
	Explanation of the FD halo by a component with large aerosol size

	Conclusion
	Bibliography

	Where do aerosols come from ? – Study done with HYSPLIT
	HYSPLIT, an air modelling program
	Trajectory computational method
	Meteorological data all along the trajectory

	Aerosol origin and their trajectory up to the Auger location
	Seasonal profiles of the different meteorological quantities
	Cross-checks between Aerosol optical depth data and HYSPLIT
	HYSPLIT, a tool to better understand Rayleigh nights ?
	Conclusion
	Bibliography

	Extracting Aerosol properties using the Central Laser Facility
	Laser shot characteristics for each of the FD sites
	Extracting of the Aerosol Phase Function
	Signal from the laser shots recorded by the FD eyes
	Geometrical reconstruction
	Parameter estimation with an example: (FD = 3,FD = 6) at Los Leones
	Description of the APF reconstruction procedure

	Test of the reconstruction validity with Off line simulations
	Reconstruction of the phase functions by a basic fit
	Estimation of the aerosol parameters using a 4-parameter fit

	First results
	Conclusion
	Bibliography

	Aerosol size effect on multiple scattering and shower reconstruction
	Aerosol size distribution and its implications for aerosol physics
	Aerosol attenuation length
	Aerosol phase function

	The FD-to-SD energy ratio as a possible proof of an aerosol effect
	Atmospheric multiple scattering of light emitted by a point source
	Multiple scattering and the elevation angle
	Application to the FD halo measurements

	Effect of multiple scattering on energy and Xmax reconstruction
	Conclusion
	Bibliography

	Conclusion
	Rayleigh night study with HYSPLIT and weather stations

