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Résume en Francais

1. Introduction

Ce chapitre présente un résumé synthétique de cette theseneni§. Dans un pre-
mier temps, nous introduisons les problématiques, mativat objectifs, et contribu-
tions de la thése. Puis, la section 2 présente I'état dediarta gestion de ressources
dans un environnement sans fil. Avec les applications métties d’aujourd’hui, il
est important de prendre en compte la qualité percue pdrdaieur. Pour cela, la sec-
tion 3 présentera différentes facons d’évaluer cette ualipelégualité d’expérience
(QdE) afin de trouver la méthode la plus appropriée. L'accent sésssor une tech-
nique hybride utilisant I'évaluation pseudo-subjectippaléePSQA (Pseudo-Subijective
Quality AssessmentEnsuite, la section 4 décrit comment la QdE peut étre déploy
dans la gestion des ressources et des exemples de mécaoignéss QdE sont pro-
posés aussi bien pour le coté réseau que pour le coté etilisaEnfin, la section 5
approfondi les résultats obtenus et conclu en rappelamolesibutions de ce travail
avant de décrire les perspectives ouvertes en donnantugueiggntation de recherche.

Problématique de recherche

Au début des réseaux, les connexions entre machines étéaisees via des cables
pour établir ce que nous appelons maintenantéseau cablé Ce type de réseau
offre dorénavant une bande passante et une stabilité élesépii facilite la gestion
des ressources du réseau. Grace aux progres technologtcqueas besoin sans cesse
croissant d’avoir une connexion permanente, les réseawfgaet mobiles se sont
de plus en plus développés. De nombreux produits et applsabnt été dévelop-
pés pour fonctionner sur ce type de réseau. Un ordinatesopeel d’aujourd’hui
peut travailler sur les deux environnements: filaires esg&nPlus précisément, les
terminaux mobiles peuvent désormais connecter l'utdisat Internet via différents
réseaux d’acces simultanément.

Pendant ce temps, les utilisateurs ont un intérét grandigsar les applications
multimédias. Ce type de trafic croit actuellement de maniéresidérable sur les
réseaux, ce qui change de I'’époque ou les utilisateursnétaigplupart des spécial-
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6 Résumeé en Francais

istes du domaine utilisant I'internet dans la sphere peieselle. Aujourd’hui le
plus grand nombre d’utilisateurs des réseaux sont des ramiadigtes plus intéressés
par la qualité gu’ils percoivent et non par les paramétrelsrtigues d’évaluation de la
qualité. En conséquence, la qualité proposée doit doréhétr@ mesurée en termes de
qualité telle que percue par l'utilisateur plutét que smdat en termes de parametres
réseaux.

Dans ce contexte, les deux principaux acteurslampgrateur de réseaat! utilisateur.
Le role de I'opérateur est de fournir des services aux atéigrs via différents réseaux
d’acces : l'utilisateur du réseau est alors client des ses/iournis. On peut remarquer
dans ce modéle que les utilisateurs jouent un réle impoptaisgue leur satisfaction
est fondamentale pour 'opérateur. La ressource esdertjigl doit étre gérée et
bande passantequi est limitée et variable a cause de sa nature sans fil. D po
de vue de l'opérateur, la bande passante doit étre répartieathiere efficace afin de
maximiser le nombre d’utilisateurs et par conséquent maenies revenus. Les util-
isateurs quant a eux veulent choisir le meilleur réseawst-éieire celui qui fournira
la meilleure qualité avec les colts réduits. Dans une télmtn la gestion des
ressources est cruciale, car seuls des mécanismes effiEaocesnt satisfaire les deux
parties. Différents facteurs qui compliquent la gestiont $istés ci-dessous.

» Tout d’aborda nature du réseau sans-fidnd la gestion plus difficile. Avec son
environnement ouvert, un réseau sans-fil est sensible andlereases perturba-
tions. En conséquence, I'état du réseau varie souvent atdatie de qualité de
service peut devenir une question complexe.

» Un deuxiéme facteur eBaugmentation du trafien raison du nombre croissant
des utilisateurs dans I'Internet. Beaucoup de progrés emtéglisés et les ter-
minaux sont maintenant abordables pour presque tout le enobhes réseaux
d’acces sont divers et accessibles presque partout, ceegdilbreaucoup plus
facile I'obtention d’une connexion. Ce phénoméne augmemtdifficulté de
gestion des ressources puisque I'augmentation du trafigieatune augmenta-
tion de la congestion et des interférences.

» Un autre facteur important elst développement croissant des applications mul-
timédiasdans les réseaux sans-fil. Avec ce type d’application, larfalg gérer
les ressources est actuellement déterminée par des perartegthniques. Ce
n’est pas optimal puisque de nombreuses applicationsmedias généerent du
trafic avec un débit variable. La gestion de qualité en atilispar exemple, le
parameétre bande passante n'est pas suffisante, surtoutidars/ironnement
sans-fil ou les ressources sont rares et I'état du médiurn exéiémement vari-
able.
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» Résultant dda croissance des applications multimédi¢s Qualité de Service
(QdS) devient moins importante et la notion de Qualité détignce (QdE),
ou parfois appelée expérience utilisateur, est de plusenginificative pour
l'utilisateur du réseau. La QdE révele la qualité d’'un sesvel qu'il est percu
par l'utilisateur. Comme l'objectif final de tous les sensoest la satisfaction
des clients, la qualité d’expérience devient donc la prépation principale.
En effet, les opérateurs de réseaux veulent maximiser ledit pn optimisant
l'utilisation des ressources, mais en méme temps s'asdarerfidélité de leurs
utilisateurs ce qui résulte directement de leur satisfacti

» Une grandevariété d’'applicationsdans les réseaux sans-fil d’aujourd’hui rend
la gestion des ressources trés difficile a traiter. Diffésappes d’application
(VolP, streaming vidéo, jeux interactifs, emails, FTP,)etont des exigences
différentes en termes de bande passante, délai, gigue Paicconséquence,
un traitement approprié est nécessaire pour chaque typelaations si nous
voulons satisfaire les attentes des utilisateurs.

» Enfin, I'hétérogénéité des réseaux d’acaesce que I'on pourrait appeler "le
réseau hétérogene" devient une réalité. Les appareilslastnt en effet équipés
de plusieurs interfaces permettant la connexion a difféeetechnologies de
réseau (Ethernet, Wi-Fi, cellulaire, satellite, etc.)me&e maniere simultanée.
Ces diverses technologies ont des caractéristiques difésyest peuvent étre
combinées afin de fournir un systeme hétérogene trés ptipsamettant a
toutes les classes d’applications de trouver le réseawéaamdéquat. L'arrivée
de ce type d’environnement nécessite ainsi un traitemeéuialpet augmente la
complexité du probléme de gestion.

Pour résumer, cette these se concentre sur les problemestitngles ressources
dans les réseaux sans-fil. Les themes qui sont traités stiottion de bande pas-
sante et la gestion des connexions. Les aspects commetelauyue la tarification
et le SLA (Service Level Agreement) sont en dehors des chabipsgestigation de
cette these. Dans le cas d’un environnement hétérogéneippose que I'opérateur
de réseau posséde les différentes technologies de réseessaiges aux tests. Par
ailleurs, les aspects traitant de la sécurité comme |'autifieation et I'autorisation ne
font pas partie des objectifs de cette thése. Par conséqueserveur de type AAA
(authentification, autorisation et comptabilité), estmage étre présent dans le réseau
pour gérer tous ces aspects.
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Motivations et objectifs

L'objectif principal de cette thése est de trouver de ndegedolutions pour la gestion
des ressources en tenant compte de tous les aspects déteissas. L'environnement
auquel I'on s’intéresse concerne les réseaux sans-fil médiias. Le travail se con-
centrera sur deux points de vue : celui de I'opérateur deatesecelui de I'utilisateur
du terminal client. Plusieurs solutions seront proposées.

» Pour I'approcheorientée opérateur de réseala maximisation des revenus est
sa préoccupation principale. Des informations utilisegeont souvent recueil-
lies pour la prise de décision. Des mécanismes sont, par@eehe con-
tréle d’admission #dmission contrgl qui gere le trafic entrant en choisissant
d’accepter ou non chaque nouvelle connexion; I'ajusterdetitafic s’effectue a
un point d'attachement qui adapte le déhitté adaptatioh afin de mieux répon-
dre a I'état actuel du réseau; ou I'ordonnanceacket schedulijgui planifie
I'allocation de bande passante en fonction de la qualibdieté priorité ainsi que
de la classe de trafic.

» Pour I'approcheorientée utilisateur la décision finale a lieu sur le terminal
client. Le profit de l'utilisateur (en termes de prix ou de lifgad’expérience par
exemple) est le principal critére de décision, méme si tertaécanismes peu-
vent également prendre en compte les informations proveledienvironnement
réseau. Habituellement, I'approche orientée utilisatsirprincipalement liée
au mécanisme de sélection du réseau d’'aauesvprk selectionpour choisir le
meilleur réseau lorsqu’il y en a plusieurs d’accessibles.rénarque qu’a part
ce mécanisme, le terminal n'a pas beaucoup d’autres ceatddins le réseau.

Dans cette these, on souhaite mettre en avant la notion degliexpérience dans
la gestion de ressources. Par définition, la qualité d’eéepée est liée a la couche
applicative. Cependant, nous pouvons traiter les probléides QJdE également au
niveau d'autres couches. Pour la couche applicative ineg@adaptations peuvent étre
faites sur le terminal utilisateur ou sur le serveur afin daaner la qualité du flux.
Cela inclut par exemple une technique comme le changemeatduwtencodage, que
le serveur multimédia peut modifier dynamiquement en fonctie I'état du réseau.
Au niveau de la couche réseau (IP), la qualité peut étre andélisi nous pouvons
contrdler correctement I'état du réseau. Pour la coucleolia(MAC) et la couche
physique (PHY), le débit peut étre adapté afin de répondrecanditions physiques
du réseau. Dans cette these, I'accent sera principalemsrgunles couches IP et
MAC, ou les contrbles peuvent étre exécutés par I'opératesgau. En outre, les
contrbles possibles au niveau de la couche applicative tfudibterminal utilisateur
seront aussi étudiés.
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Contributions

Tout d’abord, un état de I'art sur la problématique de laigasies ressources a été
réalisé. Il concerne principalement les applications mmdtlias avec des exigences
élevées auxquelles il est difficile de garantir un haut nivéa qualité de service. Par
rapport a cela, des mécanismes de gestion qui visent aasaistitilisateur et en
méme temps a optimiser l'utilisation des ressources onétidiés. Du coté réseau,
des mécanismes orientés QdE comme le contréle d’admidsdaptation de débit,
et 'ordonnancement ont été proposés. De méme, du coténaraeés mécanismes
de sélection de réseau d’acces ont été proposés. La plupattedeux prennent
en compte les informations de l'utilisateur et du réseau pouvrir 'ensemble des
criteres. Les études ont été menées dans difféerentes tegiessans-fil (IEEE 802.11
et Cellular Network) a la fois dans des contextes homogeresréseau utilisant une
seule technologie) et également dans des contextes daixésaas-fil hétérogenes
(i.e. multi-technologie). Les résultats obtenus démantegl’il est possible et utile
d'utiliser la qualité d’expérience en tant que métrique moaméliorer la gestion des
ressources dans les réseaux mobiles.

La liste des publications concernant ces travaux est pi&senrdessous:

 [1] K. Piamrat, A. Ksentini, J.-M. Bonnin, and C. Viho. "Radio resoeiman-
agement in emerging heterogeneous wireless networks". Gem@ommuni-
cations, In Press, Corrected Proof, Available Online, F&0.02

* [2] K. Piamrat, K. Singh A. Ksentini, C. Viho, and J.-M. Bonnin. "B@aware
scheduling for video-streaming in High Speed Downlink Radkccess”, IEEE
Wireless Communications & Networking Conference (WCNC 2018721 Apr.
2010.

 [3] K. Piamrat, A. Ksentini, J.-M. Bonnin, and C. Viho. "Q-DRAM: Qdtased
dynamic rate adaptation mechanism for multicast in wietetworks". In IEEE
Global Telecommunications Conference (GLOBECOM 2009), pdgés 30
Nov. - 4 Dec. 2009.

* [4] K. Piamrat, A. Ksentini, J.-M. Bonnin, and C. Viho. "Rate Adajiia mech-
anism for Multimedia Multicasting in Wireless Networks" x8i International
Conference on Broadband Communications, Networks, and Sy¢Bnoadnets
09), pages 1-7, Sep. 2009.

 [5] K. Piamrat, C. Viho., J.-M. Bonnin, and A. Ksentini. "Quality Bxperience
Measurements for Video Streaming over Wireless NetworksSikth Interna-
tional Conference on Information Technology: New Generatid TNG 09),
pages 1184 -1189, April 2009.



10 Résumeé en Francais

* [6] K. Piamrat, A. Ksentini, C. Viho, and J.-M. Bonnin. "QoE-Awakdmission
Control for Multimedia Applications in IEEE 802.11 WireleBktworks". In
IEEE 68th Vehicular Technology Conference (VTC 2008-Faldges 1-5, Sep.
2008.

 [7] K. Piamrat, A. Ksentini, C. Viho, and J.-M. Bonnin. "QoE-bassetwork
selection for multimedia users in IEEE 802.11 wireless oeks. In 33rd
IEEE Conference on Local Computer Networks (LCN 2008), pag@&s338,
Oct. 2008.

 [8] K. Piamrat, C. Viho, A. Ksentini, and J.-M. Bonnin. QoE-awdtetwork
Selection in Wireless Heterogeneous Networks. In ResearpbrRBRR-7282,
INRIA, 2010.

2. Etat de I'art

Avec I'évolution des réseaux de nos jours, la qualité dewierfacteur critique car ce
parameétre fait fonctionner 'économie de plusieurs fagpasexemple via des accords
de SLA (Service Level Agreement) ou encore au niveau de l&dadi®dn des clients.
Pour un utilisateur, la qualité finale d’'un service est unalzimaison de disponibilité,
qualité, prix, et rentabilité. En conséquence, la gestemréssources doit s’effectuer
en temps réel et doit prendre en compte la perception dédateur également appelée
la qualité d’expérience.

Selon I'ITU [9], la Qualité d’Expérience (QdE) est I'acceptabilité glebd une
application ou un service, tel qu’il est percu subjectivatypar I'utilisateur final. Elle
differe de la fameuse qualité de service (QdS) a bien desiggaout d’abord, la QdE
est subjective et se rapporte a la qualité d’'un service pgvaul’utilisateur final, alors
gue la QdS est objective et se rapporte aux états couranéseau ou du flux de trafic.
En d’autres termes, la QdE mesure comment les entités dauréasisfont les besoins
et les attentes de I'utilisateur.

Avant 'avénement des communications multimédias, leampatres de la QdS
étaient suffisants pour évaluer la qualité des servicenimuioutefois, les applica-
tions multimédias se multipliant de plus en plus, et lessaieurs devenant également
de plus en plus expérimentés, la notion de qualité s’estadépldu niveau réseau au
niveau utilisateur. Les mesures existantes ne suffiseatdarénavant a refléter la per-
ception d’'un service que pourrait avoir un utilisateur. Bgemple le taux de perte,
un indicateur largement utilisé dans le domaine de la gyatitest pas toujours fi-
able lorsqu’il s’agit de qualité d’expérience. En fait, yperte élevée ne signifie pas
automatiquement une mauvaise perception. Si I'expédiiglise une technique de
prévention comme la FEC (Forward Error Correction), la Qd&t j@¢re maintenue a
un niveau acceptable malgré des pertes élevées.
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Concernant les technologies réseaux, le sans-fil se propageepsivement et a
donné naissance aux réseaux multimédia sans-fil ou encpedéapVMN (Wireless
Multimedia Networking). Avec ce type de réseau, la distiitru de charge doit donc
étre soigneusement contrdlée afin que la qualité reste tatdepout en veillant a ce
gue les opérateurs de réseau ne soient pas non plus pépalisése sous-utilisation.
En général, pour garantir une bonne perception aupres @genss un opérateur 1P
triple-play a large bande doit toujours veiller & ce que cigadgn principal transporte
moins de 50% de sa capacité, cela pour éviter la congestioasete défaillance d’'un
lien redondant.

Dans cette these, nous essayons d’éviter une telle appcoakervatrice en étudi-
ant les possibilités et les performances de I'utilisatien@E comme métrique pour
la gestion des ressources. Ce nouveau paradigme permettraaitheure flexibilite,
tout en maximisant l'utilisation des débits et en mainténsre perception satisfaisant
aux utilisateurs. Nous nous concentrons tout d’abord senuitonnement homogeéne.
Enfin, nous étudierons un environnement hétérogéene.

Gestion de ressources

La gestion de ressources est illustrée dans la fifjurErois étapes majeures peuvent
se distinguer : la surveillance des ressources, la pris&dsidn et la mise en ceuvre
de la décision.

» Surveillance des ressourcesC’est la phase durant laquelle I'information est re-
cueillie. Ces données proviennent des utilisateurs et/suéteaux. La collecte
d’'informations peut varier d’'un mécanisme a l'autre etfbimmation recueillie
sera considérée comme une entrée pour la prise de décisiol. dduvons voir
sur la figurel que le contrble des ressources se situe a deux momentgdiffér
avant de se connecter au réseau et apres I'établissementoleriexion.

Le premier contrble vise a surveiller le réseau et a red¢udds informations
pour la toute premiére décisiosdlection du réseau d’accési allocation de
bande passanje Puis s’il 'y a pas de solution (c’est-a-dire que les résea
existants ne correspondent pas aux exigences), I'uélisgteut avoir a modifier
ses exigencesapplication adaptationcf. la figurel) afin de trouver le réseau
approprié. Si I'adaptation n’est pas possible, I'utilaat retournera surveiller
les ressources et attendra un meilleur état du réseau.

Le second type de contrble vise a observer 'état de la caonen cours pour
déclencher une adaptation du réseau lorsqu’un événempracet, par exem-
ple lorsque I'utilisateur se déplace hors de la cellule ante (mobilité) ou en cas
de congestion du réseau. Dans ces situations, une nougelfeah d’adaptation
doit étre prise en tenant compte de la nouvelle situation.
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Network side

User side
starts devicd/user arrives
not possible g Resource Monitoring ]‘ not possible
| (Time-varying parameters) J‘
.
Application possible possible Application
Adaptation? . Adaptation?
Decision Making
(Network selection for user and/or operator, BW allocation for operator)
user-centric collaborative network-centric
user operator
Apply decides Apply decides Apply
no user-centric |« collaborative P| network-centric no
solution mechanism mechanism mechanism solution
solution found solution found
yes Decision
L 4 Enforcement v
no Backyp failed Request for BW allocation,
solution <« . A
X connection ccess control,
exists? Handover
\
success success connecting
\ 4 connected
Resource Monitoring
(Time-varying parameters)
quality degragles caused by
user mobility for congestion

v

Figure 1: Vision globale de la gestion de ressources danésgau hétérogéne.
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* Prise de décision La plupart du temps, ces décisions sont prises par |'opérat
du réseau (approche centrée réseau) mais elles peuvesrnégals’effectuer au
niveau des terminaux utilisateurs (approche centréesaitiliir), ou encore ces
décisions peuvent étre le fait d’'une collaboration (appeocollaborative). Les
deux principales décisions a prendre sont le choix du r§seaument sélection-
ner le meilleur réseau disponible pour une connexion) ébtation de bande
passante (la facon de répartir la bande passante des diffégseaux aux util-
isateurs). Dans un réseau hétérogene, la bande passanéealune connexion
donnée peut impliquer plusieurs réseaux d’'acces. Danssckcassource est
appeléaessource communén peut noter que, dans I'approche collaborative,
la décision finale sera prise par un seul des deux acteutsl’(gdisateur ou
'opérateur), puis les étapes suivantes correspondentaajmroches centrées
sur l'utilisateur ou du cété de I'opérateur réseau. La pilsseécision représente
le coeur du probléme; par conséquent, elle sera abordéerptiétals. La clas-
sification des mécanismes se fera en fonction de décidelr fina

* Mise en ceuvre de décision C’est la phase dans laquelle les décisions sont
exécutées. Dans I'approche centrée utilisateur, une ddend@ connexion au
réseau selectionné est effectuée, si cette demande échalechera alors a
contacter la deuxieme meilleure possibilité et ainsi deesdi aucune des déci-
sions ne peut étre mise en ceuvre, une nouvelle phase dellamceedu réseau
sera effectuée. Cette situation peut se produire par exdongigue le réseau
refuse une demande entrante afin de protéger la performéolualeydes util-
isateurs en cours. Dans les approches centrées résealedtiosédu réseau
est appliquée en utilisant des mécanismes de contrdle tagm pour filtrer
'accés aux réseaux en fonction de la décision rendue gpképaécédente. En
outre, la décision de déplacer les utilisateurs vers uraéseau d’une technolo-
gie identique ou différente est exécutée par des mécanonase le "handover
vertical et horizontal". Pour I'allocation de bande passafmpérateur distribue
la bande passante en fonction de la décision prise.

Mécanismes de décision

Un tableau récapitulatif des approches récemment propatses la littérature est
présenté ci-dessous. Pour plus d’information, voir le dhaf.
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Techniques Parameters Procedure Output Approach Joint
allocation
SLP Allocation, demand, 1-association of predetermined Allocation in each Network-centric Yes
underutilization, and probability to demands network
rejection 2-variable formulation
3-SLP statement
Game Theory Available bandwidths | 1-determine offered bandwidths Bandwidth allocation | Network-centric Yes
in each network 2-compute Shapley value
3-verify core
Degradation Utility | Released bandwidth 1-compute ratio of released - Connection that gives | Network-centric No
and lost reward point | bandwidth & loss reward point maximum utility
for each connection
2-find maximum
AHP & GRA User's requirements 1-AHP of user's requirements Network rank by GRC User-centric No
and network conditions 2-GRA of network conditions
3-compute GRC
Consumer Surplus | Utility and cost 1-compute the difference between | Network that gives User-centric No
utility and cost for each network maximum benefit
2-find maximum
Profit function Bandwidth gain and 1-compute the difference between | Most appropriate User-centric No
handoff cost gain and cost for each network network for handoff
2-find maximum
FLC Network data rate, 1-fuzzification Fitness rank of each Collaborative No
SNR, application - 2-fuzzy inference network
required data rate 3-defuzzification
Objective function | Quality and policy 1-compute sum of (inputsweights) | Allocation of services Collaborative Yes
indicators for each network to APs and terminals
2-find maximum
TOPSIS QoS parameters and | 1-format data into normalized matrix Best path for Collaborative No

traffic class

2-compute datatheir weights
3-compute ideal points (+/-) and
distances from ideal points
4-select the best solution

flow distribution

Table 1: Résumé des approches investiguées.
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3. Mesurer la qualité d’expérience

Avant d’étre capable de déployer la QdE dans la gestion éauesin outil de mesure
approprié est nécessaire. Pour une meilleure comprémedsita QdE, cette section
donne un apercu des différentes approches utilisées pasurerda QdE, allant de
I'approche subjective traditionnelle aux approches dhjes et hybrides respective-
ment. A la fin de la section, leurs performances sont compaaée de choisir la

méthode la plus appropriée pour I'étude.

Approche subjective

Il est évident que la fagcon la plus précise pour mesurer |atgueercue est I'évaluation
subjective des utilisateurs car il n’y a pas d’autre indicatde qualité percue meilleure
gue celui évalué par 'hnomme. Cela consiste en la construdti;n panel d’observateurs
humains qui vont donc évaluer des séquences de médias sutece.d_e résultat de
cette évaluation est donné en termes de note moyenne dogMiOS - Mean Opinion
Score), sur une échelle a cing niveaux (présentée dandéated).

Table 2: Définition du MOS et conversion possible de PSNR.

MOS Qualité Altération PSNR
5 Excellent Imperceptible > 37
4 Bien Perceptible mais non génant31-37
3 Acceptable Un peu génant 25-31
2 Mauvais génant 20-25
1 Trés mauvaig Trés génant <25

Des méthodes normalisées pour la campagne des évaluatijasts/es de la qual-
ité vidéo sont données dans ITU-R BT.50010][avec plusieurs variantes. Pour une
campagne d’évaluations subjectives appropriée, il estssaire de choisir parmi les
différentes options disponibles celles qui conviennemnnieux aux objectifs et aux
contextes des problemes. Dans ce chapitre, nous nousssb@ea la méthodstim-
ulus Simple (SSyans laquelle les séquences vidéos sont présentées wneepetrou
I'évaluateur fournit un score pour chacune d’entre ellesnime le montre la figure
2). Le score final de chaque séquence vidéo est la moyenne tissd®tous les ob-
servateurs, a I'exclusion des notes extrémes (filtréesmpéiltre statistique). D’autres
variantes de tests subjectifs sont a peu prés similairegh@ngements pouvant alors
concerner I'échelle d’évaluation, la vidéo de référeneelohgueur de la séquence
vidéo, le nombre de la vidéo, ou encore le nombre d’obsamnsite
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Video MOS

Y4 MOS,

Yo MOS,

Ys | MOS;

Ya MOS,

Derived from image created by M. Ghareeb

Figure 2. Campagne de mesures subjectives.

Bien que cette approche subjective soit la plus précise, saeniplace est trés cod-
teuse en termes de temps et de main-d’ceuvre (a cause de lagrargubjective). La
procédure d’évaluation est tres complexe et a des exigestigetes. Par conséquent,
on ne peut guére l'utiliser dans une mesure automatique vudes outils de suivi en
temps reel.

Approche objective

Puisque I'approche subjective est difficile a mettre en auune approche objective
a donc été proposée. Celle-ci utilise des algorithmes, desules et des mesures
de QdS d'un flux donné via des parametres techniques qui petaglement étre
collectés dans le réseau. Parmi les méthodes objectives,nous sommes intéressés
au Peak Signal to Noise Ratio (PSNRjui est une méthode simple et couramment
utilisée pour évaluer la qualité des vidéos. En effet, PSNIRdst le rapport entre la
puissance maximale possible d’'un signal et la puissanceududui affecte la fidélité

de sa représentation. Il est défini par I'erreur quadratigogenne (Mean Squared
Error-MSE) entre une trame originadest une trame déformékcomme suit:

1 m n
MSE= — o(m,n) —d(m,n)|?. 1
2, . lo(mm —d(mm) (1)
Chaque trame 81xN pixels, o(m,n)et d(m,n)sont les pixels de luminance de la

position(m,n)dans la trame. Le PSNR représente le rapport logarithmigtre é&
valeur maximale d’un signal et le bruit de fond (MSE). Si ldevat de luminance
maximale dans la trame dsf(lorsque les pixels sont représentés a l'aide de 8 bits par
échantillonL = 255), on a alors :

255
PSNR=10 IogM—SE. (2)
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Il peut étre remarqué que le PSNR ne peut étre calculé quguerdimage est
reconstruite au niveau du récepteur. Par conséquentjihpsssible de I'utiliser dans
les mécanismes en temps réel. En outre, la conversion de BENFROS est toujours
discutable. Sile PSNR est utile pour mesurer la proximitéisege compressée par
rapport a I'original au niveau du signal, il ne prend pas empgie la qualité visuelle
de la reconstruction et ne peut étre considéré comme unereneljective fiable de
la qualité visuelle d’'une image. Cependant, d’aprés Gross. €iL2], les mappages
heuristiques possibles de PSNR vers MOS existent; ils g@éseptés dans le tableau
2.

Approche hybride

En dehors des deux approches précédentes, une approcluetpropose un compro-
mis. De nombreuses méthodes ont été proposées pour mesQeE Idans des appli-
cations de voix sur IP ou VoIP (e.g. E-Model ITU G.103], PSQM et MNB ITU
P.861 [L4], ou PESQ ITU P. 86215]) mais trés peu existent pour I'application stream-
ing de vidéo. Dans ce document, nous nous intéress®BRA (Pseudo-Subjective
Quality Assessmenfl6], une évaluation pseudo-subjective de la qualité, quirfur
I'évaluation de la QdE en temps réel avec des résultatsamsl a la perception hu-
maine. PSQA est basé sur I'apprentissage statistiquedie I réseaux de neurones
aléatoires (Random Neural Network - RNN)7]. Il est hybride dans le sens ou il
y a tout de méme une évaluation subjective dans la méthodoldmutefois, cette
évaluation subjective peut n'étre réalisée qu’une seukedbutilisée plusieurs fois.
Avant d’étre en mesure d’utiliser PSQA dans les évaluatmiemps réel, trois étapes
doivent étre faites. Les détails de chaque étape peuvert gaton les contextes. La
méthodologie pour I'application streaming de vidéo esligyge ici.

1-Facteurs de qualité et construction de la base de donnéesidéos déformées

Dans une premiére étape, nous sélectionnons un ensemhleelers de qualité qui
ont un impact significatif sur la qualité, tels que le codedyande passante, la perte,
le délai, ou la gigue ainsi que leurs intervalles de valeursensemble de parameétres
avec des valeurs données est appeléonéiguration Une base de données des vidéos
déformées est générée en faisant varier des configuraéprssentatives. La mise en
ceuvre de cette étape pourrait étre faite par des expérisacese plateforme reelle,
un émulateur de réseau ou un simulateur de réseau.

2 - Evaluation de la qualité subjective

Dans la deuxiéme étape, les configurations choisies preuédat sont utilisées
dans une campagne d’évaluation subjective. La métBbideulus Simple (S$5pt util-
isée et un groupe d’observateurs humains évalue les viddosnkes comme illustré
sur la figure3. Puis le MOS est calculé de la méme maniere que dans I'appadh
jective. Les mappages de configurations et du MOS corregmisidont stockés dans
deux bases de données séparées, I'un pour I'entrainem&nttes pour la validation.
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Figure 3: Campagne d’évaluation subjective.

3 - Apprentissage du comportement de qualité avec RNN

Dans cette étape, le RNN apprend les mappages des configsratites scores
tels que défini dans la base de données d’apprentissage oldriufil a été entrainé,
nous obtenons une fonctiol() qui permet de mapper toutes les valeurs possibles
des parameétres en MOS. Le RNN est validé en comparant la \d@demée par cette
fonction f () au point correspondant & chaque configuration dans la batendées de
validation (que le RNN n’a pas vu avant). Siles valeurs sos¢aproches, le RNN
est validé. Sinon, les configurations choisies doiventréegaminées et les étapes 1 a
3 doivent étre répétées jusqu’a ce que le RNN soit validé.

. Lost & Delay

M o1 + bvi MOS1
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LD3 + DV MOS3
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i
L
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3

D3 + D¥3g MOS3 » Staustes on e fow
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(a) Apprentissage (b) Validation
Figure 4: Apprentissage du comportement de qualité avec RNN.

Une fois que le RNN a été validé, PSQA est facile a utiliser.rdtenir un score
instantané a I'instartt il suffit de mesurer la valeur des parameétres affectantaditéu
a l'instantt et de les donner au RNN, qui renvoie instantanément la valeM@S.
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Comparaison de performance

Une expérience, en utilisant I'application streaming dééwi sur WLAN (Wireless
Local Area Network), a été menée sur I'évaluation de la Qdt d@s trois méthodes
décrites précédemment. La figusellustre la comparaison entre PSQA (hybride) et
PSNR (objectif) en référence a une méthode "Single Stimykigijective) dans des
conditions variables du réseau. Seul le taux de perte diseutians nos tests car il
est le facteur le plus important de la qualité, les autrearpatres réseaux comme le
retard, la gigue, le débit sont affectés en fonction desepettins le réseau. Nous
ne testons pas au dela d'un taux de perte de 10% parce que rtes gas élevées
donneront toutes des résultats de qualité "Mauvaise". Pamdrgédes pertes réalistes
(avec rafale), un modeéle Gilbert simplifigd] est utilisé.

Mean Opinion Score

Loss rate (%)

Figure 5: Comparaison entRSQAet PSNRavec pour référencgingle Stimulus

On peut voir dans la figur® que PSQA surpasse PSNR en donnant des approxi-
mations plus proches de la méthode subjective dans presgséels cas. Comme |l
est difficile et colteux d’utiliser la méthode subjectivetemps réel, le résultat obtenu
montre que PSQA est une solution intéressante. C’est eledpmc été choisi comme
outil d’évaluation de la QdE dans la suite de nos études.
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4. Gestion de ressources orientée QdE

Nous avons vu que les paramétres QdS existants ne suffisgpbpagérer les réseaux
multimédia sans-fil d’aujourd’hui. En effet, les paramsétde la QdS sont moins sig-
nificatifs pour les clients qui ne sont pas vraiment préoésygar le taux de perte, le
retard ou la gigue, mais beaucoup plus par la perceptiorefdel utilisateur. Par con-
séquent, cette section décrit comment la QdE peut étre yipltans les mécanismes
de gestion des ressources en donnant quelques exempléd akmrd, une utilisation
de PSQA pour la mesure de la QdE est présentée.

4.1 Utilisation de PSQA dans la mesure de QdE

La mesure de la QdE peut s’effectuer a différents endroits nigeau du terminal
utilisateur ou au niveau des équipements réseaux. L'ayamdaine mesure sur le
terminal est sa précision, car la mesure est située au nitesrminal lui-méme et les
informations peuvent étre collectées facilement. D’aptrg, PSQA peut étre exécuté
au niveau d’un routeur ou d’'un point d’attachement pour éttemesure de réagir
directement a la situation actuelle.

Pour tous les cas d'utilisation présentés dans ce docuneu,versions de PSQA
ont été entrainées et validées pour une application strepde vidéo dans un envi-
ronnement sans-fil. La version 1 concerne des facteurs daégaa niveau IP. Une
configuration se compose de taux de perte et de la taille nmeyeées rafales de pertes.
Ce dernier parametre est essentiel parce qu’il est démoatrdegpnombreuses per-
sonnes que 'homme préfére généralement la perte en rafalperte isolée. Cela
s’explique par le fait que les pertes de paquets en rafaléuisent a un taux de perte
de trames applicatives inférieures a celui causé par désspae paquets isolégq].
En outre, plus la longueur de rafale est grande, plus réésitéa durée de la vidéo
déformée 20]. La version 2 de PSQA concerne quant a elle des facteursvaauwni
applicatif : une configuration se compose de taux de perte de trame ItRIB la
taille moyenne des rafales de pertes de trame I.

Le simulateur de réseau NS-2 est utilisé pour simuler tosicdes d’utilisation,
(NS-2.28 et 2.2971] pour WLAN, EURANE [22] pour UMTS, et NIST R3] pour
HWN). Les versions de NS-2 ont été modifiées afin d’étre capatd@dransmettre des
séquences réelles de vidéo. Le module PSQA a été égalertégréinians NS-2.

LAu niveau applicatif, la vidéo est composée de trois typesataes (I,P,B). Les trames | étant les
trames de références et donc les plus importantes poursteca la vidéo.
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4.2 QdE pour la gestion du c6té réseaux

Dans cette section, des exemples de mécanismes de coetié @seaux sont présen-
tés. lls concernent le contréle d’admission et 'adaptatie débit multicast dans le
réseau Wi-Fi et 'ordonnancement dans le réseau UMTS.

« Controle d’admission

Dans les réseaux Wi-Fi, I'utilisateur se connecte a Intevigeun point d’acces.
Comme cette technologie se répand de plus en plus, le nombiigsdteurs augmente
radicalement et la densité du trafic de chaque zone de cawestaccroit. L'utilisation
généralisée des réseaux sans-fil a mis en évidence un pellérongestion. En
outre, I'émergence des applications multimédias accesriaere plus ce probléeme.

Ainsi, ce premier exemple présente un mécanisme de corti@denission basé
sur la QdE percue par les utilisateurs, appelé "MOS-basets afigure6. |l peut
étre réalisé en refusant toute nouvelle connexion tant@d40S des connexions en
cours se situe en dessous d’un certain nivéaujans cette stratégie, le point d’acces
surveille le niveau de MOS des utilisateurs courants. Le M@®al du réseau est
calculé en prenant la moyenne des notes de toutes les coneeactives. Si cette
valeur est supérieure a un seuil, qui est égale a la limitegM@uhaité) plus la marge
de dégradation, une nouvelle connexion peut étre accepitd® la nouvelle connex-
ion est rejetée. Cette stratégie est comparée, en termetisfaci®n des utilisateurs
(qualité d’expérience) et d’optimisation du réseau (détii¢?), avec 'approche basée
sur le taux de perte. Avec une telle approche, le point d&acesse I'admission d’'un
nouveau flux lorsque le taux de perte des connexions en ctianstain certain pour-
centage (2%, 5% et 10% dans cet exemple).
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Figure 6: Comparaison des performances entre les différapigroches.

Dans le scénario, a chague seconde un nouvel utilisateue atrle point d’acces
prend une décision conformément a la stratégie basée gpétience utilisateur. Le

2|e débit utile (ou Goodput en anglais) est, en fait, le débinaeau applicatif. Il représente le
nombre de bits utiles par unité de temps transmis par leugspartir d’'une source vers une destination.
Pour mesurer le débit utile dans NS-2, le nombre de bits r@ges succes a chaque station est calculé.
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Table 3: Résumé des performances.

Mécanismes| Max. débit| Connexions| MOS
utilisé admis moyenne

2% based || 3.6 Mbps 10 flux 3.62

MOS based || 4.32 Mbps 12 flux 3.35

5% based || 3.96 Mbps 11 flux 3.19

10% based || 4.68 Mbps 13 flux 2.17

Non-control || 7.2 Mbps 20 flux 2.06

tableau3 compare les performances de toutes les approches. On peariguer que
la stratégie "MOS-based" permet d’admettre plus de flux,@aunaintenant le MOS
a un niveau raisonnable. En outre, on peut remarquer d’dprégure 6(a) que la
performance de cette stratégie surpasse une approchemdrdeainsi qu'une ap-
proche basée sur un taux de perte de 10%. Lexplication estiVante. Dans le cas
sans contréle, le contréle d’admission n’existe pas etdeag accepte constamment
les nouveaux flux. Ce qui mene a une congestion et donc a uneaisauwyualité.
Pour I'approche 10%, on remarque que fixer un taux limite adtege10% induit une
dégradation inacceptable pour des utilisateurs d’uneagimn multimédia telle que le
streaming vidéo. La stratégie "MOS-based" a des perfornsdégerement meilleures
gue celle basée sur 5% de perte qui est, en général, un tauvsrielimite au dela
duquel la qualité n’est plus acceptable. La stratégie "M@$seH" obtient a certains
moments des meilleurs résultats par rapport a une apprad@e lsur 2%, mais glob-
alement elle est perdante. La bonne performance de I'appr@% a une contrepartie,
qui est une sous-utilisation de la bande passante commeutriepeoir dans la fig-
ure 6(b) et le tableawB. En effet, une approche qui utilise 2% de perte comme limite
d’admission est trop prudente : en conséquence le délEtdgice mécanisme est plus
bas et le point d’accés en utilisant ce mécanisme admet umsrdeiflux.

« Adaptation du débit Multicast

Pour ce mécanisme, un environnement sans-fil multicasésed#. Cet environ-
nent est avantageux pour la consommation de bande passante paquet n'est en-
voye qu’une fois pour atteindre tous les destinatairesiftsidans le groupe multicast).
Toutefois, avec du Wi-Fi, les paquets multicast sont ensa@y@éc le débit (modulation)
le plus bas, ce qui se traduit par une baisse de la capacitardgsrtission en raison de
I'occupation plus longue du canal.

Pour résoudre ce probleme, plusieurs mécanismes ont gtégg® Ils s’appuient
sur la possibilité qu'offre le réseau Wi-Fi de transmettes dlonnés a des débits
différents. Contrairement a d’autres protocoles exist@R&sM [24], ARSM [25],
LM-ARF [26]) qui utilisent un seuil statique afin de décider quand it fauanger le
débit, Q-DRAM (ou "QoE-based Dynamic Rate adaptation Mechahistilise une
approche avec seuil dynamiqug].[ Selon les informations des clients sur la qualité
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d’expérience, le point d’accésdapte le débit de multicast de la maniére suivante:
() lorsque I'expérience utilisateur est mauvaise, le pdiacces réduit le débit; (ii)
lorsque I'expérience utilisateur est bonne, le point deasdacrémente le débit en fonc-
tion du backoff exponentiel binaire (c’est-a-dire, sidittlu réseau devient mauvais
(échecs consecutifs), le point d’acces attend deux foss Iplogtemps avant de tenter
d’augmenter le débit) comme présenté dans la figure

counter == thMIN(2 ) counter <”11(2 1 counter « th2(2 | counter < thiax 2™

just_up & just_up & just_up &
fail = true fail = true fail = true

. counter =th1 e

couter = thiAX

Figure 7: Mécanisme de backoff dans Q-DRAM.

Dans le scénario de la figuB¢a), les clients multicast sont placés autour du point
d’acces. Pour générer une erreur de canal (BER-Bit Error Rate)station est en
mouvement durant la période allant de la 15eme a la 45emadec®-DRAM est
comparé avec trois mécanismes: une modification du débi#ebsis PSNR (SARM
ou "SNR-based Auto Rate for Multicast27])), un débit maximal pour avoir la plus
grande utilisation de bande passante (11M) et un débit nainpwur avoir le moins de
pertes dues au canal (1M).

La figure 8(b) illustre la moyenne du débit utile de toutes les statiobtenues
pour chaque mécanisme. Il est a noter que le débit utile estalisé selon le taux
d’encodage de la vidéo (le résultat présenté est le déhgédpar le taux d’encodage
courant) ainsi les résultats obtenus sont dans I'intexjétil]. La figure8(b) montre
gue Q-DRAM fournit un débit utile plus élevé. Plus importantere, son débit utile
est significativement plus éleveé que tous les autres petelamduvement du nceud. En
outre, il peut étre remarqué que le débit utile est le pluddrade la transmission a 1
Mbps, cela est d0 a une sous-utilisation de bande passasitieltransmission a faible
débit. Le détail de cette anomalie de performance est axptians28]. En utilisant le
taux maximum (11 Mbps) le débit utile est élevé au début efial&ourtant, lorsque
la distance augmente a cause de la mobilité, I'état de caphde (a cause de BER
€levé) et cette stratégie a alors une trées mauvaise pemicen&n général, SARM a
des résultats Iégéerement meilleurs que le taux de base ()Min@lgré tout il N’y a
pas d’amélioration au cours de la mobilité.

Nous avons observé des fluctuations dans le Q-DRAM au coura dwobilité
car il tente d’augmenter le débit des gu'’il détecte une baromalition de canal, ceci
afin d’obtenir le meilleur débit possible. Malgré ces flutinres, Q-DRAM surpasse

3Une abréviation AP (Access Point) est utilisé pour pointdés.
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Figure 8: Comparaison des performances de différentes epgso

encore les autres régimes au cours de cette periode. Ladig)itustre la satisfaction
globale des utilisateurs par le biais du MOS moyen de to@estations. Puisque
Q-DRAM utilise la qualité d’expérience comme indicateumlitient une excellente
performance dans la QdE : en effet son MOS moyen est d’au n3pihpendant la
session.

« Ordonnancement dans 'UMTS

Regardons cette fois une autre technologie sans-fil, ou cd'@ue@eut appeler
réseaux cellulaires ou encore réseaux mobiles. Cet exemmpbeime UMTS (Univer-
sal Mobile Telecommunications System). Avec 'améliaratil’'une nouvelle méthode
d’acces HSDPA (High Speed Downlink Packet Access), il peutrir plus de bande
passante et assurer une plus large gamme de services y soespapplications mul-
timédia. En UMTS, les différentes catégories de trafic so@tipées ainsi que leurs
caractéristiques. Ainsi le trafic "Best effort" a été spécifiécaune basse priorité, car
il a moins de contraintes sur la qualité. D’autre part, ufidraultimédia en temps réel
comme le streaming de vidéo est plus sensible aux variatiet'&tat du réseau. Par
conséquent, un traitement spécial (par exemple ordonoandenté QdS ou QdE) est
nécessaire afin de parvenir a la satisfaction des utilisatdd'apres la littérature, la
plupart des mécanismes d’ordonnancement ne tiennenfgaleament compte que de
la qualité du signal et de I'équité mais ne considérent ppsieeption des utilisateurs.
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Dans cet exemple, un ordonnanceur orienté QZlEs¢ra présenté. Il prend en
compte la qualité d’expérience lors des décisions d’ordonament. L'idée princi-
pale est de donner la priorité aux utilisateurs de streawiohgp, qui ont plus de con-
traintes en termes de qualité. Pour cela, un coefficientiie a chaque utilisateur.
Ce coefficient, d’une facon analogue a la fonction de barfi29g est alors multiplié
avec l'indice de priorité utilisé dans les mécanismes darcancement traditionnels.
L'ordonnanceur orienté QdE différencie le calcul du coéffit des clients vidéo et
celui des clients best-effort de la maniére suivante : si @3\Wes utilisateurs vidéos
est inférieur a un seuil spécifique, I'ordonnanceur augméntoefficient des utilisa-
teurs vidéo et diminue ceux des utilisateurs best-efforecAce procéde les utilisateurs
vidéo auront plus de chances d’obtenir une transmissios légorochain slot.
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La topologie du réseau est présentée dans la fi§(@g Dans un scénario de
base, il y a 4 nceuds vidéo et 8 nceuds best-effort dans la tpeao leur distance
maximale par rapport a la BS est de 300 metres. L'ordonnarméemté QdE est
comparé aux approches traditionnelles, a savoir le RoundnR@IR), Maximum
Carrier-to-Interference Ratio (Cl), Proportional Fair (P&)|'ordonnanceur orienté
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QdS (Normalized Rate Guarantee-NREB])). On peut constater dans la figudé)
gue lI'approche orientée QdE a atteint une bonne performandermes de satisfac-
tion des utilisateurs. Les MOS des utilisateurs de vidéd plus élevés que pour les
autres approches traditionnelles, mais Iégerement fiégia celles données par NRG,
qui privilégie encore plus les utilisateurs vidéo par rappox utilisateurs best-effort.
Toutefois, lorsque le nombre de nceuds best-effort augnuaris la figured(c), le
débit de NRG est trés mauvais car il donne trop de créneauxtdisateurs de vidéo
et pas assez aux utilisateurs best-effort. Finalementcomparaison d’équité présen-
tée dans la figuré(d) montre que les ordonnanceurs QdE et NRG sont équitables po
les utilisateurs de vidéo puisqu’ils permettent d’obteigibons QdE pour environ 80%
des utilisateurs.

4.3 QdE dans la gestion du c6té terminal

Dans cette section, des mécanismes de contrble du cét@sutilisateur sont présen-
tés. lls concernent principalement le mécanisme de sétedg réseau d’acces aussi
bien dans I'environnement homogéne que dans I'environneh@érogene.

- Sélection du réseau d’acces - Environnement homogene

Le réseau Wi-Fi devenant de plus en plus populaire, il y a dtmplus en plus
de points d’acces, souvent situés dans une zone géograpghéguyroche que I'on ap-
pelle "hotspot”. Les utilisateurs doivent pouvoir choisirdseau qui fournit le meilleur
service pour son application. La qualité doit étre satisfau niveau utilisateur et la
performance globale doit étre maintenue au niveau du résea@st a dire avoir une
répartition équilibrée de la charge entre les points d'ac&®ur cela, un mécanisme
de sélection de point d’acces Wi-Ff][est proposé dans cet exemple. |l est centré
utilisateur et fonctionne avec l'assistance du réseau. fitand aux utilisateurs des
informations pertinentes sur I'état du réseau, ce mécandanne un compromis en-
tre la satisfaction des utilisateurs et le rendement decfatgur réseau. Pour cela, le
point d’acces dans ce systeme envoie le MOS actuellemect jpar les connexions
courantes. Ensuite, les nouveaux clients peuvent décelee @onnecter au meilleur
réseau disponible. Ceci peut étre réalisé en intégrant uleeMi@S dans les trames
"Beacon" et "Probe Response" qui seront envoyees par le poicteda Lorsque les
utilisateurs passifs recoivent des "Beacon", ils recevroatedgent le MOS de tous
les réseaux disponibles. De méme, lorsque I'utilisatetif eanvoie une "Probe Re-
quest", ils recevront en retour le "Probe Response" avec le ND@®nécanisme basé
sur la qualité d’expérience (ou "MOS-based") est comparé Bapproche par deé-
faut actuellement utilisée dans les terminaux et baséeesuindicateurs de qualité du
signal radio. Le scénario est illustré dans la figlioéa) ou les nouveaux utilisateurs
ST14 et ST15 décident a quel point d’acceés (AP) ils demandgieatconnexion. Le
point d’acces le plus proche de ces deux noeuds est APO quessthargé. Dans



Résumeé en Francais 27

un mécanisme basé sur la qualité du signal, les deux nceusrahbAPO en raison
d’'un meilleur rapport signal/bruit. Par contre avec le nmésme "MOS-based"”, ils
trouveront que le MOS d’APO est inférieur a celui d’AP1, stubnt donc préférer se
connecter a AP1. La figureQ)(b) présente le MOS de chaque nceud, on peut constater
gue I'approche "MOS-based" surpasse celui basé sur lagdalgignal. La difference

de qualité obtenue est de trois niveaux : une amélioratiomvaEu mauvais a excel-
lent est observée avec ST14 et ST15. Une augmentation iamperde la qualité est
également illustrée dans toutes les autres stations dau@s&P0. En outre, le MOS
moyen dans ce réseau présenté dans la fifjo(® est plus élevé tout le long de la
session.

Les charges de chaque réseau d’acces sont illustrées dapsdd 0(d) ou on peut
remarquer que I'approche orientée QdE donne également illeunes performances
en termes de répartition de charge. La différence entrenges du réseau représenté
par APO et AP1 est deux fois plus petite que celle du mécanizsé sur le niveau
du signal recu. Une bonne performance est automatiquerbtariue avec la sélection
du réseau basée sur la QdE puisque les utilisateurs préfém&seau avec une bonne
note de MOS, généralement a faible charge.
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Figure 10: Comparaison des performances entre le mécanasaesbr la QdE et celui
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- Sélection du réseau d’acces - Environnement hétérogéne

Puisque le déploiement du réseau de prochaine générat@g)nc@mmence a se
propager a travers le monde, il est difficile pour les utibsas de sélectionner le
meilleur acces parmi plusieurs technologies existantas c&séquent, un autre me-
canisme de sélection est préser@e [I étend le précédent en prenant en considération
I'expérience utilisateur ainsi que d’autres facteurs canencodt et la mobilité, cette
fois dans un environnement hétérogene.

Des moyens de communication utilisés dans ce type de réseaamnt étre les mes-
sages de signalisation du standard IEEE 802.21 MIH (Medlapendent Handover)
[31]. Pour la décision, la fonction objectiv@F est définie par la somme de chaque
critérei (C;) multiplié par leur poidsy;j). Les poids peuvent étre modulés en fonction
des exigences du client, et la somme de tous les poids est &d410. La valeur de
chaque critere est normalisée par sa valeur maximale, @oguie une note comprise
entre 0 et 100 pour chaque réseau. Une fois le calciDBesffectué pour chaque
réseau candidat, I'utilisateur hiérarchise les diffésadtseaux et sélectionne celui qui
a le meilleur résultat. Sila demande de connexion au preftiechoisi ne peut étre
satisfaite par 'opérateur, la station essaie le suivans tihiérarchie, et ainsi de suite.
Pour garantir la qualité de I'application, une marge estitéje a la note requise pour
absorber la dégradation. La meilleure valeur de marge @ssiehselon les résultats
dans la figurel 1(b).

Le scénario est présenté dans la figlite). Le nceud mobile (MN) est un terminal
multi-interfaces équipé d’interfaces WLAN et UMTS. Au déletseul réseau présent
est 'UMTS donc le MN commence sa connexion via ce réseau. Neskl déplace
durant la connexion jusqu’a ce qu'il entre dans la couvertlr réseau WLAN. Le
MN doit alors décider soit de rester sur le réseau UMTS soithdeger pour aller sur
le réseau WLAN. Dans ce scénario, le WLAN est déja chargé paiquits connexions
existantes et des nouvelles demandes.

Ce mécanisme est comparé avec une approche basée sur l& pactiellement
utilisée sur de nombreuses implémentations de Mobile IResmarché. Les résultats
obtenus montrent que le mécanisme proposé donne de meilésuitats lorsque I'on
souhaite garantir a la fois la qualité d’expérience du ncealbilm (figurel11(c)) et les
utilisateurs en cours dans le réseau ciblé (figlifl)). La répartition de la charge
est également préférable puisque le réseau UMTS gardefile deaMN. Ces résul-
tats montrent que méme avec un mécanisme simple, nous podegnobserver une
amelioration considérable des performances.
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5. Conclusion et Perspectives

Conclusions générales

Ce document de thése fournit une étude approfondie de laogedi ressources en
utilisant la qualité d’expérience ou QdE, un nouveau condepjualité qui a réecem-
ment émergé dans les réseaux multimédias d’aujourd’hue roéthode d’évaluation
appropriée (PSQA) a été choisie afin de mesurer la QdE en tegepsEn utilisant
un apprentissage statistique avec un réseau de neuroatsral® cette méthode re-
produit I'expérience utilisateur en utilisant les infortioas du trafic réseau en temps
réel.

Avec cette mesure automatique de la QdE, de nombreusesabioeis de la gestion
des ressources ont été explorées. Ceci comprend la gestidoiga toté réseau et cote
utilisateur. Les mécanismes coté réseau sont le contratbrdssion, 'adaptation de
débit et 'ordonnanceur. Lindicateur QdE est utilisé ptaws ces mécanismes. En ce
qui concerne le cété utilisateur, la gestion des connexagas le mécanisme de sélec-
tion du réseau a été étudiée. Les investigations ont cormgnemaenilieu homogéene
et ensuite dans un environnement hétérogene. Les resuiizisus (satisfaction des
clients, utilisation de la bande passante, equilibragehdege, et equité) illustrent les
bonnes performances du déploiement de la QdE et son utihsedbmme indicateur
dans la gestion des ressources.

Il peut étre remarqué que seuls les cas de transmission oittéeté étudiés, mais
les mémes idées peuvent étre appliquées a d’autres tygadidaions multimédias.
En outre, comme la QdE est indépendante du contexte, elteégalement étre dé-
ployée dans d’autres technologies de réseau ou archigectur

QdE dans la gestion des ressources

Cette section traite des limitations et remarques concéthaifisation de métriques
QdE dans la gestion de réseaux. Comme l'outil PSQA a été déployr mesurer la
QdE, ses limites et des remarques le concernant serontegaidiscutées.

La QdE devient progressivement un facteur essentiel p@a&dtion des ressources.
Puisque les réseaux deviennent de plus en plus hétérogisesavaux futurs pour-
ront porter sur la gestion des ressources dans un tel eneinoent en utilisant la QdE
(qui est indépendante du contexte) comme métrique. L'bgé&réité ne concerne pas
seulement la technologie des réseaux, mais aussi les aijpplis, les utilisateurs, les
appareils, etc. Avec la croissance des applications médtias dans les réseaux de
prochaine génération, divers types de trafics se répandwrites réseaux. La dif-
férenciation des services sera nécessaire pour traiterdesuypes d’applications en
fonction de leurs caractéristiques et de leurs exigencégrénts traitements seront
nécessaires pour satisfaire I'utilisateur et tout en ojgtimt I'utilisation des ressources.
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Un autre point concerne la qualité d’expérience garantieudllisateurs finaux.
L'opérateur de réseau doit tenir compte du fait que le serfaarni est garanti par un
MOS moyen ou minimum en trouvant le meilleur compromis péypédrateur et les
utilisateurs. Si le service garanti est en termes de noteem@y pendant la durée de
la connexion, il est acceptable d’avoir quelques instaat¥!®S bas et certains autres
moments avec un MOS haut pour compenser. De méme, si le s@sti@aranti en
termes de valeur minimale, I'opérateur de réseau doit sfas$ors de la connexion
que l'utilisateur percevra au moins cette valeur minimdllest utile de rappeler que
la qualité d’expérience est subjective et, en général, ilisateur est plus sensible au
moment de mauvaise qualité donc l'utilisation d’une valeumimale peut étre plus
risqué pour I'opérateur. Dans tous les cas, un SLA apprajmitéétre établi a I'avance
en indiquant les spécifications du service offert et la raspbilité de chaque partie.

En ce qui concerne la mise en ceuvre et l'utilisation de PS@Aemarque que
PSQA est un bon outil pour mesurer la qualité d’expériencerps réel, mais il faut
mentionner que méme si la sortie de PSQA (qualité d’expéeleast indépendante
du contexte, les entrées de PSQA et sa méthodologie sont guedles spécifiques
au contexte. Avec cette méthodologie, le RNN validé fonctera seulement avec la
méme application et dans le contexte ou il a été validé. Rample un RNN validé
avec une application de streaming vidéo ne sera pas présiddcson utilisation pour
mesurer une application VoIP. En effet ces deux applicatmnt des caractéristiques
différentes, se traduisant notamment par des différereeslds facteurs pris en entrée
du RNN. Par exemple, les facteurs liés au temps (par exemddks, et la gigue) sont
essentiels dans la VolP, mais moins important dans le singaridéo car il y a la mise
en tampon (buffering) du flux avant la lecture. En ce qui comed¢’environnement,
la distribution des pertes sur un réseau sans-fil est différde celle dans le réseau
filaire. Néanmoins, le principal avantage est que la proeédientrainement est faite
une fois pour toute et qu’ensuite I'outil PSQA peut étreisiilpour mesurer la QdE en
temps réel autant de fois que souhaité.

Perspectives

On peut remarquer qu'’il y a divers applications sur le résBaujourd’hui, chacune

avec ses propres besoins. Un service sur mesure doit étra far le réseau opéra-
teur en termes de besoin en bande passante, la sensibitiédeauetc. Le méme argu-
ment s’applique aussi aux utilisateurs du réseau. Lesatidurs privilégiés (payant
généralement un prix plus élevé) devraient avoir un meillzces aux ressources
compare aux utilisateurs de plus basse priorité. La gestsnressources doit étre
consciente de ces facteurs. Un sujet potentiel pourrait @re la gestion de "dif-

férenciation de service" en tenant compte, par exemple,edpdrience utilisateur,

de la priorité de classification des services ou des u#ligat etc. Deux applications
représentatives, a savoir la vidéo et la voix sur IP, poentaétre envisagée ainsi que
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le trafic background. La gestion sera basée sur I'expérieticgateur afin d’étre plus
souple et plus efficace que celle fondée sur des paramettasdaes. Par exemple,
des mécanismes d’ordonnancement améliorés pourraienp@iposés pour fournir
une qualité appropriée pour chaque application et chadlisateur.

En outre, il serait utile que nous puissions prédire I'eigrare utilisateur (prédic-
tion du MOS). Quelques travaux ont déja commenceé sur cestgspeéela peut étre
fait grace a l'apprentissage, le mappage, ou d’autresegiest de modélisation. Si
la prédiction précise de la QdE est disponible, on peut im&giout un systeme de
réseau informatique basé sur la QdE pour la gestion desuregso Par conséquent,
il serait intéressant d’étudier la possibilité et la faisahde concevoir une telle archi-
tecture. De nombreuses questions doivent étre examinéssntités de controle des
ressources du réseau, les communications entre les ehtitéseau, la facturation, les
guestions de sécurité, etc. En outre, I'hétérogénéitédgmalement concerner d’autres
éléments que la technologie du réseau. Et la question biméeabilité va devenir
cruciale et devra étre étudiée afin de rendre toutes ceohétaFités compatibles tant
au niveau des technologies des réseaux sans-fil que desismearde gestion des
ressources.

Outre les aspects d’hétérogénéité, les recherches powoatinuer sur d’autres
architectures telles que les "réseaux overlay" comme panghecles réseaux pair-
a-pair, ou méme les réseaux CDN (content delivery networkgipergent. Avec ces
architectures de réseau, il sera avantageux d’étudier emtiangestion des ressources
peut étre améliorée en utilisant I'indicateur QdE. Paeails, comme dans le présent
document la gestion des ressources est étudiée du coté@ etsthacoté utilisateur; il
serait également intéressant d’étudier la gestion desussss de bout en bout.
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Chapter 1

Thesis Introduction

1.1 Problem statement

At the beginning of networking era, connections are esthbli via cables or what we
callwired network This type of network provides high bandwidth and stabledtoon,
making it easier to manage network resources. With progmesetwork technologies,
wireless and mobile networks are increasingly emergeders ugant to be connected
anywhere and anyhow. Moreover, the ability to connect uséne network using air
interface facilitates connection establishment greaily;a result, wireless networks
and users are now everywhere. Many devices and applicaienseleased to be op-
erated on this type of network. A personal computer (PC) tazaywork on both
wired and wireless environment; more specifically, mob#gides can now connect
user to the Internet via different access networks/tedgies simultaneously. Mean-
while, users are more and more interested in multimedia@gins as we currently
observe tremendous growth of this traffic on the network. dditton, network users
also become more experienced and traditional ways of miegsguality using tech-
nical network parameters do not accurately reveal quaditggived at user. Therefore,
it is now more interesting to measure the quality in terms s#riperception of the
provided service or what we cajliality of experience (QoE)

Obviously, the two principal actors in this context aretwork operatorand net-
work user The role of network operator is to provide services to usedifferent
access networks and technologies; network user is themt ciigorovided services. It
can be noticed that in this business model, users play anrtengaole as their satisfac-
tion is fundamental to operator’s benefit. The key resouraeneeds to be managed is
thebandwidth which is restricted and varying because of wireless natwenetwork
operator’s perspective, bandwidth needs to be distribetigciently in order to yield
the most revenue. For network users, they want to selectasienetwork, which will
provide the best quality with the lowest price. In such gditug resource management
is crucial since efficient mechanisms can help satisfyirty parties.

35



36 Thesis Introduction

There exist many ways of managing network resources. Atorétgide, operator
can deploy admission control mechanism that manages imgptraffic by filtering
(admit/refuse) new connection in order to control amountraffic in the network.
Adaptation can also been done at point of attachment suctcasspoint or base sta-
tion; for example, transmission rate can be adjusted inrdadbetter suit the current
condition of the network. The packets can be scheduled dicgpto quality and/or
priority of users or traffic class as well. As for user sidetwwrk users can manage
their connections using mechanism like network selectmohelp them choosing the
best network among several accessible today. Managingnetesource in this con-
text is a complicated task due to different factors; desiomg of the points that are
going to be considered in this dissertation are listed below

* First of all, thewireless naturef the network makes management becomes more
difficult. Due to its open environment, wireless network isne to all types of
interference and disturbance. As a result, network camditaries often; hence,
guaranteeing service quality can become a complex issue.

» Second factor is thecreasing amount of traffidue to rising number of Internet
users. Many progresses have been done and user terminatsaaéfordable by
almost everybody, network connections are various andsaitde everywhere
making it much easier for people to get a connection. Thisipireenon in-
creases difficulty for managing resources since increaa#ftctresults in higher
congestion and also more interferences in wireless envieon.

» Another important factor is these of multimedia applications wireless net-
works. With this type of application, managing resourceagsechnical param-
eters is no longer appropriate as it is too conservativeuth spproach, limits
are fixed for technical parameters and operator has to maragarce accord-
ingly. Since many multimedia applications generate véeiaii rate traffic, han-
dling quality using, for example, bandwidth restrictiomis enough, especially
in wireless environment where network resource is scarderatio condition
changes often.

» Resulting from the growth of multimedia applications, Qiyabf Service (Q0S)
becomes less significant and the notioQuoiality of Experience (QoEdr some-
times called user experiengds becoming more meaningful to network user.
QOE reveals the quality of a service as perceived by userhd$§ral objective
of every service is user satisfaction, quality of expereisdhus the most impor-
tant concern. Therefore, network operators who wish to meed their profit by
optimizing resource utilization also have to keep useritigitat results directly
from user satisfaction.

lUser experience and quality of experience in this documawme the same meaning and they will
be used interchangeably from now on.
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* Variety of applicationsn wireless networks today also makes resource manage-
ment very hard to deal with. Different types of applicatidIf, video stream-
ing, interactive games, emails, FTP, etc.) have differeqtirements in terms of
bandwidth, delay, jitter, etc. Hence, appropriate ancedgfhtiated treatment is
needed for each type of applications if we want to satisfy agpectation.

* Finally, heterogeneity in access netwask what we could call heterogeneous
network environment becomes reality. As today user’s @gsvigre equipped
with several interfaces enabling the connection to difieretwork technologies
(Ethernet, Wi-Fi, Cellular, Satellite, etc.), even in sitaneous manner. Diverse
technologies have their diverse characteristics and theye combined together
in order to provide a heterogeneous system, a very powseystgsn enabling all
classes of applications to find the right access network. celethe arrival of
this type of environment needs special treatments andaseszcomplexity of
management problem dramatically.

To briefly summarize, this dissertation will focus on resumanagement prob-
lems in wireless networks. The topics that will be handledoceon bandwidth and
connection management. Business aspect such as pricingLandS8rvice Level
Agreement) are out of the scope of this dissertation. In chs$eeterogeneous envi-
ronment, one network operator possessing different n&tveamhnologies is assumed.
Additionally, security aspects such as authenticatioreautkdorization are not the focus
of this dissertation neither. Therefore, a server, type AAAthentication, Authoriza-
tion, and Accounting) server, is assumed to be present indtveork and it is the entity
that manages all these aspects efficiently.

1.2 Motivations and objectives

Resource management in wireless networks can be handleddirepdo different
points of view. In terms ofechnology-orientedeach wireless technology can be man-
aged independently and solutions can be constructed foraddlcem separately. Or, in
terms ofenvironment-orientedssues can also be classified according to environment
type (e.g. homogeneous or heterogeneous) and solutionsecastablished for each
distinct category of network. Furthermore, in termslafer-oriented management
can also be done at different layers of &3any researchers have tried to manage
the network in the IP, MAC, or PHY layers separately or sometaollaboratively as
in cross-layer design, for example.

Other than using previous classifications, the work in tloisusnent will be clas-
sified according to the two main actors, namely network ared. iBhe management

2The Open System Interconnection Reference Model (OSI BederModel or OSI Model) is an ab-
stract description for layered communications and conymegavork protocol design. It was developed
as part of the OSl initiative32).
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is then categorized into two approach&ketwork-centricand User-centricregarding
network and user perspectives respectively. Severalisofutvill be proposed. From
network perspective, operator should be able to guarantsstain level of quality
in order to obtain client’s fidelity and thus good revenuegrein wireless and vary-
ing network condition. As for user perspective, user shd@dble to select the best
available network.

For network-centric approach, final decision is done at nekvgide and network
operator’s benefit is the principal concern. Even thouglomes cases user informa-
tion is also collected for making the decision, the final deeci is made at the network
operator and management mechanisms are applied in ordeat¢b operator’s ob-
jective. Network-centric mechanisms are, for examatmission contromechanism
that filters incoming connections in order to control cotigesin the networkpacket
schedulerthat can be used to schedule user at the specific time acgdaimetwork
conditions, etc.

On the contrary, for user-centric approach, final decistohald at user terminal
and user’s benefit is the principal concerns even though soethanisms may also
take into account information from network environment.cdin be seen that user
does not have much control other than actions concerningeseinal; usually, user-
centric mechanisms are relatechetwork selectioscheme that helps user in choosing
the best network among several candidates.

Regarding multimedia applications, it is important to cdesinot only technical
network parameters but also user experience of the prowdedce. Today’s users
become more experienced and their expectation is in termaatwdfaction and not in
terms of guaranteed network parameters. For that, qudlkyperience concept should
be investigated as it is suitable to network evolution naayad We can observe that
even though many mechanisms have been proposed in theureraery few takes
QOE into consideration. Since there is a lack in studyingrtigact of user experience
on network management, the goal of this document will be e management
issues with this new concept of quality. As quality of expade is independent of
network technologies and applications, it is thus flexibie & can match perfectly
with heterogeneity in network today.

By definition, user experience is related to application fay@wever, it can be
handled at other layers as well. For application layer, tadegms can be done at end-
user or end-server in order to improve quality of the stredins includes technique
like stream switchingpr new codec likescalable video codingn which multimedia
server can adapt encoding rate dynamically according wwarktcondition. For net-
work layer, quality can be improved if we can control propenle network status. For
media access control and physical layer as well, the trasssom rate can be adapted
in order to suit the physical condition. In this dissertatithe focus will be princi-
pally on network and MAC layer where controls can be exechiedetwork operator.
Moreover, investigation is also done from the user persgect
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1.3 Thesis contributions

Topics concerning problems stated previously have beeasitigated. First of all, state
of the art in resource management is studied. Accordingdditdrature, multimedia

application is the problematic issue. This type of appiamahas restricted require-
ments and it is difficult to guarantee a level of service dqualMany management
schemes are proposed but very few of them are intereste@irexgerience. As men-
tioned earlier that final objective of a service is user attion and thus quality of

experience is the most important factor. Meanwhile, neltveerators should also be
satisfied of their profit by optimizing resource utilizatiohccording to that, manage-
ment mechanisms that aim to satisfy user experience and aathe time to optimize
resource utilization are studied in this thesis. For nekvgide, QoE-oriented mech-
anism such as admission control, rate adaptation, and slihgdhave been proposed
and network selection mechanisms for user side. Most of tiadwn into account in-

formation from both user and network to cover all criteriaheTstudies have been
conducted in different wireless technologies (IEEE 80atd Cellular Network) in

both homogeneous and heterogeneous way. The obtainetsrdsaionstrate that it
is feasible and beneficial to use quality of experience asicniet improve network

management in the future.

The work presented in this document has been published iiolbeing articles:

* [1] K. Piamrat, A. Ksentini, J.-M. Bonnin, and C. Viho. "Radio resmeiman-
agement in emerging heterogeneous wireless networks". Gem@ommuni-
cations, In Press, Corrected Proof, Available Online, F&0.02

* [2] K. Piamrat, K. Singh A. Ksentini, C. Viho, and J.-M. Bonnin. "B@aware
scheduling for video-streaming in High Speed Downlink Radkccess”, IEEE
Wireless Communications & Networking Conference (WCNC 2018721 Apr.
2010.

* [3] K. Piamrat, A. Ksentini, J.-M. Bonnin, and C. Viho. "Q-DRAM: Qdtased
dynamic rate adaptation mechanism for multicast in wietetworks". In IEEE
Global Telecommunications Conference (GLOBECOM 2009), pdgés 30
Nov. - 4 Dec. 2009.

* [4] K. Piamrat, A. Ksentini, J.-M. Bonnin, and C. Viho. "Rate Adapia mech-
anism for Multimedia Multicasting in Wireless Networks" x8i International
Conference on Broadband Communications, Networks, and Sy¢&nmadnets
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Control for Multimedia Applications in IEEE 802.11 Wirelebketworks". In
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2008.
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selection for multimedia users in IEEE 802.11 wireless oeks'. In 33rd
IEEE Conference on Local Computer Networks (LCN 2008), pag@&s338,
Oct. 2008.

 [8] K. Piamrat, C. Viho, A. Ksentini, and J.-M. Bonnin. QoE-awatetwork
Selection in Wireless Heterogeneous Networks. In ResearpbrRBR-7282,
INRIA, 2010.

* [33 K. Piamrat, C. Viho, A. Ksentini, and J.-M. Bonnin. Rate Addjuta Mech-
anisms for Multimedia Multicasting in Wireless IEEE 802 Ni&tworks. In Re-
search report, IRISA, 2009.
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1.4 Thesis outline

This section provides the outline of the dissertation byngj\brief details on the dif-
ferent chapters that present the contribution of the stiy.1.1illustrates underlying
themes from introduction through conclusions and perspesct

— Chapterl: Introduction

The document begins with this introduction chapter givirggaiption on research
topic and problem statement. Then motivations and objestire presented as well as
thesis contributions. The chapter ended with thesis aytiirhich is explained in more
details in the following.

* PART I|: Quality-oriented Resource Management
This part provides state of the art and backgrounds on guehare resource
management topic. It contains two chapters: State of thgchdpter2) and
Quality of Experience in Resource Management (chaptdescribed as follow:
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Figure 1.1: Thesis Outline.
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— Chapter2: State of the Art
This chapter provides state of the art in resource managemneler het-
erogeneous wireless netword\(VN). Backgrounds and characteristics of
heterogeneous wireless network are described. Typicahgement proce-
dure in radio resource managemeRR(M) is explained and discussed. Re-
cent and representative mechanisms in decision makinguaveygd and
important concerns, such as QoS, mobility, and architecane discussed.

— Chapter3: Quality of Experience in Resource Management
In this chapter, the concept of quality of experience ioidtrced along with
assessment approaches and their evaluation. The focusaigemmnique
called Pseudo-Subjective Quality Assessment (PSQA), wainables ac-
curate QoE assessment in real time. After that, researebttins on how
to use QOE in resource management (RM) are given.

Management mechanisms are classified into two approactedsiork-centric
anduser-centri¢ resulting in the two following parts.

PART Il : Network-centric Resource Management

This part presents network-centric mechanisms proposec$ource manage-
ment using Quality of Experience as metric. This includesiadion control
(chapterd) and multicast rate adaptation (chap$¢in IEEE 802.11 standard,
and then investigation continues on packet schedulingoeh@) in one of Cel-
lular network standard called UMTS (Universal Mobile Telsununications
System).

— Chapter4: Admission Control
This chapter presents an important problem for network atper called
congestion contrein wireless network nowadays. Admission control mech-
anism is one solution to solve this problem. Related workseonng
admission control in this environment are discussed thenQbE-based
mechanism is proposed. It provides a solution being awanesef ex-
perience. Access point functionality in the scheme as welhteraction
between access point and PSQA are also explained. Aftelinmaliemen-
tation and performance evaluation in network simulator2\&e given.

— Chapter5: Multicast Rate Adaptation

This chapter begins with introduction to wireless multinaechulticasting

including its advantages and drawbacks. Related works coincgerate

adaptation mechanism in unicast and multicast environmenprovided
and discussed. Then two schemes are presented, one iraggatoach and
the other in dynamic approach, to solve the problem whilgidb@aware

of user experience of multicast clients. Then, performavweduations are
given and results are discussed.
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— Chapter6: Packet Scheduling
This chapter presents the study of another popular tecgpoldMTS,
one of the recent cellular networks. Related works concgrnigtwork
scheduling are described and QoE-aware schedulers arenprdsalong
with performance evaluation and results.

* PART lll : User-centric Connection Management
This part investigates management problem from the usspgpetive. It presents
user-centric mechanisms such as network and handovetiselegechanism in
homogeneous environment (chapteand heterogeneous environment (chapter
8) respectively.

— Chapter7: Network Selection in Wireless Local Area Networks
This chapter describes current problem of network seleaitd existing
solutions. Then, network selection mechanism based ontywhlexpe-
rience is presented together with access point/mobile fuostionalities
and interactions with PSQA. The chapter ends with impleatesris and
performance evaluations.

— Chapter8: Network Selection in Heterogeneous Wireless Networks
This chapter investigates network and handover selectioblgm, this
time, in heterogeneous environment. The problem statearahtelated
works are given along with the proposed mechanism. Theropeéance
evaluation is conducted and obtained results are discussed

— Chapter9: Conclusions and Perspectives

Finally, the document ends with this chapter providing ¢esions and perspectives.
Different discussions and conclusions of QoE-aware resommanagement in wireless
networks are provided. Furthermore, open research direstre also considered.
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The Part | consists of two chapters with the objective to provide read-
ers a better understanding and good backgrounds on quality-oriented
resource management. Definition of environment and analysis of re-
source management procedures will be described. State of the art in
resource management based on quality will be given along with detailed
investigations of current advances. Since research in this topic has been
extensively studied in recent years and many schemes have been pro-
posed, a survey of representative approaches will be given. Techniques
deployed for decision mechanisms are described and classified into three
categories: network-centric, user-centric, and collaborative. Morgove
discussions on QoS and mobility supports as well as architectural design
and media adaptation are also included. Besides, as multimedia appli-
cations have emerged drastically, representing quality of a provided ser-
vice using technical or QoS parameters is no longer suitable. Therefore,
reader will be introduced to a new concept of quality called user experi-
ence or quality of experience. Definition and fundamental elements will
be described and an appropriate measuring tool will be selected. Then
discussion of how to deploy this concept in real-time resource manage-
ment will be discussed along with examples of use case.
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Chapter 2

State of the Art

2.1 Introduction

Deployment of heterogeneous wireless networks is sprgatimoughout the world
as users want to be connected anytime, anywhere, and anylM@anwhile, these
users are increasingly interested in multimedia appbeati which require strict QoS
support, such as video streaming and Voice over IP (VolR)viBioning network re-
sources with such constraints is a challenging task. In ¢actsidering the availability
of various access technologies (Wi-Fi, WIMAX, or Cellulatwerks), it is difficult for

a network operator to find reliable criteria to select thet beswork that ensures user
satisfaction while maximizing network utilization. Desigg an efficient management
mechanism, in this type of environment, is mandatory foviegl such problems.

In order to have a good understanding on the topic, this engpovides compre-
hensive survey on state of the art in quality-aware resomagagement. The chapter
is organized as follow. We begin with definition and desaoiptof heterogeneous
wireless networkén Section2.2, and then a thorough analysis @source manage-
mentprocedures and their interactions are provided in Se&i8nA review of recent
advances in decision mechanism is presented in Se2tibrA classification of these
works according to who is making management decisions ipqeed; that is, the
decision making is based onetwork-centricuser-centri¢ or collaborativeapproach
between network (operator) and users. Moreover, sincsideanaking alone may not
be sufficient to guarantee an efficient management, Se2tioaso gives an overview
of related topics such af€QoS suppotrtmobility support architectural designand
media adaptationFinally, Sectior2.6 draws conclusions.
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Figure 2.1: Heterogeneous Wireless Net-
work (HWN) can be described as a set
constituted of several wireless technolo-
gies, which connect users to the Inter-
net through acore network also known
asbackbone networkThe wireless tech-
nologies involved in HWNs are called
access networksnd their coverage can
overlap to cover hot areas (hotspots).

2.2 Heterogeneous Wireless Networks

The evolution of network technology has led to a deploymdntanious access net-
works such as Cellular Network&6M, UMTS, HSPA, LTEWireless Local Area
Network (EEE 802.11 family, Digital Video Broadcasting@dVvB-T, DVB-S, DVB-
RC, DVB-H, or Broadband Wireless Communicatid&EE 802.16 WIMAX family
In this section, the focus will be on wireless technologiekich are wide spreading
nowadays. In fact, a heterogeneous wireless network (HWKQnsposed of two or
more wireless access technologies, empowered by theilappeng coverage. Fig.1
illustrates how users are connected to the Internet thragghss networks and core
network (CN). Each access technology involved in HWN has its oharacteristics
in terms of coverage, QoS support, and operational costs2.Eillustrates different
sizes of coverage provided by these access technologiesafites of their character-
istics, in terms of bandwidth, coverage, cost, and appiinatare presented in Table
2.1

The arrival of HWN brings out important advantages. Sincessee now equipped
with multi-interface terminals, they can get connectifitym different wireless tech-
nologies. Thus, an attractive property of HWN is the abildyprovide the best fea-
tures of each individual network. One example could be tlexistence (overlapping)
of 3G cellular network and Wireless Local Area Network (WLAKellular networks
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Figure 2.2: Heterogeneous Wireless Network.

Table 2.1: Wireless Technologies.

1

[

Class | Technology Data Rate Range| Cost | Application
Cellular | 2G: CDMA, GSM < 20Kb/s | Cellular | Monthly | Cellular phone,
2.5G: GPRS, EDGH 30-90 Kb/s| network | charge | multimedia
3G: UMTS 2 Mbps applications,
3.5G: HSDPA 0.384-14.4 Mbps or SMS/MMS
4G: LTE > 100 Mbps
WLAN | ZigBee 0.02-0.2 Mbps| 70-300m| Free | Sensor network
802.11a 54 Mbps 100 m Free LAN
802.11b 11 Mbps 100 m Internet
802.11¢g 54 Mbps 100 m
802.11n 100 Mbps 100 m
WPAN | 802.15 Blue tooth 0.8-1 Mbps| <10m Free | Cable replacemen
Ultra-Wideband 50-100 Mbps| 10-30 m Free | Synchronization
and transmission
of video/audio
WMAN | 802.16 WIMAX 70 Mbps 50 km Free Metropolitan area
broadband Interne

t
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such as UMTS or HSPDA support low bandwidth over a wide gqugcal area while
WLAN, based on IEEE 802.119g or the upcoming IEEE 802.11n, cavige relatively
high bandwidth (up to theoretical 300 Mbps) in a smaller cage. All together they
can provide wider ranges of service and quality than in ha@negus environment.
Multi-mode users can connect to the best network and profit the best QoS offered
by the heterogeneous system.

On the other hand, for network operators, an important rabtin in deploying a
heterogeneous system is higher revenues through expltiincomplementary advan-
tages of each access technology. This is obvious if the dg@eous system belongs
to one network operator. Otherwise, different operatoisveied to collaborate and
agreements would have to be established defining resphinssof each party. In this
chapter, the focus will be on how resources in such an envieoi can be efficiently
managed. As mentioned earlier, business aspects likengrasi security among net-
work operators or between network operators and users ana tlee scope of this
dissertation and this chapter, except when it is explicgfigcified otherwise.

It is worth mentioning that the implementation of HWN is exganry today (year
2010) as supporting devices have been introduced to theatéok example, Apple’s
iPhone, BlackBerry, and Nokia N Series, that enable usersrinemt to at least four
radio interfaces, including GSM, 3G, WLAN and Bluetooth or D¥Bin the near
future. Nowadays, users are already able to initiate cdrorethrough any of these
technologies simultaneously.

However, designing an efficient Radio Resource Management (RRikhework
in the context of HWN is not simple. RRM concerns overseeing tsigildution of ra-
dio resources to different users, or different classes efs)sn order to maximize the
number of services delivered (and thus network operateverrues) while ensuring
user satisfaction. This is a difficult task as there is tréfidestween user satisfaction
and network resource utilization. Typical charactersst€HWN challenge traditional
arguments for designing management frameworks. Manabgmgeisources of an ac-
cess technology in an HWN independently of other networksyhiich it is overlaid,
risks underutilization and resource mismanagement. Taimhan efficient framework,
network operator has to consider different procedures andtibnalities with the as-
sistance of users’ terminal.

2.3 Radio Resource Management (RRM)

To the best of my knowledge, there is not any recent survegsaiurce management in
HWN especially on decision mechanism. Related works are a aosgm of four IST
(Information Society Technology) architectures 89], a discussion on IST projects
in [36] (both mainly focus of architectural aspect), and a surveycommon radio
resource management iB7 (only focuses on a combining system of Cellular and
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Figure 2.3: A Global Vision of Resource Management in HWN.
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Wi-Fi). With increasing number of techniques deployed mioaesource management
nowadays, it is interesting to carry out an investigatiohergfore, in this chapter, a
comprehensive survey on resource management in HWN willdsepted. The goal is
to provide a better understanding of resource managemémsitype of environment.

Generally speaking, efficient management framework for HWidlves one or all
of the following procedures and functionalities: Resources Monitoring(ii) Deci-
sion Making (iii) Decision Enforcementrig. 2.3 depicts a global vision of resource
management in HWN. It shows the interaction of the procedwtesn considering
users’ connection process. It can be seen that these presedre complementary
and they are related to each other; for example, decisionngag mainly based on
resource monitoring and decision enforcement is perforafézt decision making.
Details of these procedures and their interactions arengivéhe following.

1. Resources Monitoring- It is the phase in which information is gathered; this
data comes from users, networks, or both. Collecting inftionacan vary from
one decision mechanism to another; it will be consideredhpstifor making
decisions. We can see from the Fig.3 that resource monitoring is situated at
two different places: before connecting to the network dier éhe connection
establishment. The first resource monitoring is aimed ttecbinformation for
first-time connectionNetwork Selectioor Bandwidth Allocatioiy if there is no
solution meaning that existing networks do not corresporitié requirements,
user may have to modify his/her requiremefpplication Adaptatiohin order
to find the appropriate network. If adaptation is not pogstben user will have
to wait for a better condition by returning to monitor reszeiagain. The second
monitoring phase is aimed to observe the ongoing connestain, it is used to
trigger network adaptation when undesirable event hapgengxample, user
moves out of current cell (mobility) or network congestidn.these cases, the
decision has to be made again considering the current ecomdit

Referring to its nature, the information used for making sieci can be sepa-
rated into two categorie$re-Determinedand Time-Varyingfactors as listed in
Table2.2. Factors in the former category are pre-defined and remaihanged

for a certain period of time whereas the ones in the lattengban time. Pre-

determined factors are taken into consideration as irpidicy or preference;
they also include constraints of application and capadslibf technologies and
equipments. On the other hand, time-varying factors areitor@al continu-

ously; they are mainly network quality parameters.
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Pre-Determined

Users preference cost, security, power, visual quality, etc.

Providers preference cost, trust, security, load balancin
dropping and blocking probabilities, user priority, topgy, etc.

Application constraints: QoS constraints, application context,

application requirements, adaptation ability, minimumuieed
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bandwidth, maximum loss rate, latency allowed, delay bsund

traffic specification, etc.

Capabilities: network capability, network equipments capal
ity, access technologies capability, access point barttiveidd
queue, up/downlink bandwidth, modulation scheme, term
capability: CPU, memory size, display I/O, transmitted pow
battery, network interface, built-in application, softeaplat-
form, etc.

Dil-

ina
e

Time-Varying

Availability : network load, available radio coverage, visible A
maximum saturation throughput of AP, transmission bantiwi
cell diameter, bandwidth per user, traffic intensity/castios
arrival process, connection holding time, average numlbe
connection, bandwidth utilization, data rate, user aistiis-
tory, available service, variety of services, etc.

Radio-related: SINR (signal to interference plus noise rati
SNR (signal to noise ratio), RSS (received signal stren&ih,
(signal to interference ratio), SER (symbol error rate)NRS
(peak signal to noise ratio), radio condition (path lossR (@ar-
rier to interference ratio), etc.

Quality-related: BER(bit error rate), MSE(mean square errg
handover latency, loss, dropping rate, delay, jitter, uigigput,
response time, burst error, etc.

\P,
d

ro

D),

=

),

Table 2.2: Pre-determined and Time-varying Factors.



56

chapter2

2. Decision Making - It is the phase in which decisions are made. Most of time,

these decisions are made at the network operator for whichllesd it network-
centric approach, however they can also be made at usentdmfuser-centric
approach), or some time decisions are made by the collaborda¢tween both
sides (collaborative approach). Two main decisions to beéenaaeBandwidth
Allocation(how to allocate bandwidth from different networks to uyarsiNet-
work Selectionhow to select the best available network for a connectidm).
HWN, bandwidth allocation can also mean the distribution afdwidth from
several network technologies allocating to one connectiothis case, the re-
source is calledoint Resourcelt can be seen from Figuiz3that, in collabo-
rative approach, final decision will be made only by one ofttle actors (either
user or network operator), and then the following stepsauittespond to either
user-centric or network-centric approach. Decision mgkapresents the heart
of RRM; therefore, SectioB.4 will discuss this topic in more details.

. Decision Enforcement Itis the phase in which decisions are enforced/executed.

In user-centric approach, this phase is done by ensuringtmaection request
to a selected network is successful; if it is not, user wyllldackup solution until
the last one. If there is no more solution to try and user séfinot get con-
nection, it will have to go back to monitoring step and wait fiew condition.
This situation can occur when network refuses incomingeestjim order to pro-
tect overall performance. In network-centric approaciheswork selection is
enforced using admission control mechanism to filter oratlifguide) access to
networks according to the decision made in previous stepreMer, the deci-
sion to move users to another network within the same or feréifit technol-
ogy is executed by mechanisms such as vertical and horizwaridover respec-
tively. For bandwidth allocation, the operator distrilziteandwidth according
to the decision made. We can notice that in user-centricaaabr, the obtained
solution(s) are not always achieved if the network does nogpt the request;
contrary to network-centric approach where solutions Bways achieved since
itis the network operator who controls all the resources (HoMMKed by a single
operator).
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2.4 Decision Mechanisms

Defining efficient RRM framework, particularly the decision ¢hanism, for HWN
has attracted many research activities where differentisols have been introduced.
In this section, a survey of the most recent and represeatathemes, dealing with
resource management problems under HWN environment, is.ghe&cording to who
is benefiting from the decision, solutions are classified ihtee approachesetwork-
centric, user-centri¢ andcollaborativeapproaches as presented in FEigl

| Decision Mechanisms |

- v .

. >
| Network-centric User-centric Collaborative |

v v v v v_ v v v

SLP [5] Game Theory| |Degradation AHP & GRA Consumer Profit Fuzzy Logic Objective Fct.[23] TOPSIS [25]
- Taha [6] -Niyato Utility [7] [9] -Song & Surplus [15] Fct. [18] [19] - Wilson - Koundourakis - Ben Nacef
etal. and Hossain Yang et al. Jamalipour Ormond et al| }Liu et al etal. et al. & Montavont

Figure 2.4: Approaches in Decision Making.

2.4.1 Network-centric Approach

In this approach, decisions are made at network side ancatiedyased mainly on the
network operator’s profit even though some mechanisms nikayitdo consideration
user’s requirements before making decision. Schemessragiproach deal with how
network can optimize its bandwidth and thus bandwidth allien problem is the im-
portant concern. In this subsection, recent techniquestesidrepresentative schemes
are presented.

» Stochastic Programming

Stochastic programming (SP38] is a mathematical technique, which is used in
decision making under uncertainty. 189, the authors deploy SP to design a
proactive allocation mechanism. The scheme actually usebset of SP called
stochastic linear programming (SLR) handle probabilistic nature of demands
in HWN. In the exemplary scenario, a single data service ofdfisandwidth
requirement is provided by cellular network and WLAN. Theddgto associate
probabilisticdemandsvith predetermined significant probabilities, then formu-
late given scenario witlallocation underutilization andrejectionalong with
the predetermined probability. The goal is to obtain maxmallocation in both
networks while minimizing cost of underutilization and demd rejection.

Here is the formulation for Single Common Service with Prolistic Demands
(SCS-PD). LetS be the set of all possible scenarios. In every sceradd,
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the demandDjj(s) takes on specific values with a predetermined probability
pij(s). The indexij is used to distinguish between entities related to differen
types of users. Entities indexed with= j are related with users to be admit-
ted into one network, while entities indexed witk: j are related with users
changing networksDjj(s),Rij(s) andA;j(s) respectively refer to the demand,
rejection (unsatisfied demand) and allocation for usgrsuch thatRj(s) =
Dij(s) — Ajj(s). The demand uncertainty can be imposed on Program SCS-DD
through the allocation-rejection-demand constraintsenetthe penalty can be
applied to the rejection. In this manner, let profit per adl@clij user bex;j, the
costs of unit underutilizatiorl) for networkj and the interconnection lygand

yv respectively. The penalty (cost) of unit rejectiorzigs). As such, the return
function to be maximized becomes

=3 Xj X Aj —C%V}yc X UC_\%S;pij(s) x Zj(s) x Rij(s)

SCS-PD Vi,j

Discussion: To the best of my knowledge, this scheme is the first mathemati
cal attempt that addresses joint resource management,ich wber bandwidth

is provided by several access networks in the HWN. However,sttheme is
designed for supporting single common service with fixediregl bandwidth,
which is not appropriate to variety of services along withimas bandwidth re-
guirements in networking today. Moreover, to our knowledgefuture work
has been conducted for more realistic or more complex sienar

Game Theory

Game Theorys a branch of applied mathematics, which attempts to maghem
ically capture behavior in strategic situations, in whichiadividual’'s success
in making choices depends on the choices of others4® fhe authors pro-
posebandwidth allocation algorithnandadmission control algorithnbased on
bankruptcy game With this special type of N-person cooperative game, each
access network cooperates to provide the requested bahdwid new connec-
tion usingcoalition formandcharacteristic function The amount of allocated
bandwidth to a connection in each network is obtained uSimgpley valuand
the stability of the allocation is analyzed usithg coreconcept. User initiating a
new connection is analogous to bankrupt company and thessepibandwidth
is the money that has to be distributed among different nédsv@reditors). The
objective of each network is to offer maximum bandwidth assilae in order to
gain maximum revenue from new connection, similar to coeditrying to get
the most payment.

Here is an example scenario. When a new connection requediaridwidth,
a central controller determines the amount of offered badtivirom each net-
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work using the equation frotpandwidth allocation algorithm

_ b, b < (B
@ +0E" -6, bz @)

WhereBkJ Is the predefined offered bandwidth by netwotk a new connection

with subscriptiork, (B?) is the available bandwidth in netwoikb®? is the
amount of requested bandwidth in clds<] is a uniform random number be-
tween zero and one, amds a control parameter which will be referred to as the
bandwidth shaping parametéd < r < 1). In this case, the Shapley value be-
comes the amount of allocated bandwidth in each networlk;. After that, the
admission control algorithnensures the requested bandwidth can be satisfied.
Let C be the core, a set of stable imputations &nloe the set of networks, the

new connection is acceptedif.,x > b"®*? andx; € C,Vi € A(i.e., the Shapley
value is in the core, namely, the solution is stable) andrigjiscted otherwise.

Discussion: Recently, game theory is gaining more popularity for solpngp-
lems in telecommunications. It has been used to model baitld\allocation as
well as pricing in the network. With the presented modé€l | coalition formand
respectivecharacteristic functiorhave to be defined appropriately. The solution
is stable (i.e. everybody is satisfied) only when it belorggthé core which is
not always the case. In case of unstable solution, the me&tnable distribu-
tion has to be determined, thus this strategy can become expensive. We
can notice here another example of joint resource managewmieich is a result
from heterogeneous nature of the network. However, it Iswsiclear how to
really perform integration of different network bandwidtimto one connection
in real scenario and this issue is not discussed in neiB@#mor [40]. There-
fore, it would be interesting and beneficial to explore thesfhility of this joint
connection using either simulation or experimental sexperimental results
should be conducted in order to enhance the theoretical amemcal works.

« Utility function

In economics, utility is a measure of the relative satisfecfrom consumption
of various goods and services; while 1] , the authors proposed a concept
of degradation utilityto deal with different user priorities. By degrading lower
priority traffic, more bandwidth can be released for higheongty users. First,
network operators specify levels of service in terms ofrefficbandwidth (Table
2.3). Further, a classification of these services, for eachiegpn type (voice,
video, and data), is marked azcellentgood basic andrejected This will be
used to compute released bandwidth (difference of banteioéfore and after
degradation). After that, table of rewards for each useryiare defined: there
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Application | Excellent | Good | Basic | Rejected
(kbit/s) | (kbit/s) | (kbit/s)

\oice 30 30 30 0
Video 2000 384 256 0
Data 100 50 10 0

Table 2.3: Bandwidth for different quality of service.

Quality Level Voice | Video | Data
Excellent 300 700 | 1000
Good 300 600 800
Basic 300 500 400

Forced Disconnection -5000 | -5000 | -5000
Handover Drop -5000 | -5000 | -5000
Reject -2500 | -2500 | -2500

Table 2.4: Setting rewards for user priority class 1.

are three kinds of qualityefcellentgood andbasig and disconnectiorf¢rced
disconnectionhandover drop andrejected; each of them associated with re-
ward for each type of application (Tabk4). This will be used to compute
lost reward points (difference of reward points before aftdradegradation).
Finally, degradation utility is the ratio of released bamdtv and lost reward
points. When a new connection is requested, network opefiatts all poten-
tial degradable connections, computes their degradatibiies, and begins by
degrading the connection that gives the highest utility.

Here is an example scenario, consider a connection withcapioin type:video
and quality level:excellent When the connection is degradedgood quality
level: released bandwidth = 2000-384 kbit/s = 1616 kbiiést reward points
=700-600 =100; degradation utility =1616/100 =16.16.

Discussion: With tremendous growth of multimedia traffic, releasing daidth
of low-priority traffic to give better quality for high-pritty traffic becomes an
interesting strategy for network operator. Degradatiolityufunction [41] has
been designed to perform this strategy but the tradeoff detvsatisfying up-
graded connection and degraded connections has to be Wegbgerly. More-
over, to use this type of strategy, it is advisable to haveiselevel agreement
(SLA) signed between users and network operators in ordgpeoify their in-
dividual responsibilities and priority class of services.
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2.4.2 User-centric Approach

In this type of approach, decisions are made at user terminthihey are based only on
the user’s profit without considering network load balagadn other users. Therefore,
the schemes in this approach mostly deal with network sefegrroblem (including
handover selection), which is to find the most profitable wekor user’'s application.
There are some debates on this approach since new user®aoslger their own profit
and do not care about network load distribution. Thus, theod may be congested
easily resulting in quality degradation of ongoing usersrtftermore, after choosing
a connection, if the connection request is rejected by opefar some reasons, user
will have to process again network selection resulting ghkr energy consumption.
In this subsection, recent techniques and their repretbenthemes are presented.

* Analytical Hierarchy Process and Grey Relational Analysis

An Analytical Hierarchy Process (AHP) is employed for oli)ecriteria weight-
ing. An order preference technique based on Grey Relationaly&is (GRA)
is then applied to rank the alternatives. AHP is used to soiweplex decision-
making problems involving different areas, including plamg, resources as-
sessment, performance measurement, resource allogadilicy, selection, and
priority setting. On the other hand, GRA is one of the mainaio;s among the
current applications of grey system theory, and can effelstisolve the compli-
cated interrelationships among multiple performanceattaristics by optimiz-
ing grey relational gradedp].

The authors 0of43] propose to solve network selection problem using AHP to
weigh QoS factors and using GRA to rank the networks. With QaSofs,
the authors construct an AHP hierarchy based on their oglstips similarly to
Fig. 2.5. QoS is placed in theopmostlevel as the objective; main QoS factors
describing network condition such as availability, thrbpgt@), timelinessf),
reliability(y), security®), and costg) are placed in theecondevel. Moreover,
the authors decomposed timeliness into sub-factors dglaysponse timey),
and jitter@) and reliability into BERR), burst errornq), average number of re-
transmission per packel, and loss ratiaf). These sub-factors are arranged in
thethird level. Finally, available solutions are arranged in bloétommostevel.
QoS parameters are separated into two types: user’s pneéea@d network con-
ditions. User-based data is collected and processed by AdRler to get global
weights of second-level facto@W = {wq, Wg, Wy, W, We, Wy } and local weights

of third-level factord W1 = {w;,w,,Wg} LW2 = {wy,w,, Wy, W} and then the
final weights are computédl = {wy, Wa, ..., W10} = {Wq, WgWz , WgWh , WgWg, Wy Wy, ,
Wy Wi, Wi W , Wy W, W5, We }. At the same time, network-based data are normalized
by GRA, and the ideal network performance is defined follovbggalculation

of the grey relational coefficient (GRC) which gives grey rielaship between
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ideal network and the other. The calculation of GRC is exgess

GRGMTSWLAN=

1

ZI1321WP|XGMTS/W|_AN< p) - 1’ +1

chapter2

Wherex(‘JMTS/WLAN(p) is the normalization of the UMTS data or the WLAN
data. The network with the largest GRC is the most desirable.

Level 1

Level 2

Level 3

Level N

Overall objective of the decision problem

| —

Decision attribute 1

Decision attribute 2

Decision attribute N

Attribute decision factors

Attribute decision factors | ...

Attribute decision factors

Decision alternative 1

Decision alternative 2

Decision alternative N

Figure 2.5: Structuring analytical hierarchy proce$4.|

Discussion: After this mechanism43], AHP and GRA are also deployed in
other network selection mechanism$[46] or scheduling47] as well. We can
notice that Multi-Attribute Decision Making (MADM)48] has recently gained
popularity in telecommunications as it is suitable to coempdlecision making
problem today. In fact, MADM refers to making preferenceidens (e.g. eval-
uation, prioritization, selection) over the availablecatitatives that are charac-
terized by multiple, usually conflicting, attributes. Othlkean AHP and GRA,
which are among the most popular MADM algorithms, TOPSIS:(ifeque for
Order Preference by Similarity to Ideal Solution), MEWS (liflicative Ex-
ponent Weighting), and SAW (Simple Additive Weighting) atso deployed in
decision making under heterogeneous environment.

« Consumer surplus

In economics, the consumer surplus is the amount that carsumenefit by be-
ing able to purchase a product for a price that is less thanwoeld be willing

to pay. In B9, the authors propose a user-centric solution usigtomer sur-
plusconcept for network selection in HWNs. The scheme has beegroksfor
non real-time traffic with the following strategy. Firstetisers survey the radio
interface and determine a list of available access netwdxext, they predict
the transfer completion timel€) of each available access network on the list
according tolc = F/r; whereF; is size of filei in bits andr is average rate for
total transfer in bps. The average of the last five data teass$ used to derive
the completion time. After that, they compute predictedityt;(Tc), which is
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the relationship between the budget and the user’s fletyilmlithe transfer com-
pletion time. For each candidate network, the user commaersumer surplus
(i.e.,CS=U;(Tc) —C; subject tolc < Tcmax WhereTcmaxdenotes the maximum
transfer completion time that a user is willing to wait). limer wordsCSis the
difference between utility and cost) charged by the network. Finally, the best
network (giving maximuntCs is chosen.

Discussion: This scheme has been designed for non real-time applicatidn

it is not appropriate for today’s real-time multimedia dpation, which relies
on more than only completion time. However, the concept cta@mer sur-
plus remains interesting as it can also be exploited usifigrdnt parameters
in real-time multimedia applications. For example, we caltect reliable in-
formation on the quality of access networks with technicgdport from IEEE
802.21 standard3fl], and can possibly combine this information in a dynamic
decision mechanism in order to deduce the cost of each rlefivmentive for
user selection).

* Profit function

In economics, a profit function is defined B&, w) = maxp f(x) — wx, where
w andx are vector of factor prices and factor demands respectipadythe out-
put price pQ]. The profit function maps particular factor prices to theximaum
profit levels achievable at those output prices and factoepr In b1], the au-
thors took a slightly different definition to handle hands#lection in HWN.
They associate each handoff withpeofit that is decided by a target function
with two parameters: bandwidth gain and handoff cost. Megedahey classi-
fied handoffs intaeactiveandproactivehandoff. A reactive handoff is initiated
whenever a mobile node is going to roam out of the current edille proac-
tive handoff can only be initiated at periodical discrete@pwhen connection
experience can be improved.

Their profit function is defined B = f(G,C). Thebandwidth gain Qives the
difference in bandwidth between the next period and thigogerlts definition
of a handoff decision at epodchis defined as

Gi(ty) = m(i,tx) —m(j,tc_1) k> 1 (handoff connection)
R miist) k = 0 (first-time connection)

wherei, j are network indexes$# | means an inter-system handoff (proactive or
reactive),i = j either means an intra-system handoff (proactive) or no ¢&nd
m(i,t) is the bandwidth of networkused by mobile node between two handoff
decision epochfy,tx1). The authors define theandoff cosas data volume lost
due to handoff delay; it corresponds to the volume of datziwbould have been
transmitted during the handoff delay. Its expressio@ (i) = m(i,tk_1)d(x,y)
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whered(x,y) is the handoff delay when a mobile node makes a handoff from
base statiorx to y. Thus, the profit is a difference between gain and cost. At
each handoff epoch, mobile node compares profit from diftenetworks and
chooses the one that yields maximum profit

P = (tr1 —t)Gi(tk) — m(i, te_1)d (X, y).

Discussion: Similar to previous concept of customer surplus, this pfafitc-
tion [51] compares gain and cost to obtain utility of candidate nétao The
reactive handoff is designed for moving user that needsléctseapidly the best
network from its neighborhood whereas the proactive isrfgaroving quality of
service when a better network is present in the neighborhbloid adaptation is
interesting in wireless network with changing conditior arser mobility.

2.4.3 Collaborative Approach

Besides two previously described approaches, a collakerapproach is the most
compromising in terms of profit between users and networkaipe since it takes

into account the profit of both sides for making decisions.rédver, since both net-
work operator and user participate in resource allocatiosm problem of connection

rejection as in user-centric approach will not occur. Retestiniques and their repre-
sentative solutions are presented in this subsection.

» Fuzzy Logic Controller

The authors of$2] use an algorithm based dazzy logic controller (FLC}o
evaluate fitness ranking of candidate networks. At firsty théferentiate deci-
sion making into three phasepre-selectiondiscovery anddecision making
Pre-selection phase takes criteria from user, applicaiod network to elimi-
nate unsuitable access networks from further selecticavailable networks are
not corresponding to user’s requirement, system returaskahe user to reduce
their criteria. The discovery stage deals with two kindstafes power-upusers
(when no current connections exist), aswhnectedisers (when a connection is
already established but QoS is not meeting the criteriaeagdime time other po-
tential networks become available). The authors impleetediscovery phase
based on fuzzy logic control, they fuzzify crisp values & ttariables (network
data rate, Signal to Noise Ratio, and application requireichata rate) into grade
of membership in fuzzy set. Then, these membership furetoa used as input
to the pre-defined logic rule base. Finally, overall rankimgbtained through
defuzzification with weighted average method.

Discussion: After its first application in handoff management by the aush
of [53], fuzzy logic control is becoming popular again in HWN managat
as many schemes (e.¢bZ 54, 55]) have been proposed recently. The current
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scheme $2] deployed it for network selection; FLC gives a good resnlthis
case of few metrics. However, if the number of metrics insesathe system
may become very complex and may give erroneous results. fitnmakissue
in this approach is the definition of fuzzy set and rules wimekds to be care-
fully specified. These specifications are very importantritieo to get a good
approximation and they are very delicate to define.

* Objective function

Objective function, or goal function, is the function to hatimized, depending
on the object parameters. It constitutes the implememiatidhe problem to be
solved. The authors obp] applied this concept to network selection in HWN.
In their objective function, inputs are derived from thréfetlent sourcesuser
data network data andpolicy information First, users are asked for a list of
visible access points (AP) with corresponding signal dyadi list of requested
services with corresponding nominal bit rate, and delagréoice. Second, net-
work data, such as the AP bandwidth and the delay of the quetwesbn access
router and the backbone, are collected. Third, policy sscbost, compatibil-
ity, trust, preference, and capability along with their gfgs are defined. The
weights can be dynamically changed according to the networklition. Fi-
nally, with all factors and their weights, the algorithmrétes and computes the
best allocation that maximizes the objective function feerall network.

For the access and interface selection algorithm, the esithenote requested
service as belonging to the total of servic&andapis access point belonging
to the total of access poingsP, the objective function is then

OF(Vse SVape AP) = F(s,ap) + OF (VS € S< # s, Vape AP).

The value of theOF for s’ represents the allocation of the rest of services. The
sequence by which th®F is calculated affects the overall result, because the
allocation of an application to an AP decreases its avalabhdwidth. Thus,

all possible permutations must be considered. Funéticonsists of the quality
partQ and the part of policieBT, with their corresponding weigh{svg +wp; =

1),F =wqQ+wptPT. While Q andPT are analyzed aQ = wy;BI + wg;DI +
WsqiSQlandPT = WeiCCl + WnpiNPI1 4+ Wi T T 1. Note thatwy; 4+ Wyj + Wsqi =

100 andwcci+Wnpi+Wtj = 100. Bl is bandwidth indicatoDl is delay indicator,
SQIis signal quality indicatorCCl is cost and compatibility indicatoNPI is
network provider indicator, an@T | is terminal type indicator.

Discussion: This scheme includes all necessary factors to make a goad dec
sion. Moreover, it also proposes to use multihoming for enpéntation of joint
bandwidth allocation. The main actor who makes decisionisischeme is
the network operator; however, the scheme also requesist$éoof information
from the user raising transparency and feasibility issnesal implementation.
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* TOPSIS

The principle behind TOPSIS (Technique for Order PrefezdmcSimilarity to
Ideal Solution) is described irbf]: the chosen alternative should be as close
to the ideal solution as possible and as far from the negale@ solution as
possible. The ideal solution is formed as a composite of #s performance
values exhibited (in the decision matrix) by any alterratior each attribute.
The negative-ideal solution is the composite of the worstopmance values.
Proximity to each of these performance poles is measurdetiBtaiclidean sense
(e.q., square root of the sum of the squared distances abwigaxis in the at-
tribute space), with optional weighting of each attribuéhe authors of 8]
proposed an algorithm for path selection on multihomed leogts based on
TOPSIS. In this mechanism, the authors collected parasmét@m both net-
work level (QoS parameters: bandwidth, delay, jitter, andRB&nd application
level (traffic class: conversational, streaming, intavagiand background).

The authors deployed TOPSIS for their Score Calculator. Tise dtep con-
sists in formatting the data in a matrlgj, of which each row represents the
measurement of parameters of a path. The authors normalizedlue of ev-

ery parameter usingjj = Xij / /z?‘:lxizj. Then, each column of the matrix is
multiplied by the corresponding weighj using the formulav; = w; x nj; and
z?zlwi = 1. These weights are deduced from the QoS class of the relapan

plication in [59]. Next, the authors extract the ideal points (negative asitpe)
from the normalized weighted matni;

A" = {vg,....vq } = {(min(vij)|i € 1), (max(vij)|i € 1)}
AT = {vf, . v} = {(maxvij)]i € 1), (min(wij)]i € 1)}

After that, distances of each alternative to the two idgalahtives are computed
asd;” = {3, (vij —v{")?}¥2andd; = {3, (vij —vi )2}V/2. Finally, the score
of each alternativg is computed a&; = dj*/(dfr +d; ). These scores are used
in the flow distribution process.

Discussion: Similarly to AHP, TOPSIS is one of the MADM techniques. It has
been deployed here for path selection of multi-homed no@PJIS is easy to
use as its software is available for the implementation. éi@s according to
vertical handoff comparisorbp)], the performance of TOPSIS is slightly lower
in bandwidth and in delay than GRA for interactive and baclgubtraffic.

For a better comprehension, the surveyed schemes are @@ gefable?.5. They
are arranged in terms of deploying technique, input parargetocedure, output, ap-
proach, and joint allocation (whether the scheme assunm@s@sources or not).



Techniques Parameters Procedure Output Approach Joint
allocation
SLP Allocation, demand, 1-association of predetermined Allocation in each Network-centric Yes
underutilization, and probability to demands network
rejection 2-variable formulation
3-SLP statement
Game Theory Available bandwidths | 1-determine offered bandwidths Bandwidth allocation | Network-centric Yes
in each network 2-compute Shapley value
3-verify core
Degradation Utility | Released bandwidth 1-compute ratio of released - Connection that gives | Network-centric No
and lost reward point | bandwidth & loss reward point maximum utility
for each connection
2-find maximum
AHP & GRA User's requirements 1-AHP of user’s requirements Network rank by GRC User-centric No
and network conditions| 2-GRA of network conditions
3-compute GRC
Consumer Surplus | Utility and cost 1-compute the difference between | Network that gives User-centric No
utility and cost for each network maximum benefit
2-find maximum
Profit function Bandwidth gain and 1-compute the difference between | Most appropriate User-centric No
handoff cost gain and cost for each network network for handoff
2-find maximum
FLC Network data rate, 1-fuzzification Fitness rank of each Collaborative No
SNR, application - 2-fuzzy inference network
required data rate 3-defuzzification
Objective function | Quality and policy 1-compute sum of (inputsweights) | Allocation of services Collaborative Yes
indicators for each network to APs and terminals
2-find maximum
TOPSIS QoS parameters and | 1-format data into normalized matrix Best path for Collaborative No

traffic class

2-compute datatheir weights
3-compute ideal points (+/-) and
distances from ideal points
4-select the best solution

flow distribution

Table 2.5: Summary of the surveyed schemes.
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2.5 Related Issues

Although decision mechanism is essential in the RRM frameyatiker supports in
terms of QoS and mobility are necessary to handle the vasfetgplications in mobile
terminals today. Moreover, in order to have an efficient seearchitectural design
should also be considered for system performance and ewersg end-user can par-
ticipate in resource management using media adaptation.

2.5.1 QoS Support

Methodology | Resource Service QoS upgrade Reactive Admission
reservation | (ifferentiation |and degrade Adaptation control-based Agent-based
Mechanism
\ 4 \ 4 A 4 A 4 A 4 A 4
RSVP DiffServ QoS QoS Admission QoS Broker
handover Triggering control
Bandwidth
subsystem

Figure 2.6: QoS Support: Methodology and Mechanism.

One of the most important issues to consider when designing R&ework is
QoS. Practically all network operators aim to guarantedost connections to users.
In this context, there are many RRM schemes that take QoS meisiovell as user
requirements into account for decision making. Some schef6€] and [61]) make
use ofresource reservatioprotocol to pre-reserve resource and to guarantee regueste
guality. Many others have been proposed but most of therfofadleployment since all
network equipments have to support reservation. In addtboresource reservation,
service differentiatiorhas also been used to distinguish treatments for applicatio
with different priorities. Differentiation of service cére done at different levels (IEEE
802.11e at MAC layer,92] and DiffServ (Differentiation of Service) at the network
level) by means of priority-schedulers that help dealinthwequests according to their
priorities.

As in wireless environment, users are mobile and can mowe e place to an-
other while being connected. The authors Bi][apply this movement to improve
QoS. They deploWoS handovera type of handover aimed to improve quality. How-
ever, QoS handover induces delay which results in packst Bglated technique is
QoS upgrade/degradaroposed in41]. Utilization of this mechanism has to be care-
fully studied beforehand due to tradeoff between degradimg) upgrading connec-
tions. When QoS upgrade takes place, someone is being dddoaddease necessary
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bandwidth (in case of saturated network). Nevertheless,agpproach is interesting
because it provides suitable solution for increasing nwisl of multimedia traffic; for

example, network operator can upgrade delay-sensitiffectfaoultimedia class) while

degrading delay-insensitive traffic (background class).

In addition to the techniques previously described, thezenaw architectures that
have been designed for supporting QoS. Most of them use sagaledQoS broker
[60, 62] in order to manage QoS in the network. Controlling QoS can dreedoe-
riodically as in b1], but high control signaling wastes bandwidth; particiylan the
case of limited-bandwidth network such as GSM or GPRS, whentral traffic in-
troduces bottleneck point in the network. To avoid this ol dynamic adaptation
usingtriggering seems to be more adequate. Triggering conditions depenceten n
work operator’s objective; for example, according ][ system is triggered when
new connection arrives or when ongoing connection facesgolem. To cover all
aspects of QoS, a framework has been proposeg3nith three planes management
providing both static and dynamic QoS functions. Finallyfnéssion control mecha-
nisms can also be used to support QoS by filtering new commmetdi maintain QoS
level of ongoing connections.

2.5.2 Mobility Support

As mentioned earlier, stations in HWNs are mobile and can nfimely from one
place to another. To handle this mobility, many works havenbgroposed using mo-
bility management modules. Most of them are managed at metproviders using
Mobile IP (MIP) [64] or its extension such as Fast handover for MIP or Hieragthic
MIP. Moreover, some works §p] and [66]) proposed mobility support using Session
Initiation Protocol (SIP) at application layer.

Other works have focused more on trendover processself with the objective of
achieving seamless handover. Authors@id][discussed on the detail of handover by
proposing a function that determines the best handoveatiom time in order to avoid
early or late initiations. Early initiation will result inalible use of bandwidth in home
and foreign networks while late initiation will result in geet loss and non-seamless
handover.

A technique likemulti-hominghas also been used to improve performance in mo-
bile networking as in$6] and [58]. With multi-homing, it is possible to connect to
multiple networks at the same time using multi-interfacenieal. Advantages of such
solution are the decrease in handover delay and more elkabhection in case of link
failure but the drawback is the multiple bandwidths occdig multi-homed terminal.

As for support on mobility management architecture, théanst of 68] have pro-
posed a middleware namétbique architecture It allows mobile terminals to auto-
matically select the best interface for each applicatiow fidhile taking into account
various requirements. More interestingly, the author$686f $tudied mobility support
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in an interesting way; they propose to give network operatpossibility to implic-
itly influence decision made by multi-interface user. Fatttoperator can play with
assigning different weights to a set of parameters (Bit-Riater, Delay, Cost, and
Security).

To standardize handover, IEEE working group is developligE 802.21[31]
for media independent handover services, which will enabl®perative handover
decision making of users and operators. It can be noticedtigee effort has been put
on mobility issue because this issue will obviously resultjuality of a service, the
goal of both provider and user.

2.5.3 Architectural Design

Management architecture can be classified into three tygEs@ding to how network
entities communicate among each othercektralizedarchitecture is the first archi-
tecture to be discussed. Control in this architecture iseggged into one central point
usually situated in the core network as illustrated in Riga. Examples can be found
in [39, 61, 52, 43]. Central node has a global view of the whole system, whiaiwal
an advantageous management of overall performance. Hovgavee management is
centralized at one point, all other nodes have to send mamagedraffic to this point
and this may waste bandwidth and cause congestion in thesweeavork with limited-
bandwidth capacity. Moreover, centralized architectsraat scalable and results in
one point-of-failure problem.

Unlike the centralized architecture, controdistributedor decentralizedrchitec-
ture is delegated to several entities as illustrated in Bigb. In general, the control
is placed at access routé&q] when network provider wants to manage the whole ac-
cess network. Alternately, control may also be placed aptiet of attachment that
represents local cell such as access points or base sta@messionally, distributed
architecture placed control on user’s terminals in ordegdbinformation from user.
Some solutions 49| and [b1]) give user possibility to make decision on which net-
work to be connected. This approach is not recommended bedamay result in
load balancing problem since users only consider their fiitsngithout considering
actual load in the target network. Moreover, when the decis made by user, it does
not imply that the connection will be successfully accepigdhe selected network
operator, who may prefer to reject less-valuable call teptanother more-valuable
one. In addition to these distributed approach, the autbbf41] proposed cooper-
ative distributed system to manage the whole heterogersaism while still being
scalable.

The last approach is laybrid architecture, which combines the two architectures
described above. It is composed of a central node that margigeal resource and
distributed nodes to manage resource locally (Figic). We also observe schemes
collaborating management in distributed network node dbaseuser terminal. For
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Figure 2.7: Different Types of Architecture.
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example, the authors of ] recommended the combination of distributed network and
terminal management for dynamic handling of individualresend sessions. 15§],

the authors presented network-based and terminal-assipfgoach to optimize re-
source allocation while compromising QoS constraints. duteors of §7] developed

a hybrid network selection scheme that combines termiagé8 and network-based
selection mechanisms. In this scheme, terminal dynargicallects network condi-
tion and determines best reachable network, then netwolesnglobally optimized
selection and achieves load balancing for the whole system.

2.5.4 Media Adaptation

In today’s wireless environment, multimedia traffic suchvadeo transmission in-
creases considerably. With this kind of traffic and unstabledition of wireless net-
work, media adaptation becomes essential. Media adaptaisans that node adapts
itself to media condition. For example, the control of eringdate of the video stream
based on the estimated available bandwidth or the erroeciion according to the
varying wireless conditions.

Media adaptation can be performed at different locationsd: s/stems or interme-
diate nodes. End systems such as sender or receiver magigegiin media adapta-
tion. The sender can adapt its parameters to be coherenneativork condition and
ongoing application. For example, the server adjusts aissimission rate according
to congestion in the networkStream switchings one of the techniques. The server
prepares streams to be transmitted to the channel in differecoding rate and stocks
them in a database. When network condition changes; therslexts stream with
encoding rate accordingly. However, drawback of this templm is high consump-
tion of disc space that cannot be possible in every casenlbeanoticed that sender
adaptation is optimized in terms of signaling since no badtiwis used for communi-
cation between sender and receiver. Receiver can also aepredynamic adaptation
by sending its reception capacity to sender but this approzay be costly in terms
of communication. So it is not recommended in small-bantiwitetworks such as
GPRS. More recentlyscalable video coding (SVQ71] has been released. With this
technique, encoding rate can change dynamically accotdingtwork condition us-
ing concept of base and enhancement layers. With SVC cépehithe authors of
[72] have proposed a context-aware video delivery and an awthite [3] for service
and mobility management.

Another issue in media adaptationreiability. To deal with unreliable channel,
error correction mechanisms are also recommended. Forpteafarward error cor-
rection (FEC) and automatic repeat request (ARQ) have bedaysebin [74] to en-
force transmission. However, for real-time or delay seresipplication, ARQ is not
appropriate because late arrival of retransmitted packetasually discarded. To deal
with retransmission, the author afg] has proposed selective retransmission scheme to
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adaptively enable retransmission according to channeditton. The retransmission
should be disable when the channel is congested otherws$mitld be enable with
selective retransmission of |, P and B frarheSinally, the authors off0] proposed an
complete architecture with adaptation in different leyéts example, channel adap-
tation module using several protocol such as H264/AVC teipeenhanced bit error
resilience capability, UDP-Lite (RFC3828) to deliver errons packets and to deal
with erroneous packet payloads, robust header compred®adhC) to reduce IP over-
head improving IP packet latency for real time services, farally FEC to eliminate
retransmission that degrade overall throughput.

2.6 Conclusions

Research in radio resource management has been extensigidsin recent years,
and many schemes have been proposed. In this chapterpsslémr decision mecha-
nism are investigated in details and they are classifiedtimee approaches: network-
centric, user-centric, and collaborative. There are a femds in decision making un-
der heterogeneous environment. Popular techniques agedijomics-likgunctions
that compute the benefit and cost in order to derive the bédsti@o such as profit
function, degradation utility, or customer surplus; (ipthematical methodsuch as
game theory, stochastic programming, and objective fangand (iii) multi-attribute
decision makinguch as Fuzzy Logic Controller (FLC), Analytical Hierarchyp&gss
(AHP), or Technique for Order Preference by Similarity tedtSolution (TOPSIS).

A new issue raised in heterogeneous environmediist Resource Management
in which bandwidth allocation to a user can be provided biedz#ht networks simul-
taneously. This idea is interesting in HWNs because allodaéadwidth to a user can
be provided by several networks and thus problem of loadrzahg can be alleviated.
However, it is still questionable how to set up this type aégrated connection in real
scenario. Besides, it would be complicated to handle bikinguthentication issues,
not only at users but also among network operators thensedvBne-grained study
has to be conducted before this type of solution can be mletasthe market.

In order to design an efficient mechanism, this chapter agmdses QoS and mo-
bility supports that arise due to the emergence of multismédivireless environment.
These two issues are influencing the research and developmeide areas, and they
need to be considered when a new scheme is designed. Mqrdoyer has been an
ongoing debate on architectural design in terms of systefonpeance; and finally, a
hybrid scheme is recommended for good performance of thersylsecause network
operator can have a global view of the system while still espalable. The latest
trend in multimedia network management also includes madaptation, in which

LIn MPEG encoding, three frame types are used to represenidbe: Intra (1), Predicted (P), and
Bi-directional (B).
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the end point like multimedia server can adapt their capglalccording to current
network condition or with collaboration from end-user.

This chapter has described state of the art in resource reareag based on qual-
ity. It can be noticed that heterogeneity in network techgglhas brought great ad-
vantages into the service. However, a main difficulty is howcollect information
from different technologies along with their various paedens in order to make man-
agement decision. In the next chapter, reader will be inkced to another concept of
quality calledQuality of Experiencelts definition and comparison to the well known
quality of service or QoS will be explained. Methods for iss@ssment will also be
investigated and the question of how this concept can be insexhl-time resource
management will be discussed. The main interest of studyiradjty of experience is
the fact that it is independent of network technologies gplieations and hence can
be used as a context-independent metric for managing lgeteeous networks today.
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Quality of Experience in Resource
Management

3.1 Introduction

As multimedia applications have emerged, representingjtgud a provided service
using technical or QoS parameters is no longer suitabletiMedia traffic should not
be measured in terms of throughput, loss rate, or delay btg maerms of user expe-
rience such as good or bad. Therefore, this chapter presem@® concept of service
quality, which is expressed in terms of user satisfactioguality of experienceThe
focus is on wireless network environment, which is gainnegitendous success nowa-
days. The need of quality-based resource management itygasof environment
is crucial, especially with multimedia applications. NetWw operators wish to con-
trol their resources efficiently while maintaining usernsaction. At the same time,
traditional ways of managing network, using informatioanfr monitoring technical
parameters, fail to give accurate evaluations of user expeg; hence the inspiration
of the study in this chapter.

The rest of this chapter is organized as follow. At the beigignSection3.2 gives
definition of quality of experience and its comparison to wl-known quality of
service. Then presentation of different assessment apipesaand their performance
evaluation is given in Secti@3. A comparison of assessment approaches is pre-
sented to provide a better comprehension of QoE measurefieatfocus will be on
the hybrid technique called PSQA (Pseudo-Subjective Quatisessment) that keeps
advantages and avoids drawbacks of the other approachesalites accurate and
real-time resource monitoring and management. Manageposstbility with QoE is
discussed in SectioB4. Finally, sectior3.5gives conclusions.
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3.2 QOoE in Network Evolutions

With network evolution nowadays, quality becomes a critfaator as it drives eco-
nomics in many ways, e.g. service level agreement, quaffgrdntiated services, and
billing. The bottom-line of quality is customer satisfactj which is a combination of
many factors such as availability, quality, price, or tfiliAs a consequence, resource
management must be done in real time and must address usgiegxe or currently
called quality of experience. In this section, backgrouosietwork evolution, defi-
nitions, and comparison between QoE and QoS is provided.

* Network Evolution
Before multimedia communication era, QoS parameters weregimto evaluate
quality of provided services. However, as today’s realetimultimedia applica-
tions emerged and users became more experienced; emphadizen shifted
from packet level to service or user level. Existing metdos no longer enough
because simple network statistics will not reflect usericg@gtion. For exam-
ple, loss rate, a widely used quality indicator, is not alsvesliable when dealing
with quality of experience. In fact, high loss does not awtoally imply bad
perception. If sender uses preventive technique like FEE, €m be maintained
at acceptable level. Moreover, the content of the media@sgs an important
role as the same loss in a soap opera may not have the samptpaleffect as
in a football match.

As for network technology, wireless network is taking platevired network
progressively giving birth to wireless multimedia netwartkWMN. This phe-
nomenon has pushed the number of Internet users througifiGaghincrease.
Besides, wireless nature (i.e. limited bandwidth, shareduees, channel inter-
ference...) is easy to be over-utilized. Network load mestdntrolled carefully
so that acceptable quality is maintained while network afmes are not penal-
ized with underutilization. In general, to guarantee goectpption at users, an
IP triple-play broadband operator should always ensureetexy link in back-
bone will transport less than the 50% of its capacity. This grevent congestion
in case of failure of a redundant link.

The purpose of this dissertation is to avoid such a congeevapproach by
studying possibilities and performances of using QoE asinfdr managing
resources. This new paradigm will provide a better flext{pilvhile maximizing
throughputs and keeping consistent perception at user®r,lthe demonstra-
tion will focus on two representative wireless technolsgi&/LAN (the wide-
spreading) and UMTS (supporting high mobility). In additim homogeneous
environment, a study is also conducted for heterogeneaisraycomposing of
these two technologies. Similar ideas can also be applidteifiuture to other
network technologies or other heterogeneous network @mvient.
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* QoE Definition
According to ITU P], Quality of Experiences the overall acceptability of an
application or service, as perceived subjectively by thee@ser. In other words,
QOE is a subjective concept representing the actual qualayservice perceived
by end-user. It can be rated in terms of user impression o$énéce such as
good, fair, or bad. As a measure of user satisfaction, QoR isyportant metric
for the design of systems. As such, itis also an indicatooef vell the system
meets its targets. This is particularly relevant for muétdia services because
bad network performance may affect drastically user egpeg. Therefore, ex-
pected QOE is often considered as a system output metricgiiimé design. This
QoOE metric is often measured at the end device; howevervéralbacceptabil-
ity may be influenced by user expectations and context.

* QoE versus QoS
QOoE differs from the well-known QoS in many ways. QoE is a measfend-
to-endperformance at the service level from the user perspectiieoS is a
measure of performance at the packet level from the netwerspective. More
precisely, QoE isubjectiveand relates to the actual perceived quality of a ser-
vice by the user, this applies to voice, multimedia, and ,datzereas QoS is
an optimization tool designed to deliver a certain qualitexperience by en-
suring that network elements apply consistent treatmetratic flows as they
traverse the network. QOE can be used to describe the penfmerof a device,
system, service, application (or their combination) froser point of view For
networking aspect, QoE measures how well a network senrdtisfies users’
expectations and needs. On the other hand, QoS refers tmatsehnologies
(QoS mechanisms) that enables the network administratoraioage applica-
tion performance. In other words, QoS mechanisms help tcageavailable
bandwidth more efficiently. Finally, QOE isontext-independenguality ex-
pressed with QoE (e.g. "good") has the same meaning in all téoties and
applications. On the contrary, QoS is context-specifiedght technologies and
applications may have different QoS parameters. Taldlsummarizes differen-
tiation between QoE and QoS in terms of performance, OSt,|@gFspective,
concept, and context-dependency.

1

] In terms of I QoE \ QoS \
Performance End-to-End Packet level
OSl layer Session and upper Network and lower,
Concept Subijective Objective
Perspective User Network
Context-dependency Independent Dependent

Table 3.1: QoE vs. QoS.



78 chapter3

3.3 QoE Assessment

Before being capable to use QoE in network management, an@jmie QOE assess-
ment tool is needed. As mentioned earlier, QOE is a subgctincept; hence, QoE
assessment is a difficult task. QOE does not depend entirelyideo and network
quality but it also depends greatly on user’s opinion ancegepce. In addition, test
environment (including screen size, monitor resolutiomihance, etc.) also plays an
important role. As an example, quality of a video on YouTubgg@seems to be ex-
cellent when watching from small embedded window on the fagé is much worst
when enlarging to full-screen mode. Therefore, many tephes have been devel-
oped in order to assess as accurately as possible this peatgpality. To investigate
QoE measurement, this section presents three approaahes/sabjective approach
objective approachandhybrid approach It also presents performance evaluation of
these approaches for assessing QOE in video streamingaiomt over wireless net-
works under different conditions. More specifically, a higltapproach calle® SQAis
the focus because it keeps advantages of both subjectivelgective schemes whilst
minimizing their drawbacks.

3.3.1 Different Assessment Approaches

For a better understanding of QoE, this section will give e@raiew of different ap-
proaches used to measure QoE, ranging from traditionaéstig approach through
objective and hybrid approach. Furthermore, their perforoes are compared in order
to select the most appropriate method for the study.

» Subjective Approach

The most accurate approach to assess perceived quality ssilfjective assess-
ment because there is no indicator of quality more accuhate the one given
by human user. However, the quality score given by a humanddpends on
his/her own experience. The assessment consists in byiddpanel of human
observers, which will evaluate sequences of video depgnaiintheir point of
view and their perception. Quality of experience can be esged in terms of
user satisfaction, as presented in Bidj.

Standard methods for conducting subjective video qualigjuations are given

in ITU-R BT.500-11 [LQ]. Its variations are Single Stimulus (SS), Double Stimu-
lus Impairment Scale (DSIS), Double Stimulus Continuousli@uacale (DSCQS),
Single Stimulus Continuous Quality Evaluation (SSCQE), $Siameous Double
Stimulus for Continuous Evaluation (SDSCE), and Stimulus Camispn Adjec-
tival Categorical Judgment (SCACJ). All the variations ardtgmauch similar;
changes concern for example, evaluation scale, videoarter video sequence
length, evaluation scale, number of video per trial, or nemif observer. To
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conduct appropriate subjective assessments, it is negaesselect from differ-
ent available options those that best suit the objectivdsanumstances of the
assessment problems.

Despite that subjective approach is the most accurate;vieng expensive in
terms of time and manpower. Moreover, the assessment [grecesry com-
plex and has strict requirements. Therefore, it cannot led usan automatic
measurement or real-time monitoring tool. For this chaj@argle Stimulus or
SSmethod will be tested; in SS, a single sequence of video isemted one
at a time and the assessor provides a score for each préeseries shown in
Fig.3.2). The final score for each video sequence is the average absdirvers,
excluding bad observers (filtered out by a statistic filter).

Objective Approach

Since the subjective approach is not appropriate for imphgation, many re-
searchers have been looking for another approach that carobessed auto-
matically using information such as network parameters. s€équently, they
came up with an objective approach that uses algorithmgonfias and quality
of service measurements of a stream given by technical measithat can be
collected easily from the network. Many objective metriggssesuch as Peak
Signal to Noise Ration (PSNR), ITS’ Video Quality Metric (VQMEPFL's
Moving Picture Quality Metric (MPQM), Color Moving Pictureu@lity Met-
ric (CMPQM), Normalization Video Fidelity Metric (NVFM). Fothe study,
PSNR [L1] is selected because it is the most common and simple olgedtieo
guality assessment widely used by many researchers. PSN&ritio between
the maximum possible power of a signal and the power of ctimgmoise that
affects the fidelity of its representation. It is defined Via Mean Squared Error
or MSE between an original franteand the distorted frame as following:

1 M N
MSE= N Z Z |o(m,n)—d(m,n)]2

m=1n=1

where each frame had x N pixels, ando(m,n) andd(m, n) are the luminance
pixels in position(m,n) in the frame. Then, PSNR is the logarithmic ratio be-
tween the maximum value of a signal and the background nMSE]. If the
maximum luminance value in the framelis(when the pixels are represented
using 8 bits per samplé, = 255) then:

255

PSNR= 10log

It can be noticed that PSNR can be computed only once the insageon-
structed at the receiver, hence, it may not be appropriateséoin real-time
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mechanisms. This is one disadvantage of such metric. The watbuld be the
reliability to derive user experience from this metric. Haer, according tol[2]
there exist heuristic mappings of PSNR to Mean Opinion S@d@S) as shown

in Table3.2
PSNR [dB] MOS
> 37 5 (Excellent)
31-37 4 (Good)
25-31 3 (Fair)
20-25 2 (Poor)
< 20 1 (Bad)

Table 3.2: Possible PSNR to MOS conversion.

» Hybrid Approach

Apart from two precedent approaches, a hybrid approachtwiprovide a com-
promise solution between subjective and objective appro#iccan be noticed
that many standard methods have been proposed to asseyg gliakperi-
ence for VoIP application, for example, E-model from ITU GZ113], Percep-

tual Speech Quality Measure (PSQM) and measuring normgldiock (MNB)

from ITU P.861 [L4], or Perceptual Evaluation of Speech Quality (PESQ) from
ITU P.862 [L5]); however, very few exists for video streaming applicaoEx-
amples are V-Factofi7[7], k-dimensional Euclidean space approach, and Pseudo-
Subjective Quality Assessmemg).

For the study, th®SQAtechnique is selected because it provides accurate QoE
assessment with ease of use. The PSQA method is based sticstatirning
using random neural network. It is hybrid in the sense theteths somehow

a subjective evaluation in the methodology but this can beedmly once and
used as many times as necessary with the help of qualityréagtbjective pa-
rameters). Further descriptions will be explained in tHBWang section.

3.3.2 Pseudo-Subjective Quality Assessment

Pseudo subjective quality assessment or PSQA is basedtstictaarning using ran-
dom neural network as briefly explained in the following.

* Random Neural Network
Random neural network (RNN) is a simplified model of a biolobiarvous
system. The RNN is formed by a set of neurons which exchangalsign the
form of spikes, like the natural pulsed behavior. Each nearstate is a non-
negative integer calleplotential which increases by 1 when a positive signal (an
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Figure 3.3:  Typical feedforward @ @
neural network with a single hidden ’

J
layer [79]. Similar to other types of
neural networks, it begins with an in-
put layer, which may be connected to /
a hidden layer or directly to the out-
put layer. There can be any number

of hidden layers, as long as there is at
least one hidden layer or output layer
provided.

excitation) arrives to it, and decreases by 1 when a negsitival (an inhibition)
arrives. The signals can originate outside the networkhey tan come from
other neurons. Usually, the signals cannot flow in an anyitnaay: a topology
is designed that specifies which neurons receive signats ¥wbich ones, and
which neurons receive signals from the environment.

In the PSQA methodology, a particular RNN architecture isduséhere each
neuron behaves as.AVI /1 queue with respect to positive signals. This means
that positive signals are interpreted as customers; thesteroers arrive to the
neurons, and are served in a FIFO (First In First Out) orddre Jervice rate

at neuroni is denoted byy. A neuroni receives positive customers from the
environment according to a Poisson process withXxaténo negative customers
arrive from the environment).

The potential of a neuron is the number of positive custoneliss waiting
gueue. When a neuron receives a positive customer, eithardnother neuron
or from the environment, its potential is increased by 1. Heauron with a
strictly positive potential receives a negative custortepotential decreases by
1. After leaving neurom, a customer either leaves the network with probability
di, goes to queugas a positive customer with probabiIiB/T or as a negative
customer with probability; . So, if there aréM neurons in the network, for all
i=1,..M:

(pj+pj) =1

Mz

di +

=1

For sake of understanding, simplified description of howde RNN as a learn-
ing tool is given here. A particular type of RNN (feedforwarg) is selected and
trained with inputs. Knowing the values of a set of input (thapping between
inputs and outputs), RNN learns how to evaluate the functomarfy input. The
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function input is the Vectok; = (A1,...,Am) corresponding tdv input param-
eters from the network. And the function output is the ve@o« (p1,...,P1),
that means the stationary loads of the RNN. With this outpctiorethe RNN be-
haves similar to a function that gives MOS after enteringiargnt values. The
detailed description of RNN learning is out of the scope of thiesis, please
refer to [L7] for more information.

* Methodology
In this section, description of how PSQA works is explainéBefore using
PSQA in real time, three steps need to be done beforehandwhible process
needs to be done for each given application.

1. Quality-affecting factors and Distorted Video Database Geeration

In this first step, we select a set of quality affecting fasthiat have signifi-
cant impact on quality such as codec, bandwidth, loss, detdiyter along
with their ranges of values. A set of parameters with theacH values is
called aconfiguration A distorted video database is generated by varying
the representative configurations. A set of quality affexpparameters
parameters) such as codec, loss, delay, jitter... is wr@ts® = {1y, ..., T },
each has representative values wighi, andTimax A set of values for each
parameter ig pi1, ..., Pini } With pi1 = Timin @andpini = Thax For example, if

a set of loss rate (in unit of %) is 0,1,2,5,10, thér=5, pj1 = 0, pis =10. A
configurationY'is {v1,...,Up} whereuv; represents one of chosen value for
pi. It can be noticed that the number of possible configuratipps, ,Hi)

is huge. Therefore, only a representative subSehéeds to be selected
for subjective evaluation; i.€S configurations{ Y1, ..., Ys} where configu-
rationYs= {vg, ..., Usp} @andugspis value of parameters in configuration
Ys. After that,M media samples are selectex,(with m=1,...,M). For
eacho;, {0i1,...,0is} is a set of samples that have encountesedaried
conditions when transmitted over the network. The impletatgon of this
step could be done by experiments on real platform, netwankda&tor, or
network simulator.

2. Subjective Quality Assessment

In the second step, chosen configurations from the previage sre eval-
uated by a subjective evaluation campaign. Single Stimoiethod is
used; a panel of human observers evaluates distorted \adelhsstrated in
Fig.3.4. Then, MOS is computed the same way as in subjective approach
Mappings of configurations and corresponding MOS are storedtwo
separated databases calteining andvalidationdatabase.
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3. Learning of the quality behavior with RNN

In the third step, the RNN learns the mapping of configuratems scores
as defined in the training database. Once it has been trausegkt a func-
tion f () that can map any possible value of parameters into MOS. The RNN
is validated by comparing value given by this functifif) at the point cor-
responding to each configuration in the validation datase RNN has
not seen before). If the values are close enough, the RNNidavadl. Oth-
erwise, chosen configurations have to be reviewed and tpheldterough
step 3 have to be repeated again until the RNN is validatede @&cRNN
has been validated, PSQA is easy to use. To get instantaseongsat time
t, we just measure quality-affecting parameters at tiraed give them to
RNN, which returns back the MOS value simultaneously. PSQ#s iin
real-time as if there were real humans marking their perceutf quality.

Once the RNN has been trained and validated, PSQA is very easgt It
can be run anywhere in real time without any interaction wagl humans.

It is necessary to measure the quality-affecting (obje¢tparameters at
timet and to evaluate these values with the RNN to obtain the iremtaous
perceived quality at time PSQA gives scores in terms of MOS as if there
were real humans marking their perception of quality.

3.3.3 Performance Evaluation

This section presents performance evaluation of the thethods. It begins with a
description of scenario and environment of the test, impleted in the network simu-
lator NS-2 R1]. Among several multimedia applications, investigatibperformance
is carried out for the video streaming application becatiseane of the most popular
applications today. In addition, further studies in thisdiment will also concentrate
on this application.

1. Test Environment and Scenario
The interested environment is wireless networks IEEE 80280 standard
since it is nowadays largely deployed. The network openatésfrastructure
mode meaning that all traffic passes through an access p®im. video se-
guence is an H.264-coded sequence (named "foreman") of aurki seconds
and consists of 300 frames. It is encoded at 512 Kbps andchstiebén unicast
mode using UDP.

Loss Rate 0% 1% 2% 3% 4% 5% 6% 7% 8% 9% 10%
Mean Loss Burst Siz¢ 135

3%

Table 3.3: Investigated configurations.



86

chapter3

In the scenario, the client suffers from different loss rael mean loss burst
size indicated in Tabl8.3. These loss rates ranging from 0% to 10% are chosen
because itis interesting to see how QOE is affected witlewdfit loss percentage
and how the three approaches behave. The rate does not gerftiran 10%,
which is already a high loss rate; as higher rates will alwagsokes bad qual-
ity in the same way as 10% does. A simplified version of the &ilinodel [L8]
illustrated in Fig3.6is used for simulating burst of losses in the network. It is
considered as a model that gives a good approximation oésoss the Inter-
net. Parameters arp; the probability of loss after a correct transmission, gnd
the probability of correct transmission after a loss. Tleady-state distribution
of this model is given by = q(p+q) 1, = p(p+q) 1. The distribution

of the lengthS of generic burst of losses, considering the system in dxuili
rium, is geometric:Pr(S=n) = (1—q)"*q,n > 1 with meanE(S) = q=.

LR of the flow, according to this model, and the MLBS of the gtneare:

p 1 1 LR 1

LR= - MLBS= E(S) = 5 Reciprocallyq= = P= T RVLBS

Transmission Packet lost

Figure 3.6: The simplified Gilbert model.

To select mean loss burst size (MLBS), some real experimewtsimeen carried
out to see distribution of occurrence of different bursesi®-ITG (Distributed
Traffic Generator)§1] is used for varying load and QoSMei7] for collecting
statistics. Fig.3.7 illustrates the proportion of mean loss burst size whilg/var
ing load in the network from 0% to 80%. Seeing the partitignaf each size,
investigations have been continued with three selectest Isizes (1,3, and 5)
with respect to low, medium, and high burst size. Howeverait be seen that
the size of 1 has occurred the most often (76% of the time);déime attention
will be concentrated more on this size.
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@ 1: 75.35%
mzE 10.73%
a3 5.15%
0O4: 4.25%
W 51.255%
@ §: 1.86%
W & 0.86%
014 0.43%

Figure 3.7: A proportion of loss burst size in real scenario.

2. Implementation
Implementations are done with the network simulator NS+3iea 2.29 R1].
Wireless IEEE 802.11 implementation flaws of the originakuen are patched
with wireless update patch frorB83]. The patch includes realistic channel prop-
agation, Ricean propagation model, 802.11 bug fixes, meltipta transmission
rates support, and adaptive auto rate fallback (AARF). Impletation of video
streaming application is done by adding a video packet mn&éson module
(vi deotrace) in NS-2. This module enables transmission of parsed tfaces
real video sequences within NS-2. For communications baEtweSQA and
NS2, PSQA moduler fin) has been integrated into this version of NS-2 so that
it can directly acquire input statistics for RNN. The devetmnt of this module
is based on RNN source code from colleagues in DIONYSOS refsegoup
[84]. The basic code contains all functionalities necessaryi$étng RNN such
as creation, training, and validation. The interactionsveen RNN and NS-2
have been implemented in order to enable communications df Rput/output
with NS-2. For getting score, PSQA is called evesgcond (heré=1).

To get PSNR and subjective evaluation, the procedure stifited in Fig.3.8.
First of all, a raw YUV digital video sequence is processedibyencoder that
generates the H.264 bitstream. The bitstream is then paosget a trace file
compatible with NS-2 network simulator. For each run, thmewation is spec-
ified with desired loss rate and MLBS (using simplified Gilberddel). As
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a result, loss trace file is obtained, which is used by the ilessrtion block
(gi I bertl oss) to erase lost packets from the original H.264 bitstreamaliy

the distorted bitstream is decoded to a raw video file foraligation and qual-
ity assessment as well as for PSNR computation. For sulgeetialuation, ob-
servers are asked for the average impression of each vidgesee. Single

Stimulus with five expert observers is used and then an agesegre are com-
puted to represent MOS.

YUV video sequence

H.264 bitstream

Parser/Packetizer

Input trace file

Output trace file

Loss insertion

Distorted H.264 bitstream

Distorted YUV Video sequence

Figure 3.8: Process of trace file generation and video diistor
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3. Results
The results given by subjective evaluation, PSQA, and PSiéRiesented re-
spectively. Each of them is discussed and a comparison slopnsing subjec-
tive evaluation as reference since the goal here is to appat& QOE as accu-
rately as possible comparing to the scores obtained witjestile approach.

» Subjective Scores

The Fig. 3.9 shows the scores along with standard deviations obtained
with subjective evaluation. It can be seen clearly that fass has a great
impact on perceptual quality as we can see in this figure theadation in
guality increases while loss rate increases. However,egeadlation is not
proportional to loss and it does not represent any functidoss rate. That
is why only technical parameter cannot reveal subjectiaityu We can
observe that loss burst size also has an impact on the engremeption
especially with this video application. We can see that tighdst burst
size 5 results in better quality than other two lower sizealost every
loss rate except with very high loss from ranging 8% to 9%.sTdan be
explained by the fact that human observers prefer to havé saraber of
grouped loss than high number of dispersed loss. Howewevely high
rate (8%, 9%, 10%), the degradation is too important thatjtredity is no
longer acceptable in all cases anyway.

---#---mlbg=1 — & — milbe=3 —-&— mik=2=5

Figure 3.9: MOS obtained with subjective approach.
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* PSQA Scores

Fig. 3.10(left) shows the PSQA scores along with standard deviations for
videos experimenting different loss rates and mean losst Bimes. Each
point is computed by taking an average PSQA score of the wthala-
tion (12 seconds). We observed that better QOE is obtain#gd higher
MLBS, similar to what we have seen in Fig9with subjective evaluation.
However, we also observe that PSQA scores are too high camgpiar
the QOE really obtained by subjective evaluation, so ingatibn has been
conducted and it is found that if we take minimum score forhe@deo
(cf. Fig.3.10right), we get better precision of quality as we will see later
in comparison section that the graph follows the one of sulive evalua-
tion better than the average score. Thus, in the followirgdabmparison
continues using the minimum value instead of the averagesvalhe rea-
son why minimum scores show better precision is because siataays
pay more intention to the period of video where they have sleenvorst
quality, this event is more remarkable than the no-lossogderTherefore,
they give quite pessimistic scores than what they haveyrsaéin in overall
duration of the sequence. For more details on how scoresateaih time
during the play-out, individual scores for the three diferloss rates are
also shown in Fig.14 2% for low loss, 5% for medium loss, and 10% for

high loss.
---e--.mlbzl —-=— mbz? — 4« — mibas ---%---mlbg1 —-=—-mib23 — «— mib=s
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Figure 3.10: MOS obtained with PSQA: Averagdefl) and Minimum ¢ight).
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e PSNR Scores

First, overall PSNR of the video (meaning the average PSNER@frames)
is computed and itis then converted to MOS according to Talle~ig.3.11
(left) shows this overall PSNR for each configuration. Ei@j5 shows
three PSNR graphs of individual frame corresponding toettdiferent
loss rates: 2% for low loss, 5% for medium loss, and 10% foh hags;
it illustrates more in details how PSNR of each frame evalsiduring the
video duration.

The similar situation as in PSQA happened in PSNR, the aved?&idR

of each frame gives very bad approximation that does noelzie well

to subjective evaluation. The investigation is done and ifound that

we should better use the average MSE of the overall framesamgute

PSNR with this value (cf. Fi§.11right). Better approximation of quality
is obtained as we will see later in comparison section; tlaglyrfollows

the one of subjective evaluation far better than the aveR&)¢R of each
frame.

—+—ilbz=1 — & — mlbe=2 —-£— mibz=5 —s— mlkz=1 — &= — mlkz=3 —-&— mlbz=C

MOS

a

i}

U 13 2 3w 4% G2 Bx 7o 8H 3% W3 D 1% 2% 3% 4% Bx B Tx 8% 9% 0%

Loss Loss

Figure 3.11: MOS obtained with PSNR: Average of PShR)and PSNR of average
MSE (right).

» Score Comparison

Fig.3.12and Fig3.13show comparison between PSQA (hybrid approach)
and PSNR (objective approach) with reference to Single 8tisn(sub-
jective approach). We can see that PSQA outperforms PSNRse of
MLBS=1 and MLBS=3. However, PSQA performs worst in case of MLBS=
This can be explained by the fact that when minimum score efithole
duration is considered, in case of high burst, PSQA will gijte bad
score as we can see in Bdl4that minimums of all graphs with MLBS=5
are very low. Nevertheless, this situation of high burse $iappens rarely

in real scenario (1% according to F3g7). Even though in high burst size
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PSQA performs worst than PSNR but its advantage of accueateime
measurement in other cases, contrary to post measurenfe8N#i, makes
it more attractive for resource management mechanisms.
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Figure 3.13: Comparison of MOS obtained with the 3 approaches

Moreover, it can be noticed from Fig.15that PSNR scores fluctuate in
times and PSQA scores are more stable (FdLl4). As such, the latter
Is better to use for adaptation mechanism since if we use P3MKkRh
changes often, the mechanism will have to adapt often andresat in
instability of the system.

Finally, the main contribution of this subsection is thefpenance evaluation of
PSQA for video streaming application in WLANs. After compayiPSQA to PSNR
and subjective approaches, usage of QoE as metric for msownagement is vali-
dated and thus discussion about opportunities enabled Eynq@dric (via PSQA) can
be presented in the following section.
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Figure 3.14: MOS of different loss rate obtained with PSQA.

93



94

PSNR

PSHR

PSNR

121 #1818 12 e o202 2 261 2w

Frame no.
(a) Low loss (2%).

—— mikz=1 —— mlk==3 mibe==%

0
B
0

L T - BT S 1 N - B TS - Y 101 B=3 B D 1= 1
Frame no.
(b) Medium loss (5%).
—— mlbg=1 —— mibz=23 mibz=5

T2 4 BB 12 W 1 1 201 22 241 261 23
Frame no.

(c) High loss (10%).

Figure 3.15: PSNR of different loss rate.

chapter3



Applying QoE for Resource Management 95

3.4 Applying QoE for Resource Management

We have seen that PSQA gains advantages and avoids drawitmaunksoth subjective
and objective approaches. It is accurate and can be runlitimea moreover, it is less
time-consuming and it does not require manpower (exceptenstibjective quality
assessment step, which is normally done only once). Hawapgality of assessing
QoE automatically via PSQA opens a wide range of opporesitQoE then becomes
an interesting metric for managing network resources. eéStmmpetition between
network operators will be based on this metric (i.e. cliaaltsvant to have the best
perception of their multimedia applications), it is impaort to explore management
directions enabled by QoE concept.

Some previous works have been conducted using this PSQAiIteeh for ex-
ample, VoIP over wireless LANS3p], video application over DiffServ networks, or
IPTV over peer-to-peer network8¢]. However, PSQA is application-dependent and
system-dependent, hence even previous related works bavedone but none consid-
ers video streaming over WLANS, which is becoming very popotavadays. In addi-
tion, main objective of previous works is often in quality nikering purpose whereas
objective of this dissertation is to use QoE for network nggmaent purpose.

3.4.1 Applying PSQA in Resource Monitoring

The QoE monitoring can be done at different levels, eith@nakuser or at network,
depending on the purpose. The advantage of measuring afsemds accuracy because
monitoring entity is located at user itself and real-timeoimation can be collected
easily. On the other hand, monitoring entity can also begulat network side. This
means PSQA can be run at router or point of attachment (PaA)eimg able to react
directly to current situation.

Fig. 3.16illustrates different levels in the network where PSQA canplaced,;
it also gives an example of monitoring at end user. It can liEed that monitoring
at end user will give the most accurate information. Thiginfation can be either
used at user terminal (adaptation at end-system) or it céorivarded to access point
level where first set of solutions can be executed by the aawetsvork. If collected
information is not enough, access points can forward thérmation to access router
where more local data is available. Finally, if global desmnsneeds to be made then
access routers can, in turn, forward collected informatmnentral controllers who
can make decision with global view of the system.
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Figure 3.16: Different levels of control.

The following gives a more detailed example of how to use PSQR0E moni-
toring and also how communications between network estdsn be processed:

* PSQA running at end-user side

Fig. 3.17 depicts communications between PSQA, user terminal, aoesac
point; in which PSQA is placed at user level. For this caser tesminal directly
feeds inputs concerning statistics of the flow to PSQA who mates MOS si-
multaneously and returns it to user terminal afterwards @gcess point can
then inform other users about the current QoE of ongoingsu@r An incom-
ing terminal hence has valuable information about netwertqumance (3).

Slatistics an the fiow

Black PSQA
/ e

Figure 3.17: PSQA running at end user.
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* PSQA running at network side

Fig. 3.18depicts communications between PSQA and access point, ichwh
PSQA is placed at access point. This case is feasible whea@dksary statistics
concerning users can be collected at access point levdlisliocase, access point
directly feeds inputs concerning statistics of the flow t@QRASvho computes
MOS simultaneously and returns it afterwards. Access pmantthen inform
other users about the current QOE of ongoing users or maregenk resource
internally.

. conected user

conected user

MOS
PSQA Black Il .
Meuronal Network Box
% Slatistics on the fliow

Figure 3.18: PSQA running at access point.

3.4.2 Examples of use case

This section provides some examples of use case that deplByf@ resource man-
agement. Furthermore, it also gives directions about QoBdtwork management in
terms of global system.

* Call admission control mechanism
Increasing number of wireless users has pushed networkimpén consider call
admission control during operation. With information sashQoE of ongoing
users, it is more efficient to perform the control than usinty dandwidth- or
throughput-related information. The experiencing qyadit already connected
users can imply the quality of incoming user; however, dagtian after the ad-
mission has to be considered and handled properly. Thisedoihe at different
level, for example, PSQA can run at the access point in oaleranitor quality
of experience of ongoing users and filter the access from sewswaccordingly.
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» Bandwidth allocation

QOE can help network operator handling resource allocatiamould be advan-
tageous to regulate bandwidth taking into account userrexpee. For exam-
ple, in variable bit rate (VBR) traffic, bit rate varies oftersuéting in different
amounts of bandwidth requirement in specific times. At thosenents when
the need of bandwidth is less, operators can give the rengpiniother traffics.
Hence, they can earn more benefit while keeping customess$isat

Network selection

Increasing number of network operators has also pushed tseelect the net-
work that will provide the highest quality. This can be dofa, example, at
the access point level with the help of communication protectich as IEEE
802.11k BQ]. Access points can broadcast information about its owordt
using one of the specified report frames.

Handover management

When mobile users move from one location to another, it isiptesthat network
operator guides user to connect to a specific network agcuprdi QOE from
ongoing connections in candidate cells. Some wof& have already been
done to provide a method for execution of this guidance. Tmelsnation of the
two will result in more quality-related ways of control.

Heterogeneous network management

Moreover, seeing that QoE is independent of network tedgyplwe can imag-
ine using QoE as metric in other network environments as. w#dl far, some
works have been done in different networks such as Peee¢o{87]; however,
the authors focused more on network monitoring aspect. ,thesnanagement
issue is still left for investigations. Moreover, a growingterogeneous network
can also be another target. QoE is a perfect metric in this 6fgenvironment
where different network technologies co-exist with the sagoal of providing
the best service to users.

QoE-aware Framework

Finally, in the future we can also imagine a QoE-orientedh#aork, a whole
network infrastructure based on quality of experience.déonmunications be-
tween each network entity, more studies are needed. Howhee exist al-
ready some supports provided by the standard such as IEEE18[32], which
provides tools to handle handover execution between diftdechnologies. For
SLA, different levels of user would be established alondhwiifferentiated ser-
vice quality and price. Fi§.19depicts a possible QoE-aware framework.
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Figure 3.19: QoE in Resource Management.

3.5 Conclusions

The concept of quality of experience (QoE) has been intredurcthis chapter. Differ-
ent QOE measurement approaches are described and peréermaiuation has been
conducted. PSQA (Pseudo-Subjective Quality Assessneetpiuated and its perfor-
mance demonstrates that it represents an appropriate ve&géss user experience in
real-time manner. After we have seen that it is possible toraatically evaluate QoE
using PSQA, we foresee resource management from a diffenghé.

Therefore, reader is introduced to a novel resource managieapproach using
quality of experience as metric in many management mecamsnesid framework. It
is more relevant and more flexible than QoS parameters whaindevith multime-
dia applications. In the following parts of this disseuati deeper investigations on
using QoE in network management will be conducted. Use caidse studied both
from network and user perspective and within both homogesi@end heterogeneous
environment.
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We have seen in Part | state of the art on radio resource management
and importance of user experience in wireless multimedia networking.
In this Part Il, deeper investigations on using QoE in network manage-
ment will be conducted from network operator perspective or what we
call network-centric approach in this document. As we can see that wire-
less networks nowadays raise many problems for network operators to
manage their resources. These problems come mainly from restricted
bandwidth and variable radio condition inherited from the wireless na-
ture of network. In addition, the emergence of multimedia traffic with
its strict requirements make it more complicated to manage network and
hence efficient management mechanisms are indispensable. In this part,
three common mechanisms, namely admission control, rate adaptation,
and scheduling, will be discussed. For each mechanism, a scheme based
on user experience will be presented. The human QoE is obtained by
PSQA tool previously described. Instead of relying on technical param-
eters such as bandwidth, loss, or latency, which do not correlate well
with human perception, this part of dissertation demonstrates how QoE
can be used as metric in network management. The simulations have
been done in wireless IEEE 802.11 and mobile UMTS environments
respectively.
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Chapter 4

Admission Control

4.1 Introduction

Since wireless local area networks have started to be degloygers can connect easily
to the Internet and the number of Internet users has inalesageificantly. Nowadays,
WLAN based on IEEE 802.1B[] standards with infrastructure mode is the most pop-
ular as we can see hotspots everywhere. At the same timenensiprogress has been
made with this technology, and the ability to support adealngervices became possi-
ble. As a result, mobile hosts running real-time multimeapalications such as video
streaming and VoIP are ubiquitous. These multimedia usertha major concern be-
cause their traffic is restricted in terms of quality. In dubeh, the nature of wireless
network (limited bandwidth, shared resources, channelfietence...) made it easy
to be over-utilized. Consequently, network load must berotlet carefully so that
acceptable quality for real-time applications can be naaetd while not penalizing
network operators with underutilization.

Therefore, this dissertation firstly presentsaaimission contromechanism based
on quality of experience perceived by ongoing users. Thpgsed scheme is based
on Mean Opinion Score (MOS) and without interaction frorm heemans (via PSQA).
The simulation results will demonstrate the performandhisfapproach compared to
the loss-based approach regarding user satisfactionatedlby the QOE achieved at
user and bandwidth utilization of the network evaluatedisydoodput.

The remainder of this chapter is organized as follows. Theptdr begins with
related works in Sectiod.2. Then, Sectionrt.3 presents the proposed admission con-
trol algorithm along with interaction between access moand PSQA tool. Imple-
mentations are described in Sectibd and the corresponding simulation results are
presented in Sectiofi5. Finally, Section4.6 presents conclusions.
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4.2 Related Works

To guarantee service quality at users and to optimize resautilization, admission
control is essential; otherwise degradation in qualityl vakult from high collision.
Controlling admission can be handled with several methods;am observe two main
approachesaccess schedulingndresource provisioningas explained below.

» The first approach consists in scheduling access to thdesgehannel. This
approach has been proposed to solve inherited problems Ntecha Access
Control (MAC) protocol in IEEE 802.11 standard that does ngipsut neither
quality of service nor multiple traffic categories. FirdEHE 802.11e§8] stan-
dard has been created for supporting multiple traffic categ@and then many
variations have been designed, most of them try to schedoésa to the channel
taking into account different traffic categories and ptinimg multimedia traffic.
Similar approach proposed i8] manages resources by splitting the contention
period into two subperiods: one for contention betweentiea stations and
another for contention between non real-time stations.

» The second approach consists in restricting the volumeafifd that enters into
the network with an objective of QoS provisioning. This isiaky done by
estimating channel utilization based on network measunésn&ome schemes
have focused on the analysis of throughput in saturateditbomst referring to
collision probability analyzed inJ0], the author of §1] provide a mechanism
to predict achievable throughput for all users after a nemneation is accepted.
Another scheme proposed by B has developed an analytical model to assess
the capability of 802.11 and to control admission of new fllbased on channel
busyness ratio.

Even many admission control mechanisms exist, most of tirenoly aware of
QoS and very few takes into consideration the quality of eepee, which is the most
important factor in the increasing multimedia traffic tod@y majority of the mech-
anisms rely on technical parameters, especially bandwidiey usually compare
available and requested bandwidth before deciding whéthaccept a connection or
not, similarly to resource provisioning approach. Thiskgowell with wired networks
where bandwidth provisioning is easier (due to stable netwondition) than in the
wireless environment. In addition, bandwidth alone is matigyh to guarantee quality.
To accomplish both goals of enabling high quality for adedttlows this chapter pro-
poses a QoE-based admission control mechanism that atiengniise access network
in real time based on user’s perceived quality.
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4.3 QoE-based Admission Control Mechanism

This section presents an admission control mechanism lmasader experience with
help of PSQA tool. The interested context is wireless aceesgonments such as
IEEE 802.11 standards with infrastructure mode (all trgfi@sses through the ac-
cess point). This choice has been made because the accessgroact as controller
equipped with PSQA tool. The main idea is to have accessguoinnitor MOS of its
ongoing connections in order to have knowledge about theeped quality level of
the service and then to decide whether to accept a new caomectnot accordingly.

4.3.1 Access points in the proposed scheme

Access point (AP) in the admission control algorithm canllstrated with a Mealy
automaton in Figt.1; focus is only on the states concerning the proposed scheme.
Assume at the beginning that access point is up and waitingdionection requests.
When a new connection is requested, the access point compugagerage MOS of
all ongoing connections. If MOS is higher than an acceptélel plus a threshold,
then a new connection will be accepted (AP returns then talirstate); otherwise
it will be rejected (AP then waits until connection releagddoe returning to initial
state). The threshold is used to absorb degradation oftgwdter a new connection
is accepted. For economizing processing time, the accessqunputes MOS only
when a new connection is requested and not periodicallye¥ample, an access point
computes MOS after receiving &ssociation Requefiom a station then it sends back
Association Replgccording to the algorithm. This approach is dynamic antecuc
thus it is suitable for wireless networks where channel @¢@rs change often.

0: waiting
1: comparing
2: refusing

MOS = 3 +t/ accept

request / compute MOS 1 MOS < 3 + t/ refuse

release / returnto 0

release /
returnto 0

Figure 4.1: States of the access point in the proposed scheme

In the mechanism, the scorefaif quality), according to 5-point scale in Fig.1,
is selected to decide for admission as it is known that thaityulevel is acceptable
for video streaming applications. It can be noticed thattineshold is very delicate
to define as it depends on the granularity expected.idfhigh, it will result in high
guality because the scheme will grant all network capaoity small number of flows.
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Nevertheless, this restriction may raise under-util@aroblem, which is expensive
for network operator. With the similar reasoning, i small, it will result in low qual-
ity due to congestion in the network. Thus, a tradeoff betwleendwidth utilization
(accepting more connections) and its consequence in cbon@egradation has to be
weighed properly.

4.3.2 Interaction between access points and PSQA

All access points in the scheme are assumed having two awlalitfunctionalities:
monitoring loss and communicating with PSQA. The PSQA tquérates at every
access point and helps them for MOS computation. The irtterabetween access
point and PSQA tool is explained and illustrate in Fg2

~PSQA

@mos

Figure 4.2: Interaction between the access point and PSQA to

1. The access point monitors loss statistics of each catatgps and gives these
statistics to PSQA tool as input.

2. After receiving statistics from the access point, PSQ®# tomputes MOS and
returns it to the access point afterwards.

Two specific parameters concerning losses are monitoregluberevious work of
PSQA has demonstrated that loss statistics is the most tergdiactor for quality.
Therefore, the statistics considered in the implememati@ loss rate (LR), the loss
rate of video packets; and mean loss burst size (MLBS), theageelength of se-
guences of consecutive lost packets, this parameter esptne way losses are dis-
tributed in the flow as it affects dramatically the percepiod video B6]. High MLBS
makes impairment more visible in the video; however, afterstudy in 93], it has
been found that humans prefer sequences where losses aentrated over those
where losses are isolated but more frequent.
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4.3.3 Example of scenario

This section first illustrates the effect of no admissiontoarin the system and then it
explains how the scheme will be applied to this type of situnat

Assuming in this example that the network operator doesnplement any admis-
sion control mechanism; the connection arrival rate is amection per second and
the network operator accepts all connections until its maxn capacity. With simula-
tions, we observe how quality changes in time. From thedEgwe can see that QoE
is excellent at the beginning because a small number of @bions can profit from all
available bandwidth. However, when the number of admittathections gets to 11,
the quality begins to degrade until it reaches and remaitieatcore 1lfad quality).
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Figure 4.3: QoE in the example scenario.

The functioning of the scheme is illustrated by this examptethis scenario, a
value of 0.5 is adopted for the threshadlecause the chosen value provides a good
balance between bandwidth utilization and quality degradaafter extensive simu-
lations. Witht = 0.5, the network operator will accept connections until cotridOS
reaches an interval [3.0-3.5] and then stop admitting newneoction at 12 admitted
flows where this threshold is attained (hatched zone). Thaoew of flows remains 12
until at least one connection releases its bandwidth andgkeator can then accept a
new flow again.

It can be noticed that the threshaltas a great impact on the number of admitting
connection. In the future, different thresholds could bedu® treat different user
priorities. For example, user with high priority will havehagh threshold because the
perceived quality have to be guaranteed strictly. On therdtlnds, the threshold for
lower priority users may be smaller because this class aobuséess sensitive or less
restricted in terms of quality. However, some cautions &heat up so that the small
threshold of low-priority user should not affect qualityalfeady admitted users.



110 chapter4
4.4 Performance Evaluation

The performance evaluation is conducted in wireless aauetsgork based on IEEE
802.11b specification9d] and the scheme is evaluated with video streaming appli-
cation. For the test, the network simulator NS2A][version 2.28 is used with the
wireless update patch from TKN%$]. Two extra modulesvi deot r ace andr nn) pre-
viously explained in Chaptet are integrated into the simulator and admission control
is done according to the described algorithm.

4.4.1 Simulation setup

The admission control is implemented in access point opgrah infrastructure mode.
For the topology, the access point is situated in the midtileeocell possessing a cov-
erage area of 500mx500m. Client nodes are positioned ragdanthe cell. Each
client requests for video streaming of 384 kbps with conpachandling time of
60 seconds. Connection arrival rate is one connection pendeclThe access point
monitors user experience for each connection with PSQA topede MOS of each
connection using statistics measured at its downlink fatexs. The scenario is similar
to the one explained in the example scenario.

4.4.2 Comparison with loss rate based schemes

The proposed scheme is compared with admission controkemmghtation based on
loss rate because it is the pertinent metric that is widegdus determining service
quality. Three rate-based schemes (2%, 5%, and 10%) hawvechesen, they corre-
spond to low, medium, and high loss for video streaming appbn in the wireless
system. In each loss-based scheme, the access point wvpllasitoitting new con-
nection when the specified percentage of loss is reachedreBdt of evaluation is
detailed in the following section.

4.5 Results

Two significant metrics are considered for evaluation offfeposed scheme. The first
one is user satisfaction that can be measured in terms of pamnon Score (MOS)
and the second one is bandwidth utilization that can be nnedsa terms of goodput.
The results are explained according to these metrics ansuthenary of performance
comparison is given at the end.
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45.1 User satisfaction

For measuring user satisfaction, we should evaluate howg pseceive the service and
how satisfied they are. To do so, PSQA tool is deployed to medd®S of each
connection; this MOS expresses user perception of thecgerVhe global MOS of the
system is illustrated here by taking an average MOS of alVe@cionnections; this is
done every decision epoch determined by the connectiorabrate. In this scenario,
it is done every second, thus the MOS presented iMHgs taken every second. In
addition, PSQA also continues to measure MOS during trassam periodically in
order to see how quality evaluates in time.
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Figure 4.4: QoE and loss based schemes: MOS comparison.

From the Figd.4, it can be seen that the proposed scheme outperforms nmkont
approach and 10% based approach. This can be explained Egcthibat in the no-
control approach, the call admission control does not exqst the network always
accepts new connections leading to congestion and henceuasdidy. In the sec-
ond case, limiting loss rate at 10% is too high for obtainimgd quality for video
streaming applications. The proposed scheme perforntsligligetter than 5% based
approach which is, generally, a delimited loss rate beyomidlwguality will no longer
be acceptable. Nevertheless, 2% based approach givessdweites than the proposed
scheme does but with the price of bandwidth underutilizadiscussed in next section.

4.5.2 Goodput

For resource utilization assessment, the goodput is measut is, indeed, the ap-
plication level throughput. It represents the number offulskits per unit of time
forwarded by the network from a source to a destination. Feasuring the goodput
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Figure 4.5: QoE and loss based schemes: Goodput comparison.

in NS-2, the number of bits successfully received at eadipstégs computed. Fig.
4.5shows the global goodput of the network in each scheme. Tt @onfirms less
goodput obtained by 2% based scheme as just mentionedreénmliact, the loss of
2% is very restricted for admission; consequently the gabdp2% based scheme is
lower than others. We can also observe that 5% based schefoeperetty well in
the beginning but the throughput drops sharply around tfes2&ond. On the con-
trary, the proposed scheme performs slightly lower at tlggnipéng but it maintains at
good level until around 30 second, while the others perform worst.

4.5.3 Performance summary

Table4.1summarizes the performance of five schemes previously iegoland high-
light the performance of the proposed mechanism. It alsesgiaformation about
number of flows admitted by each scheme and the maximum bdttdwiilization.

Table 4.1: Comparing QoE and loss based schemes: Summary.

Scheme || Max. Bandwidth| Connection| Average
utilization admitted MOS

2% based 3.6 Mbps 10 flows 3.62
MOS based 4.32 Mbps 12 flows 3.35
5% based 3.96 Mbps 11 flows 3.19
10% based 4.68 Mbps 13 flows 2.17
No-control 7.2 Mbps 20 flows 2.06
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4.6 Conclusions and Perspectives

In this chapter, an admission control mechanism based @epieral quality has been
proposed. While others consider purely technical paramett@is chapter investigates
the interpretation of these parameters to human percefit@nQoE). Thus, the pro-
posed scheme provides a method to control radio resourde ging aware of quality
experienced by users.

In fact, the access point in the proposed scheme monitolgygagperienced by
ongoing users (with help of PSQA) and makes admission aecatcordingly. Al-
though the scheme is based only on current score (perceywadtive users); we can
obtain good performances. Furthermore, it would be intarggo see if we can im-
prove the scheme to enable MOS prediction and h&ute provisioning If prediction
of QOE is possible, operator would be able to manage resswitle precision of QOE
that will be reached by users.

Moreover, as service differentiation is an important conde wireless LAN nowa-
days, it would also be interesting to study different thoddh to be used further to
address different user priorities or traffic classes. Adsoadmission control only solve
the problem at network entrance phase, network conditionahange during connec-
tion holding time, and thus adaptation along connectioatiom would also be another
attractive issue for investigation.
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Chapter 5

Multicast Rate Adaptation

5.1 Introduction

We have seen in the previous chapter how QoE can be used fassadmin WLAN,
this chapter will investigate multicast transmission anelspnt how QoE can also be
used to improve quality performance in this type of netwdkk.we can notice, wire-
less networks have been deploying everywhere with IEEE1I80&s the most popular
standard; however, wireless resources are scarce ancsdrebndition varies often
as mentioned previously. These limitations are cruciabfglications with tight QoS
requirements such as video or voice over IP. To cope withetipegblems, the stan-
dard has provided many features includmaglti-rate capability, which is the focus of
this chapter. Multi-rate capability is beneficial espdgidébr multicast transmission,
in which the traffic sent by default at basic rate may resuttapacity wasting due to
longer channel occupancy. Moreover, the lack of feedbaathar@sm makes it diffi-
cult to deal with reliability or service quality. Some protds have been proposed to
use rate adaptation in handling the problem but none of tladestinto account user
experience, which is an essential quality indicator fortrmedia application.

Therefore, in this chapter, twate-adaptationmechanisms based on quality of
experience will be proposed. The first one simply uses QoEnhaisdtor to adapt
transmission rate. Similar protocols have been proposedtdriterature and most
of them make use of the same static-threshold approach &r ¢oddecide when to
change transmission rate. Unfortunately, static thresdoks not adapt well to vary-
ing network condition, which is common in wireless enviremh Thus, the second
mechanism is also proposed; it provides dynamic rate atiapt@echanism based on
guality of experience as well. For both schemes, PSQA taaesl for obtaining mean
opinion score in real time. The objective is to improve baiudkvutilization while sat-
isfying user experience. The results illustrate signifigagrformance improvement
obtained by the proposed scheme according to this goal.

115
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The rest of this chapter is organized as follow. This chaptgins with back-
grounds on wireless multicast in Sectior2 following by related works in Sectiob.3,
The proposed schemes are presented in Sestibalong with their simulation set up
and results. Finally, conclusions are given in Sectidn

5.2 Wireless Multicast

Multicast over wireless networks is a fundamental commatioa function because
wireless network is inherently broadcast by nature. Thiamsdhat a packet that is
sent only once, will reach all intended recipients in malsicgroup. Therefore, multi-
cast is an efficient method to transmit the same data to a g®i@llows transmission
of data to multiple destinations using fewer network resesr More recently, the fast-
growth of wireless network and its application has pushedigployment of multicast
communication over wireless networks. We can see todapusapplications support
multicast; for example, conference meeting, mobile consmémobile auctions), mil-
itary command and control, distance education, entertmrservice, and intelligent
transport system.

However, multicast application has some constraints. ighst traffic has been set
to the lowest transmission rate (basic rate) in order toredlenobile nodes especially
the further ones because they are subject to importantidagiag and interference.
The lower rates disadvantage transmission in terms of @autupancy since they
take longer time than the higher rates to send the same amburformation. This
performance anomaly has been presente@h ft is mentioned that slow host may
considerably limit the throughput of other hosts roughlythie level of lower rate.
Another constraint in multicast transmission is the lackacknowledgment and re-
transmission due to huge amount of traffic overhead thedeetsmwill generate. This
is severe when transmission mode is multicast because théaruof acknowledg-
ment/retransmission will be multiplied by the number ofipgnts in the multicast
group, which could cause collision due to feedback implosio

The lack of feedback results in two main drawbacks, firstig mnore difficult to
know the current situation of the mobile node without feedkbaechanism. There-
fore, many of the schemes insist the use of feedback mechafos example, they
make use of RTS/CTS (Request/Clear To Send) frames or charoi@hgrmecha-
nism. Secondly no feedback means no recovery from the lossror; this makes
multicast transmission unreliable. Some researchers pragosed reliable multicast
protocols (e.g.96] or [97]) to deal with unreliability issue. However, this chapteed
not focus on reliability problem since it can be assumedfibrateal-time traffics like
UDP-based streaming, reliability is not a crucial issueis preferable to lose a few
packets than waiting for retransmission, which delays padklivery. Hence, similar
to the previous chapter, the focus here will be on the perdoce of the network with
respect to user satisfaction and network utilization ag #re the main objectives of
this dissertation.
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5.3 Related Works

This section begins with some backgrounds concerning @dptation capability in
wireless IEEE 802.11 networks. Then, it continues with eateptation mechanisms
designed for in IEEE 802.11 for unicast and multicast trassion respectively.

5.3.1 Rate adaptation capability

The rise of wireless communications has pushed researcldarelopment in this
area to grow very quickly. IEEE 802.18(] based wireless communications have
been widely deployed. Commercial products and numerousacedworks are avail-
able. Moreover, the standard has provided many specificafar the deployment of
wireless networks; one of which is the multi-rate transmissapability provided by
802.11 physical layers. For example: 1, 2, 5.5, 11 Mbps datsrare available in
IEEE 802.11b 94]; or 6, 9, 12, 18, 24, 36, 48, 54 Mbps are also available in IEEE
802.11g P8]. These different data rates come from different modutatechniques
and channel encoding schemes; for example, in IEEE 8020&BSK (Differential
Binary Phase Shift Keying), DQPSK (Differential Quadratiease Shift Keying),
CCK (Complementary Code Keying) 5.5 and CCK 11 correspond to degeofel,

2, 5.5, 11 Mbps respectively. In wireless environment,edéht factors such as path
loss, fading, or interference in the channel have directichpn the variation of the re-
ceived signal to noise ratio (SNR), which results in variaiio Bit Error Rate (BER).
The lower the SNR the more difficult it is for the modulatiorheme to decode the
received signal, resulting in higher BER; hence the need efadaptation.

5.3.2 Rate adaptation mechanisms in wireless unicast

The first and widely used rate adaptation protocol in comrakpcoducts isAuto Rate
Fallback (ARF)[99]. In ARF, when SNR decreases, an access point tries to recover
by decreasing the transmission rate. In fact, the access gwitches to a higher rate
when a certain number (ten) of packets has been successfaliyved; it switches
back to the lower rate when a failure occurs right after nateaase. If a failure occurs
when the number of consecutive successful transmissidassshan ten, the access
point switches to a lower rate only after two consecutivéufas. Regardless of its
wide implementation in commercial products, the protocas b drawback resulting
from the static-threshold approach, which does not adafptevearying condition in
wireless networks.

To solve disadvantages from static-threshold approaehatithors of 10( have
proposedAdaptive ARF (AARFE)The authors also use threshold-based mechanism as
in ARF but instead of setting it to a fixed number, the threstoltbws binary ex-
ponential backoff continuously at runtime to better refkecthe channel conditions.
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This means they multiply by two the number of consecutivecessful transmission
required to switch to a higher rate. The mechanism incretsegeriod between suc-
cessive failed attempts to use a higher rate results in flaNares and retransmissions,
thus the overall throughput is improved. Despite that AAR&®fficient mechanism;
it cannot be used in multicast transmission since the imeigation of this protocol
requires acknowledgment and retransmission, which aebolid in multicast.

Another popular protocol iReceiver-Based Auto Rate (RBAR)]] that has the
goal of performance optimization in wireless networks gsitso rate-adaptation mech
anism at MAC layer. In RBAR protocol, RTS/CTS mechanism is é&tan order to
get/send feedback from receiver. In fact, RTS is sent ouirbefach transmission by
the sender and it is received by the receiver who computeShiieof the frame. After
consulting a table mapping of SNR and rate, the receiverssbadk the transmission
rate for the sender to use in the next transmissions in CTS @R TS headers have
been modified for the purposes. This mechanism is based on(&\Rputed with a
priory channel model), which is a physical parameter thasdaot always correlate
well with human perception. Moreover, RTS/CTS mechanisnisalded in multicast
transmission.

5.3.3 Rate adaptation in wireless multicast

Based on similar idea of using RTS/CTS in RBAR, the author24djff have proposed
Rate Adaptive Multicast protocol (RANDr channel estimation and rate selection. In
this protocol, multicast receivers make use of RTS to meashannel condition and
send back transmission rate for sender to use in CTS. In casa thember does not
receive the data frame correctly, it will send a NACK (Not Aokriedge). For en-
hancing the throughput, the authors added a frame sequelt&fRTS. This field is
used by the member to check whether multicast data frameesvdrame or retrans-
mission. If a frame is a retransmission of a previously sssftdly received frame, a
member will not participate in this multicast transmissidhis reduces the number of
retransmission. It can be noticed that the protocol make®tRTS/CTS, NACK and
retransmission, which are disabled in multicast. In additthere are many modifica-
tions to existing frames.

To overcome feedback implosion problem, the author26f proposedLeader-
based Rate Adaptive Multicasting for Wireless LANs (LM-AgBjocol that deploys
leader-based feedback approach and adapts data rateiagcardRF. One of the
receiving stations, which is the leader, is responsibles@arding ACK on behalf of
the participating multicast stations. If any multicastawer, which is not the leader,
fails to receive a multicast frame, it will send a negativ&remviedgment (NAK) to
request retransmission. The AP adjusts the contentionomirgize the same way as
that of a unicast transmission thus keeping fairness betweigast flows. New frame
type calledCTS-to-Selframe has been added in order to guarantee the channel access
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and to announce the transmission of a multicast frame. Taghanism covers several
aspects such as fairness, reliability, and performancegher, since it uses ARF, it
also inherits the static-threshold approach and drawbbaR& as well.

To avoid using RTS/CTS, the authors @5 proposedAuto Rate Selection for
Multicast (ARSMprotocol that uses multicast channel probe operation (MGH)
multicast probe frame sent out by AP before sending multicaffic. In this protocol,
the user having the lowest SNR will be the one in charge ofyieglto the AP by
multicast response. The AP then selects the multicast détabased on feedback
in three different ways: explicit, implicit, and no feedkacFor avoiding collision,
multicast users select backoff timer according to their SidRe.

Taking into account user perception, the author2@f proposedSNR-based Auto
Rate for Multicast (SARMJt adapts transmission rate according to SNR of the node
experiencing the worst channel condition. SNR reference®htained from a table
listing required SNR for PSNR (peak signal to noise ratiar)é higher than 30 (rep-
resenting good quality) for each transmission rate. By cimgngulticast transmission
rate on the basis of SNR values reported by mobile nodes, iteéegs channel is used
more efficiently. To overcome the lack of feedback mechaimmsmulticast, the authors
propose a channel probing mechanism to inform the accessgidhe channel quality
at mobile nodes. To avoid collision when nodes transmitlfeeld to the access point,
the author also proposed a backoff timer for each mobile maded on the received
SNR. This scheme seems to have the closest objective to thegad scheme (good
user-end quality), thus its results will be compared to ¢hafsthe proposed scheme.

For better comprehension, we summarized the describedsshia Table. L

Table 5.1: Summary of rate adaptation protocols.

Protocol | Threshold Metric Feedback
Unicast ARF static tx failure ACK
AARF dynamic tx failure ACK
RBAR static SNR RTS/CTS
Multicast RAM static SNR RTS/CTS, NACK
ARSM static SNR Channel probing
LM-ARF static tx failure Leader-based
SARM static SNR, PSNR| Channel probing

5.4 The Proposed Schemes

This section begins with describing how access point gets mre in real time.
Then it continues with strategy, setup, and results ofcstatd dynamic approaches
respectively.
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5.4.1 Getting real-time QoE

For a better comprehension of statistics selection for PS€@fme notions of video
compression are recalled here. There are three types oé$rased in video compres-
sion5.1 I-frames, P-frames, and B-frames. An I-frame is an 'Intoaled picture’, in
effect a fully-specified picture, like a conventional stathage file. The other two are
P-frames (forward-predicted) and B-frames (bi-directlynpredicted) holding only
part of the image information, so they need less space te #it@n an I-frame, and
thus improve video compression rates.

Figure 5.1: Video compression: each P frame is produced fioame, each B frame
is produced from | and P frames.

PSQA has been trained and validated using statistics oicapipin frame level
(I/P/B) to map with users’ perception. In other words, thddiwing parameters are
used: loss rate of the | frame, loss rate of the P frame, ldssofathe B frame, and
mean loss burst size (MLBS) of the | frame. The last paramstesed to capture the
way losses are distributed in the flow as it affects dramiyitiae perception of video
[86]; this is collected for | frame, which is the most importararhe type.

For communications between access point and mobile nodessaheme uses
IEEE 802.11k standard P2, which specifies many measurement requests and reports
that are useful for the proposed schemes. It can be notieedMith IEEE 802.11k
measurements, the control traffic is less significant in seofmoverhead as it is sent
much less frequently than other packet-level schemes. Xamgle, control traffic
can be sent every second in this scheme comparing to evee siacket in the other
packet-level schemes.

An access point in the proposed schemes initiates requastisef actual QoE to
users at different timestamps at the beginning of monigpperiod in the order of
session joining. This is to avoid collision explosion of oejs sending back from all
users. With PSQA running on every station, users compute ekt and return it to
the access point afterwards. Thanks to this informatioremt¢ondition changes, the
access point adapt its transmission rate accordingly.

5.4.2 Static Approach

Firstly, a static approach is proposed. It is a novel ratgtdimn mechanism that
adjusts transmission rate according to end-user percejpti@rms of quality of expe-
rience. The idea of the proposed scheme is to use QoE feettbacknobile stations
to provision the current condition of the network and thea@dhe rate accordingly.
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1. Algorithm

QoOE indicator is used to switch from one transmission ratartother because it is
more relevant to adapt the transmission rate taking intowatcthe quality perceived
at the end-user rather than other signal parameters. Assexjlained earlier, the
physical modulation plays an important role in such envinent and hence adapting
modulation would help facing the bad condition.

Assuming PSQA running on every multicast client, lBgRillustrates the behavior
of an access point in the scheme during multicast sessiatheAieginning, the access
point transmits multicast traffic at its highest rate. Therménhitors its attached clients
every monitoring intervalrqi). Note that this scheme uses time scale in terms of second
because this scale is more reasonable than scaling in palbketdealing with human
perception. When the timer rings, AP begins by sending regtesnulticast members
in order of membership precedence in order to avoid collisibreports sending back
from members. When a report is received, AP updates the mmiM@S (min) of the
group accordingly. Once the last report has been receivedmparesnin with the
lower bound Ib). Thislb is computed by adding a margim@) to a reference score
(rf), which is an acceptable score for the applicationmif is less tharb, then AP
switches immediately to one-step lower rate until minimater If minis higher than
Ib, then AP increases the counter (representing the durdiadP has been waiting).
If the counter reaches a threshott)( then AP switches to one-step upper rate until
maximum rate.
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Figure 5.2: Access point behavior during multicast session

It can be noticed that when condition degrades, the accessipdhe proposed
scheme lowers the transmission rate immediately. Thisasl&pt instantly to bad con-
dition because it is essential to recover from the bad stmabpidly. When network
condition becomes better (i.emin is higher thanb) for a certain amount of times,
the AP switches to higher rate. This waiting threshold isduseavoid ping-pong ef-
fect; before sending at higher rate (higher risk of BER), weutthmake sure that this
condition remains quite stable.
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2. Simulation Setup

Firstly, description of the scenario is explained follogriny those of the implementa-
tion. After that, explanation of how to select the value a&#hold is given.

e Scenario

Fig. 5.3illustrates the topology; there is a video server on therf@ewith three
multicast nodes connected to it via an access point. Thedamgoate of the
video used in the test is illustrated in Fgl. At the beginning, all nodes locate
near by the access point (less than 50m radius). After 1hsis¢atationl (stl)
moves away from the access point (150m), and then at tHesdond it begins
to move back to its initial position.

Intarnat

move away at 10s

move back at 40s

Figure 5.3: Topology of the scenario.
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Figure 5.4: Rate variation of encoded video.
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* Implementation of the static scheme

Simulation environment is IEEE 802.11 operating in infrasture mode, as in

the previous chapter. The video sequence is an H.264-castpeesce of du-
ration 60 seconds. It is encoded at 384 Kbps and streamed lticast mode
using UDP. The implementation has been done via the netwiorldator NS-

2 [21] version 2.29, patched and integrated with additional nesl§ nn and

vi deot race) to works with PSQA and to stream real video sequence respec-
tively. In addition, within the modifiedac module, transmission modulation is
adapted automatically according to PSQA score using thegsed algorithm.

* Threshold Selection

Please note that the value of threshold can be set as apipoi use case.
For this example, different values are simulated befordhaiget the best value.
Knowing thatmiis set to 1 second, eight different values for threshold heaen
tested, ranging from 1 to 8. Fich.5and Fig.5.6illustrate the user experience
and the goodput obtained with different values of threshdtkase note that
the curves in Fig5.5are normalized, this means that the results are divided by
maximum value which is MOS=5. Values in both graphs have lsbéted byx
which is equal ta-1 wherei is the value of threshold.

Since the curves have similar trends, which are difficulbterpret; Tablé.2(a)
presents summaries of average QoE and goodput values ¢(airedections) for
each threshold. It can be observed that surprisingly thegatovariation is not
much affected if the whole connection duration is considefiderefore, we try
to focus on the duration during which the node is in movemedutifig 20s to
40s); Tables.2(b) presents these results. With all the arguments observed fro
the experiments, the value 5 is chosentfobecause it is a compromised value
that gives reasonable reactivity while giving high MOS aonddput. Therefore,
the simulations will be conducted with configurations in [ 3.

Table 5.2: QoE and goodput of different thresholds.
(a) for the whole connection

Threshold| 1 2 3|1 4] 5 6 7 8
MOS |[3.85/4.384.40|4.48/4.48/4.51/4.59|4.61
Goodput |[1.05/1.071.04/1.05/1.06|1.07{1.07|1.05
(b) during mobility
Threshold| 1 2 3| 4] 5 6 7 8
MOS |[2.98|3.79| 3.8 4.13/4.32|4.08/4.32|4.51
Goodput |[0.98]1.05/0.97/0.98| 1.05| 1.05|1.05| 1.06
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Figure 5.6: Goodput for different values of threshold.

Table 5.3: Configuration of parameters.

Parameter Description Value
mi monitoring interval 1
th threshold 5
rt reference score 3
mg margin 1
Ib lower bound 4
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3. Results

The results are illustrated with two metrics: the goodpat (fetwork utilization) and
QOE (for user perception). The proposed scheme is compautbeé default multicast
(IMpbs), maximum throughput (11Mbps), and SARM-like medsian The compari-
son of performance with SARM important is because the olject both schemes is
similar. They both want to guarantee quality of service atréceiver; SARM makes
use of SNR and PSNR, the proposed scheme makes use of QoE.

» Goodput

Fig.5.7illustrates the average goodput of all stations obtaineah ieach scheme.
Then, details of how individual station behaves in termsaddput are shown

in Fig. 5.8and Fig.5.9for a fixed station (st0) located near by the AP and for a
mobile station (moving away from and back to the AP) respebti
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Figure 5.7: Average goodput of all stations.

Observation from Fidp.7:

— It can be seen that the proposed scheme provides the higleeagya good-
put. More importantly, when the node moves (during 10s tg,48e aver-
age goodput is much higher than all others. This is becaessctieme has
adapted directly to user perception resulted from sevenampeters.

— When transmit at default rate (1 Mbps), throughput is the Biwegeneral
(graph before 10s and after 40s). This proves the problenandi\idth
wasting in multicast.

— Using maximum rate gives high goodput at the beginning artdeaend,;
however, when the distance increases (with mobility); dearcondition
degrades and this strategy performs badly.
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— SNR-based performs better than default multicast rate,iwikiconformed
to what have been mentioned i87]. However, SNR in the scenario is
quite low because of mobility and this makes the scheme @#mghe
lowest rate as we can observe in the graph; when the mobiiersteegins
to move, the scheme behaves the same way as in default-1M.
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Figure 5.8: Goodput of a fixed station.

We can see from Fi§.8that for a fixed station located nearby the AP, its goodput
does not change much among different schemes. The variataue more to
the encoding rate (shown in Fig4) than the channel condition. However, we
can observe that using 11M for transmission gives a littgghér advantage in
terms of goodput. This is because when the station is claséoket AP, it can
profit efficiently from short distance and high transmisgiaie.
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Figure 5.9: Goodput of a moving station.
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On the contrary, for a moving station in Fig9 its goodput varies often during
station’s movement. We observe few drops in the proposeensetdue to the
time used to switch to lower rate. We also observe that usigh transmis-
sion rate (11M) giving very bad results; this is due to thehrBER the station
suffered when moving away from and back to the AP.

T R P PP PP
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Figure 5.10: Rate adaptation of the proposed scheme durngshscenario.

Note here that this chapter illustrates only the goodpubperance of multicast
traffic. It can be noticed that if background traffic is alsmsidered, its good-
put will be increased when the rate increases and netwonkatgyegains more
goodput as much as access point transmits at higher ratesscdrhbe explained
by the fact that sending at faster rate allows more times tloeratraffics. The
rate variation of the proposed scheme is presented ib Hig.

* Quality of Experience

For QoE performance, two graphs concerning minimum QoEmme tand aver-
age QoE of all stations are illustrated.
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Figure 5.11: Minimum QoE during multicast for each scheme.
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Fig. 5.11illustrates the scores obtained by a member encountered/drst
channel condition. It can be seen that the proposed schetpertarms the
others. During moving period, we can see that all schemesrqze quite bad
performance. The worst scheme is maximum-11M because tésrao high,
and then follows by SNR-based and Default-1M respectivelgspite that the
proposed scheme performs the best, we also observe sonmseddased by the
time taken to adapt to the bad channel condition.
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Figure 5.12: Average QoE of all stations for each scheme.

Fig. 5.12illustrates the overall performance of the network. Sife=dcheme
uses QOE as indicator in the proposed scheme, it gets a ggdfatrpance in
terms of QoE (the average QOE is at least 3.5). However, tirera few drops
in the graph due to the time the proposed scheme uses to adagtmew con-
dition. We also observed that the main problem of SARM-likeehaism may
be caused by PSNR definition that does not have a directaesdtip with QoE.

5.4.3 Dynamic Approach

We have noticed from previous works that all proposed sclarme a static-threshold
rate adaptation for multicast, and none of them has coreiddynamic threshold adap-
tation; the parameters are number of transmission failugNiR as shown in Table. 1
The problematic issue associated with static approacleiadhptability to the network
condition fluctuation, which is common in wireless envir@mh Another point to no-
tice is that all the schemes handle rate adaptation acgptdistatistics from packet
or frame levels, only SARM uses the concept of PSNR to deal uwsr perception.
Unfortunately, technical parameters do not reveal qualitgxperience as perceived
by the user and it is still questionable whether PSNR hasioakhip with QoE 103.
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In order to overcome different limitations and to adapt teiemment and user
perception dynamicallyQoE-based Dynamic Rate Adaptive Multicast (Q-DRAM)
proposed. Itis a novel mechanism that dynamically adjuststnission rate according
to end-user perception by mean of quality of experiences Himilar to the static
approach because it also uses QOE as metric; however, thisamiem adds dynamic
adaptability to help adjusting to network condition dyneatily.

1. Adaptation Strategy

The most important decision to make in rate adaptation isipan how long to wait
(backoff) before changing rate.

» For switching down, the decision is quite simple becausedweot want to
stay in bad situation so the access point switches rapidyidaver rate, as seen
before. From the literature, there are two causes for swigctiown. The first
one is failure due to varying network condition; this is matly happened when
network condition changes due to mobility, interferende, én this case, the
sender should wait for two consecutive failures beforedviitg down in order
to avoid changing rate up and down all the time (ping-pongatff The second
cause is due to the action that the sender just took to swatehhigher rate; in
this case of failure here, the sender switches immediatethe previous rate
because the new rate appears to be too high. The proposeaunechétches
down immediately after both cases. Note that failure inskl®eme occurs when
QoE is less than a desired threshold (more details in nesestion). The ping-
pong effect will not affect the proposed scheme since it tisesscale in unit of
second, which is long enough to avoid it.

» For switching up, the scheme uses dynamic-thresholdcegyatalled binarex-
ponential backoff (BEB3imilar to AARF. This strategy allows us to adapt to
varying network condition. With BEB, access point increasesliackoff ex-
ponentially when failure occurs or repeats after the sigfakattempt of rate
increase. It means that if the QOE is less than desfeel (ight after switching
up (ust_up; the access point switches down immediately and beforegrp
switching up again it waits longer by setting the backoffdimno be twice of the
previous value. For the other case of failure (varying cbol), the scheme does
not update backoff stage. Figl3illustrates how BEB works in the proposed
scheme. At the beginning, the backoff timer is set to mininuatoue ¢hMIN).
During multicast session, it will be reset toMIN again after a successful at-
tempt of rate increase. The backoff timer cannot exca®8tAX Therefore, the
backoff timers corresponding to each stage in Q-DRAM are;{D:2, 2:4}.



130 chapter5

counter == thMIN(2 ) CDUﬂTBF<Th1(2 ) counter = th2(2 ) counter < 1hﬂ'1ﬁ‘~>{(2m)

just_up & just_up & just_up &
fail = true fail = true fail = true
. counter = thi @

couter = thiAX

Figure 5.13: Binary exponential backoff in Q-DRAM.

2. Access Point’s Algorithm

Fig. 5.14illustrates the behavior of an access point during multisassion. PSQA
is assumed to be running on every multicast node. At the baginthe access point
transmits multicast traffic at its highest rate. The AP mamsitits ongoing clients
every monitoring intervalrfi) in unit of second. When the timer rings, AP begins
by sending requests to multicast members in the order of raeship precedence (to
avoid feedback implosion). When a report is received, AP tggdne minimum MOS
(min) of the group accordingly. Once the last report has beerveat,at comparesnin
with the desired QoE called as lower boutig) (computed as in the static scheme. If
minis less tharb, then AP switches immediately to one-step lower rate untiimmum
rate; in case of unsatisfied QOE just after rate increasdyabkoff stage is updated. If
minis higher tharib, then AP increases the counter (representing the durdtadiP
has been waiting); if the counter reaches a threshbjjiWherei is backoff stage, then
AP switches to one-step upper rate and the backoff stagees re

Update
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stage

Decrease
rate
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Figure 5.14: Access point behavior during multicast sessio
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3. Simulation Setup

For the simulation, setup is the same as in static approatie. s€enario is briefly
recalled here, all nodes are located near by the access (satthan 50m radius)
at the beginning, after 10 seconds, stationl (stl) movey &om the access point
(150m), and then at the #0second it begins to move back to its initial position. After
extensive simulations, the scheme utdgdIN=1s, andthMAX=4s. Hence, backoff
timers corresponding to each backoff stage are {0:1; 148, ZFhe value ofth MAX

is set to 4s in order to react rapidly to condition change. |émgntation has been
modified according to the dynamic algorithm.

4. Results

Results are demonstrated in terms of goodput and QoE. Thegedscheme is com-
pared to 1Mbps, 11Mbps, and SARM-like mechanism as before.

e Goodput

First, Fig5.15illustrates the average goodput of all stations obtainechfeach
scheme. Then, two more graphs are presented: a fixed stat)ridcated near
by the AP in Fig.5.17and a mobile station (moving away from and back to the
AP) in Fig. 5.18 Note that the goodput is normalized according to the emgpdi
rate of the video thus the obtained results scaled in theviaitf):1].

It can be seen from Fif§.15that the proposed scheme provides the highest av-
erage goodput. More importantly, its average goodput ieisagntly higher
than all others schemes during node movement (10s to 50sgVeo, we also
observed the fluctuation generated by attempts of rateasirg during this pe-
riod. We observed similar behaviors for 1M and 11M schemes.SARM, it
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Figure 5.15: Average goodput of all stations.
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performs slightly better than basic rate in general; evertsre is no improve-
ment during period of mobility.
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Figure 5.16: Selected rates of Q-DRAM and SARM during the teshario.

The results obtained in Fig.15are confirmed in Fig5.16 in which we present
selected rates of Q-DRAM and SARM during the simulation. Wergatice that
Q-DRAM uses high transmission rates when possible; whichltes better
goodput comparing to SARM. During mobility (low SNR), the posed scheme
attempts to increase rate as soon as it detects good chamuiicn, hence the
consequence in several rate switching. But again, Q-DRAMaitperforms
the other schemes during this mobility period.
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Figure 5.17: Goodput of a fixed station close to AP (st0).
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Figure 5.18: Goodput of a moving station (stl).

For a fixed station situated near by the AP (Bid.), the goodput is excellent
when using 11Mbps and Q-DRAM. This is because the statioredlasthe AP
can profit efficiently from short distance (high SNR), whicloals us to use
relatively high transmission rate. On the other hand, foraving station in
Fig.5.18 the goodput varies often during station’s movement. Wenlessome
drops in Q-DRAM due to failed attempts to increase rate. \We abserve that
11Mbps gives the worst performance as the rate is too highgtnerates high
BER and high Frame Error Rate (FER) seen in &2 However, we noticed
that even when using the lowest rate as in SARM and 1Mbps, tbdma also

stays in bad situation.
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Figure 5.19: Average FER of all stations for each scheme.
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* Quality of Experience

Fig.5.20presents the scores obtained by a member encountered thiechan-
nel condition (lowest MOS), of which the scheme took as ezfee for adjusting
rate. It can be seen that Q-DRAM performs the best regardfessnoe drops
resulting from failed attempts during mobility. In ordergain more through-
puts the scheme prefers to try to switch often. As seen befdMbps performs
the worst during mobility because of high rate. SARM and 1Mgps similar

performance as SARM has adapted to use 1Mbps during node reateaven
S0, this rate is not fast enough to transmit all encoded data.
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Figure 5.20: Minimum QoE obtained from st1 for each scheme.

Finally, Fig. 5.21illustrates the overall performance of the network regaydi
user satisfaction by mean of average MOS of all stationsaritlze noticed that
Q-DRAM obtained a great performance in QoE (the average M@Slé&ast 3.5

along the session). However, there are a few drops in thénghag to the failed
attempts of rate increase.
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5.5 Conclusions

This chapter deals with problems of rate adaptation in w&®gimulticast. The reason
why the rate adaptation mechanism is used to treat mult$ormance problem

is because all losses in multicast mainly resulted from obharror. Thus, adapting

transmission rate can help improving network performance.

Studies have been carried out for different approaches @&nldawe seen from the
results that using default basic rate for multicast trassmn (conservative approach),
has drawbacks not only in terms of network utilization bioalh quality perception
at the users. Deploying the maximum rate (11Mpbs) givestgredormance if net-
work condition is good, however when the condition degrateshigh rate leads to
poor performance. Many schemes, including SARM, make us&bifPas metric for
changing rate but PSNR does not always imply accurately exgggrience, which is
essential in real-time multimedia applications.

To obtain good network utilization while maintaining usatisfaction, two novel
rate adaptation mechanisms have been proposed (one withsstategy and another
with dynamic strategy). They are both based on quality egpeed by multicast
clients for rate adaptation. It can be noticed that for madm like rate adaptation,
the threshold indicating when to switch transmission ratthé heart of mechanism;
therefore, the method to select the threshold is very inapbrtin static approach, the
fixed threshold-based mechanism with quality of experiesmetric has been inves-
tigated. Different values for selecting the best threshde been studied and the
obtained results are satisfying in both QoE and goodpuit.

For a better adaptability to varying network condition, dly@amic approach is also
proposed. Deeper investigation has been conducted orhitdeselection deploying
adaptive strategy (use of binary exponential backoff). 3tieeme is dynamic, it can
thus adjust transmission rate according to varying wisstesdition better than a static
approach. As a consequence, it also achieves good perfoesiam both network
utilization and user perception.
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Chapter 6

Packet Scheduling

6.1 Introduction

Today multimedia applications can be supported under variechnologies. As we
have seen how QoE can work in WLAN, this chapter will explorel@at networks,
another popular network technology with support on high iitgb The focus is on
one of them called Universal Mobile Telecommunicationst&ys(UMTS). Improved
with a new access method (High Speed Downlink Packet AcaeBESBPA), it can
provide higher bandwidth and enable wider range of senirelsiding multimedia
applications. In UMTS, different categories of traffic apesified along with their
characteristics. Best effort traffic has been specified vaih priority because it has
fewer constraints. On the other hand, real-time multiméditiic such as streaming
video or VoIP are more sensitive to network condition chanpence special treatment
(e.g. QoS scheduler) is needed in order to achieve usefasits.

In order to reach this goal, an efficigmaicket schedules necessary. According to
the literature, most of scheduling mechanisms mainly tak@account signal quality
and fairness and do not consider user perception. In thigtehaa novel approach
is presented with QoE-aware schedulers that take qualigxpérience into account
when making scheduling decisions. The remaining of the telnap organized as fol-
lows. First, background on UMTS is described in Secta? then Sectiorb.3 gives
related works, meaning existing schedulers in HSDPA. 8e@i4 describes QoE-
aware scheduling mechanism and Sectioh presents description implementations
and scenarios. Secti@b presents the obtained results considering various sosiesdul
and parameters. Finally, Secti6érv provides conclusions and future works.

137
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6.2 Universal Mobile Telecommunications System

Universal Mobile Telecommunications System or UMTI®4] is a third-generation
(3G) wireless cellular network that offers higher datasaken older 2G and 2.5G mo-
bile networks. A typical UMTS network is shown in Fig.1l The Figure shows a core
network and the UMTS Terrestrial Radio Access Network (UTRAN)e UTRAN
consists of Radio Network Controllers (RNC) which control sal/base stations (BS).
A mobile user with her connected User Equipment (UE) to th&AN can communi-
cate to other networks like the Internet, through ServingRGBupport Node (SGSN)
and Gateway GPRS Support Node (GGSN) located in the core rietWith the Re-
lease 5 of UMTS, the 3rd Generation Partnership Project BGRarted the work on
High Speed Packet Access by specifying the so-called Higie@ownlink Packet
Access (HSDPA)104 that supports data rates of the order of 10 Mbps. The ineckas
bandwidth provided by HSDPA enables the deployment of a watge of services,
like voice, data and multimedia streaming. In particul&ge streaming services are
becoming popular and will likely be a significant source ofer@ues for UMTS oper-
ators.

E RTT\/ideo
Servers
. RTT oy
= |INTERNET

\

|

B

| v, UEs E
5--‘

|

Figure 6.1: Simulation topology.

To fulfill different QoS requests, four different QoS claséeonversational, stream-
ing, interactive, and background) are specified in UMTS grth their fundamental
characteristics. Delay sensitivity is used as the mainmgjetshing factor. Conversa-
tional class is the most sensitive while background traffidelay insensitive. Con-
versational and streaming are Real-time (RT) whereas ttteeaand background are
non real-time (NRT). The real-time traffic does not tolenatd| the delay because of
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bi-directional communication, for example in voice or vadelephony over IP. The
last two categories are interactive and background cldssy @re both best effort traf-
fic, example of interactive traffic is web browsing and backod traffic is email. The

background class has less priority since the receiver doesxpect the data within a
strict delay and thus some delays can be tolerated. Strgasshnology is becoming
increasingly important due to following reasons. Firstsawage capacity in a mo-
bile device is much less than in a computer, user cannot #tergvhole file before

playing it. Second, most users do not have fast enough ctaongo download entire

file quickly. With streaming they can start displaying thediaebefore the entire file

has been transmitted. Last but not least, there exist diffelypes of streaming, one
of which is real-time streaming that is becoming more andenpmpular today. For

streaming, a steady and continuous connectivity is negessarder to get a good

service quality at end-user.

With the Release 5 of UMTS, 3GPP started the work on High Spaekid®? Access
by specifying the so-called High Speed Downlink Packet Asd&04 that supports
data rates of the order of 10 Mbps. The increased bandwidthiged by HSDPA
enables the deployment of a wide range of services, likeeyalata, and multimedia
streaming. In particular, video streaming services areimgng popular and will likely
be a significant source of revenues for UMTS operators. In PIS[104], fast moni-
toring of the radio channel conditions of all users is perfed; at every Transmission
Time Interval (TTI) of 2 ms, a UE can send a Channel Qualitydatbr (CQI), to the
BS, over a control channel. Such feedback makes it possiladapt the coding rate,
modulation scheme, and number of codes employed, so thatheang good channel
conditions may be provided with high data rates. Reader dan e [104] for more
background on HSDPA. One of the salient features of HSDPA&lessn its packet
scheduler. Every TTI, the scheduler chooses the next udes served based on the
channel conditions ddll the users, and possibly also their different QoS requirésnen

With increasing amount of multimedia traffic running on UMi8ay, quality def-
inition has also been shifted from quality of service to gyalf experience. Within
UMTS network, many works have been done regarding QoE mewrmamnt but very
few on QOE management (e.dLd5 106]). To the best of my knowledge, this docu-
ment provides the first investigation of possibility to useEas metric for scheduling
decision in UMTS.

6.3 Related Works

HSDPA scheduler is the key to resource management in the UT&aAlink, be-
cause it decides which user is to be scheduled at each tirhe Idiany scheduling
methods have been proposed and some of the representatiedsiare describe here.
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* Round-Robin (RR¥ one of the simplest schedulers. It gives the time slot¢o th
users in a round-robin manner and is fair with respect teesysesources (time
slots). However, this policy is not optimal in terms of systéhroughput as it
does not take into account users’ channel conditions andr@@3rements of
application.

» Maximum Carrier-to-Interference Ratio (Gf)ves the channel to the user having
the best channel conditions at each given time sldR (if) is the instantaneous
data rate experienced by useat timet, then the CI scheduler assigns the slot
at timet to a useii* such thai* = argmax{Ri(t)}. That s, it gives the channel
to the user able to achieve the highest instantaneous rdte. CT scheduler
provides the highest system throughput but it is very urdaia user closer to
the base station can get all the resources, and the usdrsrfarray (bad CQI)
will have to face starvation.

» Proportionally Fair (PF)[107] assigns the slot at timeto a user* such that
i*=argmax{Ri(t)/Ai(t)}, with R (t) the same as for Cl ard(t) is theaverage
throughputof useri:

Ai(t) =(1-1/1)-Ai(t—At) +1/1-Ri(t). (6.1)

Here,t > 1 andAt is equal to the length of the TTI. The PF scheduler offers a
good trade-off between system throughput and fairnessbagh gives the chan-
nel to the user having “relatively good” channel conditi@amsl hence provides
the so-called “proportional fairness” defined irOf.

* QoS schedulerkl09 110 29, 30] try to satisfy some QoS requirements such as
guaranteed throughput, minimum delay, etc. QoS schedulegsneral pick a
useri* satisfying

i :argmia>{Bi(t)R;(t)/)\i(t)}, (6.2)

whereB;(t) represents a “barrier function29]. A QoS scheduler calletlor-
malized Rate Guarantee (NR{3(] that in turn is based on Rate Guarantee (RG)
scheduler29] is considered in this chapter for performance compari$dRG
scheduler is given by equatiof.@) whereB;(t) for QoS user® and Best Effort
userss is given by:

min

i (-0 )
Bi(t) = Ai“)‘”ﬂi(t)B'EXpGB' %> e (6.3)
kse/NBE Vie B.

whereAnmin is the guaranteed rate amgg is the number of Best Effort users.
Moreover,kge and3 are engineering parameters and tuning them involves the
tradeoff between NRG adhering strictly to rate guaranteebiginer overall
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throughput for best effort users. Similar t8(], the values ofkgg and 3 are
taken to be 1500 and 6.0 respectively when rate units aregs.kb

NRG provides rate guarantees to QoS users and it improvesRauch that it
apportions losses in a fairer way during congestion irrethge of different rate
guarantees and unlike RG it avoids deteriorating QoS when Bé ilacreases.
In [30], NRG is evaluated using a QoE estimation module. Possildptation

strategies that can use the QoE feedback are not investigdieus, the cur-
rent chapter studies the use of QoE feedback for adaptivepacheduling in
HSDPA.

6.4 QoE-aware Scheduler

This section gives explanation of how the QoE-aware scleeslwork. It begins with
description of real-time QOE assessment, and then scingdalljorithm is described,;
it explains how the scheduler selects a station to be sceedul

6.4.1 Real-time QoE monitoring

In order to get quality of experience feedback in real-tilR8QAtool [16] is used.
Everyt milliseconds, PSQA obtains the required parameters franwebeived video
packets, over a play-out window @, in the past, and uses them to estimate MOS in
real time. PSQA module is placed at BS so that the scheduleyetaOS scores for
making scheduling decision. The scheme assumes that BS badekige of packet
loss statistics either via upper layer sequence numbensath@r mechanism that can
be implemented in BS itself. In the simulationnss 24ms andl,, = 5s. To obtain a
single PSQA score of the entire video for plotting the graphe scheme takes the
average of all the MOS scores obtained over time.

6.4.2 Algorithm of the scheduler

Two algorithms are proposed; the first one is call@oE-Cl It is based on Cl with
the objective of maximizing system throughput while takingp account the quality
of experience of video-streaming users. The second afgoig calledQoE-PF It is
based on PF; the goal of this algorithm is to maximize fasnsstween users while
keeping QoE of video users acceptable. Both schemes useableacalledthresh-
old (th) that can be tuned by network operator. This variable reptesbe quality
threshold that is desired by video users. In the test, totdsrariations are {3.0, 3.5,
4.0, 4.5} considering that an acceptable value of QoE is 3i("Eaality). In order
to behave closely to original schedule@oE strategyis applied only wherMOSyin
(minimum QOE score at evetyinterval) is less than the desired threshibld
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The main idea of QoE based strategy is to give higher pritoityideo users, who
have higher constraints in terms of quality. For that, aficdeht is assigned to each
user. This coefficient, in a way equivalentBqt) in equation 6.2), is to be multi-
plied to the priority index Ri(t) for Cl andR(t)/Ai(t) for PF), used in each tradi-
tional scheduling scheme. The schemes differentiate thguatation of coefficient
between background and video streaming traffic as followiNgte that here QoE
scoresMOSyin and thresholds are normalized to scale [0,1] before the atatipn.

» For a background usecpef bg is the coefficient of all userdyilOSy, is the
minimum MOS value of all video users. The value of coefficianteach user is
then:

coef bg=1—(1—MOSnin), (6.4)

thus, this scheduler will pick a usgrsatisfying:

i*=arg rr;ax{coe f bg-Ri(t)}. (6.5)

This implies, the loweMOS;n, the lower the chance that background user will
be scheduled in the next time slot.

» For a video usercoef vdq is the coefficient of user and MOS represents
current quality of experience of this user within curr@gt This avoids ping-
pong effect that could occur if we only measure instantasesmore at. The
value of coefficient for each user is then:

coef vdg =1+ (1-MOS), (6.6)
thus, this scheduler will pick a usgrsatisfying:

i* = arg miax{coe f vdo- {Ri(t)/Ai(t)}}. (6.7)

The video users are privileged over background users bedhey are more
sensitive to quality degradation. The lowdOS, the higher the chance that the
video usel will be selected in a given time slot.

It can be noticed that while considering signal quality amerage throughput of
each user, the coefficient is added to them when minimum QoEe gs below the
threshold. This will give higher priority for video statismn degrading situation. For
background traffics, since the delay constraint is less napt they can wait for next
time slots.



Performance Evaluation 143

6.5 Performance Evaluation

For performance evaluation, the focus will be on three irtepdrmetrics namelgual-

ity of experiencethroughput andfairness with variations of schedulers, number of
users, and distance from the base station. In order to sienUlaRAN, the EURANE
extensions22] to NS-2 is used. EURANE simulates the RLC (Radio Link Control
Protocol) and MAC-hs (MAC in HSDPA) in detail. The RLC layer sists of two
modes of operation, Unacknowledged Mode (UM) and AcknogéetdMode (AM).
There are per-user queues in the RNC and Droptail queuing tghe MAC layer
implements the HSDPA schedulers. All considered scenano®spond to the net-
work topology shown in Fig6.1 There are fixed numbers of video users and back-
ground TCP flows corresponding to users downloading largefdes.

The video is a well-known H.264-coded reference sequenibedcanother and
daughter”. The size format is QCIF and the video is repeatadh@stto make its
duration equal to 60 seconds. This duration is more thangimtuutilize the PSQA
feedback by any resource management module; also, the neeoded video lengths
for subjective testing~ 10 s) are much less than that duration. The average bit rate
(=~ 384 kbps) of the encoded video is controlled using the gmatin parameter of the
codec. A GOP (group of pictures) size of 16 frames is used.tfEee of the encoded
video file is used for NS-2 simulations. During the simulafi@a PSQA module is
running at BS and it computes the relevant parameters toroatOS estimation in
real-time. For a given scenario with a specific set of stug@@meters, independent
runs are performed for at least 20 times. QoE scheduling péeimented in thent s
module of the simulator according to the description. Téblessummarizes the default
values of simulation parameters that remain unchangedsisfgecified otherwise.

Table 6.1: Default simulation parameters.

Parameter Default Value
EURANE configuration & channel modelSee P2
BS transmission power 10w
Multipath fading environment Ped A, 3.0 Km/h
Amin, T 400 kbps, 1000
RLC mode, RNC queue size UM, 128 IP packets
Round Trip Times:
RT Tidea RT Tyeb 100 ms, 40 ms to 200 ms
RT Tgn, RT Tups, RT Tup 20ms, 1 ms, 30 ms
Simulated time (single run) 60 seconds
QOE measuring intervat) 24 milliseconds
QoE measuring windowT{,) 5 seconds
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6.6 Results

In this section, performance evaluation results are dssalibeginning with QoE scores
and throughput obtained in each scheme when varyireshold distance andnum-
ber of background trafficespectively. After that, the fairness issue is discussdaea
end of this section.

6.6.1 Threshold variation

As described in the previous section, threstibldan be tuned by network operator as
the desired QOE value. This section presents an evaluattordiiferent values of this
threshold (th=3.0, th=3.5, th=4.0, th=4.5). There are 4widodes and 8 background
nodes (FTP) in the topology and their maximum distance frioenBS is 300 meters.
This distance is chosen because the quality becomes verydyamd 300 m with the
encoding rate of 384 kbps (cf. subsection B). F§2 summarizes minimum QoE
scores, which is the value such that 95% of the video useoss@ll simulation runs
get a score higher than this value. For reference, the figaemesents minimum
QOE scores obtained by other schedulers.
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Figure 6.2: Minimum QOoE for different threshold values.

It can be seen that QoE-aware schedulers provide greatvepent comparing to
traditional schemes (RR, CI, and PF) as the minimum scores aeyslhigher than
3 whereas the others remain between poor and bad qualityev#sywNRG performs
slightly better than the proposed schemes but this perfocenaomes with a cost in
terms of throughput that will be discussed later. We als@olesthat the QoE-ClI score
increases when the threshold increases but the minimurasdornot improve much
whenth is higher than 3.5, therefor#j is set to 3.5 for the following investigations.
As for QoE-PF, the minimum scores obtained are quite stablewarying threshold
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value. After investigation, this can be explained by thé faat since the scheme takes
minimum scores, the variation of threshold does not havehnnmpact on quality as
network condition is very poor. Moreover, no improvement ba done in this type of
situation.

Fig. 6.3 represents QoE scores during simulation time. Here, éiffieschedulers
are used, the thresholld is set to 3.5 for QoE-aware schedulers. We can observe that
NRG, QoE-CI, QoE-PF performs well by giving scores always éighan 3 where
as the traditional schedulers have bad performance. Natd#tkground traffic starts
after 10 seconds.
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Figure 6.3: QOE scores of different schemes when th=3.5 & Sahedulers.

6.6.2 Distance variation

In this scenario, simulations are run with variation of thetahce (distance of each
node from the base station) while using 4 video nodes and I&jbaignd nodes. Also,
the QOE threshold (th) is 3.5 and a set of maximum distanc@<&zm 200m 300m
400m and500n). For each run, the distance for each node to the BS is randomly
chosen with the maximum distance value configured from this Big. 6.4 presents
average scores obtained with all schedulers. We can nbat€oE-aware schedulers
perform very well by ensuring average QoE higher than 3 fbdigtances whereas
scores in RR, CI, and PF are much less. However, QoE scores@ttairQoE-aware
schedulers are slightly lower than NRG, yet the differencées$ than 0.5 is hardly
detectable by user. As mentioned before, the performanbk@ comes with a cost
which is the throughput; we can see in Bighthat NRG gives the smallest throughput
among all schemes. With advantage in terms of QoE but drawibabroughput, one
should consider this tradeoff when choosing a scheduleso,Ablease note that the
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distance beyond 300 m results in bad quality and hence tls®meahy distance of
300 m is used for the rest of simulations.
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Figure 6.4: Average QOE for different distances.
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Figure 6.5: Global throughput for different distances.

6.6.3 Background traffic variation

More investigations are done using scenarios with variawsber of background
nodes (4,8,12,16,20) while keeping 4 video nodes, th=31Fr@aximum distance=300m.
Fig.6.6illustrates the average QoE obtained from each schemen lieaeen that with
traditional schedulers (RR, Cl, and PF), QOE scores are aditefmaly when number
of background node is 4. It means that if operators want torenQoE at acceptable
rate using these schedulers, they can only admit 4 backdroades. On the other
hand, they can admit up to 16 and 20 background nodes usingGDaBd QoE-PF
schedulers respectively. In fact, the number of admissibégs is an important factor
for network operators; since a higher number of users thabeaaccepted in the net-
work directly imply a higher revenue that can be reached Iwvaowk operator. Again,
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we can observe that NRG performs the best in terms of QoE anadtst in terms of
throughput presented in F&7. This is because the goal of NRG is to privilege video
users. It gives much more bandwidth to them and not enougldkdoound nodes,
which could explain the lowest global throughput seen irgitagh. In such a situation,
the number of users does not have great impact on percenadidygthus, with NRG
network operator cannot really regulate quality using @& factor.
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Figure 6.6: Average QOE for different number of backgrouaden
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Figure 6.7: Global throughput for different number of backgd node.

6.6.4 Fairness issue

Two types of fairness are distinguished here: the first ome@ms fairness regard-
ing throughput among FTP users and the second one concemesfaregarding QoE
among video users. Consideration of throughput fairneseme enly among FTP
users as the schedulers will always privilege video usetsattkground ones, thus
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unfair in this sense. Similarly, QoE fairness is considemely among video users be-
cause, for background users, throughput is good enoughadisygudicator. Fig6.8
illustrates the Cumulative Distribution Function (CDF) ofuser throughput, it can
be noticed that Cl is the most unfair since it gives high thigug (400 kbps) to only
35% of the users and the differences of throughputs obtdmoed each users are im-
portant. We can observe that QOE-CI behaves similarly to @k #iso a bit unfair.
QOE-PF behaves similarly to PF which is proportionally.féor QoE-PF, about 90%
of users get 250 kbps while 80% of users get 300 kbps in PR lbeanoticed that NRG
is also fair among FTP users but the throughputs reacheddny &me much less than
other schedulers. Finally, we can observe fi@®that traditional schedulers (RR, ClI,
and PF) are unfair in terms of QOE because about 10% of videxs get acceptable
score, and the others 90% have to suffer from bad quality.-@e&e schedulers are
fair as well as NRG since all users obtain scores of 3 or higher.
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Figure 6.8: Inverse CDF of average per-user throughput.
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6.7 Conclusions and Perspectives

In this chapter, two novel schedulers have been proposddS@PA; they are aware
of ongoing video users’ QoE. The proposed schedulers argtrcmted with the idea
to privilege delay-sensitive video users to insensitivekigagound traffic. The results
have demonstrated good performance, compromised betwaditianal schedulers
and conservative QoS scheduler. The proposed schemes aaploged easily on
base station providing better control on resources whifesictering user satisfaction.

To better suit their needs; operators can select the saredotording to their
purpose. If the objective is purely to satisfy video usengntoperator may want to
use NRG. If operators wish to earn more revenue while keepidgovusers satis-
fied, they may want to use one of the QoE-aware schedulerdieyf want a fairer
scheduler, then operator may want to choose QoE-PF bedatsdes into account
the average throughput of each station and thus fairer tidex@. On the contrary,
if operator wants a higher throughput, QoE-CI should be sedelsecause this sched-
uler privileges station with better signal condition andgltapable of reaching higher
throughput.

Furthermore, it can be noticed from the simulation setup ithanost of the sce-
narios the reasonable maximum distance to BS is set to 300gndthkis is to avoid
the situation where the station is far away and hence gedtiveyy bad signal quality
(CQMD. In such case, operators would have to decide if theyt weeadmit or refuse the
connection. The idea of admission control in chagtean be applied here knowing
that if this type of bad CQI connection is accepted, the quahiould also be guaran-
teed for them.

Another interesting issue for investigation concernsrsialifferentiation between
multimedia traffic classes like VoIP and video streaming.eillcharacteristics (e.g.
traffic patterns, quality requirements, etc.) are diffésard different treatments would
be necessary. Hence, it will be interesting to study how tppse an efficient sched-
uler to deal with this differentiation as well.
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Part Il

User-centric Connection Management
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We have seen from Part Il that using quality of experience in network-
centric solutions can make network operator obtain promising results.
This Part Il will provide investigation on how to deploy quality of expe-
rience in mechanism from user perspective or what we call user-centric
approach. As can be noticed, there are not many actions that user can
take in network management since generally network operator is the one
who controls how resources are distributed. However, one of the mech-
anisms, called network selection, is usually decided by user. Seeing that
it is the most studied mechanism in user-centric approach, investiga-
tions have been conducted here. In fact, network selection mechanism
plays an important role when user needs to choose the best network
among available candidates. As terminals nowadays are equipped with
multi-interfaces, they also have to choose the network technology that
best meets their connection requirement. In this part, different strate-
gies will be presented, among them QoE-based approach is considered
as the most relevant regarding user satisfaction. The simulations and
results will be illustrated in both homogeneous and heterogeneous wire-
less environment.
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Chapter 7

Network Selection in Wireless Local
Area Networks

7.1 Introduction

With increase of multimedia traffic, quality of experienceds to be satisfied at users
whilst overall performance needs to be maintained at ndtsvom order to achieve
these goals, the use of network selection mechanism isuteMfhen several access
points are present, user should select the best availabl®rkewnhile trying to keep
load balanced between access networks. Therefore, thisech@esents a user-based
and network-assisted scheme fatwork selectionn wireless LANs. By providing
users with relevant information about the network in decismaking process, the
proposed solution keeps compromising advantage for baharsl network operator.
The rest of chapter is organized as follow. It first begingwaidckgrounds and related
works in Sectiory.2. Then, it continues with description of network selecticheame
by detailing functionalities of access points and mobilsthan Sectiory.3. Section
7.4 explains the implementation and results are discussectioae .5. Finally, con-
clusions are given in Sectioh6.

7.2 Problems

Since wireless LANs have started to be deployed, the nunflbetasnet users continue
to increase significantly as users can connect easily tontleenlet. Nowadays, Wi-Fi

hotspots are present everywhere. At the same time, usepregats become more
affordable; thus, users with real-time multimedia trafiicis as video streaming and
VoIP are ubiquitous. This type of user requires specific igudlepending on their

applications. Moreover, with an increasing number of agqasnts available in the

same area, users will have to select the one that will pravied®est service for his/her
application.

155
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In the standard IEEE 802.11, when a station wants to assosi#tt an existing
access point (either after power-up, sleep mode, or justiegtthe coverage area), it
needs to get synchronization information from availableeas points. This informa-
tion can be obtained by one of the two method$?aksive Scanningn this case the
station only waits to receive Beacon Frames from access9(im beacon frame is
a periodic frame sent by the access point with synchromizatiformation); 2Active
Scanning in this case the station tries to find an access point by mahsg Probe
Request Frames, and waits for Probe Response from the acaetss po

After the scan, an association to access points will be ddcgblely by users.
It means that they can connect to any access point they warsimple decision is
usually based only on signal strength measured at the e¥ce8o in general, users
will choose the closest access point because it providestitbiegest signal. Using this
strategy can sometimes lead to the problem of excessivertkoraone access point
and underutilization of others. This happens frequentlyatspots as in coffee shops,
train stations, or libraries where many users can be fouhd.nEw user always selects
the access point with the strongest signal without knowatgal load of the network or
actual quality experienced by ongoing user. If unfortulyatee chosen access point is
already high-loaded, one more connection may result inreeegradation of quality
for all users of this network. In order to prevent this sitoatfrom happening, we need
to have a better selection strategy, which provides pettimgormation about status
of the network, to help users make a good decision.

For that, the IEEE 802.11 Task Group "k" is developing an esttanto the IEEE
802.11 standard, referred to as 802.11R7. This extension is a specification of
radio resource measurement, which is intended to impravetbavision of traffic in
the physical and medium access layers by defining a seriegasumement requests
and reports that can be used in selecting the best availabéss point. Some of the
frames are summarized herbeacon report(provides information including signal
strength and signal to noise ratidjame report(provides information about all re-
ceived frames)¢channel load repor{provides information about busy and free slots),
noise histogram repoifprovides the expected value of noise), atation statistic re-
port (provides different MAC counters information). Howevéretobjective of IEEE
802.11k is to provide radio resource measurement and niotr@gburce management.
Hence, there is not any decision mechanism defined in this dra

With considerations stated above, this chapter presergsnork selection mech-
anism by making use of 802.11k concept for communicatioween networks and
users, and by deploying quality assessment tool as supgporetwork selection. Bas-
ing on the concept of 802.11k, instead of giving radio meas@nt information, QoE
information is appended inBeacorandProbe Requestames. The proposed scheme
is auser-basedndnetwork-assistedpproach. Unlike in other user-based schemes, it
does not have problem of load balancing. Indeed, even thosegts in the scheme se-
lect the network by themselves, they take the mean opinioresaf overall users into
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account while making the decision (network-assisted aggdth As a consequence,
they will connect to the network where they will be best cartad and avoid high-
loaded networks automatically due to the lower MOS in thostevarks. Therefore,
the scheme is profitable for preventing access networks dngm or under-utilization.

7.3 The Proposed Scheme

This section describes the user-based and network-assisieme to solve network
selection problem. Users in the scheme can make the det¢gsighich network they
will be associated by assistance from access points in&ae Eunctionalities of access
points and users are described respectively. The qudfégtang parameters chosen
in this scheme are loss rate (LR) of I/P/B and mean loss bust(BLBS) of | frame,
as previously described in chapte(s.4.1).

7.3.1 Access Points Functionality

To avoid the situation while users lack pertinent inforroatio make decision, the ac-
cess point in this scheme sends current QoE perceived byrapgonnections to new
comers so that they can decide to connect to the best awit@bivork. Indeed, the
sending information is the average of mean opinion scordl @ngoing users at the
access point. This can be achieved by embedding MOS into Beswd Probe Re-
sponse frames. When passive users receive beacons, theyswiteceive MOS of all
presenting networks. Similarly, when active users senthéRequest, they will re-
ceive Probe Response along with the corresponding MOS. Wilrtformation, users
can make the best decision by choosing the network that kdsett QoE condition.

It is assumed that access points in the scheme operatingitieway as in chapter
5 for feedback mechanism; this means the AP sends out requdgidS from users
who return it back afterwards. The period of computing new 3M@verage MOS
of the network) should not be less than beacon’s broadcpstierval since access
points will broadcast the MOS in beacon frames. In additibshould not exceed

8e,
a,
Con Tlm
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o

Prepare as,Bea Prepare

Con Beacon

Figure 7.1: Access Point States.
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user arrival rate, otherwise the sending MOS will be out @éd@he most appropriate
interval should be approximately equal to the user arriunbgyval and the computation
should be done after acceptance of new connection. The atwarof access points is
depicted in Fig.7.1, which presents only the three states of access pointsdhaem
the schemeidle, Prepare BeaconandPrepare Probe Respons&Vhen the Beacon
timer rings or when the Probe Request is received, the acoggsgpepares the frame
and broadcasts MOS within Beacon frame and Probe Response ffegpectively.

7.3.2 Mobile Host Functionality

The context is network environment with only one network rapar, this reduces
a complexity resulting from different prices charged byfetiént network operators.
Since only one network operator is assumed, the prices ata##ss networks are as-
sumed the same. The investigation about the effect of gyicam be done furthermore
to treat the case where more than one network operators eserirand the scheme
can be refined accordingly.

In the proposed scheme, users select the network that potheé highest score or
they may not connect to any access point if they considerthigaturrent scores are
too low for the requirement of their applications. The minim requirement can be

Beacon Revd 3 e Probe Response Rovd
2 U

Waiting
for Probe

Waiting for
Beacons

Collection Timeout/
Compute Max

Figure 7.2: Mobile Host States.
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regulated by user. Indeed, the user will have to compare themum of the receiving
MOS (maX with the required scora€q) plus a thresholdtf that corresponds to the
degradation margin of the network after acceptance of the cennection. If the
maximum MOS is higher, then user will request for connecfrom the access point
whosemaxbelongs to. Otherwise, it will not request for connectiarcsithe minimum
QOE for the application cannot be satisfied. The mobile hatstraaton is depicted in
Fig. 7.2

It can be noticed that the threshdlds very delicate to define as it depends on
the granularity expected by the application.t i& high, it will result in high quality
because the scheme will restrict the selection to the né&tthat has high degradation
margin of MOS, this type of network grants all its capacitytemall number of users
who greatly benefit from it. However, this restriction rasenderutilization problem
to the network in the case that none of candidate networksfisatuser requirement
and the available bandwidth is not allocated to anyone. Ykghsimilar reasoning, if
t is small, it will be more vulnerable to quality degradatiohem the number of traffic
increases, thus congestion resulted from the new comeeingtwork. Therefore, a
tradeoff between bandwidth utilization and its consegegnconnection degradation
has to be well investigated.

Except few rare cases that user fixes the requirement exirdngh or extremely
low, with this user-based and network-assisted schemegrtidem of overloaded or
under-utilized networks are solved automatically becaisses will select the network
that has the highest MOS (under-utilized networks) anddail@ one that has smaller
MOS (high-loaded networks).

7.4 Performance Evaluation

This section gives explanations of the scenario, the impteation, and the simula-
tion of the proposed scheme comparing to those of signaebashemes. A simple
scenario is considered, it consists of one type of traffidgwistreaming) requested by
all users.

7.4.1 Simulation setup

All mobile hosts in this example want to watch video streagron the mobile device.
The video specification is an H.264-coded sequence of dur&4 seconds and en-
coding rate about 384 kbps. The video data can be streamedafn@deo server on
the wired network to the terminal through different accesisfs. At the beginning of
every second, a new station is asking for a connection, wimieans the connection
arrival rate is one connection per second. For this exanM®S equals to 3 is con-
sidered enough for video streaming application, the statltooses the access point
that has the highest MOS and verify that the MOS is at leastléquB+t. In case of
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multi-operator scenarios, user may decide to choose theriethat has at least-8t
with lower price; it is not necessary to choose the accest poih the highest MOS.

Figure 7.3: Network topology in the example.

The users are faced with the scenario like the one depictBdyin7.3, where the
decision of which access network to use for transporting/itieo streaming applica-
tion is required. The topology consists of two access pdiB&0 and BS1). There
are a total of 16 stations, each requests for connection ft@eamother according to
the station ID, meaning that station 0 (STO) begins to askdonection first and then
station 1 (ST1) and so on. Coverage areas of the two acceds ponllustrated with
its corresponding circle, therefore station 14 (ST14) aatlan 15(ST15) have pos-
sibility to connect to either BSO or BS1 due to the overlappiogetage. The other
stations are situated in only one coverage area either ta@DBS1 (station O to 3)
or BSO (station 4 to 13). We can see that ST14 and ST15 are ¢&30 and thus
receive higher signal strength from this access point. Imegad case, both stations
will automatically choose access point BSO that provideshibbest signal strength
and make the network of BSO overloaded. On the contrary, Wwélptoposed scheme,
every time a station has to make a decision, it always selleetaetwork that has the
highest MOS instead of the one that has the highest sigraigttr. This help solving
load balancing issue at the same time.

7.4.2 Implementation of network selection mechanism in WLANS

For the implementation, the scheme takes the thregheld after extensive simula-
tions and it is the reasonable value to protect overall guadiimulations are done by
the network simulator NS-2f1] version 2.29 with the wireless update patch fra@g][

with improvement from original support as describedirCommunications between
users and access points for the feedback procedure refers tse of IEEE 802.11k
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standard. Since the frames in this draft have availablesfiOS is put in one of
them. While broadcasting Beacon or responding to Probe Reghesaccess point
informs users about MOS at the same time. The user receidesxaracts MOS from
all presenting access points and selects the network teahbahighest MOS. If only
one access point is present, the user can decide whethemrteado the access point
or not, based on the receiving score and application remeiné.

7.5 Results

This section presents the result of the scheme based on M@Bacimg to the one
based on signal strength. The satisfactions of both users@mvorks are necessary.
User satisfaction is considered in terms of: individual M@3ieved by each user,
global MOS (to see the overall satisfaction of users in tlress network), and fairness
(to see if MOS is fairly distributed among users). For thewuek, satisfaction is
considered in terms of load distribution.

7.5.1 User satisfaction

Fig. 7.4illustrates user individual satisfaction. This graph dépthe satisfaction in
terms of QoE obtained by each scheme, which is the qualitxpérgence perceived
by users. Note that, stations with ID. O to 3 are the ongoinghections on BS1 and
those with ID. 4 to 13 are the ones of BSO, and ST14 and ST15 armdist recent
comers that are located in the overlapping coverage of thetwess points but closer
to BSO than BS1. The decision to be made is which access poirt &1d. ST15 are
going to request for connection.

In a signal-based scheme, ST14 and ST15 will choose BS0. Grotiteary, when
applying QoE, both ST14 and ST15 will find out that MOS in BS@isér than in BS1,
and they will connect to the BS1 instead. The results obtaim&ay. 7.4 have shown
that QoE-based scheme outperforms the one based on sigmagtht We observe the
difference of MOS as high as 3 levels (QoE improvement fRwor to E xcellentfor
ST14 and ST15). All stations of BSO in QoE-based scheme shofitghle increase
in quality as well.

Moreover, the results of average MOS in network of BSO and B8Xako illus-
trated in Fig. 7.5and in Fig. 7.6 respectively. We observe a better performance of
average MOS in the network of BSO; however, the averages of M@S1 of both
schemes are the same because the network is low-loadedrapdowade high quality
of service to all users. It can be noticed that the selectahese is efficient when
the network reaches a certain load (10 connections in tis)chefore arriving to this
point, it will not reveal benefit as in the case of Fig.6. Both figures also present
overall MOS after all stations are connected until the enalasfsmissions.
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7.5.2 Load Balancing

Fig. 7.7illustrates loads of each access network. The y axis reptesiee load in
terms of number of connections and bandwidth utilizaticat tan be computed ap-
proximately by this numbemj times video bit rater(x 384kbp9. It can be noticed
that QoE-based scheme performs better in terms of load diatabetween the two
access networks. The difference between loads of the nletve@presenting by BSO
and the one of BS1 in this scheme is significantly smaller thardifference of signal
based mechanisms. This is automatically obtained withseections since they will
prefer the network with higher MOS and usually low loaded e avith lower MOS,
generally high-loaded.
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Figure 7.7: Load distribution among access networks.

In general, load balancing problem are usually solved bitilign number of con-
nection or requested bandwidth, which leads to a very coatee approach. Here,
MOS is considered instead of those parameters becauseisEnoete connection may
require more bandwidth than the other in order to have sadi€)oE; for example, the
video that has lots of movement will require more bandwidlignt the one with less
movement. Therefore, using QOE is more appropriate and flexible.

7.5.3 Fairness Index

Fairness in terms of MOS is computed to see whether QOE Ig faartitioned or not
among users. Jain’s Fairness Ind&k]] is used for the computation of the network of
BSO, the one of BS1, and the overall network, as the followinga&qgn:

(SRyx)?
f(X1,X2,X3, ..., %) = ==~ _
00,326, %) nx YL ¢
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wherey; is the MOS obtained at the statioandn is the total number of stations in the
network. With 0< f() < 1, the more the output of this function close to 1 the better
fairness is partitioned.

The result in Tablg.1demonstrates that the proposed scheme is fairer than signal
based scheme. The fairness index obtained for the globabnietincluding BSO and
BS1) obtained in QoE-based scheme is as high as 0.996 whileftlsignal-based
scheme only reaches 0.905. Similarly, in BSO we obtain bettierx, 0.997 comparing
to 0.968. Nevertheless, the indexes of both schemes in B8l feas they both satisfy
every user equally in case of few users. This can be expldaipdae fact that the small
number of users can profit from the whole provided bandwidihath cases.

Table 7.1: Fairness Index between signal-based and MO&ilsatemes.

Scheme | Global| BSO | BS1

Signal-based 0.905 | 0.968| 1
MOS-based| 0.996 | 0.997| 1

7.6 Conclusions and Perspectives

This chapter presents QoE-aware network selection screnmjel technique to han-
dle network selection problem for multimedia users. In 8tkeme, user selects the
network that has the best QoE (seen from connected usems)schieme is user-based
and network-assisted, which is profitable for both user atdiork operator. The re-
sults have illustrated that it performs well and gives highEGor new and ongoing
connections. Moreover, load distribution is well balanced

Further, the similar strategy can also be applied to othezless technologies such
as WIMAX and Cellular networks. In the following chapter, sesd network tech-
nologies will be combined together to constitute a hetemegas environment, and a
strategy using the similar concept will be defined. Utiliaatof this idea is particularly
helpful in heterogeneous networks because, unlike thenteghparameters, MOS is
technology-independent, which make it applicable to @htwlogies.
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Network Selection in Heterogeneous
Wireless Networks

8.1 Introduction

Deployment of next-generation network (4G) begins to spteeoughout the world.
With variety of network technologies, it is possible for s select an appropriate
network that best suits their needs. The problem is how teigeche mechanism that
helps users in making decisions under heterogeneous ememt. Even though many
schemes have been proposed in the literature but none ofték@sinto account QoE.
As it represents perception experienced by the user, itus #m essential indicator
for 4G networks, especially with multimedia communicaiarowadays. Therefore,
this chapter presents a novel network selection mechaihatrigkes quality of expe-
rience into consideration for decision making. Similartie previous chapter, it is a
user-based and network-assisted approach thus a compreaiigion between user
and network benefit. The main idea is to include MOS of ongoisgrs in candidate
networks as one of indicators to select the best networkdonection. The rest of this
chapter is organized as follow. SectiBr? gives a comprehensive survey of related
works that presents recent schemes having as objectivesthwnk selection in het-
erogeneous environment. The chapter continues with theopeal scheme in section
8.3 Then, test setup is described in sectiohand the results are presented in section
8.5. Finally, conclusions and open directions are given inise@.6.

8.2 Related Works

The emergence of heterogeneous network has pushed thecteseahis area to
progress very rapidly and many schemes have been propokedelated works will
refer to part of the survey in chapt2rthe concerning works are summarized here.

165
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The authors of41] have proposedustomer Surplugunction to deal with non
real-time transmission. In this protocol, users first sutveir network interfaces and
determine the list of available access networks. Next, thedict the transfer rate of
each available network taking the average of the last five tlahsfers and then derive
completion times. After that, they compute predicted wytilvhich is the relationship
between the budget and the user’s flexibility in the transtenpletion time. Finally,
for each candidate network, users compute consumer surpish is the difference
between utility and cost charged by the network and they shtite best one to request
for connection. It can be noticed that this scheme works fingoin real-time traffic
but not for real-time multimedia service that is the mostylapnowadays.

To handle handoff, the authors &1] have propose®rofit Function The authors
associated each handoff with a profit that is decided by aetdumction with two
parametersbandwidth gainandhandoff cost Parameters used in the calculation of
the gain include: (i) access networks along with their maxmbandwidth provided
to a single user as well as capacity utilization; (ii) apgfion’s maximum requirement
on bandwidth; (iii) access networks’ bandwidths used by &ilaacode for handoff.
Then the authors defined a handoff cost as data volume lostodhandoff delay;
it corresponds to the volume of data which could have beersinéted during the
handoff delay. Thus, the profit is a difference between gathaost. At each handoff
epoch, mobile node compares profit from each network andsasabie one that yields
maximum profit. This scheme takes only bandwidth-relatedipaters into account.
However, considering solely bandwidth cannot guarantex g@oE for multimedia
applications.

The authors of43] have proposed network selection usiagalytical hierarchy
processto weigh QoS factors and usingrey relational analysido rank networks.
With QoS factors, the authors constructed an AHP hieraresgth on their relation-
ships. QoS is placed in the topmost level as the objective) @aS factors describing
network conditions are placed in the second level. Moredaetors have been decom-
posed into sub factors and they have been arranged in tiidetiel. Finally, available
solutions are arranged in the bottommost level. User-bda&is collected and pro-
cessed by AHP for weight computation. At the same time, nétthased data are
normalized by GRA, and then ideal network performance is ddffollowing by cal-
culation of the grey relational coefficient which gives grelationship between ideal
network and the other. The calculation of GRC takes the pusliyccomputed weights
into account; finally, the network with the largest GRC is thesindesirable. This
scheme takes many technical parameters into account bwatogts not include QoE,
an essential factor for multimedia users.

Also deploying multi-attribute decision making, the authof [52] have proposed
an algorithm based dRuzzy Logic Controlleto evaluate fitness ranking of candidate
networks. They differentiate decision making into threag#s: pre-selection, discov-
ery, and decision making. Pre-selection phase takesiarftem user, application, and
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network to eliminate unsuitable access networks from &rrdelection. The authors
implemented discovery phase based on fuzzy logic contrey; fuzzify crisp values
of the variables (network data rate, SNR, and applicationirement data rate) into
grade of membership in fuzzy set. Then these membershipidmscre used as input
to the pre-defined logic rule base. Finally, overall ranksgbtained through defuzzi-
fication with weighted average method. It needs to be meedidrere that fuzzy logic
control gives good result in this case of few metrics. HoweWehe metrics number
increases, the system may become very complex and may goreeeus results.

Even though all proposed schemes have covered many aspddiae taken into
account several parameters, they cannot guarantee uaéissastion since none of
them is interested in quality of experience metric, whicthess most prominent factor
in heterogeneous networking today. Therefore, the QoEeasechanism has also
been studied in heterogeneous environment. For a bettepretsension, Tabl&.1
presents each scheme and its corresponding parameters.

Table 8.1: Different Network Selection Approaches.

Scheme Parameters Nature of Parameters
Customer Surplus Transfer rate and cost Technical
Profit function Available and required bandwidth Technical
AHP & GRA User requirements and network conditions Technical
Fuzzy Logic Network and application data rate, SNR Technical
This proposition Quality of experience Subjective

8.3 The Proposed Scheme

This section describes the decision mechanism then it gixasple of scenario that
will be used for the test. To provide information to usersdfecision making, a point of
attachment in this scheme broadcasts QoE information tsaiis within its range. The
embedded MOS is the minimum score among all ongoing usetssoPbA or perfect
score if there is no ongoing user. The minimum score is diffiusecause the mobile
node should be aware of what the worst quality it can get #feeconnection request.
This can be done via signaling messages in IEEE 802.21 MIHlign@dependent
handover) 81].

Let OF be the objective function to be computed for each networis. dalculated
by the sum of each criterion (C;) times their weight ;). Weight can be set as
desired by users (all weights are equal by default). Assgmirepresents the number
of criteria, OF can be written as in equation (1) below.

OF = 31, Ci*Wei; wherey [ jwei =100 (1)
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The value ofC; is then normalized by the maximum value, which gi@s value in
the range [0..1]. The sum of all weights is equal to 100, thesstore of each network
is in a range of [0..100]. After having comput€F for all available networks, the
mechanism selects the network that has the highest scoredoesting connection.
The other networks are arranged in a ranking table. If theneotion request of the
first choice network cannot be satisfied by network operéerstation tries the next
one in the table respectively.

Taking an example, it is assumed that a mobile node (MN) igirmdde; it is
equipped with Ethernet, WLAN and 3G interfaces. Major fastmfluencing user
decisions in network/handover selection are quality ofegigmce oe, cost €osi),
and mobility (noh. By default, raw values of each criteria are in the ranges]1..
hence, th®©F of network technologk can be written as equation (2) below.

OF (k) = Cqoe(K) * Wgoe(K) + Ceost(K) * Weost(K) + Crmob(K) * Wmob(K)  (2)

Table8.2 presents an example of criteria scoring. It can be noticadQoE is the only
parameter to be measured; the other two can be taken difemtithe table.

Table 8.2: Example of Criteria Scoring.

Technology | Quality of Experience | Cost Mobility
Ethernet | to be measuretk/5) | free (5/5) | none (¥/5)
WLAN to be measurefly/5) | low (3/5) | low (3/5)
UMTS to be measure(kz/5) | high (1/5) | high (5/5)

To have some guarantees on Qadireshold-baseanechanism is proposed; the
threshold indicates a border beyond which the quality okelgmce may not be guar-
anteed. This step is done after network ranking to ensutéttbavinning network can
suit user satisfaction. For that, the mobile user sets rsstiold MOS inosy) then
compares it with minimum scorensyin) obtained from the winning network. This
threshold is defined as the acceptable MOS plus an abso®emosy, = MOScpt +
Mosys If the minimum score is higher or equal to this thresholéntkhe connection
request is launched. Otherwise, the mobile node may retdasegight assignment or
QOE expectation. One exception exists, in which we callédrdged handover The
connection request is launched even when the minimum ssdess than threshold.
For this case, when the candidate network is the only aveiladtwork in the area; if
handover is not executed, the mobile node will lose its cotiviey. Please note that
the absorber is very delicate to define as we deal with qualliexperience. To ensure
high quality of experience, user may set this absorber tglavalue but the trade-off
is that it may not find an appropriate candidate if the expgretas too high.
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8.4 Performance Evaluation

The proposition is compared with a scheme, caleidrity-based in which the deci-
sion making is based on priority classification. This ptipoconcerns network interface
technology/type. The highest priority goes to Ethernedriiaice, following by WLAN,
and UMTS technology respectively. This classification iplemented in real Mobile
IP tool such as Segco Mobile IR12 as well as in NS-2 from NISTZ43]. The rea-
son for this classification is very high bandwidth and no ajgtthernet, following
by medium bandwidth and low cost of WLAN, and low bandwidth dmgh cost of
UMTS regardless of its high mobility. This section first déses the implementation
and test setup along with the testbed configuration and aggpand then it continues
with the obtained results.

8.4.1 Implementation of network selection mechanism in HWNs

The implementation is based on NS-2 with NIST add-2§] [[mobility extension:
IEEE 802.21 model and 802.11), which enables simulatiohet#rogeneous environ-
ments. This simulation platform incorporates a varietyafess networking technolo-
gies to run jointly. In the originahandover module from NIST, handover selection
is done according to priority. This means, a terminal cotsxexa new network if it
is better than the current one according to the order of wolgy. For the tests, this
module is modified in order to add the decision making baseglatity of experience
as previously described.

8.4.2 Simulation Setup

The scenario is presented in FdL Mobile node (MN) is a multi-interface terminal.
It is equipped with UMTS and WLAN interfaces. At the beginnirtige only avail-
able network present is UMTS so the MN starts its connectialUMTS. The MN
moves during the connection until it enters WLAN coverageefdl4s). There are two
possibilities, either MN stays in the same network or MN heaoder to WLAN.

The scheme deploysos,pt = 3 because this value is the standard acceptable level
of QoE for video streaming application. As farogs tests have been conducted with
different values (2.0, 1.5, 1.0, 0.5, 0.0) in order to see hetwork behaves. Fi§.2
shows how user experience and global throughput behaveladtteasing values of ab-
sorber. Please note that the throughput here is considetethis of accepted number
of flows in the system; this is to see how network operator &itraffic with different
values of absorber. As mentioned before, if this absorbbiglk and an appropriate
network exists then quality of experience will be very gosthwever, if we analyze
closer we can see that throughput in this case is very lowgidison is because network
dedicates the whole bandwidth to only a few connectionsdttiten, as the expecta-
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Figure 8.1: Network Topology.

tion is high; hence, it is difficult to find an appropriate netk. On the contrary, if the
value of absorber is lower, the quality of experience desgsand the global through-
put of the system increases accordingly. Considering aériai mentioned above, the
scheme deploys10$ys= 1.0 and thusnos, = MoScpt+ MOSps = 4.
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Figure 8.2: Network behavior with different absorbers.

Two scenarios are investigated: scenario 1 with modecaté-tondition and sce-
nario 2 with high-load condition. They will be used to demipate that if everything
is doing fine, no precaution or management mechanism areedeétbwever, when
the condition degrades, some adaptations needs to be damdento alleviate the
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situation. This section will show how the proposed mecharian guarantee mobile
node having good quality of experience. It also providesprediminary result for
introducing admission control, which can be done by netvapérator to also ensure
quality of ongoing users.

8.5 Results

In this section, results from the previously described agerare presented in terms of
quality of experience (MOS) and bandwidth utilization ¢thghput).

8.5.1 Moderate-load condition

The most important metric is user satisfaction. For meaguuser satisfaction of
the running application, the quality of experience is cdesed in terms of MOS as
previously described. Fi§.3 presents the quality of experience perceived by MN. We
can clearly observe perfect scores obtained with QoE-baskeme. On the other
hand, if MN decides to hand over to WLAN, the quality will slifghfluctuate during
connection holding time. Regarding the quality of experéenbtained by ongoing
connections within the WLAN. The graph 84 presents the lowest scores among
all WLAN users in time. It can be noticed that QoE-based scheentorms slightly
better than the priority-based scheme but there is not miffgrahce. Nevertheless,
minimum scores obtained with QoE-based scheme stays ab@®eoti quality) most

of the time and does not decrease belowF8ir( quality). On the contrary, scores
obtained with priority-based scheme go belowRaif quality) and reaches 2P¢or
guality) twice. Since there is not any other traffic in UMTSNMvould rather stay in
the same network where it could get perfect quality than haed to WLAN where
quality is fluctuating. However, the fluctuation in this casenot crucial as it stays
above 4 all the time.

Fig.8.5 and Fig8.6 present bandwidth utilization in UMTS and WLAN respec-
tively. It can be seen that QoE-based scheme provides a battace of load between
the two networks. This is because load is automaticallyidigied by MOS indicator.
User selects network with higher MOS, which is generally-loaded, and hence load
is better distributed. On the contrary, when using prieb&sed, the scheme does not
take any concern of quality into account and blindly charggr into WLAN expecting
larger bandwidth and lower cost.
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Figure 8.3: Quality experienced by MN under moderate load.
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8.5.2 High-load condition

In order to show how the situation can become much worst,sitesario illustrates
the case when WLAN is high-loaded. A new user enters to thearktevery second
and hence increasing load in time (connection holding tisn@0i seconds). The MN
decides whether to execute or not a handover in this situatio

Fig.8.7presents perceptual quality experienced by MN. The bluesa@sults from
QoE-based scheme, in which the MN decided not to enter WLA#} ateing MOS
condition of ongoing users. The red curve results from fiyidrased scheme, in which
the MN continues to make a handover to WLAN regardless of atiéL_AN con-
dition. We can observe great improvement as MN obtains pesgeores along the
session with our QoE-based mechanism. On the contrarytatrsba very fluctuating
score with priority-based scheme and sometimes qualitgdetosed to 1Bad qual-
ity). As for ongoing users in WLAN, our scheme outperformspty-based scheme
by providing good quality of experience, minimum MOS is dds 5 Excellentqual-
ity) most of the time. On the other hand, minimum MOS of ptipthased scheme
performs badly. Even though, majority of score is abov&ar(quality) but it drops
close to 2 Poor quality) several times.
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Figure 8.7: Quality experienced by MN under critical coratit

For bandwidth utilization, the result of UMTS load distritmn is similar to Fig8.5
as the scheme leaves the UMTS network with no previous traffrcthe other hand,
the WLAN throughput of priority-based scheme is shifted ujittielas can be seen
in Fig.8.9. This is because WLAN has more traffic flows in the network. I ca
be remarked here that there is always a trade-off betweetwbditn utilization in a
network, load balancing between different networks, andlityuof experience. In
general, network operator wants to take the most profit freail@ble bandwidth and
sometimes ignores the result in quality experienced bysuséfe can see from this
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Figure 8.8: Quality experienced by WLAN nodes under crit@aidition.

example (red curves) that when bandwidth utilization ishhigWLAN (Fig.8.9), the
QoE of ongoing users becomes poorer (§igand Fig8.7).
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8.5.3 Discussion

It can be seen that network selection mechanism is usefuh&king decision when
entering the network. However, it should be mentioned heaie this procedure only
guarantee the entrance phase. A bad result can still benebtiter even with a good
network selection mechanism. This is the case in which WLA&DIgontinues to
increase after the handover of MN. In such a case, qualitxeér®ence can continue
to degrade until very bad performance. If there is no othéwokk to hand over to,
user will have to suffer from this bad situation.

To understand this scenario, deeper investigation is aiaduo see how the qual-
ity of experience can be influenced by network load. &itdpresents MOS evaluation
with increasing number of traffic in WLAN. The blue curve pretseaverage MOS in
time whereas the red curve presents the lowest MOS in tineanlbe seen that MOS
decreases when network load increases. In this situatetmonk operator needs to
take an action in order to maintain quality of experiencecatgtable level. Manage-
ment mechanism such as admission control can be used for Feoatexample, the
network operator can filter incoming connection with MOS p§oing users. This can
help in maintaining good user experience for everyone.

=¢—Average = Minimum

“ N

Mean Oplinlon Score

1 2 3 4 5 6 7
Number of flows

Figure 8.10: Quality experienced by WLAN nodes with incragdraffic.
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8.6 Conclusions and Perspectives

In this chapter, another network selection mechanism baseguality of experience
has been proposed. The scheme considers different ciitehiding user experience
for making decision. It is compared with priority-based estie currently in use on
many Mobile IP implementations. The obtained results stawthe proposed scheme
performs better in guaranteeing both quality of handover (idN) and ongoing users
in the target network. Its load distribution is also betted M TS network can gain
some throughputs from the MN.

The obtained results show that even with simple mechanisencam see perfor-
mance improvement. Enhancement can further be done usiregsophisticate mech-
anism, for example, multi-attribute decision making witbEJas one of attributes. In
addition, it would be interesting to investigate more coex@cenario and to compare
QoE-based scheme with other handover schemes such as QixvéiEnas well.

As we can see from discussion, network selection alone isnotigh. It only
helps mobile user to select the best network at the momerdrofection request but
it cannot guarantee that network condition will not chanfjerdahe selection process
is finished; especially, if network condition degrades aadther network exists for
the handover. The chapter then gives the primary result afityuevaluation with
increasing number of flows, which shows that admission obigralso necessary in
order to maintain good QoE along connection holding timee idea of admission
control from chapterl can be applied, in combination with network selection and
under heterogeneous environment.
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Chapter 9
Conclusions and Perspectives

9.1 General conclusions

This document provides a thorough investigation of resmutanagement using qual-
ity of experience, a new concept of quality that has beenmntgcemerged in multi-
media networking today. An appropriate assessment mef®@QA) has been chosen
in order to measure QOE in real time. Using statistic leaymth random neural net-
work, this method derives user experience using informétiom the network traffic
in real-time manner. With this automatic measurement of Qu&ny management
directions have been explored and studies have been ceudduthis includes man-
agement from both network and user perspectives.

The mechanisms concerning network operator are admissiutnot, rate adapta-
tion, and bandwidth scheduling. QoE indicator is used fomachanisms. In chapter
4, IEEE 802.11 access point admits or refuses new connecticor@ing to QoE of
ongoing users. In chaptér, it also adapts multicast transmission rate according to
QOE of multicast clients. Moreover, as for scheduling baidttwin HSDPA (chapter
6), base station can also deploy QoE of multimedia users twifize these users to
background users and allocate more bandwidth to them irr ¢odsatisfy quality re-
guirements. Concerning user side, connection managememaswnetwork selection
mechanism has been studied using QoE of ongoing users imatitidate networks
(chapter7 and8).

Investigations have begun in homogeneous environmentesiH. AN and UMTS
independently and then in heterogeneous environment caingpof both technolo-
gies. The obtained results illustrate encouraging perdmice in terms of user satis-
faction, bandwidth utilization, load balancing, and faiss, for deployment of QoE
as metric in resource management; hence, the objectivéssathiesis. It can be no-
ticed that only video streaming application have been stliliere; however, the same
management ideas can be further applied to other types adinnedlia traffic as well.
In addition, as QOE is context-independent, it can also Ipdogted in other network
technologies or architectures as well.
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9.2 Resource Management with QoE

For a better comprehension, this section discusses liongand remarks concerning
the use of QOE as metric in wireless multimedia network mansmnt. As PSQA has
been deployed for QOE measurement, its remarks and lionigare also discussed.

First of all, we can notice that even though methods and &k for measuring
quality of experience with good precision, however theyarly used for the assess-
ment purpose. Itis very difficult to predict quality of exprce that user will perceive
in advance (QoE provisioning). For example, in this verabRSQA tool, the statis-
tics used are loss rate and mean loss burst size at packepplchdon frame level.
They are difficult to predict in advance, especially the mieas burst size. However,
using probabilistic or statistic models would be helpfupnovisioning these parame-
ters and thus in computation of QoE (via RNN). Therefore, it very challenging
issue to be investigated in future work.

Another point concerns the quality of experience, whichugrgnteed to end users.
Network operator need to consider if the providing servicguaranteed with average
QoE or minimum QoE and which one is better for both operatat asers. If the
guaranteed service is in terms of average score during ctiandolding time then it
is acceptable to have a few moments of low QoE and some otgkrQOE moments
to compensate. On the other hand, if the guaranteed sesvingerms of minimum
score then network operator needs to make sure during thie wbonection, user will
perceive at least this minimum value. It needs to be repehtdjuality of experience
is subjective and, generally, a user is very sensitive todueadity. This means, a user
usually pays more attention on the moment of bad QoE insteezheonably average
the overall quality during the connection. The corresppngdnechanisms must take
into account this policy in order to set value/threshold 8feould be used for making
decision. In any case, an appropriate SLA needs to be estellin advance indicating
specification of provided service and responsibility ofreparty.

As for PSQA implementation and usage, it can be noticed tB&Ais a useful
tool to measure user experience in real time; however, iisé@ be mentioned that
even the output of PSQA (i.e. quality of experience) is iredefent on application and
environment but we can notice that the input of PSQA and ithouology are context-
specific. Due to its methodology, a validated RNN will workymlith the same appli-
cation and within similar context in which it has been trainghe RNN trained with
video streaming application will not be accurate when usmngeasure VoIP applica-
tion. Since the two applications have different charasti&s, which normally result
in different quality-affecting factors (input of RNN). Foxample, time-related factors
(e.g. delay and jitter) are crucial in VoIP but less impotiarvideo streaming because
of there are some supports such as buffering before thequiayAs for environment,
distribution of loss on wireless network is different frohose in wired network and
can yield inaccurate results if using with wired technolo@yerefore, major incon-
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venient of this approach is the complexity of PSQA methogglovhich needs to be
considered carefully for every new context. Neverthelessg PSQA procedures have
been conducted successfully, it can be used easily and atitadty.

9.3 Perspective

Resource management in the future will progressively rel@)ok as it is an essential
factor of user satisfaction. As network becomes heterages)et will be interesting to
investigate on management of radio resources in such emaant using QoE metric.
Heterogeneity does not concern only network technologyalaat applications, users,
devices, etc. With an emergence of various multimedia egpdins in next generation
network (NGN), various traffic runs currently on the netwo8ervice differentiation
will be needed in order to handle all types of applicationsoading to their charac-
teristics and requirements. Different treatments are sszug in order to satisfy user
experience and to optimize resource utilization.

Therefore, one prospective topic would concesarVice differentiatiohin NGN.
Today, each network application has its needs, a tailoradcgeshould be provided
by network operator in terms of bandwidth requirement, yisknsitivity, etc. The
same argument applies to network users as well. High pyiosers (who generally
pay higher price) should have a privileged access to netweskurces comparing to
medium and low priority users respectively. Resource allonashould be aware of
these factors. Two representative applications, namelgosand voice over IP, could
be considered along with background traffic. Managemenildhmze based on quality
experienced at end-users in order to be more flexible and eféogent than those
based on technical parameters. For instance, new schgdulchanisms could be
proposed for providing appropriate quality to each appibiceand user.

Concerning QOE itself, it would be helpful if we can prediceuexperienceoE
Provisioning. Few works have already begun the investigation. This @adne
using learning, mapping, or other modeling strategies.ctuaate QoE prediction is
available, we can imagine whole network system based oniiegmurce management.
Therefore, another interesting topic would be the studyossility and feasibility to
design such a framework. Many issues need to be investigattekler or entity to con-
trol network resource could be necessary, communicatiehsd®en network entities
have to be considered as well as billing and security is®tes,Moreover, as in het-
erogeneous environment, heterogeneity also concernsaltdmaents; interoperability
issue will become crucial and will have to be studied in otdenake everything works
together smoothly.
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Beside the heterogeneity issues, research directions sancahtinue on other
attractive architectures that have been progressivelgldped such a®verlay net-
works Examples are Peer-to-Peer, video delivery network (VOi¥)even content
delivery network (CDN) in the future. With these network atebtures, it will be
advantageous to explore how resource management can hecedhssing QoE indi-
cator. As in this document, resource management at netwarkiser sides have been
presented; furthermore, end-to-end resource managemeiso present another re-
search direction. As we can imagine, end-to-end contradsaataptations could be
improved greatly with valuable information like user expace.
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3G : Third Generation

3GPP : 3rd Generation Partnership Project
AAA : Authentication, Authorization and Accounting
AARF : Adaptive Auto Rate fallback

AC : Access Control

ACK : Acknowledgment

AHP : Analytical Hierarchy Process

AM : Acknowledged Mode

AP : Access Point

ARQ : Automatic Repeat Request

BER : Bit Error Rate

BS : Base Station

CCK : Complementary Code Keying

CDF : Cumulative Distribution Function

CDN : Content Delivery Network

CIR : Carrier to Interference Ratio

CMPQM : Color Moving Picture Quality Metric
CN : Core Network

CQI : Channel Quality Indicator

DBPSK : Differential Binary Phase Shift Keying
DQPSK : Differential Quadrature Phase Shift Keying
DSCQS : Double Stimulus Quality Scale

DSIS : Double Stimulus Impairment Scale
DVB-H : Digital Video Broadcasting) Handheld
DVB-RC : Digital Video Broadcastin@] Return Channel
DVB-S : Digital Video Broadcasting) Satellite
DVB-T : Digital Video Broadcasting) Terrestrial
FEC : Forward Error Correction

FIFO : First In First Out

FLC : Fuzzy Logic Controller

GGSN : Gateway GPRS Support Node

GRA : Grey Relational Analysis
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GRC : Grey Relational Coefficient

GSM : Global System for Mobile communications
HSDPA : High Speed Downlink Packet Access
HSPA : High Speed Packet Access

HWN : Heterogeneous Wireless Network
IMPL : Implementation

IST : Information Society Technology

LR : Loss Rate

LTE : Digital Video Broadcasting) Terrestrial
MAC : Medium Access Control

MADM : Multi-Attribute Decision Making
MEWS : Multiplicative Exponent Weighting
MIH : Media Independent Handover

MIP : Mobile IP

MLBS : Mean Loss Burst Size

MN : Mobile Node

MNB Measuring Normalizing Block

MOS : Mean Opinion Score

MPQM : EPFL's Moving Picture Quality Metric
MPQM : Moving Picture Quality Metric

MSE : Mean Squared Error

NAK : Negative Acknowledgment

NGN : Next Generation Network

NRG : Normalized Rate Guarantee

NRT : Non Real-time

NS : Network Simulator

NVFM : Normalization Video Fidelity Metric
OSIl : Open System Interconnection

PESQ : Perceptual Evaluation of Speech Quality
PF : Proportionally Fair

PoA : Point of Attachment

PSNR : Peak Signal to Noise Ratio

PSQA : Pseudo-Subjective Quality Assessment
PSQM : Perceptual Speech Quality Measure
QOE : Quality of Experience

QoS : Quality of Service

RG : Rate Guarantee

RLC : Radio Link Control Protocol

RM : Resource Management

RNC : Radio Network Controllers

RNN : Random Neural Network
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RoHC : Robust Header Compression

RR : Round Robin

RRM : Radio Resource Management

RSS : Received signal strength

RT : Real-time

SAW : Simple Additive Weighting

SCACJ : Stimulus Comparison Adjectival Categorical Judgment
SCS-PD : Single common Service with probabilistic demands
SDSCE : Simultaneous Double Stimulus for Continuous Evalnati
SER : Symbol Error Rate

SGSN : Serving GPRS Support Node

SINR : Signal to Interference plus Noise Ration

SIP : Session Initiation Protocol

SIR : Signal to Interference Ratio

SLA : Service Level Agreement

SLP : Stochastic Linear Programming

SNR : Signal to Noise Ratio

SP : Stochastic Programming

SS : Single Stimulus

SSCQE : Single Stimulus Continuous Quality Evaluation
SVC : Scalable Video Coding

TTI : Transmission Time Interval

UE : User Equipment

UM : Unacknowledged Mode

UMTS : Universal Mobile Telecommunications System
UTRAN : UMTS Terrestrial Radio Access Network

VBR : Variable Bit Rate

VDN : Video Delivery Network

VoIP : Voice over IP

VQM : ITS’ Video Quality Metric

WIMAX : Worldwide Interoperability for Microwave Access
WLAN : Wireless Local Network

WMAN : Wireless Metropolitan Network

WMN : Wireless Multimedia Network

WPAN : Wireless Personal Network
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Résumé

Les applications multimédias pour terminaux mobiles cass®at un succes grandis-
sant. Cela oblige a développer de nouvelles méthodes plaaadf de gestion des
ressources des réseaux sans-fil du fait de leurs caraicpéeistparticuliéres : bande-
passante limitée, état radio variable, interférences iphp®rtantes, etc. Par ailleurs,
les méthodes classiques de la gestion de ressources baséles parametres tech-
niques (perte/retard de paquets, gigue, etc.) ne parvieas a donner des évalua-
tions précises de la qualité telle que percue (encore apal@lité d’Expérience ou
QdE) par l'utilisateur de ces applications. Cette theseplapsur une technigue hy-
bride nommée PSQA (Pseudo-Subjective Quality Assessrmé&nluation pseudo-
subjective en temps réel de la QdE pour proposer de nouveléisodes de gestion
de ressources dans les réseaux multimédias sans-fil. Qoé de sb6té de I'opérateur
réseau ou du c6té de I'utilisateur, nous avons proposeé dimades de contrble d'acces
et d’ordonnancement ainsi que des méthodes de sélectioésdaux d’accés dans
le contexte des réseaux sans-fil hétérogenes utilisadtreliffes technologies (IEEE
802.11, UMTS, etc.). Les résultats obtenus encouragetilidation du concept de
QdE et ouvre la voie a un nouveau paradigme dans la gestioresssurces dans les
réseaux multimédias sans-fil.

Mot clé: Gestion de ressources, Réseaux sans-fil, Qualgp#rience, Applica-
tion multimédia, Réseaux hétérogénes

Abstract

Wireless multimedia networking is gaining tremendous sascnowadays. Due to
their characteristics (limited bandwidth, variable radimditions, greater interference,
etc.), the need of more efficient management has becomektrideanwhile, tradi-
tional ways of managing network, using information from ntonng technical pa-
rameters (loss, delays, jitter, etc.), fail to give accai@taluations of user experience
or Quality of Experience (QoE). In this thesis, new methoasda on QoE indicator
have been proposed to solve these problems. The propasétreradmission control,
rate adaptation, and packet scheduling regarding netwmekator as well as network
selection regarding user side. The real-time measurenfeQbhk is accomplished
with PSQA (Pseudo-Subjective Quality Assessment) tooké Jimulations have been
conducted using different wireless technologies both imbgeneous and heteroge-
neous environment. The obtained results encourage thef @aEoconcept in further
research, which could pave the road to a new paradigm of resouanagement.

Keyword: Resource Management, Wireless Networks, Qualitxpditence, Mul-
timedia Applications, Heterogeneous Networks
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