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Réesumeé

L'accés a une information pertinente, adaptée aesoibs et au contexte de
l'utilisateur est un challenge dans un environndnieternet, caractérisé par une
prolifération de ressources hétérogenes. Les trayaésentés dans cette thése
rentrent dans le cadre de la Recherche d'InformdRd) et s'intéressent a la prise en

compte du contexte de l'utilisateur pendant la pluesrequéte.

Nous proposons un assistant d’aide a la refornwatie requétes reposant sur
I'utilisation d’'une méthode hybride d'expansion dEjuétes afin de fournir des
résultats personnalisés en fonction du contexte. aSsistant utilise le profil de
I'utilisateur, qui contient les centres d'intéré@sles préférences des utilisateurs, et
utilise également le contexte de l'utilisateur goinsidere I'état actuel de la tache

courante de l'utilisateur pendant le processugcleerche.

Une implémentation de cette approche est réalisayie d'une étude
expérimentale. Nous proposons également une proeédévaluation qui tient
compte [I'évaluation des termes d'expansion, géng@@s notre systéeme de
reformulation de requétes, et de I'évaluation dssiltats retournés en utilisant les
requétes reformulées SRQ. Nous montrons sur phssisgénarios que notre
approche, en particulier celle qui prend en conptéche actuelle de I'utilisateur est
effectivement plus performante que les approchpssant soit uniqguement sur la
requéte initiale, ou encore sur la requéte refogémdn considérant uniquement le

profil de I'utilisateur.

Mots-CIés: Recherche d'information, Reformulation de requétsntexte de

l'utilisateur, Modélisation des taches, Personadilis, Profil utilisateur.






Abstract

Access to relevant information adapted to the neadisthe context of the user is a
real challenge in Web Search, owing to the increafséeterogeneous resources
available on the web. Information needs are expresg queries. Most often, these
queries are short, ambiguous and don’t grasp thkemehe intention nor the implicit
need of the user. For improving user query proogssive present a context-based
hybrid method for query expansion that automatycgéinerates reformulated queries
in order to guide the information retrieval systetm provide context-based
personalized results depending on the user prafite his/her context. We present an
experimental study in order to quantify the impmnmest provided by our system
compared to the direct querying of a search enguitbout reformulation, or
compared to the personalized reformulation basedaouser profile only. The

preliminary results have proved the relevance ofapproach in certain contexts.

Keywords: information Retrieval, Query Reformulation, ContexTask

Modeling, Personalization, User Profile.
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Chapter 1

Introduction

1.1. Motivations

The Internet offers almost unlimited access to lafids of information (text,
audiovisual ...etc), there is a vast, growing expasfsgata to search, heterogeneous
data, and an expanding base of users with manysdivemformation needs, thus
the Information Retrieval (IR) field has been mamtical than ever. Information
Retrieval Systems (IRS) aims to retrieve relevamtudnents in response to a user
need, which is usually expressed as a query. Tthewed documents are returned to
the user in decreasing order of relevance, whidhpgally determined by weighting

models.

Want to find relevant information on the Web?

Heterogeneity

Mobile user

Ambiguity of
queries
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As the volume of the heterogeneous resources owéheincreases and the data
becomes more varied, massive response resultssaredi to user queries. Thus, large
amounts of information are returned in which itaften difficult to distinguish
relevant information from secondary information even noise; this is due to
information retrieval systems IRS that generallyndia user queries without
considering the contexts in which users submitetopsgeries. Therefore it is difficult

to obtain desired results from the returned resiytiRS.

The example shown in Figure 1.1 below illustram®ia of the difficulties. In this
example, the queryTtip Paris' results (in September 2011) about 354 million
documents, and there are five different themebkertap 10 documents selected by the
search engine. Also the user queries are geneshiiyts and contain words with

several meanings.

Google  weoms B
Achisnoed sesrc
Searct
Everything s
i ® hort queries
-ﬁps = ® words with several possible
Michen; *® About 354,000,000 documents Tt
MNaws -
Shopping

Timetables, fares and offers

h ickets, Bookings,

Al resilts Caches

'-'_!EZtB: WES Eun icket, short bresk, oty break, weshends. Travel bo

hot yet visited Fai < Paris, Broges, Awvignon and more than 200 ...

More sesrch tecls:
WS L.

LIGEES, Tr PR WIS O

= “Wisitors - Panis Apartment Fentsls

& Ajrling Tickets | Expedia

¥ the= b =t s=dection of cheap aifine
L.sv= our Paris Flight Trawvel Guide to conwvendenthy o

T{}urs. Parls Loawwra k
i Malesherbes

® = different themes in the top ten

Figure 1.1. Example of a query and results.
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In recent research, IR researchers have begurpndxheir efforts to satisfy the
information needs that users express in their gadry considering the personalized

information retrieval area and by using the contetton in information retrieval.

Recent studies have tried to enhance a user quihyuser’'s preferences, by
creating a dynamic user profile, in order to prevjgersonalized results (Micarelli et
al., 2007). However, a user profile may not beisigft for a variety of user queries.
Take as an example a user who enters the qulayd” into a personalized Web
search engine. Let's now suppose that the user dmasnterest for computer
programming. With this information at hand, it slibbe possible for a personalized
search engine to disambiguate the original queawdd The user should receive
results about Java programming language in the regults. But in particular
situations, the supposed user may need informationt the Java Island, to prepare a
trip for example, or information about the Java f€efthat is not specified in his
profile. Thus the user will hardly find these rdsusubjectively interesting in a
particular situation. One disadvantage of automaicsonalization techniques is that
they are generally applied out of context. Thust alb of the user interests are
relevant all of the time, usually only a subseadsive for a given situation, and the

rest cannot be considered as relevant preferences.

To overcome the previous problem and to addresse soitthe limitations of
classic personalization systems, studies taking adcount the user context are
currently undertaken (Mylonas et al., 2008), (S¥egl., 2007 a). The user context can
be assimilated to all factors that can describeirtisntions and perceptions of his
surroundings (Mylonas et al.,, 2008). These factmi@y cover various aspects:
environment (light, services, people...), spatialpenal (location, time, direction...),
personal (physiological, mental, professional ..ogial (friends, colleagues...), task

(goals, information task), technical etc.

The user context has been applied in many fieldd, & course in information
retrieval area. Context in IR has been subject wide scope of interpretation and
application (White and Kelly, 2006). The problembt® addressed here includes how
to represent the context, how to determine it atime, and how to use it to influence
the activation of user preferences. It is veryidifit to take into consideration all the
contextual factors in one information retrievalteys, so the researchers often define

the context as certain factors, such as desktogrni#tion (Dumais et al. 2003),
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physical user location (Melucci, 2005), recentlgitad Web pages (Sugiyama et al.
2004), session interaction data (Shen et al. 20@%@)

In this thesis our definition of the context istthiae context describes the user’s
current task, its changes over time and its staesywe take into consideration the
task which the user is undertaking when the infaionaretrieval process occurs.
Consequently, in this thesis when we talk aboutcitr@ext we talk about the user’s

current task and its states over times.

In the present, it has become common to seek dafilymation on the Web,
including such tasks as using information retrieggstem for shopping, travel
booking, academic research, and so on. Thus m®itant to attempt to determine
not only what the user is looking for, but also tagk that he is trying to accomplish.
Indeed understanding the user task is criticaihtprove the processing of user needs.
On the other hand, the increase of mobile devisesh( as PDA, cellular phone,
laptop...) including diverse platforms, various wahkvironments, have created new
considerations and stakes to be satisfied. Se,akpected to use the mobile devices
anywhere to seek information needed to perforntakk at hand (Figure 1.2). This is
the case of the mobile user. As we consider thesuserrent task, thus we take into
account the case of mobile user when he seeksmaf@n needed to perform his
current task, by using the mobile devices. Knowihgt, the information needs of
mobile users to perform tasks are related to conédxXactors such as user interests,

user current task, location, direction ...etc.

Figure 1.2. Using mobile devices to seek informmatieeded to perform a task.
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Here, the problem is that most of the classic mfation retrieval systems don’t
consider the case of mobile users and provide sasudts to them for different needs,
contexts, intentions and personalities, so too maelevant results are provided, it is

often difficult to distinguish context-relevant arfnation from the irrelevant results.

User query is an element that specifies an infaonateed, but the majorities of
these queries are short (85% of users search withare than 3 keywords (Jansen et
al. 1998)) and ambiguous, and often fail to repreiee information need, especially
the queries of the mobile user, which do not prevadcomplete specification of the
information need. Many relevant terms can be alisent queries and terms included
may be ambiguous, thus queries must be processaddi®@ss more of the user’s
intended requirements. Typical solution includepagding query representation that
refers to methods of query reformulation, i.e., &md of transformation applied to a
query to facilitate a more effective retrieval. Bhn the query reformulation process
the initial user query is reformulated by addingvant terms. Many approaches use
different techniques to select these relevant terie difference between them
depend on the source of these terms, which mayaaxtrom results of previous
research (relevance feedback) or from an exteesurce (semantic resource, user
profile,...etc), or depend on the method which isduseselect relevant terms to be

added to the initial query.

1.2. Our Proposed Solution

The research, presented in this thesis, combinesativantages of the two areas
contextand personalizationn order to provide context-based personalizedltess
appropriate answer to the user query submittecp@arécular context.

In fact, the user query which is submitted to aidgpoWeb search engine, or
information retrieval system, is not sufficient etrieve the desired results, thus an
aid to the user to formulate his/her query befarbngtting it to the information
retrieval system will be effective, especially lmetcase of the mobile user because
his/her query is often short and related to a taskand. In this study we do not
consider the information retrieval models that mafocus on the match between the
resource (indexed files) and the user query toigeothe relevant results, and do not
attempt to understand the user query, but the rdam of this study is to propose an
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intelligent assistant that can generate new reftated query before submitting it to
the information retrieval system in order to pead® and contextualize the access to
information. Thus this thesis tries to improve tlser query processing based on the
user profile (personalization area) and the usetextt (context area). We will present
an algorithm to generate context-related persosdligueries from the initial user
query.

Therefore, this thesis presents a hybrid methodeformulate user queries
depending on his/her profile, which contains therigsinterests and preferences,
together with the user's context, which is constdeas the actual state of his/her
current task. The generated query is denoted: Rafermulated Query SRQ. The
objective of this new query SRQ is to provide thseruwith context-based
personalized results; we will prove that theseltesre more relevant than the results
provided by using the initial user query and thpsavided by using the user query

with simple personalization, depending only onuker profile, in the same context.

In fact we propose that the user queries, which submitted during the
performance of one task at hand, are related $ot#isk, indeed that are part of it. A
task is a work package that may include one or magteities, in other words the
activities are required to achieve the task. Thgsuser task can be represented by
using UML activity diagram in order to detect tharsitions between the task states
at time changes. The activities, in UML activityagram, are states of doing

something.

For instance, if a user has to organize a worksti@ye are many states for this
task, such as the choice of the workshop topics thedchoice of the program
committee members, etc. Submitting two equivalarrigs in tow different states,
the relevant results at each task state will biemiht, so the proposed system has to

provide the different relevant results at eachestat

1.3. Contributions

The main original contributions of the researctsprged in this thesis include the

following:
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 Context is a broad notion in many ways. One of dimas of the research
undertaken in this thesis is to identify a new kiofd contextual analysis
performed during the information retrieval procesbich views the context as
the user’s current task, its changes over time iendtates, i.e. we take into
account the task which the user is undertaking wherinformation retrieval
process occurs. We will show that it is possibled&termine the user task
automatically by exploiting both a semantic knowgedike Ontology (for
example: ODPtaxonomy) and a linguistic knowledge (like Wordjaind we
use UML activity diagram to represent the task. Wiiee user identifies
his/her actual task’s state in the UML diagram thensystem can follow this

diagram to detect the next possible task states.

* We use both a linguistic knowledge (WordNet) andeaantic knowledge
(ODP Taxonomy) to parse the user query. BecaugguiBtic knowledge
doesn’t capture the semantic relationships betwegms and semantic
knowledge doesn’t represent linguistic relationshipf the terms. The
integration of linguistic and semantic knowledgeuatithe user query into one
repository will produce the so-calleglery contextwhich is useful to learn
user’s task. The purpose qgliery contexiis to use a variety of knowledge
involving query to explore the most exact underdiag of user’s information

needs.

e Our proposed approach involves an ontological ugesfile which is
constructed by selecting interest concepts relaébedser’s files collection,
from existing concepts in domain ontology. We use ®DP (Open Directory
Project) as ontology to generate the concepts. Wis@ropose a methodology
to retrieve query-context-related terms from theotmgical user profiles; these
terms form the operational profile. The methodolatgpends on the semi-

structured data retrieval.

» We propose a hybrid method to reformulate userigsielepending on the user
profile and his/her context for producing State dRefulated Queries SRQ, in
order to provide the most appropriate answer fosex’s information needs in
the search time and at the actual state of thertal@s task.

1 ODP: Open Directory Projectrww.dmoz.org



24 @iter 1. Introduction

* We construct a general architecture that combieeeral models for query

expansion: Task model, User profile model and SRi@eh

* We construct a new general language model for gergpgansion including the
contextual factors and user profile in order toneates the parameters in the

model that is relevant to information retrievalteyss.

* In order to evaluate our proposed approach forygqueformulation, three
evaluation metrics are defined to cover the evanabf the proposed
expansion terms and the evaluation of returnedlteesthe aim of the
proposed experimental methodology is to quantig ithprovement provided
by our system compared to the direct querying @earch engine without
reformulation, or compared to the personalizedrrefdation based on user

profile only.

1.4. Thesis Outline

This thesis is structured in five main Chapters.

In chapter 2we provide an overview of a related work on that&of the Art of
personalized and context-aware retrieval systenes.aldo provide an overview of a

several techniques of query reformulations, andcakground on the task models.

In chapter 3 we introduce the core part of this thesis, we descour
methodology, based on models to represent thetasierand the user profile in order
to generate relevant terms which are used to refiate user query for providing
personalized results in context. We also preseat system architecture in this

chapter.

In chapter 4we outline the implementation details of our syst@and report the
results of evaluating the proposed methodology sogbly. We include some test
scenarios and validate it by our methodology. Weculs the results of the

experimental study in the context of prior work aathted literature.

Finally in chapter 5 we state our conclusions and outline directiand ideas for

future work.
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Background Research

The aim of this chapter is to gather existing téghes, approaches, and ideas from
the fields of personalization, user modeling, crhtaware, and background in a
number of related areas in order to provide a txase for the techniques used and
developed within our system. Various problems aechriques are discussed in

preparation for the description of our own methiodshapter 3.

In order to solve the problems listed in the fokapter and provide personalized
results in context to the user query, solutions @aposed. We can classify these
solutions in two areas, personalized informatidnieeal and contextual information
retrieval. Section 2.1 presents basicgfdrmation retrievalarea. Section 2.2 reviews
the existing approaches in theersonalizationarea and the limitations of these
approaches, while Section 2.4 presentscthr@extaware systems and the contextual

information retrieval approaches.

Our proposed solution, in this thesis, is an iigelit assistant that can generate
new reformulated queries in order to guide thermfation retrieval system to provide
context-based personalized results depending omdée profile and his/her current
task. Thus we need to review the different techesguquery reformulationthis will
be shown in Section 2.6. As long as we depend @miskr profile and the user task to
reformulate the query, Section 2.3 describes tipeesentation and the use wder
profile and Section 2.5 reviews the task model and sompmagphes. Also, in Section
2.7, we review the systems that use an agent assistant in Information Retrieval
this is because we use an assistant to reformukde queries as it is previously

explained.
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2.1. Information Retrieval System IRS

2.1.1. Definitions

An Information Retrieval System (IRS) is a softwdo®l for data representation,
storage and information search. The aim is toeegrrelevant documents in response
to a user need, which is usually expressed as g.qlike retrieved documents are
returned to the user in decreasing order of releawhich is typically determined by
weighting models. We use the wodibcumentas a general term that could also
include non-textual information, such as multimedidormation retrieval (IR) deals
with the representation, storage, organization, andess to information items,
(Baeza-Yates et al., 1999).

Figure 2.1 shows a general architecture of anin&ion retrieval system which is

composed of three principle parts:

* Index: structure to organize and represent a daleof documents in order to

make the search for information in these documetféstive.
* Query: representation of the information user needs

» Matching function: function that matches user geseitio indexed documents.
It is based on Information Retrieval Models develbgo provide scores to
documents in response to a query. The matchingtitmas used by the
Information Retrieval System to retrieve documentsdecreasing order of
relevance. The classic IR models inclugieolean model, vector spaceand

probabilisticmodels.

Evaluating the performance of Information Retrie@&istems is crucial. The
measures of the evaluation require a collectiotioauments and queries. A document
is relevant if it addresses the needed informafimer relevance), not just because it
is estimated as relevant by the system (systerwamde). To evaluate classic IRS,
standard collections such as TREC, GOV have besatent and used until now.
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Figure 2.1Information retrieval system architecture.

Due to the massive amount of information that isilable now, the process of
information retrieval tries to select numerous aeterogeneous documents as result
of a single query. The reason is that the systemataacquire adequate information
concerning the user's wish. Traditionally, InformoatRetrieval Systems IRS allow
the users to provide a small set of keywords desgyitheir wishes, and attempt to

select the documents that best match these keywords

Thus, the main limitation of most existing inforneet retrieval systems comes
from the fact that they only depend on the quey d@ocument collection; information

about the user and search context is largely ighore

2.1.2. Taxonomy of Web Searches
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On the web the need behind the query might be:rnmdtional, navigational, and
transactional. We classify web queries accordingtheir intent into 3 classes
(Gabrilovich et al., 2009), (Broder, 2002):

A. Navigational queries.The purpose of such queries is to reach a paaticite that
the user has in mind, either because they visitadthe past or because they assume
that such a site exists. For example: hp. Probabtget: http://www.hp.com.

Navigational queries have usually only one riglsute

B. Informational queries. The aim is to acquire some information assumedeto
present on one or more web pages. No further ictierais predicted, except reading.
In any case, informational queries are closestldssac IR and therefore need less

attention here.

C. Transactional queries.The aim is to perform some web-mediated activifidse
purpose of such queries is to reach a site whetkefuinteraction will happen. This
interaction constitutes the transaction definingsthqueries. The main categories for
such queries are shopping, finding various web-atedi services, downloading
various type of file (images, songs, etc), access@rtain data-bases (e.g. Yellow
Pages type data), finding servers (e.g. for gameng) The results of such queries are
very hard to evaluate in terms of classic IR. Binmdgment might be all we have,

say appropriate, non-appropriate, (Gabrilovichl.e2809).

An understanding of this taxonomy is essentialh® development of successful
web search. Current search engines deal well wifbrmational and navigational
queries, but transactional queries are satisfiely oxdirectly and hence a third
generation in search engines is emerging (FiguzesBows this type of information
retrieval); its main aim is to deal efficiently Wittransactional queries mostly via
semantic analyses (understanding what the queagpasit) and blending of various
external data bases. Figure 2.2 shows the proceskeriving a query from an
information need in the web context. We recognizat tthe information need is
associated with some task. This need is verbahneldranslated into a query posed to

a search engine.

Because the intent of the transactional queri&s ierform some activities, thus in

our proposed system we assume that the user gqueheh are submitted during the
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performance of one task, belong to this transaatiqneries type. We will call them:

queries related to task at hand.

Cuery Corpus

Search
Engine

v

= (=)
EBefitietment k

Figure 2.2. Model IR, deal efficiently with transianal queries.

2.2. Personalized Information Retrieval

The classic information retrieval systems generaydle search queries without
considering the specific information (intentionntext ...) related to the users who
submit the queries. As a result, it becomes mdfiedt to obtain desired results than

ever due to the ambiguity of user’s needs. ThestBys are inadequate for making a
difference among the various information needshefusers. Studies on personalized
search have focused on requiring users to explieitker their information including

interest topics, preferences, etc., and usingitific@mation to expand users’ queries
or re-rank search results (Chirita et al., 2005)wklver forcing users to submit their

interests would be a task that few users would iisgvto do.

Furthermore, it is very difficult for users to dedi their own interests accurately.
Much attention has been paid to learn user interastomatically by modeling user
profiles or user representations (Qiu et al., 20(M)carelli et al., 2007), (Shen et al.,
2005 a).
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Some approaches emphasize on learning user prafildsutilizing the learned
user profiles to re-rank search results, or bas¢henconceptual similarity between
page and user profile (Speretta et al., 2005). Musgties on learning user profile have
deemed user profile to be static. A problem oceulnien user interests change over
time. For instance, if a user changes her vocdtom being an IT specialist to a
lawyer, it is natural that her interests will shifith this change. It becomes important
to keep the user profile up-to-date, and for a deangine to adapt accordingly.
Therefore, suitable strategies are needed to @aftteraccumulation and degradation
of changes of user interests, and then adapt theemts and structures of the user

profiles to these changes (Li et al., 2007).

Thus, the problem of personalized information estal systems has two broad

dimensions:
* Collect information about the user (explicitly amplicitly).

* Represent this information and use it to persoealize information

retrieval systems.

2.2.1. ODP: The Open Directory Project

We can use ontology as the fundamental source s#naantic knowledge in our

framework. Firstly we have to distinguish betweaxonomy and ontology. Ontology
is a formal representation of a set of concepthiwia domain and the relationships
between those concepts. Thus the basic buildingkblof ontology are concepts and
relationships. Ontology allows the definition ofmtaxonomical relation. Concepts
(or classes or categories or types) appear as modes ontology graph. Whereas the
taxonomy is a subset of ontology, (taxonomy cacdesidered as a particular type of
ontology), it represents a collection of concepts tare ordered in a hierarchical way.
People often refer to taxonomy as a “tree”, andofogly is often more of a

“forest”. Ontology might encompass a number of oteomies, with each one

organizing a subject in a particular way. Taxon@rtend to be a less formal about

what relationship exists between parents and @nldr the tree.

An example of taxonomy is ODP Open Directory Projatich is a public
collaborative taxonomy of the http://dmoz.org/.
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The “DMOZ” Open Directory Project (ODP) represerstsme of the largest
manual metadata collections, most comprehensiveahtedited web page catalog
currently available. It covers 4 million sites @llento more than 590,000 categories
(16 wide-spread top-categories, such as Arts, Coenpu News, Sports, etc.).
Currently, there are more than 65,000 volunteemdgors maintaining it, (ODP
contains topic classifications for about 0.05% bfGoogle indexed pages). ODP’s
data structure is organized as a tree, where tieg@aes are internal nodes and pages
are leaf nodes. By using symbolic links, nodes appear to have several parent
nodes (Chirita et al., 2005).

A category in the ODP can be considered a conbapig defined by:
» Label of the concept, for example, ‘Microsoft Winek.
* Web documents related to the category.

e Parent concepts, e.g. ‘Operating Systems’, ‘Compytand the children

concepts, for example, ‘Windows XP’, ‘Windows Vista

Since ODP truly is free and open, everybody cariritrie or re-use the dataset,
which is available in RDF (structure and contem available separately), i.e., it can
be re-used in other directory services. Googleef@mple uses ODP as basis for its

Google Directory service.

Figure 2.3 shows an example of a tree structure r@mesents some of topics
from ODP for the nodeArts’.

Arts

Architecture Design

T~

Names Interior Furniture

Events

Competitions

Figure 2.3 Example for tree structure of topicsrfroDP.
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2.2.2. Example of a Personalized Information Retrial Algorithm

Figure 2.4 (Shen et al., 2005b) presents an exanfpéepossible architecture for a

personalized access to information system.
General steps of the personalized search algoatiem

» Collect information about the user’s interests fexm the search history),
Categorize representative texts into concept habgaffor example, we can

use ODP, Open Directory Project, for concepts).

e Submit query to information retrieval system orehmiet search engine

(e.g., Google).

» Categorize each result into same concept hierafelyy, ODP) to create

result profiles.

» Conceptual match is calculated based on simildréween each result
profile and user profile.

* Re-rank results based on conceptual match, theupeadrank order is
called “conceptual rank”.

e The final rank of the document is calculated by borimg the conceptual

rank with Google’s original rank using the followimveighting scheme:
Final Rank = a * Conceptual Rank + (1- a) [ Google Rank

0 o has a value between 0 and 1.

o The conceptual and search engine based rankingsbean

blended in different proportions by varying theuabfa.
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Figure 2.4. Example of an architecture for persaedlinformation retrieval systems.

2.2.3. Web Personalization

Web personalization can be defined as the prockssistomizing the content and
structure of Web pages to the specific and indi@idoeeds of each user taking
advantage of the user’'s navigational behavior wdrettutomatically or manually,

explicitly or implicitly (Kim W., 2002). Most of tb definitions given to Web

personalization agree that the steps of the Wekopatization process include ((Kim
W., 2002), (Cingil et al., 2000)):

» Collection of Web data.
* Modeling and categorization of these data (pre-gssinig phase).
* Analysis of the collected data.

» Determination of the actions that should be pertatm
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The ways that are employed in order to analyzetiiected data include content-
based filtering, collaborative filtering, rule-bdsi@tering and Web usage mining. The
site is personalized through the highlighting ofsarg hyperlinks, the dynamic
insertion of new hyperlinks that seem to be ofregéfor the current user, or even the

creation of new index pages.

Content-based filtering systems are based on iddali users’ preferences. The
system tracks each user’'s behavior and recommdas items that are similar to
items the user liked in the past.

Collaborative filtering systems invite users toerabbjects or divulge their
preferences and interests and then return infoomakiat is predicted to be of interest
for them. This is based on the assumption thatsuseth similar behavior (for
example users that rate similar objects) have goa®interests.

In rule-based filtering the user is asked to anstwea set of questions. These
questions are derived from a decision tree, shasiser proceeds on answering them,
what he finally receives as a result is tailorethir needs. Content-based, rule-based
and collaborative filtering may also be used in boration, for deducing more

accurate conclusions.

Web usage mining is process relies on the appbicatf statistical and data
mining methods to the Web log data, resulting setof useful patterns that indicate
users’ navigational behavior. The data mining meshaehat are employed are:
association rule mining, sequential pattern dispgvelustering and classification.
This knowledge is then used from the system inrai@eersonalize the site according

to each user’s behavior and profile (Eirinaki et 2003).

2.2.4. Approaches

Personalized search could be either server-basediest-based. A server-based
search system could keep track of a user’s prewjoesies and selected documents,
and use this information to infer user interestse $ystem in (Ferragina et al., 2005)
is an available server-based search engine thdiesira hierarchical web-snippet
clustering system with a web interfaces for thespealized search. Google and

Yahoo! also supply personalized search servicesh Wie cost of running a large
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search engine already very high, however, it islyikhat the server-based full-scale

personalization is too expensive for the majordeangines at present.

On a client-based personalized search, studieShar( et al., 2005 b) for example,
focus on capturing all the documents edited or ety users through computation-
consuming procedures. Allowing for scalability, ttleent-based personalized search
could learn user contexts more accurately tharséimeer based personalized search,
while it is unavoidable that keeping track of usentexts has to be realized by
middleware in the proxy server or client. Userswéeer, may feel unsafe to install
such software even if it is guaranteed to be neasive, and may intend to enjoy the
services provided by search engines instead. Mereaf a user changes his/her
computer from his/her office to home, keeping hes/bontexts consistent becomes a
problem.

As examples for the server-based or client-basquroaphes, here, we will

describe some important approaches in the pergedalnformation retrieval area:

(Speretta et al.,2005) creates user profiles ssidlang information into concepts
from the ODP taxonomic hierarchy and then re-rasdarch results based on the
conceptual similarity between page and user pmfilthey have not taken the
hierarchy structure of the ODP into account whetcutating the conceptual

similarity.

For re-ranking search results, (Chirita et al.,3)0fropose a rank mechanism in
which a semantic similarity measure is introducemt fveb page rank with
consideration to the hierarchy of the ODP structiat the technique proposed
suffers from the problem of requiring users to sel®pics which best fit their
interests from the ODP.

(Yu et al., 2002) propose a technique to map a gqery to a set of categories,
which represent the user's search intention. Teiso§ categories can serve as a
context to disambiguate the words in the user'syqu® user profile and a general
profile are learned from the user's search histand a category hierarchy
respectively. These two profiles are combined t@ raauser query into a set of
categories. Several learning and combining algmstlare evaluated and found to be

effective.
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(Challam et al., 2007) present their approach tegralizing search engines using
ontology-based contextual profiles. In contrast ldag-term user profiles, they
construct contextual user profiles that capturetvitia user is working on at the time
they conduct a search. These profiles are usedrsmpalize the search results to suit

the information needs of the user at a particulstaince of time.

(Li et al., 2007) adapt strategies for modelingrys®files automatically. These
strategies are based on click-history data whilesittering the accumulation and
degradation changes of user interests. When ussests change, user profiles, not
only in contents, but also in structures, are medito adapt to the changes. They
propose a novel rank mechanism by measuring higrasemantic similarities

between up-to-date user profiles and web pages.

(Shen et al., 2005 b) study how to infer a usanterest from the user’'s search
context and use the inferred implicit user model gersonalized search. The user
context, here, is the previous queries and cliglubh information. This method
presents a decision theoretic framework and desetephniques for implicit user
modeling in information retrieval. They develop iatelligent client-side web search
agent that can perform eager implicit feedback,, eggery expansion based on

previous queries and immediate result ranking basedick through information.

(Sieg et al., 2007 b) present an approach to palzed search that construct an
ontological profiles by assigning implicitly deriénterest scores to existing concepts
in domain ontology. A spreading activation algamths used to maintain and

incrementally update the interest scores baseti@nger’'s ongoing behavior.

2.2.5. Limitations

We can summarize some limitations and disadvantaigém® personalized systems in

the following points:

* Need to contextualization the user interests (tfefepences that are out of
focus for a given context are disregarded, and ahbse that are in the
semantic scope of the ongoing user activity are sicdemed for

personalization).
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For example a programmer submits the qugayd’, personalized systems
will retrieve results on the Java programming laggidepend on his profile
and will exclude results on the Java Island in hrekda or on the Java Coffee,
but in certain situations the programmer needsrin&ion about the Java

Island to prepare a trip that is not specifiediggrofile.

Another example, a person being at beach subnatgukry Sport’; knowing
that he is interested both in skiing and surfiig, personalized systems do not
take into account the user location to improve deaesults by taking into
account his interests for surfing and not for gkigiven that he is at beach and

not on a mountain.

* Need to look at combination of short-term, longrienser interests with the

current task focus.

* Human preferences are multiple, heterogeneousgaigreven contradictory,

and should be understood in context with the usalsgand tasks at hand.

* As we mentioned previously, the server-based paisation is too expensive
for the major search engines at present becauseosteof running a large

search engine already very high.

« Also we mentioned that the client-based persondkearch keep track of user
contexts by middleware in the proxy server or ¢liefhus users may feel
unsafe to install such software even if it is gaggad to be non-invasive.
Moreover, if a user changes his/her computer frasthaér office to home,

keeping his/her short-term interests consistenbines a problem.
2.3 User Profile
As long as we depend on a user profile in our aggrpthis section will describe the
representation and the use of user profile in sgviachniques. Firstly we will
describe in this section the concept of user model.

2.3.1 User Model

What is a user model?
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Most systems that interact with human users contian if only implicitly,
some sort of model of the creatures they will heracting with, (Elaine Rich)
in (Kobsa et al., 2007).

Systems that tailor their behavior to individuakrs needs often have an
explicit representation structure that containoimfation about their users;
this structure is generally called a user modebb@t Kass) in (Kobsa et al.,
2007).

A user model is a representation of the propeniea particular user. If a
program can change its behavior based on sometéiatgd to the user, then
the program does (implicit or explicit) user modgli

What for? The major concern of user model is toromp the quality of
human-computer interactions by inferring and prigac goals, preferences
and context of users from the observed facts. Ierotvords, user model is
used to adapt to the known facts about the uset@anter properties of the
user.

The user modeling methods invest many areas rgl&tirihe implementation
of intelligent systems such as systems which use#tural language analysis,
system-enhanced learning, adaptive hypermediamsgsend in general all

customized systems.

Some challenges for a user modeling:

* Identify user goals from low-level interactions.

» Capture the larger context and what users are desuecially beyond the
direct interaction with the computer system).

* Reduce information overload by making informatietevant to the task at
hand and to the assumed background knowledge aisgrs.

e Support different descriptions (relate new infonmatto information and

concepts assumed to be known by the user).

Any system, that implements user modeling methadsludes a part of the

following information package:

» Personal information which are associated with tiser such as age,
country, and language.
» Preferences: may be at different levels such afenemces of page style,

document length, and preference domains to tangatser’s interests.
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e User’s history: previous user’s interactions whiepresent a source to
predict his/her intentions and to recommend hisditgects.
The user modeling approaches and techniques mbgdsel on simple or complex

models depending on the final objective or theeysapplication domain.

2.3.2. User Profile

User profile is a collection of a personal data atored knowledge which are
associated to a specific user. Usually simple [ga@ibnsists of keywords that describe
user’s area of long time interest. Extended pra$ilextended with information about
the user such as name, location, mother tonguesanon. Advanced user profile
contains rather than set of keywords a list of gsewhich characterize user’s
behavior and habits, (Suhail et al., 2005).

User profile can be exploited to make the seardk tmore personalized.
Information retrieval system which is equipped wither profiles could utilize user-
specific information from the profile for retriegrdocuments satisfying stated query
with special respect to individual user, her orgrisferences, needs, abilities, history,
knowledge and context. Keywords from the profile & used for query extension,
query reformulation and for other techniques suglioaimproving search (Snasel et
al., 2010).

A user profile can be either static, when the infation it contains is never or
rarely altered (e.g., demographic information),dgnamic when the user profile’s
data change frequently, (e.g., all the visited paggn be considered as user interests
to various degrees). Such information is obtaingdee explicitly, using on-line
registration forms and questionnaires resultingtatic user profiles, or implicitly, by
recording the navigational behavior and the prefege of each user, resulting in

dynamic user profiles.

In the latter case, there are two further optiaither regarding each user as a
member of a group and creating aggregate uselgspbr addressing any changes to
each user individually. When addressing the uses group, the used method is the
creation of aggregate user profiles based on mmespatterns extracted by applying
Web usage mining techniques to Web server logsiddsiis knowledge, the Web site

can be appropriately customized.
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In the following sub-sections of user profile wdlweéview how we can create the
two forms of user profile explicit and implicit grie. Also we will review the types
of user profiles and finally we will present vargoapproaches for user profiles, these
approaches can be classified in main groups sudiag@f words, set of concepts,

item-based, and user interaction information wWiRhsi/stem.

2.3.2.1. User Profile Creation

Explicit profile

Explicit user profiles are created by users oregpsadministrators by using one of the

following methods:

e Ask the user for static information (Name, agejdesce location, hobbies,

interests, etc).

* Require the user to manually create a profile entdpic by completing a form
detailing the main constructs, key attributes ofheaonstruct, preferences

about each attribute, and preferred instances.

* Present examples: movies, TV shows, music, blogsppnd asks the users to

explicitly rate them.

» People specified literature as one of their intisrésit did not make a single

related search (Google personalization).

The main advantage of explicit feedback systentisasthere is a higher degree of
confidence on the collected information; because phoper user who gives the
interest information that system is adapting tot Bugeneral, people do not like to
give explicit information frequently. Moreover expt profiles are not flexible
enough and do not reflect dynamic changes of usefeggnces. Instead, various
techniques for automated creation and maintenariceiser profiles are being
investigated (Cordon et al., 2004).

Implicit profile

Here, the user profile is automatically created apdated. It can be constructed by

one of the following data sources without needing @xtra interaction of the user:



Chapter 2. Background Research 41

A log file that describes various information whigre manipulated by

different applications and the requests which ddressed to the system.
*  Web pages, documents, search queries, location.

e Information from applications (Media players, Gam@&4SN Messenger
...etc.).

* Expand practice queries using WordNet and DAML Qugy.

» Highly ranked snippets are parsed for additionahseto add to the construct
list of the implicit user profile terms.

» Search for relevant elements by querying the ogtolbbrary and other
existing profiles. These elements can be presdnt#te user and asks him to

select relevant elements, and rate their importance

In fact when we have more riche information, wel Wive better profile. All
documents are better than only recent documenttgrtiban only web pages, better
than only search queries, better than no persat@iz Drawback with implicit

information is cannot collect information about udislikes.

Types of User Profiles

A user profile may be a knowledge-based profileatTimeans it reflects the user’'s
knowledge to one domain in the form of semanticgnt) domain knowledge requires
the system to identify firstly the domain (topic) user's query pertains to and
secondly the user’s level of knowledge about tlmsdin (topic). Also a user profile

can be behavior-based profiles. That means thdestbres records of user’'s actions.

Another distinction among profiles is whether thefprences are: personal (i.e.,
individual), that means each specific user haveviddal preferences. Or the
preferences held by a class of individuals (Stgpejtor held by an entire community
(Community type). In the last type the user is added as a group, we can create
aggregate user profiles based on rules and patstreacted by applying Web usage

mining techniques to Web server logs.

The Semantic Retrieval System chooses a suitabfdepbased on a user’s level

of domain knowledge.
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2.3.2.2. Approaches

There are various approaches for user profilesesgmtation such as bag of words, set
of concepts, item-based, and user interaction médion with IR system, (Vallet et
al., 2007).

The most common approach for user profile represent is the bag of terms
approach like (Widyantoro et al., 2001), where ustarests are represented as a set
of terms from user documents. Majority of systemisich use this type of approach,
express user profiles as a set of weighted termssing vector model as following:

» The profile is represented as sets of wafd#&lf weighted.

* Could use one long profile vector or different westfor different topics (sports,
health, and finance).

« Documents converted to same representation, matelidd keyword vectors

using cosine similarity.

One problem of these approaches is that they duamisider term correlations.
Thus (Liu et al., 2004) link terms by correlatidiyt in this case the correlation is
based on co-occurrence on a predefined set of @ateg obtained from the Open
Directory Project ODP.Ghirita et al, 2006) cluster the terms that are extracted from
the user documents and the terms are only weidhtedrm frequency that means the
number of the term appear in the documgiteutrika et al., 2005) link terms with
logical operators, which indicate operations of atem, addition or substitution

related to a given term.

To overcome the drawbacks of the bag of terms aubes, some approaches like
(Schickel-Zuber et al., 2006) try to score useenasts and concept similarity based
on the structure of ontology. This is the secormptgpproaches where user profile is
represented with a set of concepts in order to amlmte semantics to this
representation. These concepts have a backgrouoldage, which usually adds
new relations between concepts. But here the pmoiddhat the proposed approaches
need users to express their interests by ratingrengiumber of items explicitly.
Another drawback is that these studies neglectubat interests could change over
time. To resolve this last point, the study, in @éntoro et al., 2001) for example,

proposes a multiple three-descriptor representatitnoduced to learn changes in
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multiple interest categories, but it also needsitpes and negative relevance

feedbacks which are provided by users explicitly.

Other approaches are item-based, in these appwaitiee user profile is
represented as a set of documents that the uséntbesst in (e.g. a set of bookmarks
or documents). The personalization systems willttryextract interests from these
documents’ content or to use intra-document ratatioo find more interesting
documents. (Zigoris et al., 2006) represent usefileras a graph, where users are
nodes that link to the preferred documents. (Magtial., 2004) define a workspace
where the user can stored their interesting doctsném order to establish manual
relations between documents, they define the cdrafdpundle, similar to the concept

of folder in an Operating System, where the usarstare related documents.

Another approach is collecting interaction inforiroat of the user with the
information retrieval system. Typically this is dohy collecting click through data of
past interaction of the users that can provide ulseformation to extract user’s
interests. This hypothesis is existed in many systewhich exploit this kind of
implicit information in order to construct the usarofile, for example (Tan et al.
2006). Another example, the system in (Li et abQ?), they propose a strategy to
capture the accumulation and degradation changassef interests automatically
based on the visited pages that can be consideredea interests to various degrees
because the users have accessed them. They suphadssufficient contextual

information is hidden in the web log.

2.4. Context Modeling

2.4.1. Notion of context

Context is a broad notion in many ways. In ordesiddress some of the limitations of
classic personalization systems, researchers luked to the new emerging area
defined by the so-called context-aware systemghibk scope, the termontextcan
take on many meanings and there is not one deimithat is felt to be globally
satisfactory and that covers all the ways in wiiohd term is used. The term has a
long history in diverse areas of computer scieneejely in artificial intelligence, IR,
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image and video analysis, context-sensitive helultitasking context switch,

psychological contextual perception, and so on.cAfemention some definitions:

In the early works that introduce the tecontext-aware(Schilit et al., 1994) refer
to context as location, identities of nearby pecgpte objects, and changes to those
objects. In a similar definition, (Brown et al., 949 define context as location,
identities of the people around the user, the tohelay, season, temperature, etc.
(Ryan et al., 1997) define context as the userstion, environment, identity and

time.

(Dey et al., 1999) define context as any informatihat can be used to
characterize the situation of an entity. An enistya person, place, or object that is
considered relevant to the interaction betweenea aisd an application, including the
user and applications themselves.

In other studies, the user context can be assadilt all factors that can describe
the user intentions and perceptions of his surrmgsd(Mylonas et al., 2008). These

factors, called contextual factors, may cover ussiaspects such as:
* Environment (light, services, people...).
» Spatial-temporal (location, time, direction...).

» Personal (physiological such as “physical abilige”, Mental such as:

“interests, expertise”, professional ...).
» Social (friends, colleagues...),
e Task (goals, information task), technical...etc.

Figure 2.5 shows these factors and examples fdr eae (Kofod-Petersen et al.,
2006).

The effective use of contextual information in cartipg applications still remains
an open and challenging problem. Several researdiere tried over the years to
categorize context-aware applications and featureduding contextual sensing,
contextual adaptation, contextual resource disgoaed contextual augmentation (the
ability to associate digital data with a user’s teoa).
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User context

Task context |Social context |Personal contextiSpatio-temporal context| Envir. context

- Location ;
Goals Friends TR Light
Colleagues Direction Services

Task Information .
Time People

Physiological context| |Mental context

Height Mood
Weight Expertise
Age Interests

Physical ability

Figure 2.5. Context Model.

2.4.2. Context in Information Retrieval

Most existing Information retrieval systems depeindtheir retrieval decision, only
on queries and documents collections; informatiboua actual users and search
context is largely ignored, and consequently gneatbers of irrelevant results occur.
Towards the optimal retrieval system, the systeoukhexploit as much additional
contextual information as possible to improve tbtieval accuracy, whenever this is

available.

The context notion can be applied in informatiotriegal area; this will lead to
the contextual information retrievadystems which combine a set of technologies and
knowledges on the query and the user context,dardo deliver the most appropriate

answers to the user’s information needs.

In the contextual information retrieval, contextsha wide meaning; we can

classify some of them in the following groups:
* User Behaviour
o Visited Web pages (Sugiyama et al., 2004).

o Recently accessed documents (Bauer et al., 2001).
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Past queries and click-through data (Sétext. 2005b).

Recent selected items or purchases on proactivaniation systems
(Billsus et al. 2005).

Information that are previously processed or aamkdsy the user via
various forms: email, web page, desktop document.. &uff 've Seen
SIS, (Dumais et al., 2003).

e Surrounding elements

o

o

Text surrounding a query, Text highlighted by aru$enkelstein et al.,
2001).

Surrounding elements in an XML retrieval applicatigHlaoua and

Boughanem, 2005), (Sauvagnat and Boughanem, 2004).

Broadcast news text for query-less systems (Hepziegal. 2003).

« Implicit feedback (Kelly and Teevan, 2003).

* Query context

o

o

Several sources of knowledge involving query tolewgthe most exact
understanding of user’s information needs (Alla@03), (Conesa et al.,
2006).

Needs behind the user query and user profile (Dabvati, 2009).

Thus, contextual information retrieval systems barclassified by: The source of

context; how can we extract the contextual infororathow the context information

is represented and how the context representagiosead to adapt the system (Vallet
et al., 2007).

2.4.3. Query Context

The notion of query context has been widely memibrin many studies of

information retrieval like (Allan, 2003), (Daoud &t, 2009). The objective is to use a

variety of knowledge involving query to explore theost exact understanding of

user’s information needs. A query context will miize the distance between the

information need, I, and the quedly(Conesa et al., 2006).
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Distance (I toQ) is minimized by Min (DL, DC, DP) where:
* DL: lack of precision in the language used in thery terms.
* DC: use of the wrong concepts in the query to arethe information need.

* DP: lack of preferences in the query to constragndoncepts requested.

Prior research suggests three techniques for mamgnDC, DL, and DP:

* Lexicons: Comprise the general vocabulary of guage, Can minimize DL

by identifying terms with minimal ambiguity.

* Ontology’s: Consist of terms, definitions, and awrs relating them, Can

minimize DC by helping users understand relatign$igtween concepts.

» User Profiles: Way of stating preferences aboubrecept. We can minimize

DP by serving as a constraint on the range of mests that will be retrieved by
the query.

(Daoud et al., 2009) exploit the query context poedicting the user intent as
being informational related to the content retriemavigational related to the web site
retrieval or transactional related to the onlineviee retrieval. Predicting the user
intent consists of combining morphologic query elcaeristics and the session
context defined by the user intent held by the @ased queries. They construct the

query context by associating it with ontology caotserom the ODP (Open Directory
Project) taxonomy.

2.4.4. Limitation

The problems to be addressed include how to repiréise context, how to determine

it at runtime, and how to use it to influence tlog\aation of user preferences.

It is difficult to find a contextual information tréeval system that takes into
account all the contextual factors (environmentatisptemporal, personal, task
...etc.) at the same time. The considered contexlinansions may be more or less

relevant according to the actual performed research

Thus the researchers in the context-based infoomaditrieval area often take into

account some of these contextual factors (locdboexample).
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In this thesis, we view a user context as a usen'sent task and its changes over
time until accomplish this task at hand. The usertext, according our proposition, is
the task that the user is undertaking when thernmftion retrieval process occurs.
That means we consider from the contextual factgeh surround the user during
his/her search thaser task Therefore, in our approach, we need to modelutex
task, for this reason we will present in the foliogvsection a background research for

the task model in the information retrieval area.

2.5. Task Model

Web information retrieval has been studied in tightl of request-response for a
relatively significant period of time. The user mits a query trying to convey their
information need to the Web and in return, theyensx a response from the search
engine in the form of document hits. But in mangasions, a search activity may
necessitate that the user continues interacting thié search engine to achieve a
higher-level Web task (Kules, et al., 2008). Resledwas studied user tasks in order to
identify a task framework that would help with urgtanding user interactions with
the Web (Bystrom and Hansen, 2005). Web tasks Heen classified into fact
finding, navigation, performing a transaction, antbrmation gathering (Kellar, et
al., 2007).

Task models are logical descriptions of the aséigito be performed in reaching
user's goals. They have shown to be useful forgdesi, analyzing and evaluating
interactive software applications. This sectionrddtices the main concepts

underlying task models and discusses how they earfresented and used.

Because the aim of any information system is tcabke to answer effectively
different search tasks, it is important to underdtdne nature of these tasks. It must be
distinguished between the task of information estl and the task that requires the
information retrieval in one of its phases. In thecond type, it is important to
understand the task and its subtasks to detecelhied context that will aid the task
execution. Because now, most existing interactygtesns do not integrate user needs
with the characteristics of the relevant task stats the execution of the task

progresses.
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2.5.1. Task Definition

Each task is represented by several characterigasures): the identification, the

elements and task attributes (Tricot et al., 1998 elements of the task are:

The Goal: what is wanted in the execution of tis&k?a

* The initial state: list of objects for representirag time §, a part of the

world in which the task will be performed.

The task body: expression of how the task is exetut can be either an
elementary action or a structure of sub-taskslabkeone is defined by a set

of subtasks that can be sequential, alternativallpbor simultaneous.

Post conditions: constraints on the objects irfitied state.

The final state: list of objects which represem pfart of the world that has

been modified by the task.

Finally, the task attributes are the particularrabgeristics of certain sub-tasks

(optional, iterative, priority, interruptible).

The task can be either long-term task (trip for sodays) or short-term task

(shopping), as shown in Figure 2.6:

Task; Task?2

Time

R
B 4

0 Tday Tmonth
Figure 2.6. Task types.

We need flowchart to describe the progression ofestask from beginning to end
and to detect the transition between the tasksstaterval with the time changes. For
that, we can use a UML activity diagram or contekgraph, as we will present in the

following sections.

In fact, there is complex interaction betweenadktcomponents. In Figure 2.6 we
consider task goals, the task process proper,nr#ton acquisition, information used

in the task, and information systems.
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Very schematically, Figure 2.7 shows that the comepds affect each other.
Whenever one changes, the change requires andises@hanges in the other. For
instance, information systems may affect the infatran that is available for the task.
In some cases this may allow setting more demamglads for the task and changes
to the task process proper. This may bounce baekraguirements on information
systems: there are constant repercussions. In factnodern times of rapid
technological change, a dynamic imbalance dominescene with only relatively
short periods of relatively stable practices. Infation seeking and retrieval is
intimately connected to task performance indee&. difanges may be classified from
simple to very pervasive, the simple ones beingtheschange of implementation like
replacing pen and paper by a pocket calculatorowitiiouching anything else, and
complex ones such as changes in the ultimate gbasrk whereby also the process
may totally change, information seeking proceseehided. Technology may be the
cause of such changes but also the recipient of regwirements, (Jarvelin and

Ingwersen, 2004).

Task Goals
Task Process ; Information
Proper ; svstems
Information Information
Acquisition used

Figure 2.7. The interaction of task componentsvglédr and Ingwersen, 2004).

2.5.2. The different types of task scenarios

For the different types of the task, we can use fwincipal scenarios; outside
scenario (for example user walks around the citypking for interesting
places/buildings to visit/look at, this is the ca$e¢he mobile user) and inside scenario
(for example the user tries to organize a workshop)



Chapter 2. Background Research 51

In theoutside scenariowe can take the example of shopping assistargufgose
the user is at the shopping center trying to figone what he needs to finish his

shopping, a shopping assistant, which is appligeD#, can:
» Tell the user what parts he needs.
* Where to find them relative to his location in #tere.
* Whatis on sale?
* Do comparative pricing.
* Use his previous profile information to customib@gping and delivery.

In theinside scenariowe can take the example mnage the process of selecting

articles of a scientific conference electronically.

2.5.3. Task Model Approaches

The task modeling consists of describing of anroaltiprocedure to achieve the goal,

a sequence of actions or operations in a giverremvient.

Task models are explicit representations of usskstéghat can help support certain
rigorous forms of task analysis. They are recoghiae useful constructs that can be
exploited throughout the Software Development lafgcle (SDLC) (Balbo et al.,
2002), either on their own or as components of iiulérface design models. For
example, designers and implementers of interadygems can use them to assess
the complexity of the tasks that the user is exgukdb perform, to anticipate the
amount of time required to perform the tasks, toutate the behavior of the resulting
system, to automatically build interfaces basedh@model, and to generate user-
oriented instructions, (Paris et al., 2004). Iniadd, task models can be used to
facilitate communication between the various staglkelers in the design process (e.g.
Balbo et al., 2002). Though there are a varietyask modeling languages, they can

all support each of these goals to some degree.

Watson'’s “Just-in-time” information retrieval sysigLeake, et al. 1999) monitors
user’s tasks, anticipates task-based informati@tisieand proactively provides users
with task-relevant information. The effectivenedssaoch systems depends both on

their capability to track user tasks and on théititg to retrieve information that
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satisfies task-based needs. Here, the user’'s gasksonitored by capturing content

from Internet Explorer and Microsoft Word applicats.

According to (Terai et al., 2008) two types of wmskformational task which
involves the intent to acquire some informatioruassd to be present on one or more
web pages; transactional task which is based orintieat to perform some web-
mediated activity. The approach (Freund et al. 52@@oves that the nature of the task

has an impact on decisions of relevance and usefsin

In the approach (Luxenburger et al., 2008) a lagguaodel of a user task is
defined as a weighted mixture of task componenisrigs, result sets, click stream

documents, and browsed documents.

Approach (W. White and Kelly, 2006) describes algtan the effect on retrieval
performance of using additional information abouwe tuser and their search tasks
when developing IRF algorithms (Implicit Relevarkeedback).

Some approaches try to detect the user task autaihgt by capturing content
from Internet Explorer and Microsoft Word applicats (Leake et al. 1999), or by
using a relevance feedback in the Web search sy¢laskSieve) (Jae-wook Ahn et
al., 2008). Other approaches combine semantic téotpies with machine learning in
order to detect the user task (S. Rath et al., 2010

In fact, while known to be useful in the developmehinteractive systems, task
models are also known to be difficult to build aodnaintain. This difficulty is due to
the fact that in order to support a variety of tagiplications and analyses, task
models should include representations of variowgl$ée of information, from the
highest level user goals down to the lowest lewstnés, and they should be
represented in a single, coherent representatioense.

2.5.4. Task Representation

2.5.4.1. Contextual graph

For the last few years, the use of context has growre and more widespread in
certain areas. This tool now plays a fundamentdlipahe study of human behavior.

Recently an Artificial Intelligence approach haseeged: contextual graphs. These
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have many applications in various areas: psycholaggident management, medical
diagnostic, etc. In order to fulfill this need tategrate context in knowledge

management.

A contextual graph is a tool or a formalism thategi a consistent representation
of thinking processes and contextual elements. @hemntextual graph consists of the
representation of the context of the execution (@midonly a description of the task).
A contextual graph represents the different waysalwe a problem; it is an oriented
directed graph, with only one input and one ougd a general structure of spindle
(Brezillon, 2005).

For making context explicit in order to use it, txtual graphs are used to
capture the effective behaviors of users in anviagtof information retrieval on a
scientific website.

Contextual graphs represent:
* Atemporal sequence of diagnosis and actions.
* The different ways to reach a goal.

« The elements for choosing the right action sequence
Components of the contextual graph:

The elements of a contextual graph are actiondegtral elements, sub-graphs,

activities and parallel action groupings, (Figurg)2

Action is an elementary task. A contextual elemsrd pair of nodes, namely a
contextual node (1, N) where N is the number ofainses of the contextual element.
A sub-graph is itself a contextual graph CG, arel dhtivity is a particular type of
sub-graph identified by human actors. The templrahching expresses the fact that
several groups of actions must be accomplishedtheubrder in which action groups
must be considered is not important, or even cbeldlone in parallel, however all
actions must be accomplished before continuings T&ha kind of complex contextual
element, in the same way that an activity is a lkoh@d complex action, (Brezillon,
2005).
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Action — |-
actviy  —[ -

Contextual node ADQ::

Recombination node

Parallel action grouping -| }

Figure 2.8. Contextual Graph Components.

A path in a contextual graph corresponds to a fpewiay for the problem
solving. It is composed of contexts. A contextuadpdy is an acyclic graph because
the user's tasks are generally in ordered sequehRpse 2.9 presents a contextual
graph for an example of the task “organizing at\sa city”.

s
s o s
| s |
_,@_,. O s | C -
=
— 57 ]
o 84

Figure 2.9. A contextual graph that representgdhlke ‘organizing a visit to a city

Where: C1, C2, C3: contextual nodes (before thi, \dsring the visit, after the
visit).

The rectangles represent the actions. The two ees that frame actions are a

group of parallel actions. This means that actibasveen these two bars may be
executed in any order or in parallel.

2.5.4.2. UML Activity Diagram
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Activity diagrams are graphical representationsvofkflow behavior of a system. It
shows the flow of activities through the systemtiity diagrams are similar to state
diagrams because activities are the state of deangething. The diagrams describe
the state of activities by showing the sequenceaddivities performed. Activity

diagrams can show activities that are conditiomgdavallel (Rumbaugh et al., 1999).

A task is a work package that may include one oremactivities needed to
perform this task. An activity is the action actygberformed while a task is the
purpose which is prescribed. Accordingly we carrgsent the user’s task by a UML
activity diagram which contains all the activitineeded to perform this task. Each
stage which is needed to accomplish the currett iagalled task state. Thus the

actual activity in the UML activity diagram expressthe actual state of the task.

For instance, we can take the taskdanize a Trip to Paris This task will be
presented by the UML activity diagram as shown igufe 2.10. It has several task
states or activities needed to perform this tasihsas: book a flight, book a hotel,
search for tourist information, etc. the task stata stage needed to accomplish the
current task. Figure 2.10 shows the UML activityagtiam which contains the

activities needed to perform the current task:

Book a flight

Find a
restaurant

Search for tourist
information

Book a hotel

9

>

News about Tourist photos
Paris city

Figure 2.10. UML Activity Diagram for the taskfganize a Trip to Paris
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2.6. Query Reformulation

It is not always easy for users to formulate effectjueries to search engines. One
reason for this is the ambiguity that arises in ynsarms of a language. Queries
having ambiguous terms may retrieve documents wilich not what users are
searching for. On the other hand, users typicallynst short queries to the search
engine, and short queries are more likely to beigmolois. From a study of the log of
a popular search engine, (Jansen et al, 1998) wmdhat most queries are short

(around 2 terms per query) and imprecise.

In order to overcome these problems, methods tormeflate user queries are
suggested. Their aim is to help the users to spatiiérnative related queries in their
search process. In this thesis we will presentigorighm to suggest related queries to

a query submitted to a search engine.

(Efthimiadis, 1996) identifies two query formulaticstages: the initial query
formulation stage in which the search strategy @mstructed and the query
reformulation stage in which the initial query idjusted manually or with the

assistance of a system.

It is often argued that query reformulation is oty easier than initial query
formulation given that information retrieval (IR)yssems provide very little

assistance.

Several studies have investigated patterns of gudoymulation on the Web. We

can classify it in the following groups:

2.6.1. Query Reformulation Systems based on userggdile

A profile is a user model which specifies the udemain of interest and the most
general preferences that distinguish this user tlwerothers. All queries issued by the
same user are evaluated with respect to his spgxidfile. The same query issued by

different users may have different results as évialuated using different profiles.

Two main approaches based on the user profileftornellate a query have been

proposed: query enrichment process which congigtgegrating elements of the user
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profile into the user's query and the second apgrdzased on a user profile is the

query rewriting process which translates the qoeccess the real data sources.

The query enrichmenprocess consists in integrating elements of ther us
profile into the user’s query. The user profilelefined as a list of disjunctive
predicates, including selections and joints. Gigeirch a profile, the query
enrichment process consists in reformulating thigalruser query by adding
predicates from this profile. The first step of guenrichment consists in
selecting the top K profile predicates which wi# lnsed to enrich the user
guery. In order to be selected, each predicateédbs related to the user query
and not to conflict with it. The second step of yuenrichment consists in
integrating the top K profile predicates to the myuefwo strategies can be
followed to do this: the generation of a single iyuer the generation of

multiple queries. (Koutrika et al., 2004)

The query rewritingprocess consists in transforming the user quepyessed

on the virtual schema so that it can be evaluatediaia sources. It aims to
determine contributive data sources for query eti@cuand to use their
definitions to reformulate the query. The querynigng process translates the

query to access the real data sources (Vidal ,2G06).

The limitation of these approaches is that theyndbtake into consideration the

user context for activation the elements from tberyorofile.

2.6.2. Queries Reformulation by Relevance feedback

Rocchio’s method (Rocchio, 1971) is a classic algor for relevance feedback.

Queries reformulation by injecting relevance feetha an interactive process, led by

the user with the objective of generating a newryusore appropriate than that

originally expressed by the user. Its fundamentiaiciple is to use the initial query in

order to begin the search and then modify it fraicigments of relevance and/or no

relevance by the user. The new complaint obtaimedaich iteration feedback, can

rectify the direction of the search in the mearohghe relevant documents within the

meaning expressed explicitly by the user (Baeza&¥'at al., 2004). Indeed, the

retrieval becomes effective after a high numbeiterftions feedbacks, but that will

cause to the user an overload. Thus because releyaedback requires the user to
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select which documents are relevant (relevancenpaahd), it is quite common to use

pseudo-relevance feedback and therefore lack iiglyab

2.6.3. Query Disambiguation

The disambiguation techniques aim to identify melyi the meaning referred by the
terms of the query and focus on the documents on¢athe words quoted in the
context defined by the corresponding meaning (Waketk al., 2006). These
techniques are usually based on an explicit usexploitation of resources such as

thesaurus and ontology’s.

But this disambiguation may cause the query to miegedirection away from the
user’s intention. For example the query “windowsght be about actual windows in
houses or the Microsoft Windows operating systemsy&tem might choose an
interpretation different from the user’s intentiand augment the query with terms

related to the wrong interpretation.

2.6.4. Query Expansion using external resources tdrms

Query expansion is the process of adding termdhéoatriginal query in order to
improve results by including terms that would letad retrieving more relevant
documents. However, in a more general sense, at r@fers to methods of query
reformulation, i.e., any kind of transformation &eg to a query to facilitate a more
effective retrieval. In this group of approaches thitial query is expanded by using
external resources of terms, such as thesauritotagy, that contain the vocabulary
used in the query enrichment.

Many approaches like (Storey et al., 2004) try ébormulate the web queries
based on a semantic knowledge about different egdn domains from Research-
Cyc for example, others use sense information (\Wetdn general) to expand the
qguery (Navigli et al., 2003).

Many approaches, for example (Bhogal et al., 208xpand the user initial query
by using ontology in order to extract the semantienain of a word and add the

related terms to the initial query. But sometimasse terms are not related to query



Chapter 2. Background Research 59

terms. More precisely they are related to the gbertyonly under a particular context

of the specific query.

In fact most of the existing query expansion fraroeks have an inherent problem
of poor coherence between expansion terms andsusedrch goal. User's search
goal, even for the same query, may be differewlifidrent states. This often leads to
poor retrieval performance. In the logic cases,uber’s current search is influenced
by his/her current context and in many instances ihfluenced by his/her recent
searches.

This thesis presents a new approach for improvisgr @wuery processing. We
propose a hybrid query expansion method that autoatiy generates query

expansion terms from the user profile and the agetext.

2.7. Agents (Intelligent Assistant)

2.7.1. Definition

» Agents are software programs that implement uséegdgon. They can
accomplish complex tasks by dividing into sub-peold and they can adapt
behavior to changes. Each mental agent can onlgntll process, joining these

agents in society’s leads to true intelligence [&gmof agents).

 Agent is a personal assistant who is collaboratwity the user in the same
work environment; Information filtering is one dig many applications an agent

can assist (Maes, 1994).

. One of the applications that the agent can dof@nmailation a user query in
order to assist the information retrieval. Whereasoftware agent can provide
active and beneficial assistance to a user foryguefiormulation during a search

session, (Jansen, 1999).

In this thesis, we propose an intelligent assistdrdt can generate new
reformulated queries in order to guide the inforioratretrieval system to provide

context-based personalized results.

2.7.2. Using an agent or an assistant in InformatroRetrieval



60 Chapter 2. Backgrduresearch

In information retrieval systems, several authdilse (Jansen, 2005) propose to
implement an assistant that could be a mediatavdsst the user and the search site.
Because of performance and confidentiality issti@s, assistant should run on the

user’'s workstation.

The researchers, in the information retrieval ates, the intelligent agent to be
efficient without increasing the user workload, weées the agent must automatically
understand the aims of a query from the few wonds compose it. It must be able to
clear up any term ambiguity and to filter the réswccording to criteria that are
specific to the user. In order to do this, it miostid a model of the user and maintain
it automatically. Furthermore, as a user may haxeml interests and as he may
switch from one to another at any time, the assistaust be able to track the active

center of interest in the on-going work.

Few systems however use contextual informatiordirettly linked to the current
search (i.e., information other than a direct odiriect feedback on documents
retrieved by the query) to help the search. Remandar Agent (Bradley et al., 1996)
uses an analysis of an e-mail being created tevetarchived mails that are similar
and present them to its user. (Rhodes et al., 2pfifposed Just-In-Time Retrieval

Agents, generalizing the concepts of the rememleragent to other contexts.

(Subercaze et al., 2007) define two types of ageofitext Agentresponsible for
contextual knowledge capture and dissemination, tedPersonal Agentwhich
possesses knowledge about its own user (the yseifite) and which is in charge of
delivering recommendations to the user. The petsagant is implemented on a
mobile device (cell phone, PDA) and it plays thérof a personal assistant. The
personal agent gathers context information deltvéne context agents and provides a

service to the user, (Subercaze et al., 2007).

In our approach we consider a personal agent winsels a hierarchical model of
the user’s interests (user profile) and uses infbion gathered while observing the
ongoing user’'s activities (user context) in order interpret the queries and
reformulate them to assist the information retrieasad filter the results returned by

the Web search engines.
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State Reformulated Query (SRQ)
Model

3.1 Introduction

Our aim is to provide context-based personalizeslilte in order to improve the
precision of information retrieval systems by refiotating the initial user queries

based on the user context and an ontological usétep

The identification and the description of the us&rking context when he/she
initiates a search can be reduced to the idertidicaof his/her current task and the
identification of related terms from his/her prefilThis relies on the observation of
the on-going user’s current task as a contextudbfgfor example, user’s task like;
searching of a restaurant or a hotel, organize etmp).

Thus, we design an intelligent assistant to extratated terms to the current
search session and these terms are used to geaarate reformulated query which
will submit to the information retrieval system rieturn context-based results. These
terms are not obligatory to be related to the rs@dsion of the search at the same

user's task.

As we mentioned previously, the queries of mobgders are often short, and their
information needs are often related to contextaatdrs to perform task at hand,
therefore our system is more useful in providingvant results for mobile users.
Here we will describe our approach which contahmed models: Task model, user
profile model and SRQ model which is used to gaeeftate Reformulated Queries.

Our system has the following characteristics:
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It builds a user profile, from the analysis of domnts or files collection that

are managed by this user.

During the performance of one task at hand, the sidemits a query related to
this task to the information retrieval system. Gustem identifies a task
context from the predefined tasks (task ontologgdda on the initial user

guery and its linguistic and semantic knowledge.

The user’s task is represented by UML activity dag which contains all

task states and the transition between these states

To combine the user profile and the task contemt, £ystem proposes a
context-based hybrid method for user query expandt@r an initial user
query, relevant terms are proposed to reformulageduery, but what do we

mean in relevant terms? Terms are relevant if #reycomplete and specific:

» Complete: This means that the terms are relatedsobmitted query,

user profile and user’s task in the same time.rfgagpansion)

» Specific: the terms don’t contain stop words, digted terms and out

of context terms. (query refinement)

Thus, to reformulate a user query we do a quergmesipn with the relevant terms

and then we exclude the irrelevant terms (querpneaient). The resulted query is
denoted SRQ (State reformulated Query).

Figure 3.1 presents the main components of themsysthree main parts may be

identified: user profile, user context, and contagnager.

Exploiting user profile involves using information contained in profileonder to

adapt the retrieved results to this user. In ostesy exploiting user profile is carried

out through three parts, each with a specific role:

The documents observer is responsible for indeaimgy handling the user’s
documents, which exist in one library on the usecihme, and then tracking

its evolutions.

The ontological profile is a semantic hierarchist@licture of the user profile.
It organizes the user information in categoriesngisontology (like Open
Directory Project ODP taxonomy).
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* The operational profile is derived from the ontotad profile, as a list of

related relevant terms that can be easily usdaeiséarch process.

The task model is responsible for defining the current workingntext by

assigning one task to the initial query from thedafined tasks.

The context manager is responsible for collecting attributes from tharent task,
one attribute at least for each task state. Theegalof these attributes may be

retrieved from the operational profile.

The query manager uses the context to interpret a query and adapitseto the

user (query refinement).

The several models will be described in the foltaysections.

User Profile él;g
) / f\‘m

e

§
b
v _ /

i Library Observer ~
L User Task ;____'

Al
i
e, bl A .
Ontological Profile : 1 ]
%
i, { Task Modeling
Operational Profile | AR Y NS
User Contexi

p-! Context Manager

|
¥

Query Manager

Figure 3.1. Main Components of our System.
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3.2 Definitions
In this section, we will provide some definitioat we will use in our approach.
3.2.1 Cosine Similarity

Cosine similarity is a measure of similarity betwede/o vectors oh dimensions by
finding the cosine of the angle between them, ofised to compare documents
in text mining. Given two vectors of attributesaAd B, empirically, cosine similarity

can be expressed as follows, (Garcia, 2006).

A-B

similarity = cos(f) = TANET

In the case of information retrieval, the cosinmikrity of two documents will
range from 0O to 1, since the term frequenciksdf weights) cannot be negative. The
angle between two term frequency vectors canndajreater than 90°. As the angle
between the vectors shortens the cosine angle agpre 1, meaning that the two
vectors are getting closer, meaning that the sritylaf whatever is represented by

the vectors increases.

To do this we need to construct a term space. ditme $pace is defined by a list of
terms (index). These terms are extracted from thikeation of documents to be
queried. The coordinates of the points represemotyments and queries are defined

according to the weighting used scheme (GarciagR00

In our approach as we will mention later, we will represent theegy and the
predefined tasks by terms vectors. Thus we cortstmuéndex of terms that consists

of:
e Terms of the predefined tasks.

e Terms of the predefined subtasks (or the statesamh main task)
including the task state attributes. Because wkse# that each main task

consists of several states and one attribute st feneach state.

* Terms of related-task concepts from ODP (Open Dorgd°roject).
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Thus this index consists ofterms. We will use this index when using the term

vector model.

3.2.2 Kullback-Leibler Divergence (KLD)

Given two probability distributiond? and P of a random variable, the similarity

betweenP and B can be defined by the non-symmetric measure Kchtbaibler

divergence as follows (Kullback et al., 1987):
P
KLD (P ||P,) = ¥ P, Olog [P—]
' i

3.3 General Language Model

Here, we construct a new general language modelqtmry expansion terms
including the contextual factors and user profileorder to estimates the parameters

in the model that is relevant to information retaksystems.

The main idea of language models in IR is to orelech documenD in the

collection C according to their ability to gener#ite queryq. Thus, it is estimate the

generation probabilit?(q| D) (Bouchard and Nie, 2006).

For a queng-= tit> ... t, the generation probability is estimated as folow

Ra|D) =[] P (t]6p)"" (2)
Where: !
c(tq) Frequency of term tin quety
0p is a language model created for a document D.

R(top): The probability of termt in the document model.

In the language modeling framework the similarigtvibeen a document D and a
query( (a typical score function) can be also definednisasuring the Kullback-

Leibler (KL-divergence) (Lafferty et al., 2001) fdlows:
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_ _ _ P(t|6,)
Score (q,D) = =KL (6,|6,) %P(twq)log —P(tlé?q)

:ZP(t|9q)|Og P(t]6,) - P(t]6,)logP(t]8,)

DZP(t|9q)|0g P(t|8,) (2)

tav
Where: 03 a language model for the query generally estimated by relative

frequency of keywords in the query, and V the vataty.
P (t]6g): The probability of ternt in the query model.

Note that the last simplification is done becayse(t |4, ) logP(t |6, ) depends only
v

on the query, and does not affect the documentsngn

The basic retrieval operation is still limited teykvord matching, according to a few

words in the query. To improve retrieval effectiess, it is important to create a more
complete query model that represents better tlogrrdtion need. In particular, all the

related and presumed words should be includedeigtiery model. In these cases, we
construct the initial query model containing orihe toriginal terms, and a new model

SRQ (state reformulated queries) containing theedderms. We generalize this

approach and integrate more models for the queey.us useeg to denote the
original query modelﬁ’; for the task model created from the main predefitasks,
0, for the contextual model created from the statesach main task, an@lglJ for a

user profile model.6 3 can be created by MLE (Maximum Likelihood Estimajio
Given these models, we create the following finsdry model by interpolation:
P(tlo,) =2 aP(t]é,) 3)
id X
Where:

X={0, A, S, U} is the set of all component models.

d (With i;x a; =1 ) are their mixture weights.

Thus formula (2) becomes:
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Score(q,D) => > aP(t|8;)log P(t|6,) = > aScore(q,D) (4

tov i0X i0Xx

Where the score according to each component medel i

Scorg(q,D) = > P(t|8;)log P(t|6,) (5)

tav

The remaining problem is to construct contextuatled@nd user profile model and

to combine all the models.
3.4 User Context Modeling

In this section we will study how we can extraa ttontextual information, how they
are represented and how the context representatiosed in our system of context-
based query reformulation, in other words, we witsent the user context modeling
for our system. It is very difficult to take inte@unt all the contextual factors during
the information retrieval process (see section42.4Thus we propose a new
contextual analysis method which views the usetexdras the user’s current task and
its changes over time. The stages of the task peé&fioce are called task states and the
transition from one stage to another means thausiee has completed this stage of
the current task. Thus in this study, when we &dd&ut the user context we talk about
the task which the user is undertaking when thermétion retrieval process occurs
and the states of this task. Therefore we needoibehthe user’s current task in order
to expand the user query with contextual task tetms orientate the search to the

relevant results.

To learn user’s task, we exploit both a semantmadge ODP) and a linguistic

knowledge \WordNej as we will mention in the next section.
3.4.1 Current Task Modeling

The task model is used to detect and describeakevihich is performed by the user
when he submits his/her query to the informatiomieeal system, as one of the
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contextual factors which surround the user durimg information retrieval process,

(see section 2.4.1).

Firstly we have to distinguish between the actiaityg the task. In fact, an activity
can be something you are just doing, and it mayay not have any purpose, it is the
action actually performed, while a task is the g which is prescribed. Thus the
activities are required to achieve the task. Ireptlvords, a task is a work package

that may include one or more activities.

Accordingly we can represent the user’'s task ByML activity diagramwhich
contains all the activities needed to perform thgk. Each stage which is needed to
accomplish the current task is called task stakeisTthe actual activity in theML

activity diagramexpresses the actual state of the current task.

In our task model, we depend on a set of predefiasks A, A,,..., A, and each
one needs a set of predefined activities to perftmns task. The activities of each
predefined task are represented by using UML dgtdiagram in order to provide the
succession between the activities. The objectiveetask model is to assign one task
A+ to the user query from the set of predefined tamkd then provide the UML

activity diagram for this current task.

To implement our proposed task model, we exploilgiguestionnaires (W. White
and Kelly, 2006) which were used to elicit taskat thhere expected to be of interest to
subjects during the study. In that study (W. Wiatel Kelly, 2006), subjects were
asked to think about their online information-seekactivities in terms of tasks, and
to create personal labels for each task. They wereided with some example tasks
such as Writing a research papet “travel,” and “shopping but in no other way
were they directed, influenced or biased in thdmice of tasks. A generic
classification was devised for all tasks identifieg all subjects, producing the

following nine task groupings:

1. Academic Research 2. NewsVdadther

3. Shopping and Selling 4. Hobbied BRersonal Interests
5. Jobs/Career/Funding 6. Entertaimine

7. Personal Communication 8. Teaching

9. Travel
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For example, the task labelsiéwing new4 “read the news”and ‘theck the

weathef would be classified in Group 2News and Weather

We generate a UML activity diagram for each maisktan order to detect the
changes over time in the activities needed to aptismthis task and for describing
all the sequences of the performed task and theession between these sequences.
Each activity in the generated UML activity diagraxpresses the task’s actual state.
This state can be explained by terms that aredccaligte terms. Thus there is at least
one term for each task state.

The task related to a specific query is selectégtidemanually or automatically)

for each query.

* Manually. by the user who selects one task from the prappsedefined tasks
and assigns the selected task to his/her querg. mkthod is effective when

the user can determine exactly his/her current task

* Automatically in assigning one task to the user query automitidHere, we
will show that it is possible to determine the tséassk automatically in order
to facilitate the process to users. For applying iethod, we will conceive an
algorithm to assign automatically one task to tleeruquery by taking
advantages of existing linguistic resourcéto(dNej and semantic resources
(ODP) as shown in Figure 3.2. We will explain this algan in the

following:
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User Quervd = {t1, to, ..., h}
v

Domain Knowledg€d
e

—_———— UML Activity diagram
Ontology (ex: ODP) for the current task A«

* =@
Co={C1, G, ... Cy}

Activity |
o

18,8585}

Tasks :={ A, Az..., A}

Contextual
Application
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Actual Task State
- &

b
-
i ‘o

Figure 3.2. Task Model.

At first, we construct an index of terms callédsk Terms Index his Task Index
(like Task Ontology) consists of:

« Terms of the main predefined taski,{t,, ....,I}. For example: {News,
Weather, Shopping, Selling, Teaching.....}.

» State terms#, b, ....,f} for each predefined task: the terms that deschibe t
actual task state. There is at least one termdoh ¢ask state, because each
main task consists of several activities, each exygesses a task state. For
instance, if a user is currently in one activiyirid a Restauraritto do one
task at hand for example travel task, then theestatm that explains the
activity will be “Restauraritand the related terms from the user profile (such

as vegetarian, lItalian, ...etc.) will be assignedtiits state in order to

personalize the query.
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« Terms which represent the related-task concepta fiP (Open Directory
Project) {iy, b, ....,I}. They are identified by querying the state atitiés of

the predefined tasks on the ODP taxonomy.

This index consists of terms. Table 3.1 shows an example of this taskgerm

index. We will use this index when using the vesjoace model.

Table 3.1. Index of task terms

Term_Id Term tf Occurrence (postings)
1 News 2 Azl Aol
2 weather 2 Al Agl
3 Shopping 1 Azl
4 Restaurant 2 Asrl Aol
r

We suppose that each main predefined task can hsdesed as one document

which includes the terms related to this task fiitbmm task index. This document can

be represented by a terms ved®r That means each predefined task is represented

by a term vector.

We treat weights as coordinates in the vector spbean’s weight is computed

using the term frequency and the inverse docunmeqtiéncy ‘tf « idf ” as follows:

O log (l—

Wa,, =tf, AI)
Si n ‘

a,

ag;

Where: Ais a set of the predefined tasks. Thus |A| is the tataber of this set A.

According to our proposition |A|=9.

asj . state term that represent the sttaf the current task A
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naSi : A number of the predefined tasks in which tegroccurs in the documents

that represent them.

tfa&_ . is the frequency of terms; in the taskA- € A or number of times a term,

occurs in a document that represents aAask

Table 3.2 shows the weights of few terms intéek terms indeXWe present the
terms related to the task Anews and weath&as an example.

Table 3.2. Example of calculating term’s weighis, .

Counts Thg Weights, Wasi= TFag+IDFag;
Terms Ar [Az | ... |Ag |nasi [|Al/nssi [IDFag | A A | ... Ag
News 0| 1 1| 2 9/2 0.653 0| 0.653 0.653
Weather 0| 1 1 2 9/2 0.653 0 0.653 0.653
Tidings 0] 1 0 1 9/1 0.954 0O 0.9%4 0
Program o 1 1 2 9/2 0.658 0 0.653 0.653
information| 1| 1 1 3 9/3 0.477 0.470.477 0.477
temperature 0 | 1 0| 1 9/1 0.954 0| 0.954 0
atmospheric 0 | 1 0| 1 9/1 0.954 0| 0.954 0
Meteorologif 0 | 1 0| 1 9/1 0.954 0| 0.954 0
cal
r

Now let 0= {t,t,,.....1,} be a query submitted by a specific user, durihg t
performance of one task at hand denotedTAis query is composed pfterms; it can

be represented as a term ve€for
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We will use both a linguistic knowledge (WordNet)daa semantic knowledge
(ODP Taxonomy) to parse the user query. Becausglitic knowledge does not
capture the semantic relationships between terrdssamantic knowledge does not
represent linguistic relationships of the terms.eTihtegration of linguistic and
semantic knowledge about the user query into opesitory will produce the so-
calledquery contextvhich is useful to learn user’s task. The notibmuwery context
has been widely mentioned in many studies of in&diom retrieval like (Allan,
2003). The purpose is to use a variety of knowleidgelving query to explore the

most exact understanding of user’s information seed

Thus the initial queryq is parsed usingNordNetin order to identify the
synonymous termst{ ,t, _,.....t, }.

The query and its synonyn@,, are queried against the ODP taxonomy in order

to extract a set of conceptLjC,,....,.C,,} (with m>n) that reflect the semantic

knowledge of the user query. The concepts of thedeset(,, and their sub-concepts

produce the query-conteXt , = {C1 R O }which is represented as a

term vectof:q. Thus the elements of,@re the concepts extracted from the ODP

taxonomy by querying the initial query and its symms against it.

Next, to find out which task vectorA) is closer to the query-context vedﬁar,

we use the similarity analysis introduced in Set02.1. The concepts in the query
context @ are compared with the previous predefined ninkstascluding their task

states terms, for that we use the cosine simildatycompare between the query
context vector(*:q and the vectors which represent the tasksy finding the cosine
of the angle between them depending ontdis& indexwhich is previously explained.
As the angle betweefjﬁq and the predefined nine tasksis shortened, meaning that

the two vectors are getting closer, meaning thatsimilarity weight between them

increases. Thus we compute the similarity weightfhows:
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SW (A,) =Cos (C,,A,)
SW (A ,) = Cos (C,,A,)
SW (A ,) =Cos (C,,A,)

Finally, the task A corresponding with the maximum similarity weight
(Max (SW (A .))) is automatically selected as the current task. That

means:
A =argmax,_, ,(SW(C,,A)))

Thus the task related to a queryt,,t,,...., t,) is A-which is composed of few

states § S, ..., S. State terms that represent the statesS$ ..., S of the current
taskA- are denotedy, agp, ...,As .

Figure 3.3 illustrates the comparison between tfierdnt vectors which represent

the query contexC, and the predefined taské; ,A,,...,A,.

Cq A]_

A,

t;
Figure 3.3. Representation of the tasks and theyqageterm vectors.

Where: {, t, ....,t: terms of task index.
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Each term's weight is computed usthg idf as we previously mentioned, (Table
3.2).

For example, let's take the user quepy {weathe}. We take again the table 3.2

and we determine the term counts; Tér the query context £and their term’s

weights. That is shown in Table 3.3.

Table 3.3. Example of calculating term’s weightstfee query and each task.

Counts Thg Weights, WA= TFag+IDFas;
Terms CqlAr |A2 |...|Ag [N ||A]nasi | IDFag Cq A1 As ... Ag
News 0O O 1 1 2 9/2 0.653 0 0 0.653|0.653
Weather 1] O 1 1 2 9/2 0.653 0.6530 | 0.653 0.653
Tidings 0| 0| 1 0| 1 9/1 0.954 0 0O 0954| O
Program o O 1 1 2 9/2 0.6583 0 ( 0.653| 0.653
information| 0| 1 1 1] 3 9/3 0.477 0| 0.4/G477 0.477
temperature 1 | O 1 0 1 9/1 0.954 0.954 0 |0.954 0
atmospheric1 | O 1 0| 1 9/1 0.954 0954 0 |0.954 0
Meteorolo-| 1| 0 | 1 0| 1 9/1 0.954 0.954 0 |0.954 0
gical
r

To find out which task vector is closer to the queector, we calculate the cosine
similarity which is previously described in Secti@®2.1. First for each task and
query-context, we compute all vectors lengths (zerms ignored). For instance the

length vector of the taskAs computed as follows:

IA,|=/(0.653% + (0.653% +(0.954° + (0.653* +(0.477* +(0.954 +(0.954* +(0.954
=2.269

We do same thing for the others tasks to compufe |&|,..., |Aq|.
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C,| = /(0.653)" +(0.954)° +(0.954)* +(0.954)° =1.777

Next, we compute all dot products (zero produateigd). For the task A

C,*A,=0.6530.653+0.954[ 0.954+0.954C 0.954+ 0.954( 0.954= 3.157

Now we calculate the similarity values:

Cosin®a. =

C.*A,

3.157

Finally,

\c:\ fA,| 177702269

0.783

the task corresponding with the maximunmmikirity value

is

automatically selected as the current task. In #®ample the task Ahas the

maximum similarity with the query context,.C

Let's take an example to extract the query con@xtrom the initial user query

g= {Tourism in Toulouse The steps of our algorithm are shown in Tabk 3.

Table 3.4. Applying Task Model to the Quéy { Tourism in Toulouse

ontology that
represent the

baseline query

in order to identify
the query-context
Caq.

terms are identified

Description Knowledge usec Result
Parsing the initial | WordNet A set of query termsq(t., t,) (tourism,
queryqusing Toulousg and its synonym terms (tha
WordNet will be used as the baseline query:
(services to tourists, touring, travel,
city in Francg
The concepts in | Ontological Set of concepts: query-contexi,{

information from
ontology (such as,

ODP taxonomy).

<Cy, G, ...,.G> with m>n) relevant to
the baseline query:

(Travel Guides, Travel and Tourism,
Vacations and Touring, Touring Cars
Weather, Food, Maps and Views,
hotel, University of Toulouse,

Commerce and economy,)....

—

Thus, the assigned task to the user q@gsy Ag= “Travel as it has the maximum

similarity weight with the query context,C
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3.4.2 Contextual Task State

A task is a work package that may include one orenactivities needed to perform
this task. A task state is a stage of the task guging, or an efficient way of
specifying a particular behavior. Thus the acttatlesof the current task expresses the
actual activity needed to accomplish this task.hEamin task consists of several
states that can be sequential or parallel, thesitian between the task states is related

to the events that could occur in the state.

For instance, if we have a tasghbpping, we can consider the task states for the

usery; as following:

A: You are at the shopping center trying to figatg what you need.
S;: Tell you what parts you need.
S;: Where to find them relative to your location hetstore?
Ss: What is on sale?
S4: Do comparative pricing.
Ss: Use your previous profile information to customghopping and delivery.

Once the user’s task is detected (either manualjutomatically), as mentioned
in the previous section, it is important to deterenthe actual state of the current task
in order to use the related contextual informationthe task modeling. We can
consider for each task state at least one termhadiéscribes this state and expresses
the actual activity, this state term is denotedestdtribute. For example, if the actual
state is Find a Restaurarif then the state attribute will b&éstaurarit We will see
later that related terms from the user profile (sasvegetarian may be assigned to

this state attribute.

Accordingly we can represent the user task inclyidhreir different states by a
UML activity diagramwhich contains all the activities needed to perfdhis task.
This diagram illustrates the changes in the tagida@ver time and describes all the
sequences of the performed task (Figure 3.4). Tisert least one attributas for
each stat& of the current task which represents by the UMtivdag diagram. For
instance, for the taskTtavel' (discussed in the previous section) we can deaign
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UML activity diagram for the usey; that contains all activities as shown in Figure

3.4.
Before the visit K During the visit \
Organize the visit to the monumehts
( Book your ticket) (Practical information: addressgs,
entry fee,..etc)
o — ( Hotel Reservation) ( find restaurant J
informations about the
main monuments

,,,,,,,,,,,, J [ find a club J
preparation of the \\ J
K program J \1,
( After the visit

( pictures on the Interr}t — e

( news of Toulouse J

’/

Figure 3.4. Example of a taskdvel’ which is represented by UML activity diagram.

In fact, because a mobile device moves with the, usé possible to take into
account the actual task state in which the usirghen submitting certain queries to
the information retrieval system IRS. Such contaktinformation may come
automatically from various sources such as the’sisehedule, sensors, entities that

interact with the user (see Figure 3.2); it may d&ls created by the user.

In our approach, according to our assumption thathave 9 main predefined
tasks, thus for each usHy we have one UML activity diagram for each main pre-
defined task. After the user's query is submitaur platform, the related task is
assigned automatically to the user query accortbnthe previous method. In this
time the system can define the UML diagram relatethis user that contains all task
states. If the user profile hasn’t the UML diagrianthe current task, then the system
will use a predefined UML diagram related to thigrrent task. Set of State
Reformulated Queries SRQ related to each statprasented to the user. The user is

then asked to choose the appropriate query SRQdaggao his state. Finally, from
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the selected task state, the system will followUiéL activity diagram to present the
next query SRQ which is appropriate to the next tdate. Thus we need a feedback
from the user in order to determine exactly hisialcstate or his actual activity to
perform the main task. This feedback is given bedmg the appropriate query

related to the actual state of the user task.
Each query session is defined by the=< Q, U;, S, S..>, whereS: is the actual

state of the current task for the uskrS.;. the previous task state. The change from

one state to another is done over time when the Wjssomplete the actual activity

and start the next one. Figure 3.5 shows the ggesgion over times.

fsession S'Zession current session
. Statel 5 State2 g —>
'S, i i S i :Actual State
5 5 5 5 ! $

Time
Figure 3.5. Query sessions for a current task.

In the implementation level, we can conceive tlng thange from one state to

another is done when the user clicks on tRext button to start the next search

session of the quer.

For instance, let us take the same example in &g, if the uset; is in the
activity: “find restaurant, and if the previous query session was about an
“organization a visit to Toulousethen the current query session will be about the
restaurants of Toulouse. At the next query sessfahe usery; submits the same
guery, thus for this user the query sessuhbe about the €lubs in Toulousewhich
is the next activity in his/her UML diagram shownRigure 3.4.

In the UML diagram, when the next task state haspvobabilities, that means the
user is in an activity and when he completes tbiwigdy he has two possibilities, thus
that will require a feedback from the user, fotamse in the UML diagram shown in
Figure 3.4, if the user is in the contezftéer the visit, thus there are two probabilities
for the useru;, either fwatch the newsor “view photos of ToulouseThis will

depend on the user feedback.



80 Chapter 3. Models #utgorithms

In the following section we will present our appebao create a user profile and
then extract task-related attributes from this ipgadnd finally add these attributes to
the query terms and the terms which are extractad the task state attributes. All
these terms, that represent the contextual infeomatre combined to create the

context description.
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3.5 User Profile Modeling

The life of the user profile modeling involves tanghases (see Figure 3.1). In the first
phase, user documents are indexed and representaghgtruct an ontological user
profile (library observe}. Next the indexed documents are used to creatmndeny
which contains a collection of concepts that argeoed in a hierarchical way and
inferred from the ODP (Open Directory Projecih{ological profilg. This taxonomy

is finally used to build awmperational profilewhich is a list of relevant terms related

to the query context that can be easily used bytiher models.

3.5.1 Phases of the User profile Representation

As we mentioned previously, we propose three phase®nstruct the user profile
from his/her library (documents or files collectjpeach phase has a specific role,

(see Figure 3.1).
3.5.1.1 The Library Observer

In the library observer phase the user documentg;haexist in one library on the
user machine, are represented and indexed. Alslibtlagy observer is responsible to

track the library evolutions.

We assume that the user documents, that are useshstruct the user profile, are
represented as XML files in order to facilitate theatching between the user
documents library and the ODP graph to infer thological user profile denoted
Prof,. We index these XML files, and consequently weehavXML corpus that will
be used to construct the ontological user profile.

For tracking the evolutions of a user profile; whitie user interacts with the
system by adding new documents or removing otheosn fthe user indexed
documents (Figure 3.6), the user profile will bedaied based on these updated
documents and the annotations for user profile eptscwill be modified by spreading
activation. Thus, the evolution of the user profilepends on the evolution of the

library that supports it; that means when the @glls or removes documents, these



82 Chapter 3. Models #tglorithms

modifications are propagated to the ontologicalfifgoand the operational profile

will certainly be affected.

£ State Reformulzted Queries

Files of User Profile

nom_fiher Date_modcation i
creaflJserml Tue Feh 23144020 CET 2010
0unas kil Tue Feh 23144033 CET 2010
nunas_perso i g Feh 23 144341 CET 2010

Retmove

A [Tl »

Figure 3.6. Interface of indexed user documents.

3.5.1.2 The Ontological Profile

We use ODP taxonomy as a basis for concepts-baseafpour system (see Section
2.2.1). As the dataset &IDP (Open Directory Projegtis available in RDF, and it is
free and open, thus we can reuse it to infer thelogical user profile. Thus, the user
profile is represented as a graph ©@DP concepts related to the indexed user

documents (the library observer).

In consequence, we consider a dynamic ontologicar profile as a semi-
structured data in the form of attribute-value paivhere each pair represents a
profile’s property. The properties are grouped a@tegories or concepts using ODP
taxonomy. For example global category (languagdress, age...etc.) or preference
categories (preferences of restaurants, hoteleltrawsic, videos... etc.). This allows
us to help users to understand relationships betweercepts, moreover, to avoid the
use of wrong concepts inside queries. e.g., foruaryg “looking for a job as a
Professor”, ODP concepts suggests relevant relageths such as teaching,

research... etc.

From the ODP concepts, we annotate those relatdtetaser documents. This is
done by giving values to these ODP related concapdsweight to each value based
on an accumulated similarity with the index of udecuments (Sieg et al., 2007 c),
consequently an ontological user profile is creatmaksisting of all concepts with non
null value.

Thus, a graph of related concepts of the ODP (@uesctory Project) is inferred

using the indexed XML documents, this is showniguFe 3.7. Each leaf node in the
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ontological user profile is a pair, (concept, vaJughere the annotated value for that
concept infer by the comparison with the user damis) this value will be also
annotated by a scor&'§ that reflects the degree of user interest. Irufag3.7, for
instance, we consider the node “Music” and its drketh nodes from the ODP
taxonomy nodes, we can infer the ontological usefilp from these nodes based on
the matching with the indexed user documents inibrary as shown in Figure 3.7.
Next the conceptJazZ is annotated with the valueDixieland’ from the user
information because the user has shown interedfdixeland Jazz this value is
annotated with a score/§ which is “0.08”. We can add another value forsthi

concept JazZ and then score to this value if the user is al¢erested in another jazz

type.
Now we will overview how we can compute the valaersVS

The score of the concept valoey is computed using the term frequency and the

inverse document frequency {tidf) as follows:

VS = > [tf, O log (IDI

dOD n,

)]

Where:D is the set of user documents used to construct thepusie,

ID|: is the total number of this 98t

Ny: is a number of documents in which valueccurs.

tf,: is the frequency of valuein documentl e D, this is computed as follows:

Where n, 4 is the number of occurrences of the considered tératue v) in

documend, and the denominator is the sum of number of ageages of all terms in

documend, that is, the size of the documednt||.
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Artists Stylas Ing truments “Music
s
ol N =~
‘_,.-”"f . - — — / "-.‘_H‘
Bles Jazz Classical e i Styles s
_P-'"f .
Example tree structure of topics from ODP COmparizon I:l:} P ‘j,— "“H,“
‘ Blies | Jarz
7 -
=7xml version="1.0" .....7= % " Diieland
....... 008
Sumizies Ontological uzer profile
<gtyles>
<jazz= dixieland=jazz>
</stylas>
=/muzics

Uzer documents (XML corpuz)

Figure 3.7. Inferring the ontological profile fromser documents and ODP.

Example

Let's consider a set of user documents containsl@dduments, and the value
“Dixieland’ appear in 3 documentddy, dyy, ds3, (2 times ind;, only once time irdy,,

d33), the size of documents, d,4, d33is80, 50, and 35, sequentially.
Thus: tfv,7: 2/80, tfv,24= 1/50, tf,,33= 1/35 .
We can calculat&’Sby the previous formula:

VS =[(0.025* log(40/3)) + (002* log(40/3)) + (0.0286* log(40/3))]
VS = 0,0828

Thus the valué/ of the leaf node concept in the ontological usefile will be
annotated with a scor&$ or weight that reflects the degree of user irgefer this
concept value, in our example the score of theevéixieland” is VS=0.0828as
shown in Figure 3.7.

Thus, the ontological profile for each user comssata list of concepts and their
current weighted values. In this way, the profil# adapt to changing user interests

as the trial progresses.
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For example, a user profile could look like this:

Profile = (<user>, <Concept>, <weighted value>)

E.g.: (Someone, sport, surf 0.8 - ski 0.2 -footBzdi)
(Someone, restaurant, Italian 0.7- Fren2h O

(Someone, cinema, action 0.6- horror 0.4)

In fact using ontology as the basis of the proéillews the user behavior to be
matched with existing concepts in the domain ompland relationship between
these concepts. Based on the user’s behavior camy mteractions, the interest score
of the concept values can be incremented or decreahebased on contextual

evidence.

As a result, a graph of related ODP concepts isriafl by using the matching
with the user library in order to represent therysefile. Once an ontological user
profile is constructed, the query contexd €an be used to activate concepts that will
form the operational profile.

3.5.1.3 The Operational Profile

The operational profile is derived from the ontatad profile, as a list of related

relevant terms that can be easily used in the bganocess.

Once the ontological profile is created, the quesptext-related concepts, from
this ontological profile, must be activated in arde extract the operational profile.
This is done by mapping the query-cont€yfi] on this ontological user profile (note
that, the query contex@, is computed during the construction of sk modelin
Section 3.4). This allows to activate for each gmintext concept its semantically
related concepts from the ontological user profddowing our algorithm, depending
on the relevance propagation (Asfari et al., 20@Bat will discuss in the next
paragraph. Hence, these previous activated uséleproncepts with their values will
form the operational profile which will be usedrédormulate the user query.
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Indeed, only an excerpt of the operational praBleised to reformulate the user

query, in order to reduce and to focus the activatscepts.

The split of the profile in two aspects (ontolodi¢aperational) allows a clear
separation of concerns between understanding thdable user information and

taking into account that can be used to lead akear

3.5.2 Algorithm of the Operational Profile Retrievd

As we mentioned previously, the ontological useofig in our approach is
represented as an instance of a reference dom&ogy in which the concepts are
annotated by interest value and scores deriveduaddted implicitly based on the

user’s information.

In order to extract the operational profile, theegucontextCgli], which is
computed during the construction of lask modelis mapped on the ontological user
profile Prof, to activate for each query-context concept its ageioally related
concepts by applying our technique depended omnellegance propagation (Asfari et
al., 2008) as shown in Figure 3.8.

The execution is depicted in the following Algorith
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Input: Prof,: Profile for usewu, given as a vector of concepts and weighted value.
G Query-ContexCy-<C4, G, ...,.G> to be answered by the algorithm.

Output: Res: Vector of sorted context-related usés concepts.

1: SendC, to aProf;
2. For j=1to Sizeprofy)
For i =1to SizeC,)
Calculate: Weight(C[i], Profy[j])

End

End

For j = 1 to Size Prof,)

Forn = 1 to Size Cy)
IF  (Weight(Cq[i], Profy[j])) %0
Then: Relevance Propagation

End

End

For j = 1 to Size Prof,)
CalculateRelevance(Profy[j], Cy)

End

3: Reg = Vector of user profile context-related concegusl itsRelevance score

for the query contexty,.

4: SortRes using theRelevancgProf,, Cy) as comparator.

We additionally need a function to estimate the ghtiof the query-context
conceptsCq in the user profile conce®rof,: (Weight (Cy[i], Profy[j])) and the
relevance of the user profile conceptof, for all query-context concept€y:

(RelevancgProfy[j], Cy)). Let us inspect this issue in the following:
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User Profile User Quend = {t1, to, ..., &}
S T
\ 4
4 ./I\. Domain Knowledgs
Chioroner
: e
User Profile
Model Ontology (ex: ODP)

Y

Cq: <C. G, ....Gr

<au1,au2,...., a,

Figure 3.8. User Profile Model.

3.5.2.1 Relevance Propagation Technique

In our user profile modeling approach, we use a cemtextual technique to select the
context-relevant concepts from the ontological ysefile that is represented as semi-
structured data like RDF tree. RDF is metadataa(dabout data) to describe
information resources, it is written in XML, so tepresent our ontological profile

hierarchy, we can imagine the sub graph showngnrgi3.9.

As the dataset of ODP is available in RDF, and antological user profile is
inferred from this RDF graph of ODP as shown inufé&g3.7, so we can imagine the
representation of the user profile that is showifrigure 3.9, this graph contains the
concepts, the leaf node in this graph is annotyedalues and interest scores for this
values.
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User U

Global Preferences

Language

|

omain to Search

French 0.9 — English 0.3

Star_rating

Restaurant

2star 0.—3star

Food_type

Single 0.9- couple 0

) ; Method_of travel
Vegetal 0.8- meat 0.2 Italian 0.% French 0. - _
rice

Plane¢ 0.8- Train 0.6-

Figure 3.9. Graph of user profile’s conceptsf,.

We apply our technique, depending on relevanceggagmon, on this ontological
profile graph to activate for each query-contextagpt G[i] its semantically related
concepts from the ontological user profiteof,. This method consists of computing

the node weight, and the node relevance to theyep@mrtext concepts.
This contextual method consists of three steps:

Relevance Propagation method steps:
1-  CalculateWeight(Cq[i], Profy[j]): the weight of the query-context concepts
Cq in the user profile conceptrof,.
Each leaf node in the ontological profile is a pé#rof,[j], V(Profy[j])), where
Profy[j] is a concept in the reference ontology an@né(,[j]) is the interest value
annotation for that concept.

The weight of the query-context concepfiCin the user profile concept node

Profy[j] is 1, if this node contains the concegfifand 0 otherwise.
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1 If Cyli]isin Profy[j]

Weight (c i, Prof ,[j1) = { .

Otherwise

2-  Next we calculate the weight of query-context cgcg[i] in the ancestor

nodes by the relevance propagating from this nodled ancestor node:

1

Propagation, (Prof, [ j]. Prof, [n]) =Weight(C,[i], Prof, [ j]) * Max(Dist (Prof, [j], Prof, [n]) +1)

Where:
Prof,[j]: user profile concept at

Profy[n]: user profile concept at which is one of the ancestor nodes of the node |

(concept).
Dist(Prof,[ j], Prof,[n]) : Semantic distance between the two user profites.
3-  Aggregation:

Once all the weights of query-context concépjsire calculated for all user profile
nodes (contain the ancestors nodes), we have ¢alatd the relevance score of each
user profile node for all concepts of context quégy<Ci, G, ...,.G> denoted N.

This can be estimated in two methods, eiterdmethod” or ‘OR method”,
And method:

Here, the weight aggregation of nodes uses thewallg formula:

N = Relevance(Prof , [n] ,C,[i]) = [Weight (Prof , [n], xi)].
x0C, 1
Thus, depending on the previous formula, the relegascoreN is not null for
only the nodes which contain all the query-conteghcepts directly or in their
ancestor nodes. So this will give the smallestvialé sub tree contains the previous

conceptLy=<C1,C,,...,.G>.

We use the formul&nd only when we need user profile fragments thataian
all the query concepts, and neglect those contaimesof query concepts. This case is
not appropriate to our system, so we will use @R method for computing the

relevance score of user profile nodes for the gaentext concepts.
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OR method:

The weight aggregation of nodes uses the folloviangnula:

N" = RelevanceProf, [n] ,Coli]) = Z[Weight(Profu [n], )]
xOCq[i]
The relevance scomd is not null if the node contains one of the queoytext

concepts directly or in their ancestor nodes. 3owiil give fragments of user profile

that are sorted by decreasing ordeNof
Example:

Let’s consider the initial querg], and the query-contexd; which is composed of

three conceptsCy= {C4, C,, Cg}.

We consider also the user profil which is composed of many concepts

represented as RDF graph (metadata); Figure 3dWsstine user profile graph

The leaf nodes: 3 ns, Ny, Mo, > annotate by values, and interest score to these

values. Now we calculate the relevance of the pe#ile nodes for the query-context

Cqyusing the formulas of weight and propagation:

For example we calculate the relevance score frr@bden,:

Weight (c.n;) =1 . Weight (c,.n.) =1 . Weight (c,.n,) =1

nl

Figure 3.10. Example of a user profile grdpiof,.
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We then follow the algorithm to compute the releseascore of the nod# for the

concepts ¢ C,, C;. We have to propagate the weight not nulhgo

: _ Weight (n,,C;) _1
Pr opagation n,,n,) = _ = =
Pagation ¢, (N7 M) Max (Dist (n,,n,) +1) 2
Propagation . (ng,n,) = We'ght (n;.C,) -1
Co Max (Dist (n,,n,) +1) 2
Pr opagation . (ng,n,) = We'ght (n;, C,) 1
C, Max (Dist (n,,n,)+1) 3
And:
1,1,1_1
Relevance(n,,C ) = Weight(n,,C,') = =* =* == —
(M) izlgg(“ V=320
OR:

Relevancgn,,C,) = ZWelghl(n4,C ") =

00|H
I\JlH
+
N
I
wlh

We do the same steps to compute the relevance stdhee other user profile
nodes, the results are shown in Table 3.5 for #red“method” and in Table 3.6 for
the “Or method”.

If we consider the And’ method then the smallest relevant sub tree tbatains
all query concepts is the sub-tree that is presebyethe nodeé1, and its descending

nodes to leafs, because the ndtle has the most relevance score as shown in

Table 3.5 below.

But if we consider theOR’ method then the noda; has the most relevance score,
as shown in Table 3.6 below. In this case the madsvant result is the sub-tree which

is presented by the notieand its descending nodes until the leaf nodes.

As we mentioned previouslihe leaf nodes may be annotated by many vadunes,
each one annotates with scd8 so we select the value that has the greater #®re

As a result the concepts of the user profile relatethe query-context concepts are:

Nz Ng Ny Nypand the values diy Nyowhichhave greater scoS
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These concepts and their values constitute theatpeal profile; we will depend
on this operational profile to generate the refdatad queries SRQ, based on the
user profile and his/her context, those queriesbeaaasily used in the search process
to get relevant results which are needed to acasmfiie task at hand.

Table 3.5. Relevance score of user profile condem, using “And method”.

Node C_L C2 C3 N_n_
i nl 0.2 0.25 0.25 0.0125
n2 0.25 0.333 | 0.333 0.0277
n3 0 0 0 0
n4 0.333 0.5 0.5 0.0833
nS 0 1 0 0
n6 0 0 0 0
n’/ 0.5 0 1 0
e f1 T o 1T o 1 0
n9 0 0 0 0
n1l0 0 0 0 0
nll 1 0 0 0
nl2 0 0 0 0

Table 3.6. Relevance score of user profile condepi, using ‘Or method”.

*

Node C; C, Cs N ,
ni 02 | 025 | 025 0.7
n2 025 | 0.333| 0333 | 0.916
n3 0 0 0 0
n4a | 0333 | 05 | 05 | 1.333
n5 0 1 0 1
.L_n6 0 0 0 0
: | _n7 0.5 0 1 15 |
ng 1 0 0 1
n9 0 0 0 0
n10 0 0 0 0
nil 1 0 0 1
n12 0 0 0 0
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3.6 State-based Query Reformulation (State Reformulaté Queries)

Short queries usually lack sufficient words to captrelevant documents and thus
negatively affect the retrieval performance, anastfail to represent the information
need. Query expansion is a technique where originary is supplemented with
additional related terms. Existing query expandrameworks have the problem of
poor coherence between expansion terms and usarshsgoal, For instance, if the
queryjaguar be expanded as the termaufo, car, model, cat, jungle}.and user is
looking for documents related to car, then the agma terms such as cat and jungle

are not relevant to user’s search goal.
3.6.1 SRQ Definition

In the following, we will introduce a new notiongs¢ Reformulated Queries (SRQ)
which are provided by the reformulation of the iadituser querieg, related to the

current task, depending on the actual state oftdsk and the user profile. These
gueries can be handled by studying the variougstaft the current task. The states
are expressed by activities which are requiredctmmplish this task and grouped in
UML activity diagram including the relations betwethem, each state represents one
search session. Thus for two different task stagabmitting the same query the

relevant results will not be the same.

Let = {t1, ..., &} be an initial query which is related to the teskhand. The
state reformulated query at the task sttend for a specific user profilg; is:
SRQ<Q,R,S>, this query contains the initial quey and the expansion terms
E9={tq1, tq2, tq3, ..} . Thus we have to get the expansion teB® = {ty1, tq,2,
te3,---} Which are relevant to user's search goal by efiptpiuser’s implicit feedback
at the time of search.

The relevant resultS; at the state§ are produced by applyingREQ<Q,R,S> on
an information retrieval system. We expect that rdsultsD; atthe task stat& are

more relevant than those produced by using thelimjueryq at the same stat
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A search is handled as follows: the user exprebg#her query, our assistant
identifies the context of this search, and it cgedahe context description and proposes
relevant terms to be added to the initial querye Tihitial user query will be
reformulated depending on these relevant termsrderoto generate SRQ (State
Reformulated Query) which will aid to provide coxitdased personalized results.
The assistant then submits the new reformulatedydsi@Q to a search engine on the
Web and gets the results. The documents are tlesenqed to the user in the order of

decreasing estimated relevance.
As we explained previously, each query sessioreimed by the tuple €, U, S,

S.1>, whereS: is the actual state of the current task for teeru;. S.1. the previous

task state. The change from one state to anoth#wrie over time when the usdr

complete the actual activity and start the next dineis, each query session in a task

state is affected by the previous task state, éxafepe first query session.

3.6.2 Query Reformulation Phases

The two phases to generate the State Reformulaigeti€d (SRQ) areguery

expansiorandquery refinement.

Figure 3.11 illustrates the SRQ Model, (State Rafdated Query).
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{8,808 ) {a,a,.a}
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SRQ Model

State Reformulated Query

Query Expansion

Query Refinement

A 4

Information Retrieval System
IR

GO C )gle

Results

Figure 3.11. SRQ Model.
3.6.2.1 Query expansion

The initial query is expanded with two types of geted terms which are denoted

expansion termg @ = {tq1, tg2, tg3, .-} :

* Terms which represent the actual state of the outesk A (a1, a2 ...,&i).
There is at least one term for each task statehmigscribes this state, this
state term is denoted state attribute Knowing that each main task consists
of several activities, each one expresses a task.sThese attributes are
computed using th€ask modelvhich was explained in Section 3.4.

« Terms which represent the query-relevant concepta the ontological user
profile with its values (operational profile). (§aVaur>, < a2, Vau®, ..., <&,
Vag). The algorithm of extracting these terms frone thntological user
profile was explained in Section 3.5. These termes genoted user profile

attributes (g, an,..., a;).

3.6.2.2 Query Refinement



Chapter 3. Models and Algorithms 97

After the user query is expanded by new termstdbkof query refinemeninust be
applied in order to consider only the terms that ratated to the actual task context,
and disregard those are out of focus for the go@mtext. ThufQuery refinemenis
the incremental process of transforming an ingiary into a new reformulated query

SRQ that reflects the user’s information need imegraxcurate way.

Sometimes irrelevant attributes may be presentethenretrieved user profile
concepts, and thus irrelevant terms are recommehgeitie operational profile, in
order to keep only the relevant user profile atttés for the current task stete we
compare these generated attributes and the atabaladtributes, next we consider the
attribute of the previous task state, and then waude from the generated user
profile attributes those non similar with the stateibutes. Also we have to exclude
the duplicated terms if they exist in the result8RQ.

Another method for filtering the previous termdbjisasking the user to choose the

relevant terms before adding them to the finalnetdated query.

Finally, state reformulated queries SRQ are buaitioading to the syntax required
by the used search engine in order to submit tleeiepi SRQ and to retrieve relevant
results to the user at the actual state of theentitesk. Boolean operators can be used
to construct the final query and adequate carakisrt to ensure that the final query
meets the syntax requirements, after each stepuser is asked if the query reflects
his intension. If so, the final query is construcigsing the appropriate syntax and

submitted to the search engine.

For the Boolean operator, we use “And” with thertethat are extracted from the
actual state of the current task, and “Or” with teems that are extracted from the
operational profile, because the task state termesahways required while the
operational profile terms can be sometimes abardidra example, we can imagine

the state reformulated query as follows:
SRQ: g AND hotelOR 2 starsOR single
Where:
* (is the initial user query.
* “Hotel”: the state term that represents the task actaial @tate attribute).

» "2 stars”and“single” are the relevant terms from the operational peofil
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3.6.3 System Architecture

Figure 3.12 illustrates the system architectureofhbines the three models which are

described in the previous sections:
* The task model.
* The user profile model.

 The SRQ model.



Chapter 3. Models and Algorithms 99

User Queryg = {t1, t, ..., t}
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for the current task A«

()

e —
Ontology (ex: ODP)
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Figure 3.12. System Architecture.
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3.6.4 Example

Here, we will summarize the example that we hakertan Section 3.4.1, the initial
submitted query waq = {Tourism in Toulouge we presented in Table 3.1 the steps
of our algorithm for detecting the user’s task, thgk that assigned to the user query

g was: travel’ as it has the maximum similarity weight with theery context ¢

We also presented in Section 3.4.2 that the tastteiallows the proposition of
few task states for the uddr and these task states are expressed by usedtiestand
represented using UML activity diagram, we presgrtes diagram in Figure 3.4.

Next the system can generate one state reformugieny SRQ for each task state.

Let’s consider a usdy, and the actual stag= “book a hotel in Toulousefor the
detected taskTravel at the timet. We propose that the query session in this sgate i
the first one, so there is no impact of the presistate, i.e. it's the first attempt of the

user in submitting this query.

The steps of our methodology to generate the séhbemulated quengRQ for
the uselJ at the task statg§ are summarized in Table 3.7.

Table 3.7. Description of thg8Q generating phases.

Description Knowledge used Output
Parsing the initial WordNet Set of query terms(t., t,) (tourism,
queryqusing Toulousg and its synonym terms (that will
WordNet be used as the baseline quesgryices to

tourists, touring, travel, city in Frange

The concepts in | Ontological Set of concepts: query-contexi,{<C,, C,,
ontology that information from |...,.G> with m>n) relevant to the baseline
represent the ODP Taxonomy. |query:

baseline query (Travel Guides, Travel and Tourism,
terms are Vacations and Touring, Touring Cars,
identified, in order Weather, Food, Maps and Views,

to identify the hotel, University of Toulouse, Commerce

query-context @. and economy, .)..
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Compare Q <C;,
C,, ...,G> with the

Ontological use

profile which

rSet of common conceptsgvel,

restaurant, food, hotel, vacation, outjng

user profile contains conceptand their interest valuesgerational
conceptdrof, in  |and their interestprofile):
order to retrieve |values. <travel>
<Method_of _travelAirline </Method_of travel>
the relevant user <Price3nexpensive</Price>
profile attributes <fravel>
that will form the < restaurant >
, <Food_type¥egetarian</Food_type>
operational <Cuisinestalian </Cuisine>
profile. <Price3nexpensive</Price>
</restaurant>
<Hotel>
<Star_rating2 star</Star_rating>
<room_typesingle</room_type>
</Hotel>
<Vacations>
<vacation_typemonuments</vacation_type>
</Vacations>
<outing>lub</outing>

Extend the querg | UML activity Extended query tourism, Toulouse + hote

with the actual

state attributes

(Bs1,..85) :

Query Expansion

diagram, at least
one relevant
attribute g for
each task state:
e.g. the actual sta
is looking for a

+
<travel>
Method of travel Airline
Price :=Inexpensive
<restaurant >
Food type:=Vegetarian
Cuisine :=Italian
Price :=Inexpensive
<Hotel>
Star_rating :=2 star

e

hotel, thus: room_type :=single
<Vacations>
as:="hotel vacation_type :=monuments
outing :=club
Exclude the A similarity SRQ: =Tourism + Toulouse +otel +
. : Star_rating :=2 star
irrelevant terms tg comparison

the actual state,
and exclude
duplicated terms:

Query Refinement

between the actus

state attribute

as; and the

operational profile|

room_type :=single
1
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Construct the fina| Search engine | Terms that represent tiERQ query:
reformulated syntax. SRQ:=Tourism + Toulouse + “hotel”
guery using the +2 stars ORsingle

appropriate syntaxAnd = " “

SubmitSRQto the none Results
search engine,
Google for
example, and
provide the results

back to the user

Now, if the same usd&y submits the same quegyat the timé¢ +&, and the actual
task state at this time &) was S,,, = “find a restaurant’, then Our system can

propose the reformulated query (denoted, RQ ), at this task stat®,,,. To

generate thiS;, . RQ , Table 3.7 will be changed as shown in Table @&ps 1, 2,
and 3 don’t change but the results of the stefas @,and 7 will change depending on

the actual stat®,, , ).

Table 3.8. Description of th®, , . RQ generating phases.

Description Knowledge used Output
Extend the querg | UML activity Extended query Tourism, Toulouse +
, restaurant+
with the actual | diagram, relevant <travel>

Method of travel Airline
Price :=Inexpensive
(Bs2..-a) - the actual task state Food fygfj‘{}g;; an
S..: Cuisine :=Italian
e Price :=Inexpensive
<Hotel>
as, =“Restaurant” Star_rating :=2 star
room_type :=single
<Vacations>
vacation_type :=monuments
outing :=club

state attributes attribute as,,, for

Query Expansion
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Exclude the A similarity between S...RQ =Tourism + Toulouse
irrelevant, the actual state restaurant +

attribute @S;,. and Cuis)i/r?e :=It2]gian
the operational Price :=Inexpensive

Query Refinement P

profile.

Construct the fina| Search engine Terms that represent the
reformulated syntax. S...RQ query:
guery using the

_ o S...RQ =Tourism +Toulouse +
And
appropriate synta
“restaurant” + Italian OR Vegetarian

Thus, in the same way, the system can generatethi®s reformulated queries
SRQ at the different states of the taSkdvel’ which is represented by UML activity

diagram (Figure 3.13). These reformulated stateiggi&SRQ for the uséy are:

e S (book a flight): $RQ: {Tourism +Toulouse + “Flight” OR Ticket + OR

Inexpensive.

* S, (book a hotel): |RQ: {Tourism +Toulouse + “hotel” +2 star ORsinglg.

e S3 (Preparation of the program): 3FQ: {Tourism + Toulouse +
“Monuments” OR Weather OR plan OR Métro

e S (find a restaurant): RQ: {Tourism + Toulouse + “restaurant” + Italian
OR Vegetariah

* S5 (photos of Toulouse): sBQ: {Tourism +Toulouset+ “Photos”}.

e S (watch the news): RQ: {Tourism +Toulouset “News” OR Weathe.
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/ \ ( During the Trip W

Before the Trip
( Book the ticket ] ( find restaurant )

______________ J,

[ Hotd Reservation J / ' \
_r____________; After the Trip

preparation of the program -

| J 6
S A e

[ pictures nnthe'ﬂ'eh)

Figure 3.13. Example of a&tavel task represented by using UML activity diagram.

Finally, the new reformulated queBRQ will be submitted to the preferred search
engine in order to retrieve the relevant resulés will aide the user to perform his/her
current task. Hence, we will prove by an experirmbstudy in Chapter 4 that the
resultsD; atthe task stat&§ are more relevant than the results that are retuby

using the initial queryg| at the same stag

3.7 Scenarios

In order to proof the effectiveness of our systerd anderstand its different phases
and the functions of the models during time changescan imagine many scenarios
for the different task types. We can use two mgpes: outside scenario and inside

scenario.

* Outside scenariofor example the shopping assistant scenario touast
guidance scenario which was discussed in Sect®d as an example of this

type. This is the case of a mobile user.

* Inside scenariofor example the user tries to organize a trip.
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3.7.1 Shopping Assistant Scenario

This is anoutside scenariolet suppose the useh has a PDA as a main device for

both locating user and presenting information.

The user is at the shopping center trying to figoue what he needs to finish his
shopping, a shopping assistant, which is appligeD#, can:

- Tell the user what parts he needs.

- Where to find them relative to his location in 8tere.

- What is on sale?

- Do comparative pricing.

- Use his previous profile information to customib@gping and delivery.

For this scenario the user submits his query, agh“shopping”, “buying an
item"...etc, to the system. This query is short &nalill not provide relevant results
at each state of the current user’s task. TablepBSents the relevant results at the
different task states. Thus the shopping assistaundt reformulate this query to

provide the desired results at each task statbasrsin Table 3.9.

Table 3.9. Shopping Assistant Scenario.

Task States Desired Results

S, Tell you what parts you need Items, product,...etc.

S, Where to find them relative to youhddresses of the shops that contain|the

location in the store. desired items.
Sz What is on sale? Items exist in the shops.
S, Do comparative pricing. Prices of the items.

S Use your previous profileThe shops by the delivery.
information to customize shopping and

delivery.
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Let us consider the initial quegr {Laptop}, for the usetJ, the system represents
the different states of the current task using Udttivity diagram which is shown in
Figure 3.14.

Information about

laptop models

choosing a computer

comparing prices shop

mode| choice

Figure 3.14. Example of a tas8Hopping represented by UML activity diagram.

Next, our query reformulation system can propose geeries for each task state

in order to guide the search to the desired resilthe actual state. Thus, for the

initial query(q, the proposed state reformulated queries SRQ will be

* S (Information about laptop models);1R: {laptop+ “information”}.

e S, (model choice): $RQ :{ laptop+ “model” + HP OR Asul

e S3(comparing prices):sRQ { laptop+ “price” OR Inexpensivp

e S4(choosing a computer shop)yR®: {laptop+ “address” OR Paris.
Where:

“HP”, “Asus”, “Inexpensive” and“Paris” are the relevant terms from the user

operational profile.

“Information”, “model”, “price” and “address” are the terms that represent task
state attributes.
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3.7.2 Composing a travel plan Scenario

We can consider the task cbmposing a travel plan. This is arside scenarioit is
one of limited complexity. A travel plan in this\@ronment consists of a destination,
an accommodation, a travel means and travel ramig the costs. An aid to the user
in his/her search during this task to retrieve diesired results at the actual state of
this task will be useful.

The task tompose a travel pldnncludes the following states or sub tasks: (1)
Choose a destination, (2) Choose an accommodai®nk-ind a travel route, (4)

Calculate total costs, as shown in Figure 3.15welo

Apart from subtasks (2) and (3), which are ordelependent, the tasks must be
performed in the given order. If an impasse ocealirsome stage due to a mismatch
between options available and the user’s requirégsnen because constraints of the
overall task, e.g. cost limits are violated, therusiay need to backtrack and redo
preceding subtasks.

As scenarios may be depicted using sequence diagmaencan represent this task
“compose a travel pldrby a UML activity diagram that includes the usetivities
required to accomplish this task and related teadp@lationships between them as
shown in Figure 3.15. Each activity in this UML giam represents a task state. The
task state (task context) would indicate what imfation currently required for
answering the user’s query at this state and theving to the next state in the UML
diagram. Knowing that, a state is a stage of tek paiocessing, or an efficient way of

specifying a particular behavior.

Choose
accommodatio

Choose
destination

Find route

Figure 3.15. UML activity diagram for the taskdmpose a travel pldn



108 Chapter 3. Models arigokithms

Queries are formulated and modified incrementdilyadding or removing terms
at each task state, before the information rettisyatem (Google for example) is
required for choosing a destination and an acconatnmd respectively. Both tasks
typically involve a cycle of specifying relevantaseh attributes, and evaluating and
modifying queries, until a (preliminary) decisioa made concerning the desired

destination or accommodation.

Although the user’s precise goals are unknown amhat be directly mapped to a
specific query, it can be safely assumed that \atesstates he will have the goals of
searching for destinations or accommodations. Tdélisninates some of the
uncertainty about users’ intentions that renders lehavior in IR so elusive. In
addition, these goals can be related to partidylaes of information being searched

for or being specified as search criteria by ther.us

Considering the initial quergj= {Trip}, for the userU, and the different states of
the current task which is represented using UMlivagtdiagram (Figure 3.15), our

system will generate the following SRQ:

S: (Choose a destination),;Q: {Trip + “destinatiofi + Spain OR

beach}.

* S, (Choose an accommodation)R®): {Trip + “accommodation” + hotel
OR 2 star}

* S (Find a travel route), ;RQ: {Trip + “Flight” + Ticket OR

Inexpensive
* S, (Calculate total costsy,RQ: {Trip + Spain + “budget” +Price}.
Where:

“Spain”, “beach”, “hotel”, “2 star” ,"Ticket” and "Inexpensive” are the relevant

terms from the user operational profile.

“Destinatiori, “Accommodation’ “Flight”, “Price” and“budget” are the terms that

represent task state attributes.
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Implementation and Evaluation

This chapter includes an implementation descriptind an evaluation component of
the proposed approach. The evaluation of the paliged information retrieval in

context systems is known to be a difficult and eMgdee (Yang and Padmanabhan,
2005) due to the dynamic aspect of the system emvient and its strongly adaptive
properties. A formal evaluation of the contextuaian techniques requires a
significant amount of extra feedback from usersntler to measure how much better

a retrieval system can perform with the proposetniues than without them.

Our proposed approach which was described in lieisis have been implemented
in an experimental prototype, and tested by rearsusWe will discuss the

implementation of our system and its evaluation.

4.1 Implementation

The proposed methodology has been implemented mrototype usingJ2EE

technologies. The models interact wilbordNetthrough its Java API, which is used
to get the query synonyms, and they interact wibPQOpen Directory Project)
taxonomy through its RDF data and Java API to ifietihe correct senses of the
guery terms in the ontology, that means the modsact with the ODP taxonomy
in order to identify relevant concepts to the queny making inferences about the

concepts related to user’s query terms.
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We useXPath and Dom4j to parse the user profile tree and retrieve relevan
concepts from it. Dom4j is anopen source Java library for working
with XML, XPath and XSLT. It is compatible with DOMSAX and JAXP standards.

The documents of user profile are indexed by utihegdatabas®ySQL version
1.2.12. Also we usbletBeandDE 5.5.1 to construct the main interface of oystem

which is shown in Figure 4.1.

— State Reformulated Queries

Files of User Profile
nigm_fichier Date_modification \
256.4ml Wied Dec 15 14:28:30 GET 2010 4l
108464 4 Tug Feb 23 14:38:05 CET 2010 = Remove
atiertionml Wed Oct 2011:54:53 CEST 2010 %
5RO
Query |hote\paris ‘ Detect Task ‘ ‘ User Prafile Terms
Relevant user current Task: Relevant user Profile Tarms:
The following roncapts related fo hotel ; l i
hotel: 3 building where fravelers can pay for lodging and meals and other genices B
i | [ £
e flowing cancepts related fo panis': " etar_atingsnotel 2 stare/tar_rating:
Paris, City of Light, Franch capital, canital of France: the capital and largest city of France; and B
international canter of culture and commerce L4
Paris, genus Paris: sometimes placed in subtamily Triliaceae <toam_ypeshotel singlastoam e
Paris: (Greek mythology) the prince of Tray who ahducted Helen fom her huskand Menelaus [ E & o
Current Task \AQ:Trave\ | State Reformulated Queries (SRO) Task Vectors ‘ ‘ Generate 5RO
Select the relevant query
(a1 |

hotel paris + Rirline OR Book Ticket OR Inexpensive

hotolparis = hutel+? star CRlsingle.

hotel paris + Monuments OR Weather OR plan OR Metro

hotel paris +restaurant OR Halian Cuisine OR Yegetarian Food

SR Search Results Google Search ‘ ‘ Bing Search ‘ ‘ Yahoo Search Next State

hotel paris + hotal+2 star OR single

A [ I»

Google Search Results;

GongleSearchFault The call o the Google Weh APIs failed

Temps d'execution: 531ms

Figure 4.1. Interface of generating expansion teEfis.

Figure 4.1 illustrates the main interface of ousteyn; and following parts are

illustrated in this interface:
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« The part of user profile index and the ability dfiang and deleting files.

* The part of relevant user profile terms.

* The part of parsing the user query thronlordNetand Ontology and
detecting the current task.

» The part of presenting state reformulated queriR® &nd submitting them

to the preferred search engine.

In order to facilitate the evaluation processes, agastruct a JSP page that
contains the submitting of the initial quegyand SRQ to Google, here we use the

Apache Tomcat 7.0.4 Server. This JSP page is siowigure 4.2.

Fichier Edifion  Présentation Historique  Favorls  Fenétre  Aide

-;1 P | | + |l http://localhost:8080/examples/isp/isp2/searcha.htm ¢ | | Q- Google | O &%~

3 &= httpffwww.Mars.html Ongletsenregistrés =  Google:  YouTube  Informations ¥ Divers ¥ FavorisimportésdIE v
SRQ System

Evaluation

hotel paris X
founi par Google

YWeb [DEE

Hotel a Paris

Hotel a Paris : recherche et réservation dun

hotel a Paris. Choix de dizaines d 'hétels du 1

au 4 étoiles, hotel de chaine, hotel de charme ou

Palace ...

wwiw_hotelaparis com

Paris Las Vegas Hotel

Experience a first rate Las Vegas hotel at Paris
Las Vegas. Find Las Vegas entertamment &
enjoy one of the best Las Vegas casinos at Paris
Las Vegas now!

www parislasvegas com

Hotel a Paris - les hotels de My Paris Hotel
My Paris Hotel : réservation et offres spéciales
pour un hatel & Paris - hotel Tour Eiffel, hotel
Montmartre, hotel Champs Elysées. hotel
Opera, ...

www my-paris-hotel com

Hotels Paris

Réservez en ligne votre hotel & Paris. 500
hotels sélectionnés par des professionnels de
I'hétellerie: charme, design, luxe, de 1 a4 étoiles,
et residences ...

www hotels-paris fr

Hotel Paris - Paris hotel - 450 hotels m paris.
Paris Hotels, Hotels in Paris. Book your Paris
Hotel, Luxury Hotel. 3. 4 star hotel. Boutique
Hotel, Budget Hotel in Paris, 2 star Paris
Hotel.

hotel + hotel+2 star +single X

fourni par Google”
P A proximité (4 *
~Web [IEE

Tokio Hotel - Wikipédia

2 Thémes abordés et perception: 3 L'accueil de
Tokio Hotel par la ... aI' émission « Star Search
» (version allemande de graine de star). .... La
chanson Darkside of The Sun est utiisce comme
troisiéme single de I'album Humanoid. ...

f wikipedia.org

new hotel samt lazare paris - hotel 2 star in st
A modern 2 stars hotel, close to Opera / Samt
Lazare Railway station ... Single or double
rooms from : JANUAR Yto APRIL - single and
double 70 € ...

www.new-hotel. com

Hotels - Wikitravel

In many hotels, a single room is actually the
same as a double room. .... Two stars means
no-frils hotel. In most countries two stars
means that your room ...

wikitravel org

2 Star Hotels i Paris_ France - Explore over
81€ - Grand Hotel des Balcons ** Paris. 8.6
274 reviews. Rates. Single room - Comfort ...
The Hotel de Senlis is a 2 star hotel in Paris
5th, in France, ...

www.explorotel.com

2 Star Hotels Paris. hotel Paris - 0800 Paris
2 Star Hotels Paris, hotel Paris : 400 hotels in
Paris with online booking. ... Single from 39€ /

Figure 4.2. Interface which presents to the useetect the relevant documents from

the returned results.
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4.2 Evaluation

Evaluation in the context of an evolving real-woslgstem is always a challenge, but
in fact, theevaluationof such systems is complicated due to the dynaspect of the
system environment. In order to evaluate and tofyathe improvement provided
by our system compared to the direct querying ofseamrch engine without
reformulation, or more generally to the use of othssistants, we should verify that
using a user context improves the search resuyftfpdusing the system on the most
relevant part of the profile. The standard evabratneasures from the Information

Retrieval field require the comparison betweengédormances of retrieval:
» Using the initial user query without any persoretiian and contextualization.

» Using the user query with simple personalizatiapeahding only on the user
profile, (i.e. regardless of the user context, npyexisely regardless of his/her

task at hand).

» Using the state reformulated queries SRQ whichgaereerated depending on
the user context and his/her profile, (i.e. conséd to the context of his/her

current task).

Currently, to compare different configurations ¢esponding to different profile,
context, query); several agents are used simultehgby the assistant when handling
user query. Thus our experiments have been doretiniée agents: the « default »
agent simply linked to Google and a «personalizegent which uses the user profile
to rank the results without taking into account thentext. A third agent

«personalization with context» is also used.

4.2.1 Evaluation Metrics

There are many evaluation metrics in the literatarehe classic information retrieval
evaluation, these metrics often depend on relevandgments for the returned
results, one of the most known of them is tReetision and Recdll(PR) (Baeza-
Yates et al., 1999), this metric takes into accotlngt rate of relevant retrieved
documents (precision) and the quantity of relevagitieved documents (recall).
Another metric is the Precision at(P@N) (Kraft et al., 2006; Shen et al., 2005 a),
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P@N is the ration between the number of relevactiaents in the firsh retrieved
documents and. The P@N value is more focused on the qualityheftbp results,
with a lower consideration on the quality of theak of the system. These evaluation
metrics for classic IR can be also applied in a(llReractive Information Retrieval)
(Shen et al. 2005 a), but IIR system authors mosbrporate human subjective
judgments, either implicitly (analyzing interactitogs) or explicitly (asking the users

to rate the results to provide a best order).

The classic IR evaluation metrics are not sufficiienevaluate our system due to
the contextual aspect of the system and the negdotosion a real user judgement.
Thus to evaluate our proposed framework, the usetice must cover on one hand
the evaluation of the proposed expansion termstwhie used to reformulate the
initial user query, and on the other hand they ntoser the evaluation of returned

results. Thus we will use three metrics:
* Quality: measures the quality ekpansion terms.
* Precision@k measures the retrieval effectiveness.

» Dynamics measures the capability of adapting to the chrangeeds of users

and the changing states of his/her task at hand.

4.2.1.1 Quality

The best evidence to verify the quality of the exqed terms or retrieval effectiveness

of a system is to cross check with the documenrtisallg visited by the user for the

subjected query. Leg be an initial query and{® be the set of documents actually

visited by the user fog. Now, given an IR system and a query expansiotesyset

E®@ be the set of expansion terms for the quiriye.E :{Tq,llfq,z.fq,gl----}, then,

the quality of the expansion terms is defined #s\ic:

‘p(E“”,Dé‘”)‘
= ‘E“”‘

Quality
Where:

p (E®, D) : The matching terms betwedn®andD ' , that means:
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p(E®,D®) ={rf DE®,0d 0D st. 7 Od}

4.2.1.2 Precision@k

The second metric is the precision@Kk, uaﬁq) be the set of to;m documents

retrieved by the IR system using the qu@ryTo define retrieval effectiveness, we
determine the number of documents B,(]q) which are closely related to the
documents irDé‘”. We use cosine similarity (previously explained) define the

closeness between two documents. Deﬁt” be the set of documents froﬂﬁr(f) for

which the cosine similarity with at least one oé tdocument inDéq) is above a

threshold® that means:

D@ ={d|d 0D, 0d, 0D st Sim(d,.d,)20,,}

Thus, to measure the retrieval effectiveness, Viiaeéeprecision@kas follows:

‘D(q)
r
Kk

precision@k =

4.2.1.3 Dynamics

The third evaluation metric is the dynamics in gquexpansion. For a quexy, our

system of query reformulation returns different &xgion terms at different search
sessions of the task at hand. IJEI(Q) and EJ(Q) be the set of expansion terms for a

query( at two different task statesandj, we define the dynamics between the two

stateq, j as follows:
D iy =1— <j (a) (a)
o (i,j)=1-SIm(E/",E;")

If there aren instances of the querg then we estimate the average dynamics as

follows:
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. n(n—1 .
B, ) = XD 5 504, j)
2 5
We will illustrate how the three previous metricancbe computed after the

experimental study presentation.
4.2.2 Experimental Study

In order to evaluate the use of the task contegetteer with the user profile to
contextualize returned results, a prototype arothel search engine, Google for
example, is built using the Google API. This pragrauilds a log of the initial user
gueries, the returned results by Google, the resulvhich the user clicked, and the
summaries, titles and ranks of the returned re$udta Google. This log information
is used to compute the evaluation metrics at tipemxental queries and to evaluate
the performance of our system. For all experimehts prototype focus on the first 20
results of Google search engine and presenting tbersers.

To conduct the experiments and calculate the puosvibree metrics, 10 users are
asked to use our system to perform similar tasksutpmitting initial queries. The 10
users are classified in three groups, novice, nmecdand expert, depending on their
experience levels in computer science and seamgineiizach one is asked to submit
queries on 3 different scenarios, where we puuters in specific scenarios to make
them thinking about writing appropriate queriestfiese scenarios. We depend on the
scenarios presented in the previous sections, mgnigom travel, to shopping, to
restaurant searching, and we added other scerthabsvill be illustrated in the next

section. Consequently a total of 30 queries aecsad as experimental queries.

The users are also asked to look through all teeltereturned by Google before
clicking on any result. The prototype records rssah which they clicked, which we

use as a form of implicit user relevance in ourysiga.

After the data is collected, we remove from theezkpental queries that were no
contextual information available for that partiaubpery, and thus we had a log of 30
queries averaging 3 queries per user. We will ¢aleyat each experimental query,

the evaluation metrics in the three cases: usiagsat search engine Google, using
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only personalized search without user context, @sidg our system based on user

context and his/her profile.

In the following section, we will present threefdrent scenarios. These three
scenarios with the two previous scenarios thajpaesented in chapter Igurism in
Toulousepresented in Section 3.6.4, and scenarishaipping assistarnresented in
Section 3.7.1) and the queries submitted duringetseenarios are used to calculate

the evaluation metrics.

4.2.2.1 Scenario (1)

Assume that we have a mobile user, he/she cartrauthternet by a PDA, he/she is
in the city center of Paris, and he/she has onke aa$and, which is looking for a
restaurant for the dinner. The user is novice immater science, to perform this task
he/she submits the querye$taurant dinnét For this initial query, the user must
choose and visit the relevant documents from theg&opresented results at this

actual context. The user can evaluate them by erplat the snippets or sites.

After parsing the user’s input using linguistic krledge (WordNet) and semantic
knowledge (Ontology), the system searches in tleg peofile concepts to retrieve
preferences for restaurants and food habits. Teueant preference frame shows
that the user likeHalian food, likesVegetarianfood and doesn't like to drive too far,

the user lives in a Paris suburb in France.

All preference information, for restaurants andddwbits, are added to the user
query, but in some specific context (in actualestatthe current task) the user might
not want to use some of it. (For example, the usay relax the driving distance
restriction because he/she is in vacation). Thatiaddl contextual information is
also added to the initial query and the SRQ moddl generate the new state

reformulated query.
Thus the system can propose to the user new sfatenulated query:
SRQ: Restaurant + dinner + Italian + vegetarian + Pajis

The generated SRQ contains related terms from pleeatonal user profile and
his/her context, this SRQ query is submitted todbarch engine Google, we present

to the user the first 20 returned results using S®RKIch is generated automatically
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by our system, and then he/she is asked to evathata. Figure 4.3 shows the

interface of generating SRQ query and the returasdlts for this query.

As we mentioned previously, each scenario is peréar nearly by 10 users who
are asked to evaluate the returned results, weosepihem to have the same profile
and context for this scenario, but they could hdiféerent profiles for the other
scenarios. Finally we can calculate the three tedeevaluation metrics for this
scenario; we will illustrate that in Section 4.2.3.

After calculation the average number of relevartuthoents at the first 20 results
(P@20) for the initial querg and the new quer$RQ we notice that the precision of

the relevant results using the initial querys 0.13 and 0.54, respectively, by using

SRQquery which is generated automatically by our aystlepending on the actual
state of the current user’s task and his/her @rofil

£ State Reformulated Queries

Files of User Profile

notm_fichier Date_muodification |
246ml Wi Dec 15 14:28:30 CET 2010 &
|

1084641l Tue Feb 23 15:38:05 CET 2010 = Hesiiis
\attentionxml Wed Oct 20 11:54:53 CEST 2010 % -
8RO
Query |restauramdinner | Detect Task | | User Profile Terms ‘
Relevant user current Task: Relevant user Profile Terms:

The fllowing concepts related to restaurant';

<FoodType=restaurant Vegetarian=city=Parig=/city=«/F oodType=
restaurant, eating house, eating place; a building where peonle go to-eat

he following concepts refated to 'dinner';
dinner. the main meal ofthe day served in the gwening or at midday
dinner, dinner party: a party of people assembled to have dinner together

<Cuisine=restaurant talian=/Cuisine=

<Pricesrastaurant InexpensivesiPrices

Current Task |A9 Restaurant State Reformulated Queries (SRQ) Task Vectors | ‘ Generate SRO
Select the relevant query

[ tabt |

restaurant dinner Kalian Vegetarian Paris

5RO Search Results Google Search | ‘ Bing Search ‘ | Yahoo Search Hext State

restaurant dinner Italian Vegetarian Paris

(NTRECH|

Gaogle Search Results:
» Places for restaurant dinner Italian Vegetarian near Paris, France

Findi Restaurant Paris - - fricirsr 445 reviews - Place page
wparvr findli.net - 24 av George V, Paris - 014720 14 78

Alain Passard | - it 252 révigws - Place page
wnint alain.nazeard ram - R4 Rie de Varenne Paris - 1 47 14 08 1R

(]

Figure 4.3. Interface of generating SRQ for scenélr) and the returned results.
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4.2.2.2 Scenario (2)

Suppose a mobile user is in the context of wallkkmthe city center of Paris and he
has one task on hand that is looking for placedrittk mate, which is a kind of tea
frequently drunk in South America. In fact the ueas a medium level in computer
science. To perform his/her current task, he/shmn#ts the query: drinking maté.

In the first step, the query is parsed and the wuipthe set of initial query terms,
namelyg= {drinking, maté¢. Now we apply the steps of our methodology to gerera
the state reformulated queBRQfor this user at this current task. These step® we

shown previously in Table 3.7 for the tagkurism in Toulouse

After g parsing in WordNet and ODP taxonomy, we foundahsenses for the

termdrinking, namely: Alcoholic beverage, Drink as a noun anchkbas a verb (the

act of drinking), and the following senses for taemmate(Figure 4.4):

» Paraguay tea, llex paraguariensis,

* South American tea,

* Spouse, partner, married person,

e Copulate, pair, couple: make love

* Team-mate, mate: a fellow member of a team,

* Checkmate, mate: place an opponent's king undeattack from which it
cannot escape and thus ending the game.

Query |mate

Relevant user current Task:

teammate, mate: a fellow member of a team -
mate: the partner of an animal (especially a sexual partner

spouse, partner, married person, mate, better half a person's partner in marriage
match, mate: an exact duplicate 4
mate, Paraguay tea, llex paraguariensis: South American holly; leaves used in making a drink
like tea

mate: informal term for a friend ofthe same sex

Figure 4.4. Interface of parsing the temmate

Thus, the set of query-relevant concepts, that fQuery-context vecto€y- <Cj,
Cy, ...,G> (with m>2), are: {{Alcoholic beverage, Drink, Drink Event]partner,

Tea-Beverage, couple, love, Checkmate}}.
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Now, we activate for each query-context concegfi]Gts semantically related
concepts from the ontological user profirof,, The relevant nodes from the

ontological user profile for the query-context cepts are:

<info xmlns="urn:mime:xml/user-profile">
<drinking>

<drinking> drinking tea </drinking >
<drinking> drinking coffee </drinking >
<drinking> drinking mate

<mate> tea beverage </mate></drinking:

\'4

<Address> drinking

<street> st germain</street>
<zipcode> 75014 Paris</zipcode>
<country> France </country>
</Address>

</drinking>
</info>

Figure 4.5 shows the interface of our system fa tblevant nodes which are

extracted from the ontological user profile for thesryg=" drinking mate”.

Relevant user Profile Terms:

=drinking xmins="urn:mime:xmiuserprofile”= drinking mate
=mate=tea beverage=fmate==fdrinking=

=Address ¥mins="urn:mimexmifuser-profile”= drinking
=street= st germain=rstreet=

=Fipcode= 7A014 paris=/zipcode=

=cauntry= France =fcountrys=

Figure 4.5. Interface of extracting relevant nofles the ontological user profile.

This current task has two states or search sesdigiosmation about the mate
beverage, and place’s address to drink mate. Caesdly the two generated SRQ

gueries will be:
* At S;: Information RQ: Drinking mate + tea beverage + “information”

* At S, Address MRQ: Drinking mate + tea beverage + “Address” +
Paris 75014
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Now the user must visit and choose the relevantmhents at the two states, &
from the Google results which are returned by usineginitial queryg. The user can

evaluate them by exploring at the snippets or skes then, he/she must evaluate the
first 20 Google returned results in the two casgsusing SRQ and SRQ,
respectively. Then we will be able to compute thelgation metricPrecision@20.
We will see that th@recision@200f the results which are obtained by using the
reformulated queries, is elevated compared witse¢hobtained by using the initial

query at the same task state.

4.2.2.3 Scenario (3)

Assume a user has one task to do, which is lootonguy forks. The user has a
medium level in computer science; he/she may subiritquery ‘buying forks” If

we execute this query in Google, only one of th& fLO results is relevant to the user.

The initial query terms arg= {buying forks}, the query is parsed to identify the
query-context conceptCq- <C1, &, ...,G»>. For that our system identifies the
synonyms and concepts that are linguistically agmantically related to the query
using WordNet and Ontology. Our system interfacewshthe different meanings of
the query terms and mapping these concepts omtioéogical user profile to activate
the related user profile nodes (operational prpfilEhe query-context of the term
“forks’ contains the following concepts: K{tchenware, eating, branching,
ramification, agricultural tool, pitchfork, crotgh Figure 4.6 shows the interface of
our system for the query-context of the teffiorks'.

Query |buying forks

Relevant user current Task:

-The fallowing concepts related to forks':

fark: cutlery used far serving and eating food

hranching, ramification, fark, forking: the act of branching out or dividing into branches

fark, crotch: the region of the angle formed by the junction of two branches

fark: an agricultural taol used for lifting ar digging; has a handle and metal prongs

crotch, fork: the angle formed by the inner sides of the legs where they join the human trunk;
pitchfork;, fork: liftwith a pitchfork —
fork: place under attack with one's own pieces, of two enemy pieces

hranrh rarmife forl fiikeato conaratas divida into e or ranre branchos oo ac to foren o fork

[ b

l

Figure 4.6. Interface of parsing the terfarks”.
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The query-context concepts which are related to tken ‘buying are:
{Purchasing, the act of buying, acquires, briberrupt, grease one's palmacquire
by tradg. Figure 4.7 shows the interface of our systemtfa query-context of the
term “buying’.

Query |bu~_.fing forks

Relevant user current Task:

The following cancepts related to huying' : -
huying, purchasing: the act of bhuying

hiuy, purchase: obtain by purchase; acguire by means of a financial transaction
hribe, corrupt, huy, grease one's palms: make illegal payments to in exchange for favars or ]
influence

by acguire by trade or sacrifice ar exchange
huy: accept as true

by ke warth or be capahle of buying

1]

Figure 4.7. Interface of parsing the terbu{ing”.

In the same steps that previously had been showrealnle 3.7, the system can
detect the current task that iISHopping and sellirigand after comparing the query
context with the user profile and activating itkevant nodes, the system can generate
the state reformulated queries SRQ at each task $ta that the user only clicks on
the “Generate SRQ” button in our system interfa€aowing that, the relevant nodes

from the ontological user profile for the query-text C, are:

<info xmIns="urn:mime:xml/user-profile">

<shopping>

< shopping> buying forks <forks>kitchenware eatfprks>
</shopping>

<Address> buying

<street> st germain</street>

<zipcode> 75014 paris</zipcode> <country> Franaasiitry>
</Address>

</shopping>

</info>

Figure 4.8 shows the interface of our system ferrtlevant nodes extracting from the

ontological user profile for the quegj’buying forks”.

The different states of this task are represemtddiMIL Activity diagram, which is
shown in Figure 4.9.
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Relevant user Profile Terms:

B B S A B g B B R S

+++++++ AR+
=shopping ¥mins="urn:mime:xmliuser-profile"=hbuying forks=forks=kitchemware eating=forks=
=fshopping=

=Address xmins="urn:mime:xmliuse-profile"= buying
=ztreet= st germain=istreet=
=zincodes YA014 paris=iZincode=

Figure 4.8. Interface of extracting relevant nofles the ontological user profile.

!

Information

model choice choosing ashop

Figure 4.9. UML activity diagram for the&shopping task.

Thus the state reformulated queries SRQ at eaklstate will be:

*S;  (Information): SRQ: {buying forks + Kitchenware eating

+"information” }.

* S, (Model choice): RQ: {buying forks + Kitchenware eating +
“models”}.

* S3 (comparing prices): sRQ: {buying forks+ Kitchenware eating +
“ price’}.
* S, (choosing a shop): 4BQ: {buying forks+ Kitchenware eating +’shop”

+ Paris 75014.

For each query;RQ, at each staie the first 20 results produced by using Google

are presented to the user, and he/she must evéhaeamteat each staie
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Using the user feedback, we will be able to compluethree selected evaluation

metrics for this scenario. This will be done in fblbowing section.

4.2.3 Computing the evaluation metrics based on thexperimental

scenarios

As we mentioned previously, in order to evaluate pwposed framework we will
compute the three evaluation metrics: quality, islen@k, and dynamics, which are

defined in Section 4.2.1, based on the previougm/xgntal scenarios.
4.2.3.1 Quality

We mentioned in Section 4.1, and Figure 4.1, thabwilt an interface to receive the

initial user querie€] and propose expansion terfa& for these queries based on the
user context and his/her profile. We use also aexetl system consists of a meta-
search which submits the user quer@sbefore adding the expansion terms, to
Google search engine and presents the resultsetagr. Next from the returned

results, the user visits the relevant documenthisther actual state, and then the
system saves these documents. We had shown ireHgithe interface that presents

to the user in order to visit the relevant docuredmdm the returned results for his

@
needs at the actual context usipgthese relevant documents are den(;?ed: The

(a) (@)
user can also select thlgC by exploring at the snippets. ThLIJ-%C represents the

relevant results which are evaluated by the usdriséher actual context and taking

into account his/her profile using the initial que}. Therefore, the ideal information

(a)
retrieval system should retrieve these documgﬁsin the foreground and present

them to the user at the specific context.

Depending on what we mention above, a query hdereift search goals at
different task states interval with time changiWge manually verify and mark these
task state instances for our experimental quenbssh were presented in the previous
section. While verifying we broadly differentiateetgoals.
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Now after generating the expansion terB® , we can calculate the average
guality of the expansion terms over 30 queries ftbenformula:

WhereD?: Set of documents actually visited by the usertfer initial queryq, or

marked as relevant documents by exploring at tlgosts. If a query has no visited

documents, we simply ignore it.
p (E®,D?)is the matching terms betwedd? andD (¥

Consequently, as long as the expansion teffsexist in the relevant results

(a)
D (visited documents), the quality of these expangeoms E@ increases.

For example, if we take the scenario presentedeictiéh 4.2.2.3 and the user
query =" buying forks’, during this scenario, we take the fourth statevBich is

searching for the nearest shop, at this actual $tsle we execute the queglyby
using Google and we present the returned resultisetaser, then the user visits the

relevant documents at.3f he/she visits 5 documents tde L ‘ =5.

At this actual state ,Sour system proposes set of expansion tﬂ%s this set

contains 7 terms which arbuying, forks, Kitchenware, eating, shop, ParisQ%
Thus:E ¥ = 7. From these 7 terms, if there are 4 terms existinthe 5 visited

documentsD (¥ at S, then:
‘p (E(‘”,Déq))‘: 4
Where: p (EY,D{® )is the matching terms betweﬁ(q)anch(q).

Thus the quality of the expansion terms over dlisryq is:

p (E(Q), DéQ))
Lo,

Quiality
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We do the same steps for the other queries atitfezemt states of this task and
then we can compute the average quality of the restipa terms over 10 queries
submitted by 10 different users. In consequence,average quality is 0.83. This

value is shown in Table 4.1.

Now we can compute the average qualities of othekst and over other queries,
the results are shown in Table 4.1. Table 4.1 shthwsaverage quality of the

expansion terms over all experimental queries (B£igs).

Table 4.1. The average gualities of the expangong over the 30 experimental

gueries.

Context Expansion term& @ for each state. | Average

(10 queries by 10 different Quality

users for each scenario)

Scenariol: Buy forks byBuylng, fork, Kitchenware, eating, 0.83

user living in Paris... information

Buying, forks Kitchenware, eating,

For example, the quer‘/:mOdeIS

(=" buying forks". Buying, forksKitchenware, eating, price

(Section 4.2.2.3) ) . .
Buying forks Kitchenware, eating, shoy

Paris, 75014

e

Scenario2: Trip to theTourism, Toulouse, book, Flight, Ticket, 0.75

Toulouse city... Inexpensive,

Tourism, Toulouse , hotel, 2 star, single

For example, the query:

y . , | Tourism, Toulouse, Monuments, Weather,
g="“Tourism in Toulouse”.

plan, Metro,
(Section 3.6.4)

Tourism, Toulouse, Restaurant, Food,

Italian, Vegetarian,
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Tourism, Toulouse, Photos,

Tourism, Toulouse, News, Weather,

Scenario3: Search place t®rinking, mate, tea, beverage 0.69

drink mate in the city centerinformation,

of Paris...
Drinking, mate, tea, beverage, Address,

Paris, 75014
For example, the query:

O="drinking maté.

(Section 4.2.2.2)

If we depend only on the user profile to generhtedxpansion termE? for the

same user’'s queries at the same context and samiéions, thus the E will be
different from the first case based on the useteocdrand his/her profile. In this case

and in the same steps we can calculate the avegagdéties of expansion

terms E‘” which are extracted from the user profile and dtaking into account the
user context at the same user's queries. Theseagwegualities are shown in
Table.4.2.

We notice that the average quality of the generaignsion terms, depending on
user profile and user context (first case), is argihan that generated depending only
on the user profile. Figure 4.10 shows a comparisstween the average qualities in

the two cases at the three selected scenarios.
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Table 4.2. The average qualities of the expangong which are generated

depending only on the user profile over the 30 erpental queries.

Context Expansion term& @ dependingon| Average

(10 queries by 10 different user profile only. Quality
users for each scenario)

Scenariol: Buy forks b,/Buylng, forks, Kitchenware, eating, 0.43
user living in Paris... Paris, 75014
For example, the query:
“ buying forks”
Scenario2: Trip to ToulouseTourism, Toulouse, book, Flight, 0.34
city ... Ticket, Inexpensive, book, hotel,| 2
For example, the querj:star, single restaurant, Italian,
“Tourism in Toulouse”. Vegetarian,
Scenario3: Searches placd3rinking, mate, tea, beverage 0.49

to drink mate in the city

centre of Paris...

For example, the query

“drinking maté.

~

information, Paris, 75014
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1
O User Context
0,8 + User Profile
0,6
B Only User
Profile
0,4
0,2
0 . T .
Average Average Average
Quality Quality Quality

(scenario_1) (scenario_2) (scenario_3)

Figure 4.10. Comparing between the average geslii the expansion terms which
are generated in the two cases (depending onlenprofile or depending on user

profile and user context) over the experimentarigse
4.2.3.2 Retrieval Effectiveness (Precision@k)

We use the precision &tmeasure, which is previously defined in Sectich42, in
order to estimate the retrieval effectiveness. Dé?RQ be the set of top documents
retrieved by IR system using the state reformulajedry SRQ which contains the

expansion termE?. To facilitate the experiments, let's consideryottie first 20

retrieved documentn£20), thus DSRQ represents the first 20 documents from the

retrieved results by the IR system (Google for eplan by using the state
reformulated query SRQ.

(a)
In the previous section, we explained tiP&t represents the relevant results for

(@
the initial user query, these D areevaluated by the user at his/her actual context

(@)
and taking into account his/her profile. In otheords, De represents the set of
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visited documents by the user during the actudd saate or judged by the user as

relevant documents during the actual search session

(a)
In order to define the closeness betwelEﬁRQ and D we compute the cosine

similarity between the documents of the two sete Tosine similarity is previously

explained in Section 3.2.1. We determine the nundfedocuments fromDégRQ
which are closely related to the document®{h.

Let D;S“‘) be a set of documents frolﬁég’RQ for which the cosine similarity with

at least one of the document [ﬁc(q) is above a threshof,;,.

= 0.5], because as we

In this study we defineD;S““ with the threshold value@,
know the value of cosine similarity is in the ramgfe[0, 1], we consider the middle

point as the threshold value, thus:

D (%) = {di\ d 0DG",0d, 0D st Sim(d;,d);) 2 0-5}

‘D (srq)
Thus: precision@K = L1

K

If a query has no visited documents, we simply ignib. Note that, the set of

relevant document@é“) is obtained from the query log or from the useplering at

the snippets of the returned results whereas theDéfeRQ is obtained from our

experimental retrieval system after simulating guery sequence and submitting the
reformulated queries (Figure 4.2).

Now we compute the retrieval performance (preci@di of our proposed query
reformulation system based on user profile ancharstontext for all experimental
gueries of the same three previous scenarios. W the values 5, 10, 20 to k, in
order to compute the precision@5, precision@ 10paadision@20.

We consider again the example in the previous @edinat was the scenario
presented in Section 4.2.2.3 and the user ggerybuying forks’, in this scenario,

we consider the fourth statq ®hich is searching for the nearest shop, at ttigzh
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task state § the‘ Dc(q)‘: S5 and the expansion terrEq): {buying, forks,

Kitchenware, eating, shop, Paris, 75Q;14ke that the SRQ will be (Section 4.2.2.3):

S,RQ = buying forks + Kitchenware eating+ "shop" #iP&5014
We execute this RQ by using Google and then we comptnef“q’ in the three
cases (k=5, k=10, k=20) by calculating the cosimailarity between Déq) and
D for k=5, D" for k=10 and Do for k=20.
Knowing that DE(,S“RQ is the set of top 5 documents retrieved by IR systesing
S4RQ, and:

D ={d|d 0D{*?,0d, 0D st Sim(d,,d,)> 05}.

‘D(suq) 3
Thus: precision@5 = LT 1-2-06
5 5
D (1) 4
For K=10: recision@0="—"_1="=04
P a 10 10

Where: D" ={d |d 0 D{*",0d, 0D st Sim(d,,d,)> 05}

For K=20: precision@20= (I S 035
2C 20

‘D (sara)

Where: D (" ={d|d, 0D ™, 0d, 0D s.t.Sim(d,,d,) 2 05f

(sq4rq)
Otherwise we can calculate based on the user judgment of relevant

results from the top k returned results by using@QSRhat means the user evaluates
the relevant results himself without using the gessimilarity, but this will require

more feedbacks from the user.

In the same method, we can calculate the precaionr system for the other task
states in the actual taken scenario and for thersttask states in the previous three
scenarios. Table 4.3 illustrates the precisionufaystem at k=5, k=10 and K=20 for
the three experimental scenarios and over the &@iepusubmitted by 10 different

users during these scenarios.
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In order to quantify the improvement provided by @ystem compared to the
direct querying of a search engine without refoltioh or with simple
personalization, depending only on the user profile have to calculate the retrieval
performance of the Google search system and thevait performance of the query
reformulation system based only on the user proffifeusing the same experimental

queries in the same three experimental scenarmsh&nsame users.

To do that, we consider again the same statevl8ch was searching for the

nearest shop. The number of relevant results sitaisk state WE#SD(EQ)‘ =95 .The

expansion termE(q), for the initial queryg, depending only on the user profile for all
task states are:bllying, forks, Kitchenware, eating, Paris, 75R1We execute this

new query () in Google and then we compuf2 ;rq "in the three cases (k=5, k=10,

k=20) in the same previous method.

Thus: For K=5: precision@5 =——= 1. 0.2

Where:D“ ={d | d, DD{",(d, DD s.t.Sim(d,,d,) > 05}

D(rq)
3
For K=10: precision@0="—""'="==03
P a 10 10
‘D(rq) 4
For K=20: precision@20=-T' =" =02
P @ 20 20

In the actual task state, Sve also compare the two previous cases with the

standard Google search by using the initial q@pwithout any query reformulation.

5

1_
Thus: For K=5:precision@5 = g

Where: D' ={d|d O0D®, ™, 0D® st.Simd, d,)= 05}
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D(q)
. 1
For K=10: precision@10 = ‘_r =—=01
P @ 10 10
‘D(q) 2
For K=20:precision@20="—"1=% =01
P @ 20 20

In the same method, we calculate the precisiorhefuser profile-based query
reformulation system for the other task statesfanthe other experimental scenarios.
The average of this precision at k= {5, 10, 20} shewn in Table 4.3. Table 4.3 also
shows the average precision@k={5, 10, 20} of trendard Google search by using
the initial queryq for the three experimental scenarios and over3Bequeries
submitted by the 10 users during these scenarinallfFwe calculate the average of
the precision at k (where K=5, 10, 20) for all expental queries at the task states
which was presented in Table 4.3.

Figure 4.11 shows a comparison between the Pre@sto averages over the
experimental queries at the three experimentalas@eEnin the three cases, same thing
in the Figure 4.12 and Figure 4.13 for the Preai@d0 averages and the
Precision@20 averages respectively.

The precision@K averages of the three system t{neésrmulation based on user
context and his/her profile, reformulation basedyamn the user profile, standard

search without any reformulation) are shown in €ahH.

Figure 4.14 shows a comparison between the Pra@sio Precision@10,
Precision@20 averages of our proposed system hatbetof the standard search and

personalized search.

We notice from Table 4.4 and Figure 4.14 that thecigion average of our
proposed framework is more precise than the pmtisiverage of the standard
Google search in the specific task state, and rnpoeeise than that of the query
reformulation system based on the user profileh@ same task state. Thus our
retrieval system is more effective in a specifimtext than that of the classic
information retrieval systems and the personaliretieval systems in the same

context.
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Table 4.3. The Precision@k of the different systems
Context Precision@ Precision@ Precision@
(10 queries by 10 | Google (UsingQ) Personalization Personalization +
different users for (Using g + user | Context (using SRQ
each scenario) profile rq)
K=5 | K=10 | K=20 | K=5 | K=10 | K=20 | K=5 | K=10 | K=20
Scenariol: Buy S, 042 036 030 046 0,40 0,32 0,79 0,74 07
forks by user
L . S 0,22 029 020 0,32 030 025 062 051 0,30
living in Paris...
ex: O="buyingl Ss 0,36| 0,32 024 040 041 035 073 0,68 0,64
forks” ] I
S 015 01 005 0,2 02Y 0,5 056 0,34 032
Averages 0,287| 0,267, 0,197 0,345 0,345 0,267 0,675 0,5679 0,4
Scenario2: Trip S; | 0,22 0,27 0,09 0,1 0,22 0,16 0,74 0,65 0,57
to the Toulouse
Sy S | 016 0,26 0,21 0,13 0,20 0,26 0,62 045 0,43
ex: g="Tourism S | 0,2 0,28 0,09 0,16 032 0,14 058 040 031
InToulouse™ | g | 508 005 006 006 012 008 056 044 0,26
S | 0,06 0,23 0,05 0,04 0,17 0,06 086 0,55 0,35
S 0 0,02/ 0,04 0,02 0,02 0,04 042 0,39 0,29
Averages 0,103| 0,152 0,09 0,085 0,175 0,123 0,63 048 0,368
Scenario3: S 040 031 0,300 042 0,34 0,33 0,60 0,58 0,44
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Searchplacest o ' 914 009 008 016 012 009 042 032 026
drink mate in
Paris...
ex: g="drinking
mate.
Averages 027| 02| 019/ 029 023 021 051 045 035
Table 4.4. The Precision@k averages of the diftesgstems.
Precision@ o Precision@
Precision@
Google o Our System
Top K Personalization
(Using  without any Personalization+ Contex
(Using ( + user profilerq)
reformulation) (using SRQ)
K=5 0,22 0,24 0,61
K=10 021 0,25 0,50
K=20 0,16 0,20 0,41
1 . .
O Reformulation using
User Context + Usel
0,8 Profile (SRQ)
0,6
B Reformulation using
only User Profile (r
04 y (r9)
0,2
B Without
0 - Reformulation (q)
precision@5 precision@5 precision@5
(scenario_1) (scenario_2) (scenario_3)

Figure 4.11. Comparison between the averages ofdtye@5 over the experimental

gueries in the three cases.
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1
OReformulation
using User
0,8 Context + User
Profile (SRQ)
0,6 B Reformulation
using only User
Profile (rq)
0,4
0.2 B Without
' Reformulation (q)
0

precision@10 precision@10 precision@10
(scenario_1) (scenario_2) (scenario_3)

Figure 4.12. Comparison between the averages ofdtye@10 over the

experimental queries in the three cases.

1
O Reformulation
using User
0,8 Context + User
Profile (SRQ)
0,6 B Reformulation
using only User
Profile (rq)
0,4
B Without
Reformulation
0.2 (a)
: i
precision@20 precision@20 precision@20
(scenario_1) (scenario_2) (scenario_3)

Figure 4.13. Comparison between the averageseaisfon@?20 over the

experimental queries in the three cases.
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1
O Reformulation
using User Context
08 + User Profile
(SRQ)
B Reformulation
0,6 !
using only User
Profile (rq)
0,4
B Without
Reformulation (q)
0,2
0

precision@5 precision@10 precision@20
Figure 4.14. Comparison between the Precision@kaaes of the different systems.

4.2.3.3 Dynamics

The third selected evaluation metric is the dynanmcquery expansion; it measures
the system capability of adapting to the changiegds of the user in relation to
his/her current task and its states. gdie an initial user query; our proposed system

of query reformulation, based on a user task amséhéi profile, returns different
expansion terms to each task state and thus fordiffierent search goals. Let

Ei(q) and Efq) be the set of expansion terms which are proposealbgystem for a
query( at the two different task stateandj. Then we define the dynamics between
the two states as follows:

39 (i, j)=1- SM(E®@,EW)

For example, to calculate the dynamics in queryaagmn terms of the two states
S, S in the first proposed scenarishppping, we have to calculate the similarity
between the expansions terms proposed in the @tesstThe all expansion terms in
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this two states $ S are 6 terms, there are 4 common terms, and thusirthi&rity

between these two states is 4/6, and the dynanilicsex
59 (s, s,) =1- SIM(ES®, EC9) =1- (%) = 033
S1S) = s s - 6 -

Another example to calculate the dynamics in gquexyansion terms of the two
states § S in the second proposed scenatra\el):

559 (s,s,) =1- SM(EL™, ES™) =1- (g) =078

In the same method we can calculate the dynamigaeny expansion terms of the
other states and for the three experimental sa@nafiable 4.5 shows the average of
the dynamics in query expansion over the experiadenteries which are submitted
during the three proposed scenarios.

In fact the personalization-based query expansy@tems have a dynamics of
zero in all cases, because these systems always the same expansion terms in all
task states irrespective of user’'s search goaksk states, because the expansion

terms, in this case, are based on the user’s profily.

We notice from Table 4.5 that our proposed systas d small dynamics in the
expansion terms among the states of the simples,taskh as scenario 1 and scenario
3, and it has a high dynamics in expansion termengnthe states of the complex
tasks, such as task in scenario 2. Figure 4.15 sh@veomparison between the
averages of the dynamics in query expansion tenes the experimental queries in

the three previous proposed scenarios.

Thus our proposed framework is able to adapt tocti@ging needs of the users

and generate expansion terms dynamically.
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Table 4.5. Average dynamics in query expansiongeahthe experimental scenarios.

ueries by 10 different  Expansion term&@ for Dynamics Average
users for each each state. between two | Dynamics
scenario) successive
states

Scenariol: Buy forks Buying, forks, Kitchenware, o (12) =035 0.42
by user living in eating, information
Paris... Buying, forks Kitchenware, 5@ (23 =037

eating, models
ex: g = "buying gyying, forks, Kitchenware, 39 (34) = 05
forks” eating, price

Buying, forks, Kitchenware, 5@ (41) =05

eating, shop, Paris, 75014
Scenario2: Trip to theTourism, Toulouse, boo 0.74

Toulouse city...

Flight, Ticket, Inexpensive

69 (12) =078

ex: g= “Tourism in

Tourism, Toulouse, hotel,

20 (23)=078

Toulouse”.

star, single

Tourism, Toulouse, 5@ (34) =08
Monuments, Weather, plan,

Metro

Tourism, Toulouse, 5@ (45 =071
Restaurant, Food, Italian,

Vegetarian

Tourism, Toulouse, Photos

5 (56) =06

Tourism, Toulouse, New

Weather

09 (61) =075
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Scenario3:  Searchedrinking, mate, tea, beverage 5@ (12) =05 0.5

places to drink mateinformation

in the city centre o
Drinking, mate, tea, 59 (21)=05

Paris...
beverage, Address, Paris,
75014
Ex: Q= “drinking
mate.
1 O Reformulation using
User Context + Usel
0,8 Profile
0,6
B Reformulation using
04 - User Profile
0,2
B Without
0 T . Reformulation
S ) )
Q7 O/ 07
& & &
o & &
\@ @ &
(;6 . (,o-’ . ()6
& S o
&
& & &
& & &
v v v

Figure 4.15. The average dynamics in query expartsions for our system in the

three experimental scenarios.

4.2.4 Discussion

From the various experiments, we observed thatpooposed framework provides
more relevant expansion terms compared with theyggspansion mechanisms based
on user profile only. Most importantly, our systeran dynamically adapt to the

changing needs of the user by generating statemnefated queries for the initial user
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query(q in each search session. These generated quer@sv8Rbe different from

one task state to another for the same user anshthe initial queryg. Consequently

these queries SRQ provide more relevant resulis,sipecific context, compared with

the results returned by the standard informatidnenaal system IRS using the initial

user queryg or the results returned by the personalized inébion retrieval systems.

In fact we notice from the experiments that outtexysis more effective when the
user is not expert in computer science becausddeeds an aide to formulate the
query that reflects his/her needs. Also our sysgegifective when the user needs are

vague, especially when he is in the context ofgrering one task.

Our system is also effective when the user quesh@t, so the query expansion
will lead to disambiguate the query and to provié&evant results. Because the
queries of mobile users are often short, and thearmation needs are often related to
contextual factors to perform one task, thus ostesy is more effective in providing

relevant results for mobile users.

In addition, we notice that our proposed systermdage effective when the task
has many clear and different states (such asréivel task). In this case our system
has high dynamics in expansion terms among thessiatt this task. Whereas the
proposed system is less effective with the simgéd (such ashoppingtask), in this
case our system has small dynamics in the expamsiors among the states of this
task types.

One of the system disadvantages, which has emelgéath the experiments, that
when the expansion terms increase greatly the gpoecof our system will decrease,

but we can not determine a specific ideal numbe&xpgnsion terms.

However the experiments show that the proposedegtbased approach for

information retrieval can greatly improve the relege of search results.
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General Conclusion and Perspectives

5.1 General Conclusion

The system, presented in this thesis, offers nepraggh to help a user in an
information search. We have proposed a hybrid nietboreformulate user queries
depending on an ontological user profile and usertext, with the objective of
generating a new reformulated query more appraptlen that originally expressed
by the user. The objective of the new reformulajedry denote®tate Reformulated
Queries SRQs to provide the user with context-based persoadlresults, we proved
in an experimental study that these results areemalevant than the results provided
by using the initial user quer§ and those provided by using the user query with
simple personalization, depending only on the ysefile, in the same context,
because the user profile is not relevant all tmeeti thus we consider only the
preferences that are in the semantic scope of thgoiog user activity for

personalization, and disregard those are out afsdor a given context.

In this thesis the user context describes the siggnrent task, its changes over
time and its states, i.e. to define the user cantea define the task which the user is
undertaking when the information retrieval processurs and the states of this task.
The stages of the task performance are calledsi@s&s and the transition from one

stage to another means that the user has compiesestage of the current task.
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Consequently the user queries which are submittethgl the task at hand are
related to this task, indeed that are part of @cdise the queries of mobile users are
often short, and their information needs are oftelated to contextual factors to
perform task at hand, thus an intelligent assidtia@it can propose new reformulated
query before submitting it to the information retral system is more effective in the
case of a mobile user. Therefore our system is rasedul in providing relevant

results for mobile users.

On the other hand, we initialize a user profile lging mass of information
existing on his/her workstation (personal files)daext we retrieve relevant elements
from this profile to use them in query reformulation our system the user profile is
ontological because it is constructed by considerglated concepts from existing

concepts in domain ontology.

We have constructed a general architecture thatocms several models: task
model, user profile model and SRQ model. And weeheonstructed theoretical a
new general language model for query expansiomdneg the contextual factors and
user profile in order to estimates the parametershe model that is relevant to

information retrieval systems.

We use both a semantic knowledge (ODP Open Dirg&aoject taxonomy) and
a linguistic knowledge (WordNet) to improve web gueg processing because the
linguistic knowledge does not capture the semargiationships between concepts
and the semantic knowledge does not represent isitigurelationships of the
concepts. Parsing the user query by the two previgpes of knowledge generate the
so-called query context. We proved that the intiigmaof linguistic and semantic

information into one repository was useful to leaser’s task.

UML activity diagram is used to model the user'srent task in order to detect
the changes over time in the activities needed dooraplish this task and for
describing all the sequences of the performed tRsich activity in the generated
UML activity diagram expresses the task’s actuatlest

Our “State Reformulated Quérgystem has been implemented in a prototype and
applied to web queries. We had achieved an expatahstudy using few scenarios
by several users. The preliminary results from gh&totype are encouraging. From
these various experiments, we have proved thatrttigosed framework provide more
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relevant results compared to the standard infoonatetrieval system and the

baseline query expansion mechanisms based onlyhenuser profile. Thus, the

experiments showed that our proposed context-baggatoach for information

retrieval can greatly improve the relevance of deaesults.

5.2 Thesis’s Contributions

Combine knowledge about query (two types of knogéed linguistic

knowledge by using WordNet and semantic knowledge using ODP

taxonomy) and knowledge about user (user profileé aser's task context)
into a single framework in order to reformulate theer query, and thus
generate SRQ (state reformulated query) that @ienthe search to the
relevant results, for that we construct a genen@iitecture that combines the
several models for query expansion: Task modelr pPsdile model and SRQ

model.

The user context, in this thesis, is defined asutes’s current task, its changes
over time and its states. To detect and describeask performed by the user
when he/she submits his/her query to the informatietrieval system, we
propose a task model which depends on study questies, which were used
to elicit tasks that were expected to be of intet@subjects during the study,
and defining concept vectors for the main task$uting their states. UML

activity diagram is used to represent the userseci task.

Our proposed approach involves new methodologyetoerve query-related
elements from the ontological user profile whictcastructed from existing
concepts in domain ontology (for example ODP taxoy) This methodology
has been applied successfully to retrieve inforomafiom the semi-structured

data.

We proposed an evaluation protocol which uses tereduation metrics to
cover the evaluation of the expansion terms andetlauation of returned
results. The aim is to quantify the improvement provided dwyr system

compared to the personalized reformulation questesys and the standard

search without reformulation.
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5.3 Thesis’s Limitations

Detect implicitly the transition between the tatktes

Here, the limits or the disadvantages of our systambe summarized by two points:
in one hand, the automatic detection of the adtasM state, and on the other hand, the
transition to the next state after completing tbal state. The ideal system must
perform these two points implicitly without any éack from the user. But in our
system we need a feedback from the user to déte@dtual state of his/her task and

to know when he/she will transfer to the next stdtéhe current task.

In our system, according to our assumption, we liefmed, to each user profile,
UML Activity diagrams for the main pre-defined taslone UML graph for each main
task including the pre-defined task states. Butpifodlem, here, is how can we detect
implicitly the actual state from the UML Activityimgram? Of course we are in need
of a user feedback. In our platform, after the 'ssguery is submitted, the related task
is assigned automatically to the user query anetaos SRQ (State Reformulated
Queries), related to each state, are presentedetager. We suppose that the user
chooses his/her relevant reformulated query ahéisactual state from the list of
SRQ, this is the first needed user feedback. A$ thoint, the user can browse
the returned search results which are appropmatee state that has chosen. Next,
he/she clicks on a button “Next”, in our interfate pe transferred directly to the next
state in the UML diagram; this is the second neesei feedback.

To overcome the two previous limits without the ruseedback, we need a
contextual model that can follow the UML activitiagram to present the appropriate
query SRQ to the user, this contextual model can amtextual information may
come automatically from various sources such asisee's schedule, sensors, entities
that interact with the user, in order to detecttdmsk state changes and the transition
between the states. Also we can use an obserugseofactivities that is executed in

the user machine.
Limits of our experiments:

Here, the limits or the disadvantages of our eérpents are the manual relevance

judgments by several users; this is due to the mymaspect of our system and the
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absence of a standard test collection for the gbiiesed personalized information

retrieval systems.

5.4 Perspectives

This research can be extended in several directlirstly to optimize the quality of
generated terms and then the precision of resdtyndly to optimize the detection
of the user’s task and its states by improvingtéds& model.

To facilitate the use of the contextual model, ve@ wise the contextual graph
(Brezillon, 2005) instead of UML activity diagrarm tepresent the user's current task.

In our future work we plan to use this contextuapdn.

Also we can use GOLOG, which is a logic programmargguage like SWRL and
Prolog, to find the action compatible to the cutraask state during the

implementation of the application (In the runtime).
Forexample:If S; then action A else if S, then action B
El se action C

In future work for this research, we propose to asédarkov models to select the
actual task state implicitly by predicting from amber of observed events, the next
event from the probability distribution of the et®rnwhich have followed these
observed events in the past. For example, whetattheat hand consists of predicting
WWW pages to be requested by a user, the last\was@vent could be simply the
last visited WWW page or it could contain additibmdormation, such as the link

which was followed to visit this page or the siZé¢hee document.

In perspective we can also improve the assisthngemerating reformulated
gueries (SRQ) to be more intelligent by using th&tBot technique; that means the

assistant can chat with a user in order to focutheractual task state.

Further validation by using different types of gasrand domains is required to
provide more conclusive evidence. Further work Iso aneeded to determine the

circumstances under which the approach may nad gebdd results.

We plan also to evaluate this method by using awo#lvaluation protocol by

constructing a test collection and determiningwvate results for several queries in a
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particular context, and next comparing betweenghetevant results and the results

that are returned by our system for the same quarithe same context.
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Appendices

Appendix A: Details for the Scenarios Based Experients

Name Age: <20 | 20-29| 30-39 | 40-49| 50-6Q0 >60
Date:
Period: Gender | M | F

Experience in computer science: Novice | Medium | Expert

I.  Experimental Scenarios (1)

Assume that you are a mobile user, you can surfrteenet by a PDA, you are in the
city center of Paris, and you have a current takichvis looking for a restaurant for

the diner.

In your profile, you likeltalian food, Like Vegetarianfood, you don’t like to drive

too far, and you live in Paris France.
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User context User profile

- In the city center of Paris. - Live in Paris France.
- The time now is Saturday evening 7pm. Don't like to drive too far.
- Surf the Internet by a PDA. - Like Italian food.

- Current task: looking for a restaurant Like Vegetarianfood.
for the diner.

1. You enter your query in PDA at this context: forapyple (‘festaurant

dinner’),

2. You choose the relevant pages at your actual corftexn the Google

presented results.

3. The system propose to you new reformulated que® $¥estaurant + eating
house+ Italian + vegetarian + Par)swhich contains related terms from your
profile and your context, this query is submittedthe search engine, We
present the first 20 results returned by our sys@RQoogle” to you, and you

have to evaluate them.

. Experimental Scenarios (2)

User context User profile

- Organise  personal trip A You live in Paris France.

Toulouse. - You travel by airline and with

- You have 6 states: inexpensive budget.
0 S;: book a flight - You prefer the 2 star hotels, Z|nd
usually you book a single room, and

0 S, book a hotel

you prefer wireless Internet in the

0 Ss Search for tourist
room.

information
- Like Italian food or Vegetarianfood,
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o S find a restaurant and vyour budget is not high

0 Ss: Tourist photos qof (Inexpensive:

Toulouse - You like to visit the tourist monumerits

0 Ss: News and.

- You like to enjoy in the nightclubs.

1. You enter your query in PDA at this context: forample: q = {trip

Toulousé.

2. You choose the relevant pages at each task statetfre Google presented
results, knowing that there are 6 task states, 35S, &4, S5, and ), and the
relevant pages for each state must be evaluated.

3. The system propose to you new reformulated quer®) S#ich contains
related terms from your profile and your context,

* S; (Book a flight): SRQ: {trip Toulouse +” Airline”+ Book+ Ticke}.
* S, (Book a hotel): SRQ: {trip Toulouse + “hotel” +2 star +singlé.

e 53 (Search for tourist information): 3BQ: {trip Toulouse+ “Monuments” +
Weather + plan + Metrh

« S (Find a restaurant):,BQ: {trip Toulouse+ “restaurant” + Italian Cuisine

+ Vegetarian Food
* S5 (Tourist photos of Toulouse):sBQ: {trip Toulouse + “Photos}.

* S5 (News about Toulouse city):¢BQ: {trip Toulouse + “News}.

4. These queries are submitted to Google, we preseyiu the first 20 results
returned by our system “SRQoogle” at each taskestahd you have to

evaluate them.
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. Experimental Scenarios (3)

User context User profile
- Looking to buy a laptop. - Live in Paris 75014, France.
- You have 4 states: - The favourite laptop model is: HP.

0 S;: Buzz about best laptop.  Your budget to buy a laptop is about

o S Choosing a lapto 500 euros.

o

model and a shop with

best price.

H

. You enter your query iRDA at this context, for examplg:= {Laptop}.

2. You choose the relevant pages at each task stateS{iSfrom the Google

presented results. The relevant pages for eadhrsiagt be evaluated.

3. The system propose to you new reformulated quer S#ich contains

related terms from your profile and your context,
e S; (buzz about best laptop)::Q: {laptop +" Models”}.

* S, (Choosing a laptop model and a shop with besepri&RQ: {laptop +
“shop” +HP + Price<500 + Paris}.

4. These gueries are submitted to Google, we prekerfirst 20 results returned
by our system “SRQoogle” to you, and you have tal@ate them at each task

State.

Iv. Experimental Scenarios (4)

Assume that you are a mobile user, you can surfritegnet by a PDA, you was
walking in the city center of Paris and you segfate to drink mate, which is a kind

of tea frequently drunk in South America.
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User context User profile

Surf the Internet by a PDA. - You live in Paris 75014, France.
Walking in the city center of Paris:  Your origin is from South America

Search place to drink mate.

. You enter your query at this context: for exaentlrinking maté).

Now you have to evaluate the relevant pages at eaaiextual task state from
the Google presented results. Knowing that there t@vo states (S
Information, $: Address) and you have to select the relevanttsefar each

one.

The system propose to you new reformulated quer® &R each task state
that contains related terms from your profile amdirycontext, this query is

submitted to the search engine Google:
* S;: Information $RQ: Drinking mate tea beverage” information”
e S, Address MRQ: Drinking mate tea beverage” address”+ Paris

We present the first 20 results to you, and yolehawevaluate them.

V. Experimental Scenarios (5)

Assume that you have one task at hand that ishgaki buy forks.

User context User profile

Looking to buy forks. - Live in Paris 75014, France.
You have 4 states:
o S Information,

S,: Model choice,

(@)

(@)

Sz: comparing prices,

0 S4 choosing a shop




166

Appendices

. You submit your query at this context: for examfl"buying forks”) or

(g="forks”).

Now you have to evaluate the relevant pages at goral task state from the
Google presented results. Knowing that there ave $tates for this context
(S1: Information, $: Model choice, & comparing prices, 5Schoosing a shop)

and you have to select the relevant results fon eae.

Our system “SRQoogle” can produce reformulated igae8RQ for the query

g at each task state:

e S (Information), SRQ: {buying forks Kitchenware eating

+"information” }.

* S, (Model choice), RQ: {buying forks + Kitchenware eating +

“models”}.

e S3 (comparing prices), sRQ: {buying forks Kitchenware eating +
“price”}.
* S, (choosing a shop),sBQ: {buying forks Kitchenware eating +"shop”

Paris 75014}.

The first 20 results of these queries by Googlepresented to you, and you

have to evaluate them at each task state.
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Appendix B: GOLOG

We mentioned in the perspective that we can use @®Llo find the action
compatible to the current task state in the runtifFe that, we can provide, here,
some details about GOLOC.

GOLOG is a high-level rule-based logic programmiagguage, like SWRL and
Prolog, based on top of the situation calculuscwiis a first-order logic language for
reasoning about action and change, GOLOG is ameetk language of situation
calculus for the specification and execution of pter actions in dynamic domains,

but that didn’t take into account information-gathg actions.

GOLOG can be queried, reasoned at runtime abousttte of the world and
consider the effects of possible actions beforeabien is chosen. For example:

 Desirable (A, S) specifying that action A is dablie in situation S
* Possible (A, S) specifying that action A is pbgsin situation S

GOLOG allow specifying the kind of paths users maiow in url-space. In the
content presented to the user, whole blocks caebeed by logical reasoning about

the current user profile and common knowledge atimiturrent domain.

A knowledge-based agent can be written in GOLOGolhmunicates with the

world using a predefined network protocol and arieted set of interfaces.

Applications of GOLOG: Robotics, Atrtificial Inteience, Mechanical Devices,

Modeling and Simulation.

In fact we can not represent the task and its oy GOLOG (like as the
“contextual graph” and the UML Activity diagram)dause it is a logic programming
language. But it is useful to find the action cotitga to the current situation during

the implementation of the application.
Ex.: If S (task statel) then action A
Else if S (task state2) then action B

Else action C;



