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1. Introduction

1.1 Rhythm

Rhythm is generally said to play an important rolehuman behaviour as it is
connected to numerous human activities, such aatting, walking, dancing,
playing, and so no. When referring to rhythm, weally associate it to auditive
phenomena, but this is not always the case: fdamtg, as reported by Eriksson
(1991), repeated visual patterns can also be descias rhythmical. However, in
spite of the pervasiveness of rhythm and the appataightforwardness of its
concept, it is not at all easy to define it.

In its simplest form, rhythm could perhaps be dbsd as a regular
succession of events. This definition accountstli@r rhythmicity of some human
activities mentioned above, such as breathing aaltimg, and for heartbeat and
repeated visual patterns. But it does not fullylaxpwhat is meant by rhythm in
activities such as dancing and playing. To accéomthese activities, one needs to
add something to the definition given above:

Rhythm is the structure of intervals in a successitevents.
(Allen, 1972:72)

The “structure” refers to a possible hierarchy ograuping among the events in
succession; moreover, the two aspects composingmhgstructure and succession)
tend to go hand in hand. In musidor instance, the succession is given by bars
(which recur at regular intervals), while the sture is given by the notes, which
can carry the beat in certain positions, but naitirers (they are therefore organised
hierarchically). Similarly, in poetry, the regulasuccession of lines is
counterbalanced by a hierarchical organisation ansytiables, which tend to form
groupings composed of one stressed syllable androm®re unstressed syllables.
Moreover, the structure of rhythm is not alwaywvegi by exclusively
acoustic phenomena, but it also has a “subjecibeeiiponent. For instance, it has
been reported (see Allen, 1975, among others)ligtahers tend to hear a hierarchy
even when it does not exist. they tend to perceive groupings on a succession of
identical stimuli. This phenomenon is calledbjective rhythmisatioand emerges,
for example, in the onomatopoeia used in varionguages to describe the sound of
the pendulum: although the acoustic features dbetts are the same, it is usually
described as if formed by a grouping of two soundstac in French and Italian,
ticktack in Swedish andick-tock in English (this case is reported by Eriksson,
1991). Finally, there seem to be some constramthi@ perception of rythmicity:

When we hear a sequence of pulses that is neibleerapid nor too
slow we hear it as rhythmig..]. As long as the minimum time
between pulses is greater than about 0.1 s, sostiatessiveness and
order are perceivable, and the maximum is less tabaut 3.0 s,
beyond which groupings do not form, we will impssee rhythmic
structure on the sequence.

(Allen, 1975:76)

! For sake of simplicity, | shall refer to the mushat developed within the Western culture in tst |
centuries. Other types of music are also rhythno€alourse, but their structure can be conceived
differently from what is sketched in the text.



1. Introduction

In summary, rhythm can be considered to appeaegular successions of
events between 0.1 s and 3.0 s and to be compdsadstucture (in terms of
hierarchy or of groupings) which is either presemwoustically, or which is
superimposed by the hearer on the succession nfseve

1.2 Speech rhythm

Although the claim that speech is characterisedabghythmical component is
universally accepted, there is far less consensus avhat should be identified as
the rhythmic unit and as the carrier of rhythmiati@ spoken language. In the light
of the considerations sketched in the precedingiosecif we want to identify
rhythm in speech, we have to search for somethiag is either structured or
recurrent within a limited time range:

Language is produced by humans and is perceivdtumans, and it
appears to be governed by the same rhythmic cansdras other
human motor and perceptual behaviors. These canssrahus set
limits on the kinds of rhythms we can expect imglemges of the
world: they should be simple in structure, confinkdgely to
successions and alternations, depening on theiogiship between
syllables and stress-accent in the language; the od succession of
syllables and rhythmic groups should be in or nig& range og 0.2 -
1.0/s.

(Allen, 1975:82)

This idea, after all, is the same that standsabtse of the conception of metre in
poetry. Metres fulfil the requirements in that tregsimple structuresomposed of
regular successionsf stressesand syllables resulting inalternationsof stressed
and unstressed syllables. Furthermore, stressesydlaldles fall precisely within the
relevant time range. In effect, the study of spedwihm has long been associated
with metrics and poetry. Aristotle, ifhe Art of the Rhetorjanade an early attempt
to describe the rhythm of language, using metriccepts to describe the different
speech styles of the people (e.g. the iambic nwedi® said to be the rhythm of the
common people, the trochaic that of rhetoriciahs).e

Although the question of metre is still of interestiay, many phoneticians of
the last century have shifted the focus of researnctwo other issues. One consisted
in finding an acoustic correlate of the perceptdrihe rhythm beat: results in this
field are not utterly uniform, but there seems ® deneral agreement on the
importance of the vowel ondetsee Allen, 1972 and 1975). At any rate, it is the
second issue, which concerns the alleged regularrercce of syllables and/or
stresses, that retained most of the attention gtrdle years.

1.3 Rhythm typology

The two categories ofstress-timedand syllable-timed languages have been
introduced by Pike (1945) referring to the impressihat stresses seem to occur at

2 One remarkable alternative theory introduces theadledp-centre(perceptive centre), developed
initially by Morton et al. (1976).

10



1. Introduction

regular temporal intervals in English, while syllbseem to have similar durations
in Spanish. Abercrombie (1967) drew on the diskimgtalso on the basis that the
different rhythmic structure of these languagesrse® be reflected by the metrical
units adopted in poetry: Germanic languages cdwntength of verses in feet, while
Romance languages use the syllable as the basiic meit. This view had a great

fortune in the following years, but various instremal experiments failed to give

evidence of isochrony at the foot or at the sydelel (some of them are reviewed
in chapter 3).

After these failures, some linguists (Bertineti®77, and Dauer, 1983,
among others) attributed the impression of striessyy or syllable-timing to
structural properties of languages, such as thenaglesvs. presence of vocalic
reduction and a complex syllabic structure. Relymy these theories, Ramus,
Nespor & Mehler (1999)and Grabe & Low (2002) proposed acoustic corrglafe
these phonological properties based on vocalic emisonantal durations. The
authors claimed that their measures allowed forcalas characterisation of
languages on the basis of rhythm properties.

The validity and the stability of the acoustic retates (soon re-baptised
rhythm metrick have soon been tested in other studies (e.g. i€¢ct#001) then
gradually introducing new variables, such as d#fferspeech rates (e.g. Dellwo &
Wagner, 2003), spontaneous conversation (e.g. B&rigusso, 2003), a larger
number of speakers (e.g. Galvesal, 2002, and Rouas & Farinas, 2004) with
different and sometimes controversial results. Soawthors have proposed
modifications of the formulae (e.g. Dellwo, 2006)daBenton, 2010), or have
applied the formulae to different durations, sushvaiced and unvoiced intervals
(e.g. Galve=t al, 2002) or feet and syllables (e.g. Wagner & De]l2@04, and Asu
& Nolan, 2006), or have proposed new metrics that@sed on different rationales
(e.g. Bertinetto & Bertini, 2003 Despite some criticisms and a few failures (e.g.
Barry & Russo, 2003, and Arvaniti, 2009), these sneas and the perspectives they
offer have raised (and are still raising) a growingerest within the scientific
community: various authors have used them with @me or in the attempt of
categorising different languages, different languagrieties (e.g. Schmid, 2004,
Romanoet al, 2010, Giordano & D’Anna, 2010, within the lingticsarea of Italy)
and even to detect the interference of the rhythopexties of L1 on productions by
L2 speakers (e.g. White & Mattys, 2007). The lastelopments in this field
include some attempts to merge the two aspectp@éch rhythm (namely, the
segmental and the accentual levels) into multidayedels (see Bertinetto &
Bertini, 2010, and O’Delét al, 2010).

1.4 Presentation of the thesis

The thesis is collocated within the research frasketched above. It is mainly
concerned with rhythm typology and presents a nurabexperiments on and with
the main rhythm metrics, most of which exploit tteeme data (a corpus of audio
samples that have been gathered and labelled gheéis this purpose). However,
the structure of the thesis is conceived in a figbeculiar way. It is not split into
two parts (the first expounding the state of the the second presenting the results

% From now on, Ramus et al. (1999).
* However, their index is still based on a modificatof the rPVI formula (see chapter 3).

11



1. Introduction

of one or more experiments), as it is customaryniangles the two together. Every

chapter deals with one or more aspects of rhythmoldgy and contains, first, a

survey of the theoretical studies that have app@ddthe topic, then, an analysis of
the experiments or tests conducted. Of course, sohapters concentrate in

outlining previous approaches as well as theoressaes, whereas others focus on
the methodology and the analysis of some expersndBuit the two aspects are
always present, except for chapter 4.

The following chapter unfolds the research in tieédfof rhythm typology,
from its beginning to present day models, by follogvthe thread of the traditional
dichotomy that opposes stress-timing and syllaibhg. In the end, | shall present
a minor experiment that was inspired by some restudies (namely Wagner &
Dellwo, 2004, and Asu & Nolan, 2006). Despite usihg formulae of rhythm
metrics, | have chosen to illustrate it in thatmiea because it deals with the inter-
onset distancei.€. a certain conception of the syllable), a unit whitas been
abandoned by mainstream modern approaches, bulh Wwhibeen the focus of past
research (together with the inter-stress distaneehe foot).

Chapter 3 zooms to rhythm metrics. The main studie this topic are
outlined along an illustration of the formulae b&tmost frequently used metrics as
well as a discussion of practical and methodoldgEsues. Subsequently, | shall
present and analyse the results of the metrich®data | gathered, which presently
include 61 speakers of 21 languages. It can betbatdhis chapter constitutes the
core of the thesis.

Chapter 4 is the most technical one and dealsisixelly with the illustration
of Correlatore a program that | have developed with the aim afekerating the
process of computing rhythm metrics. It is dividedo two parts, the first one
explaining how to use it, the second one illustgatits implementation and
discussing the difficulties encoutered.

Chaper 5 treats the theme of variation, whicleaurrent in linguistics, from
an unusual perspectivee. rhythm variation and variability. It is not meatd
exhaust the topic, rather it is intended to intic®lit, as it seems that studies of this
type are still rare. After a discussion of the @&pects, it presents the results of the
metrics on selected data samples and tries toneudliframework which, | believe,
might open interesting perspectives.

Chapter 6 touches on perception, which has bdadrisatand at the basis of
the distinction between stress-timing and syllabteng. Despite this claim, in fact,
only few studies have investigated the ability @iive listeners to discriminate
between languages belonging to different “rhythiasses”. After a review of the
(mainly modern) studies on the perception of rhythnvill discuss the format and
the controversial results of a perceptive test Wwhias been administered to 43
listeners. A final discussion on different aspestshythm metrics and on future
perspectives will of course close the thesis.

I shall now raise a terminological point. Aftermerous studied failed to find
evidence of isochrony, many authors working in fretd have taken their distance
from the termsstress-timedand syllable-timeg adopting other (more or less
original) solutions (see, for instance, the “labelentors” reviewed by Bertinetto,
1989). However, it has to be noted that these ®vms do not necessarily evoke
isochrony: they simply suggest that the rhythmhef two groups of languages is

12



1. Introduction

based on stresses vs. syllaBlé®r the time being, there seems to be no protief
opposite: | shall therefore maintain the use o$éherms, which have the advantage
of being universally understood.

Finally, 1 would like to warn the reader that, iauntercurrent to the present
trend, | shall stubbornly follow British English edpng conventions (except, of
course, in quotations, where | shall respect asthohoices). This has been
consciously brought to exasperation to include flike to analyseto visualiseto
realiseandto fulfil, which seem to be long forgotten even in Englaindve tried to
stick meticulously to my purpose: should any deftecbe found in the text, it has
to be imputed to Microsoft Word’s spellchecker, @rhiapparently did not approve
of my choice and attempted to sabotage it in adbfae ways.

® This is valid in English. In Italian, for exampliéae termssosillabico andisoaccentualelo evoke
isochrony and, therefore, they have usually beeavidad in the publications by Mairano &
Romano (2008 and following).

13
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2. Nearly 100 years of stress-timing and syllable-timing

2.1 Introduction

Research on speech rhythm has mainly (though ndusxely) been concerned
with the search for a characterisation of languameghe basis of the distinction
between stress-timing and syllable-timing. Such istirgttion is based on the
perceptive impression that stresses should occuregtilar intervals in some
languages, and that syllable durations should lmy faonstant in some other
languages (the theory of isochrony). After empirdt@a disproved the existence of
isochrony, many authors set out to provide altéreavisions, claiming that the
impression of stress-timing and syllable-timing wgasen by structural properties of
the languages (cf. Bertinetto, 1977 and followimgl &auer, 1983) that accounted
for their classification to one or the other rhytletass. More recently, some authors
(cf. Ramuset al, 1999, and Lowet al, 2000) proposed some acoustic measures to
reflect these structural properties (at segmentoarsyllable level), so that empirical
data could be tested with a more explicit modelsiées, other authors provided
rhythm models that accounted for the accentuall lefzepeech rhythm (see O’Dell
& Nieminen, 1999). The latest attempts include tevelopment of multi-layer
models meant to account for both levels of spekgthm.

In the following pages, | shall try to provide setth of the research on these
topics, from the quest for isochrony that charastek the first studies in this field, to
more recent approaches.

2.2 Stress-timing vs. syllable-timing

| shall now present a survey of the main studiegkvhave been carried out in the
field of stress-timing and syllable-timing. It i®thmeant to be exhaustive, rather |
shall present the most significant steps in a ngathtonological order following the
evolution of research in this field.

2.2.1 The pioneers

Although the terms “stress-timed” and “syllable-¢idi were introduced by Pike
(1945), the existence of two different rhythm greug languages had already been
noticed earlier. Eriksson (1991) reports that 188 tentury phonetician Joshua
Steele had already put forward the idea that ssess English occurred at fixed
temporal intervals. His claim was supported onlyiriiyition as, obviously, no tools
were available at that time to provide instrumemaldence. In the 20th century,
Classe (1939) tried to provide experimental eviéent the existence of regular
inter-stress intervals in English, but he had tadchede that their duration is not
independent of the number of syllables composimgnthisochrony only emeerges
under special circumstances. Lloyd James (1940y wsevivid expression to
distinguish between languages characterised rag@hine-gun rhythri.e. syllable-
timed languages) and languages characterisedNdgrae code rhythni.e. stress-
timed languages).

2.2.2 The classics: Pike and Abercrombie

As has been previously mentioned, Pike (1945) Wwaditst to use the ternsdress-
timed andsyllable-timedanguages, which many authors still use todaycldened

15



2. Nearly 100 years of stress-timing and syllable-timing

that the duration of inter-stress intervals in sgré@med languages are more or less
constant and, therefore, independent of the nundfesyllables (which are,
consequently, compressed in function of the nunabesyllables contained in one
inter-stress interval); conversely, in syllablegithlanguages, syllable duration is
more or less constant and, therefore, the duratibrinter-stress intervals is
proportional to the number of syllables. He mergrEnglish as an example of
stress-timed language and Spanish as an exampkyllable-timed language.
However, in his bookrhe Intonation of American Englisthe aim of which is to
teach the American intonation to foreigners, heatyehints at this distinction and
provides no empirical tests to support his cl&ims

Abercrombie (1967) drew on Pike’s distinction arerntinology. The
influential yet controversial passage is entirelgarted below:

It is the way in which the chest-pulses and thesstpulses recur,
their mode of succession and co-ordination, thatewheines the
rhythm of a language. There are two basically difé ways in which
the chest-pulses and the stress-pulses can be wediband these
give rise to two main kinds of speech-rhythm. Asafais known,

every language in the world is spoken with one kihdhythm or with

the other. In the one kind, known as syllable-tintagithm, the

periodic recurrence of movement is supplied by #yHable-

producing process: the chest-pulses, and henceytitebles, recur at
equal intervals of time — they are isochronous. néle Telugu,

Yoruba illustrate this mode of co-ordinating theotpulse systems:
they are syllable-timed languages. In the othedkimown as stress-
timed rhythm, the periodic recurrence of movemssupplied by the
stress-producing process: the stress-pulses, amteh¢he stressed
syllables, are isochronous. English, Russian, Araltiustrate this

other mode: they are stress-timed languages.

(Abercrombie, 1967:97)

It can be said that he reformulated Pike’s hypahemtroducing the concept
of isochrony and going slightly further in claiminigat all languages of the world
are either stress-timed or syllable-timed. Thencl#éhat a language can either be
stress-timed or syllable-timed is supported bydhservation that “when one of the
two series of pulses is in isochronous successi@npther will not be” (1967:97).
This fact is illustrated by Abercrombie with twonsences, in English and French
respectively:

Which is the | train for | Crewe, | please?
and

C’est alsdumentridicule

® Eriksson (1991) states that Pike’s book is writierthe same traditional style as some normative
grammars. He adds that “[rleading his book todane @nds it surprising that his ideas got the
attentions they did” (1991:19).

" To be precise, this observation only explains vehjanguage cannot be both stress-timed and
syllable-timed; it does not prove that all langumbelong to one of the two rhythm classes.
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In the English sentence, stressed syllables (atinaacurring at regular intervals)
are separated by a different number of unstresgéabkes (2 in the first unit, 1 in
the second, O in the third). In contrast, in thenéh sentence (in which italics
indicate stress), the syllabheentwill supposedly be nearer to the preceding stresse
syllableso than to the following stressed syllalgele as only 1 unstressed syllable
separateso andment while 2 unstressed syllables separaentandcule In fact,

in compliance with what had already been state®ikg (1945), the consequences
of the two alleged types of isochrony are, on the lband, that

there is considerable variation in syllable lengith a language
spoken with stress-timed rhythm whereas in a laggispoken with a
syllable timed rhythm the syllables tend to be équkength

and, on the other hand, that

[...] in French, a language with a syllable-timdaythm, the constant
rate of syllable-succession means that stressesratienl by different
numbers of unstressed syllables will be separatgd different
intervals of time.

(Abercrombie 1967:98)

2.2.3. Further studies on syllable-timing and strestiming

As a consequence of Pike’s and Abercrombie’s clamnsl despite the claims of
stress-timing for English having already been digpd by Classe’s (1939)
experiment, many authors set out to verify the sspf stress-timing or syllable-
timing of the languages mentioned by Pike and Aloenbie or to attempt a
rhythmic categorisation of other languayedost of the experiments were carried
out by measuring syllable durations (either inthfionological notion or as onset-
to-onset) and/or inter-stress intervals (feet).ebwl these studies are so numerous
that some authors have even compiled reviews ofdbearch in this subject (such
as Bertinetto, 1989 — who introduces ironically elddd partitions between the
studies according to their attitude towards isonfire, Eriksson, 1991, and the most
exhaustive and emblematically impressive 54-paggsublishedBibliography of
Timing and Rhythm in Speedly P. Roac}). | shall now report a selection of
relevant studies in this field with no ambitionaaimpleteness whatsoever.

Bolinger (1965, reported by Eriksson, 1991:21, &witinetto, 1989:102)
measures inter-stress intervals in 2 English seetenead by 6 speakers and finds
that the number of syllables composing each intesgams to determine its length.
Bertinetto (1989) classifies Bolinger (1965) togmtlwith Classe (1939), Allen
(1975), Lehiste (1977) and others as “perceptuadidnists” since they suggest that
isochrony might be evident perceptively, but se&ntsave no acoustic counterpart.

Allen (1975) stated that the impression of isoclgrisngiven by the listeners’
tendency to superimpose a rhythmic structure onrdeerrent linguistic patterns
(given by syllables and/or stresses). He also meditated the classical dichotomy in

8 Abercrombie’s statemets have been very influgntiit scepticism about the stress-timed vs.
syllable-timed dichotomy was fairly widespread ay aate: Mitchell writes that the classification
of languages on the basis of this dichotomy is ‘“sthiimg of an oversimplification” (1969:156).

° This document has been last updated in April 2008is currently still available online at the
following address: http://www.personal.reading.&t-lisroach/timing.pdf
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terms of rhythms of alternation (between heavylyfalticulated stressed syllables
and reduced unstressed syllables) and rhythmscegssion (of similar non reduced
syllables). It is well-known that the verse of thgposed stress-timed languages is
based on the foot as a metrical unit, while theseef the supposed syllable-timed
languages is based on the syllable. Starting flasnabservation, Allen states that:

The huge preponderance of English metrical verse feat that are
either two or three syllables long, with accentheit beginning or
ending the foot. Most of these metres will give tis an alternating
rhythm, since they have one or more unaccentedldgtl in each foot
[...] Romance (and Japanese) poetry requires onfixed number of
syllables per line [...]. That is, since accentoatiplays a weaker role
in Romance phonology, the poetry of these languagd®s little use
of differences in syllabic accent, grouping theatjles instead into
sequences of equals.

Natural language rhythms thus appear to be largeiyer simple
alternations or successions.

(Allen, 1975:77).

This claim is supported by the different statusuobtressed syllables in the two
categories of languages:

Unstressed syllables in English [...] are “reducedi both quality
and quantity to the extent that the resulting rinyith pattern consists
of the stressed syllables alternating with all d&fe tintervening
unstressed syllables, i.e. a sort of massive at:-b&/hen the
unaccented syllables retain their phonetic shapewdver, as in
French or Japanese, the resulting rhythmic pattegmains tied as
much to syllables as to accents. Stress rhythmghare rhythms of
alternation, whereas syllable rhythms are rhythrhsucession.
(Allen, 1975:80)

The author states that listeners have a “centnglizéndency”, a tendency to hear
regularity where it does not necessarily exists.other words, they tend to
superimpose a kind of recurrent rhythmic structore these two underlying
rhythmic patterns. Hence the impression of isocjirdwe perceive speech as
rhythmic because it is fairly regular in its sequignsound patterns often enough
that we can impose upon it simple rhythmic struestifAllen, 1975:78).

This view is shared by Lehiste (1977), who ran saxperiments on the
perception of timing and duration: she found thstehers obtained better scores
when rating the duration of non-speech stimuli tb&imtervals of speech. So, she
suggests that isochrony is language-bound, “rathan being a feature of the
perception of rhythm. At least in terms of a gradliet is slanted in favor of
perception of spoken language” (1977:257). LikeeAll(1975), she considers it
“quite likely that the listener imposes a rhythnsitucture on sequences of inter-
stress intervals” (1977:258). However, she thersgmts a study of the interaction
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between syntax and isochrdfiy(for this reason she is classified among the
“optimists” by Bertinetto, 1989).

Uldall (1971, reported by Eriksson, 1991:25, and Ushiste, 1977:254)
measured inter-stress durations in a speaker igdden narrativeThe North Wind
and the Surand claimed to have found a strong tendency tchismisnt' as feet
made up of less than 4 syllables tended to havatidns between 385 and 520 ms.
However, Eriksson (1991) wonders “by what stand#rdomparison Uldall is able
to determine that a difference between 385 andrb2(s ‘small” and argues that
“all one has to say to upset the whole ‘proof’hattone finds the increase in foot
duration as a function of the number of syllablegry striking” (Eriksson,
1991:26).

A series of articles with emblematic titlds Spanish really syllable-timed?
Is French really syllable-timedtc.) appeared on tR®urnal of Phoneticsn the
early 80s. Authors verified the presence of isooiirat the syllable in supposedly
syllable-timed languages: these studies includetBoi(1980), Wenk & Wioland
(1982) and Borzone de Manrique & Signorini (1983}he first two ones are
classified as “label inventors” by Bertinetto (19&% they proposed new terms to
indicate the different (and often deviating) rhytitendencies of the languages
analysed: segment-timing (Pointon, 1980) as wellraiter-timed vs. leader-timed
(Wenk & Wioland, 1982). In the former study, thettaar reviewed a number of
previous studies on Spanish rhythm; the label satstimaing appears in Pointon’s
conclusion and is supposed to refer to a language/tiich the number and type of
segments in each syllable [...] determine the dumatd a syllable” (Pointon,
1980:302). In the latter study, the two authors hadhative French speakers read
the following sentence (12 + 6 syllables):

Il a sollicité ma collaboration, car Pierre aimajturs I'art.

If hypotheses about the presence of isochrony kdbdy level for French were
correct, one would expect the first part (12 sy#abp of the sentence to last
approximately twice as long as the second paryl{éldes), but the results were far
from confirming these hypotheses. Instead, the amsthpresent a series of
“phonetically’* [sic] ambiguous, rhythmically distinct utterancegsuch as
Isedepapal, c’est de papeor c’est deux, papaand argue that “in simplest terms,
other things being equal, the greater the numberhgthmic group¥ in an
utterance, the greater the amount of time the artar will be allotted” (Wenk &
Wioland, 1982:194-195). Then, they carried out ec@gtive test and found that
“rhythm groups” are distinguishable by listenerssgbly thanks to the increase in
duration and corresponding decrease in intensitfFrehch final vowels. On the
grounds of this explanation, Wenk & Wioland con@ubat:

19 She probably refers to the “impression of isockitam the part of English speakers and listeners,
rather than to “isochrony” proper.

| have decided to include this study for, if oneepts its author’s conclusions, the finding is
definitely counter-current.

2 They possibly mean “phonologically”, since they stashes for the transcriptions, which also look
phonological.

13 |t seems that a definition of “rhythmic group”rist immediately provided by the authors, but their
conclusion includes an indication on how to deteaemthem (see below). Judging from their
examples, their notion of “rhythm groups” seemsamcide with the interval between two minor
prosodic breaks.
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what serves to establish rhythmic groups in Freisch lengthening of
what is perceived as the final syllable in eachugrd...]. For this
reason|...] it is proposed to characterize French as beingléra
timed.

As English rhythmic groups, on the other hand, dgkmited by the
regular occurrence of stronger syllables at the ihagig of each
group, it is natural to regard English as being deg-timed*.
(1982:214)

Borzone de Manrique & Signorini (1983) studied theations of segments
(both consonants and vowels, all divided in sevdifiérent groups according to
stress and positioning), syllables and inter-stiegsvals in Argentine Spanish on
sentences by 4 speakers. They found that neitlggnesg (cf. Pointon, 1980) nor
syllable duration was constant and, on the contthgy were influenced by several
factors, such as stressed or unstressed positiampri€ngly, instead, the
measurements of inter-stress intervals seem tdeclasound the same area: such
findings bring the authors to the odd conclusiat spanish has a tendency toward
stress-timed rhythm with differentiating characgcs in the way in which this is
manifested” (1983:127).

Another “label inventor” (to use Bertinetto’s, 198elassification) is
Hoeqvist (1983a and b), who considered data of iElmgsupposedly stress-timed),
Spanish (supposedly syllable-timed) and Japanegpdsedly mora-timed). As for
measurements at syllable level, results for Jagatiiedicate that lengthening due to
an added mora is considerably more than that féoindon-phonemic lengthening”
(1983hb:222), which therefore seems to confirm astlea partial tendency towards
mora-timing. Moreover, results for English revedksaong shortening effect due to
an adjacent accented syllable” (1983b:223), whiebnss to be absent in data of
Spanisf® and Japanese. Hoeqvist argues that “perceptuiaityshortening might
serve to highlight the stressed syllable” or it n&go be “a consequence of an
attempt to maintain some overall durational stret(1983b:223). On the basis of
these observations, the author claims that Japateedd be defined as duration-
controlling and English could be defined durati@ampensating, while Spanish does
not seem to belong to any of these two categories.

Major (1981) examined data involving both real amwhsense “citation”
words as well as casual spe¥obf Brazilian Portuguese. The author concludes that
Brazilian Portuguese shows a tendency towardssstieing for several reasons,
among others: “inter-stress durations are not tlyguoportional to the number of
syllables; [...] syllable duration is inversely paotional to the number of syllables
in a word; [...] in casual speech unstressed dgitalielete, which has the effect of

14 This distinction definitely reminds of the disttion between trochee and iambs. Curiously, it can
be noticed that French also shows a tendency t@eyaodt-modification, whereas English shows
the opposite tendency towards pre-modification. Eleav, this has to be taken merely as a remark:
I am not implying any sort of correspondence betwie two typological categories (leader vs.
trailer-timing and pre- vs. post-modification) othlean chance.

!> Hoeqvist reports that this effect is actually bisiin Spanish, but only in syllables precedingssr
However, he claims that “the differences betweendamounts of shortening shown are so small
that it is doubtful that any genuine cross-languddference is showing itself between Spanish
and English” (1983h:225-226) The authors, therefoomsiders only post-stress shortening (only
visible in English) to be characteristic of stréissing.

16 By “casual speech” Major refers to speakers reatlinee sentences rapidly.
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equalizing the number of syllables in each stressigf (1981:350). However, he
finds differences as to these phenomena acrossttt®n and casual speech styles
(see also chapter 5).

Lehiste (1990, reported by Eriksson, 1991:22) dad find evidence of
supposed stress-timing in Icelandic since the duraof feet turned out to be
proportional to the number of syllables.

Finally, 1 shall hint at the numerous phonologicahtributions on rhythm
that mainly attempt to analyse the distributiorswésses and acceHtdn particular,
much of the research in this field concentratednenstudy of how languages solve
stress clashes, the so-called Rhythm Rule, orssti@sses (see, among others,
Liberman & Prince, 1977, Farnetani & Kori, 1990,9der, 1993, Arvaniti, 1994).
Interestingly, Arvaniti (1994) suggests that langes belonging to different rhythm
classes differ in the degree of toleration of thesghythmic phenomena and in the
way they try to solve them. In particular, Engli@iress-timed) tolerates neither
stress clashes nor stress lapses and tends tatcbath: the former are corrected
with the insertion of an extra stress, whereasldkter are corrected with a stress
shift. Instead, Italian and Greek are reportedeariore tolerant to stress lapses and
to correct stress clashes in a different way frongliSh, namely by either de-
stressing or by inserting extra duration betweesmshas. So, the behaviour of
languages in relation to these phenomena mighhdbeative of their belonging to
one of the two rhythm classes.

Before concluding this summary it is worth to poiotit the different
problems in measuring inter-stress distances rtlog Eriksson (1991) in his
review of previous research on stress-timing: afyarh the intrinsic difficulties in
identifying stresses, inter-stress intervals cannmasured from vowel onset to
vowel onset, or from syllable onset to syllable ein®r even from and to syllable
centres. However, despite the different criteriadut identify inter-stress intervals,
the result seems to be the same: inter-stresyatseare not isochronous in stress-
timed languages, rather their duration seems tea&se as a function of the number
of syllables. Similar problems and parallel findsngave been reported for syllables-
timing: syllable boundaries are not always clean(s authors simply measured
vowel-to-vowel distances, other used phonologici&éiga), but, at any rate, syllable
durations do not seem to be constant in syllalbhedi languages. As a coronation to
the failure of research on isochrony, | shall répor the next paragraph the
comparative study by Roach (1982).

2.2.4 A comparative study by Roach

Roach (1982) carried out an experimental test bageflbercrombie’s assumption
that syllable length tends to be greatly variablstress-timed languages and equal
in syllable-timed languages. His study involved thi@ languages quoted by
Abercrombie (1967), three of which had been giveremamples of stress-timing
(English, Russian and Arabic), while the other ¢hhad been given as examples of
syllable-timing (French, Telugu and Yoruba) — skeve.

Firstly, Roach calculated the standard deviationtrd durations of the
syllables in the four languages assuming that iem&bombie’s hypothesis (the
durations of syllables is constant in syllable-tthianguages but greatly variable in

" Many of these studies actually seem to even tadelistinction between stress-timing and syllable-
timing for granted.
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stress-timed languages) was right, its value hadsdohigher for stress-timed
languages and lower for syllable-timed languageswéver, Abercrombie’s

hypotheses were not confirmed by the results: ¢ones syllable-timed languages
(French and Yoruba) the value of the standard tiewieof syllable lengths was
indeed lower than for English, but it was higher Yoruba than for both Russian
and Arabic, which is in contradiction with Abercrbi@’s statement. At any rate,
Roach notes that the differences among the valbgsned are too small (ranging
from 66 milliseconds in Telugu to 86 in English) jtestify the classification of a

language as syllable-timed as opposed to stregsitim

Secondly, he calculated the standard deviationntdr4istress intervals in
order to test Abercrombie’s second statememet that the length of inter-stress
intervals should be constant in stress-timed laggsiaand greatly variable in
syllable-timed languages). One would expect thedsted deviation of the duration
of inter-stress intervals to be lower for stresseil languages and higher for
syllable-timed languages. But again, the resul@d kot confirm expectations:
surprisingly enough, the values given by syllalmeed languages (French, Yoruba
and Telugu) are all higher than those given byssttened languages (English,
Arabic and Russian).

However, as Roach says, the results of this exgatinmay have been
influenced by the fact that only one speaker peguage was recorded and by the
difficulty in establishing which are the prominesitesses and, consequently, where
the precise boundaries of inter-stress intervdls Yat, there seems to be no doubt
about the fact that the differences are all too lsnta be able to draw any
conclusions as to the classification of a languagle a rhythmic category.
Therefore, Roach suggests that Abercrombie’s @itler the distinction between
the two rhythmic groups are inadequate and thassttiming and syllable-timing
may only be a matter of perception: “a languagesyibable-timed if it sounds
syllable-timed” (Roach, 1982:78).

2.3 Departing from isochrony

2.3.1 The “phonological illusionists”

In the 80s, many phoneticians abandoned Abercrdsnbygotheses as it was clear
that the theory of isochrony was not supported kyeemental data; at the very
least, it had to be re-interpreted as a continupansing from a purely hypothetic
stress-timing pole to a likewise hypothetic syle&abming pole. And even so,
acoustic measurements on syllables and inter-stiemwals did not always support
these claims. Some authors proposed a set of pbginal properties held to be
responsible for the classification of a languagestasss- or syllable-timed: for this
reason, they have been labelled as “phonologicsidnists” by Bertinetto (1989).
Bertinetto (1977, expanded in 1981 and 1983) medsayllable and foot
durations in 15 sentences read by two native spgaifeltalian. The durational
increase of the foot seems to be a function ohtimaber of syllables or phones that
compose it, just like the durational increase ef glgllable seems to be a function of
the number of phones that compose it. These resufiport the interpretation of
Italian as tending towards syllable-timing: in #ie charts reported by Bertinetto
(1983) “I'intercettamento dell'ordinata € sempredtizzato nei pressi dell’origine.
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Cio significa, senza possibilita di dubbio, chédadenza verso l'isocronia sillabica
dell'italiano si afferma in maniera constante, pehdentemente dal tipo di unita
prescelta per la verifica” (1983:1081-2). Bertineitl977 and following) also
proposes a list of phonological properties whiclreabterise languages tending to
one or the other pole of the rhythm continuum. Bha®operties are then reported in
his following publications dealing with this topilcshall report below the version by
Bertinetto (1989 **:

a) Vowel reduction vs. full articulation in unstressadlables;

b) relative uncertainty vs. certainty in syllable cding, at least
In some cases;

c) tempo acceleration obtained (mainly) through corapien of
unstressed syllables vs. proportional compression;

d) complex syllable structure, with relatively uncéntayllable
boundaries, vs. simple structure and well-definedrularies;

e) tendency of stress to attract segmental materiabruber to
build up heavy syllables vs. no such tendency;

f) relative flexibility in stress placement [...] vs.naparatively
stronger rigidity of prominence.

g) relative density of secondary stresses, with threesponding
tendency towards short ISl (inter-stress intervalsy
insertion), and (conversely) relative tolerance ftarge
discrepancies in the extent of the ISI. This featsgems to
oppose languages like English or German on thesihe, to
languages like Italian or Spanish on the other.

(Bertinetto, 1989:108-9)

Bertinetto (1989) recognised a) and d) as the nmopbrtant ones, a view
which is essentially shared by Dauer (1983, seevhelThe phenomenon of vowel
reduction is typically a phonological property ofress-timed languages and
contributes to give prominence to stressed vowetsl,( consequently, to stressed
syllables) by shortening the length of unstressewels and making their quality
less definite (which usually tends to be in thevgxlarea). On the contrary, in the
languages where this phenomenon does not exist moticonsistent (e.g. syllable-
timed languages), unstressed vowels tend to haeenparable length and a similar
guality to stressed vowels, thus creating the isgomn that the duration of stressed
and unstressed syllables is nearly alike. As foritd)s normally accepted that the
syllabic inventory is larger in stress-timed langes than in syllable-timed
languages. As a consequence, we can state that sylihble-timed languages have
a simple syllabic structuf® (i.e. only light consonantal clusters), stress-timed
languages have a complex syllabic structuee they also have heavy consonantal
clusters) particularly in stressed syllables, whack then given further prominence.

'8 The reason for choosing the 1989 version is sirtipy it is in English. However, the first version
dates to 1977 and Bertinetto (1981) also includasdar list.

¥ For each pair of properties, the one on theigefypical of stress-timed languages, while the one
on the right is typical of syllable-timed languages

2 This assumption relies on the fact that languagesenting complex syllables without possessing
simple syllables are not known. So, only languagéh a large syllabic inventory can have
complex syllables. Indeed, the larger the inventtitg more complex syllables a language can
afford.
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Schmid (2004) added other phonological properteegh as the preference for
closed syllables in stress-timed languages vsptbhé&erence for open syllables in
syllable-timed languages.

Another “phonological illusionist” is Dauer (1983)yho measured the
duration of inter-stress intervals on read passaf&mnglish, Thai, Greek, Spanish
and ltalian. She found no significant differencesariances of the values obtained
for the five languages: in all cases, inter-strietervals seemed to increase as a
function of the number of syllables contained. Dasieggested that the perceived
difference between the two groups of languages ighan effect of differences in
“language structure”:

I would like to propose that the rhythmic differeacve feel to exist
between languages such as English and Spanish ene anresult of

phonological, phonetic, lexical, and syntactic facabout that

language than any attempt on the part of the spe&kesqualize

interstress or intersyllable intervals.

(1983:55)

She stated that the areas in which languages diffeespect to rhythm) are
the following: syllable structure, vowel reductiand stress (this view is definitely
in compliance with Bertinetto, 1977 and followirgge above). On these grounds,
she also proposed a change in terminology in fawaduthe termstress-based
furthermore, she claimed that it is not necessailyalve a second term in opposition
to stress-based (such as syllable-based) as thianmity distinction between
languages has to be done along a continuum aneéfdinerdoes not need two
dimensions: “[l[languages can be compared to eakbralong the dimension as
having a more or less stress-based rhythm” (1983:59

In conclusion, as resumed by Bertinetto (1989)e “thiginal dichotomy has
gradually lost much of its dichotomic character] &ias more and more acquired the
aspect of a scalar orientation” in terms of a gantm. The studies by Bertinetto
(1977 and following) and Dauer (1983) suggest ttieg more phonological
properties typical of stress-timing a language essss, the more it can be placed
near the stress-timing pole of the continuum; coselg, the more phonological
properties typical of syllable-timing a languages,hne more it can be placed near
the syllable-timing pole of the continudn

2.3.2 Compensation and coarticulation

The term “compensatory shortening” refers to thenmtogical phenomenon by
which, in certain languages, the stressed syllabla foot or word tends to be
compressed according to the number of the followingtressed syllables in that
foot or word. More precisely, this phenomenon ikecanter-syllabic compensation
in opposition tointra-syllabic compensatigrwhich refers to the phenomenon by
which the phonemes of a syllable tend to be conspresn function of the number

It has to be remarked that some languages pogsepsrties typical of both rhythmic groups:
Nespor (1990, quoted in Ramus et al., 1999) ndtaisGatalan has a simple syllabic structure but
allows for vowel reduction, while, conversely, Ralihas a complex syllabic structure but does not
allow for vowel reduction. But this of course dasst constitute a disproof of Bertinetto’s and
Dauer’s hypotheses. It simply indicates that tHasguages are somewhere in an intermediate
position of the continuum.
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of the other phonemes present in that syllableuitimely, inter-syllabic
compensation has been associated with stress-timivigereas intra-syllabic
compensation has been associated with syllablexggmihe tendency of readjusting
the length of the syllables of each foot (intedayic compensation) and the
phonemes of each syllable (intra-syllabic compeosgare in fact interpreted as an
attempt to standardise the length of the feet hadyllables, respectively. Studies of
this type were initiated by Lindblom & Rapp (1943)d soon caught on.

Fowler (1981) makes an attempt to explain compengahortening and
coarticulation as closely related phenomena, bathtd co-production: in Fowler’s
words shortening and coarticulation are “differer@asures of the same articulatory
phenomena” (1981:128). This hypothesis is based model that sees consonantal
segments superimposed on flanking vowels: accortdinigis view, when a vowel is
preceded or followed by one or more consonantss ineasured to be shorter not
necessarily because it is shorter in any articyasense, but because most of the
durational extent over which it is coproduced wétlconsonant is conventionally
assigned only to the consonants” (1981:128). Thhaawalso argues that if inter-
syllabic compensatory shortening is explained agroduction, then also inter-
syllabic compensation can be explained as the sapesition of unstressed vowels
on stressed vowels. These hypotheses have beearggpy an experiment which
revealed the existence of bidirectional formantadiculation between trans-
consonantal vowels. More in particular, the infloemf the stressed vowel seems to
be more powerful on following than on precedingttessed vowels, reproducing
what Lindblom & Rapp (1973) found for intra-syllabiand inter-syllabic
compensation. However, as stated by Fowler, “toaletrate that coarticulation and
shortening, both at the level of the segmentssgllable and at the level of stressed
and unstressed syllables, are symmetric is nobidirm that they are in fact two
different measures of the same phenomenon” (198).:13

As for inter-syllabic compensation, it has beamndsd by various linguists
(see Bertinetto, 1989 and 1990, for a summary afiyra these studies) and the
results seem to confirm that it is a characterististress-timed languages. However,
as for intra-syllabic compensation, the resultsahe studies did not confirm that it
is a characteristic of syllable-timed languagesyr&a Fowler & Avesani (1987,
reported by Bertinetto, 1989) noticed more intrladyc compensation in English
than in Italian and therefore suggested that Englresents “intimations of syllable-
timing”. This view is not shared by Bertinetto (P98 who claimed that “no
(alleged) isosyllabic language examined so far l@histrong inclinations towards
intra-syllabic compensation” (Bertinetto, 1989:12P argued, instead, that intra-
syllabic and inter-syllabic compensation shoulccbasidered as the different facets
of the same property, which is symptomaticdofration compensating languages
(i.e. stress-timed languages, re-proposing the ternodotred by Hoeqvist, 1983).
He supports his claims by observing that it wowdddifficult for a language to obey
two opposite tendencies, flexibility at the sylkldvel and compensation at the foot
level (or vice versa): “it seems much more sendiblenagine that both levels obey
the same tendency” (1989:123). He then argued ‘et ultimate difference
between iso-accentual and iso-syllabic languagehtnlie in thedifferent degrees of
flexibility they exhibit at all relevant levels structuré (Bertinetto, 1989:123).
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Finally, he proposed a new list of features that aupposed to characterise
compensating languadgés

i.  more intrasyllabic compensation;
ii.  more CS[compensatory shorteningjt the foot (and word)
level;
lii.  more vowel reduction in unstressed syllables;
iv.  more tolerance for extreme shortening of unstresgédbles;
v. sharp contrast in the exploitation of prosodic feat in
stressed vs. unstressed syllables;
vi. in general, less sensitivity to all linguistic andn-linguistic
events localized on unstressed syllables.
(Bertinetto, 1989:124)

2.3.3 Linear regression studies and rhythm modelligf®

An approach that seems to have yielded interespiegspectives consisted in
defining the stress group (inter-stress interVplas a function of the number of
syllables ) according to the following formula:

I(n)=a+b*n

wherea is a constant ankis a parameter describing the growing ratid eérsusn.
With this formula, the two extreme ways of estdbhg the priority in rhythmic
regulation of different languages are:
a) an absolute stress-timing, whenis naught and, therefore, the inter-stress
interval is a constanb0 — I=a; see figure 2.1);
b) an absolute syllable-timing, whenis naught and the inter-stress interval is
directly proportional to the number of syllables=Q — I=bn; see figure
2.1);
c) yet, languages usually tend to show an intermedate (see figure 2.1).

(i) 4 (ii) 4 (iii) 4

b=0

a a=0
a | i

» » »
L L L

Figure 2.1 (from Romano & Mairano, 2010c).The growth of inter-stress intervals
for (i) absolute stress-timed languages (on thg, I@ii) for absolute syllable-timed
languages (on the right) and (ii) for a mixed-tini@aguage (in the mid).

This approach is fully explained by Eriksson (19@hy Barbosa (2006), but has
been used earlier (with some variations) by otlhdin@s, such as Bertinetto (1983),
Marotta (1985), Farnetani & Kori (1986 and 1990gddater by, for instance,

%2 The author claims that this list has to be intehade an addition to (not a substitution of) thedis
phonological features reported above.
% This paragraph has been extracted from Romano gakia (2010c) and partly re-manipulated.
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Engstrand & Krull (2003). In particular, Bertinetf®983) also applied this method
to an intra-syllabic domain: in some of his chdrésdefined syllable duration as a
function of the number of segments composing aabldl Results for his data of
Italian confirmed that the inter-stress intervairgmases as a function of the number
of syllables composing it and, likewise, syllableation increases as function of the
number of segments composing it. As already refpttee author concluded then
that Italian exhibits a tendency towards syllaleitg.

This approach is also the basis of the modelithatbeen reproposed (see the
relevant literature on previous studies, e.g. imbBaa, 2006) and which predicts
temporal patterns as the result of the couplingwad oscillators (see O’Dell &
Nieminen 1999). The duration of the inter-stres¢erial is described as the function
of the number of syllables and of two clocks whosetributions are regulated by a
coupling strength (called-parameter). Sag, b andl of the preceding equation are
re-defined as in the following formula:

iy=—t 4+ 1

ra + d, ra)_L+a)2n

wherewl is the oscillation velocity of the accentual dator, »2 is the velocity of
the syllabic oscillator andis the coupling strength. When the value of theptiog
strength () is 1, thena of the original equation is equal tband both oscillators
have the same influence; but whens greater than 1r(> 1) the overarching
accentual-oscillator is dominant whereas whes lesser than 1r(< 1) it is the
subordinated syllabic-oscillator which is dominant.

Studies of the '80s-'90s carried out for Swedist &mglish (Eriksson, 1991,
and others quoted by Barbosa 2006) have evaluatau different corpora with
changing tempos and have assessed values arowgainatatypical values obtained
for Italian or Greekr(= 0.9). Barbosa (2006) tested the same mathematicekl
for different speech rates for Brazilian Portugudseling values about 1.5.
However,r did not systematically decrease for increasing dpaates, so that a
shift towards syllable-timing for rapid tempos wagt confirmed (see Dellwo &
Wagner, 2003, for different results obtained witthifferent approach).

Romano & Mairano (2010) tested this model on ausmf Italian sentences
like the ones analysed by Marotta (198Bkrcio pésa((me)lo) tutto di nuovo...
Percid pesate((me)lo) tutto di nuovd'..They included similar sentences with
different segmental structuresppstainstead ofpesg and even a nonsense word
with growing number of inter-stress syllables asappens in reiterant speecdhtg,
tatata tatatatd. Sentences were pronounced by a male speakeawitban syllable
rate of 7.74c/s (with local minima down to 5.66 and maxima ud@25). The five
series range from a mean syllable rate of 6.77 .l 8&/s defining a fairly
homogeneous corpus in terms of tempo. Measuremaartstaken from the stressed
syllable of the word to the first following stresissyllable fut, excluded) thus
obtainingos-to-cs measures and from the stressed vowel (withouwtheble onset)
to the first following stressed vowalt( excluded) thus obtaining V-to-V measures.
The results are summarised in figure 2.2 togethin the two regression lines

4 Similar sentences were measured and tested by atigors (Bertinetto, 1977, 1983; Vayaal,,
1984, and Farnetani-Kori, 1986, 1990) bringing ewick on the reduced compression properties
of Italian and discussing the discriminant role stiffness parameters related to syllable and
segment durations (similar outcomes are summaftse8panish and French by Pamies, 1999).
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giving estimates of a roughly linear growth in batsesa has quite high values
(slightly lower for PV: 148 vs 145) wheread is almost the same for the two
measures (rounded to 85).
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Figure 2.2.The growth of Interstress Intervals for a sampl2bltalian sentences
(0 for measures at foot level us for PV measures). (Taken from Romano &
Mairano, 2010)

This yieldsr values of 1.74 and 1.70, respectively, as if theeatual oscillator were
dominant at phrase level (this is not very surpgsaccording to Bertinetto, 1983,
Vayraet al, 1984, Marotta, 1985, and Farnetani-Kori, 1986 a9@0y>.

2.3.4 Rhythm metrics

A recent approach to speech rhythm involves theatled rhythm metrics These
are treated in detail in the next chapter, so llsirdy provide a concise account of
the topic. Rhythm metrics are formulae applied teasures of vocalic and
consonantal durations giving a representation efdagree of variability of these
measures. The rationale behind measuring the viayatf consonantal and vocalic
intervals rests on the observation by Bertinett®7{l and following) and Dauer
(1983) that the impression of stress-timing or ayk-timing may be given by
specific structural properties of the languages (be list reported above): the most
relevant of these properties (mainly vowel reductiand syllable strcture) are
arguably reflected by the variability of consonaiatad vocalic durations.

The first and most used of these metrics include dkltas (see Ramus,
Nespor & Mehler, 1999), their normalised versiomadlezl varcos (see Dellwo &
Wagner, 2003) and the pairwise variability indesg($5rabe & Low, 2002). Various
authors set out to test the reliability of the nestrwhile others used them to classify
languages; many of these studies are reporteckingkt chapter.

% The sensitivity of the measures to the segmemtatent of syllables is evident when analysing
separately the fifth series: the low value of theging strength (0.14) accounts for very variable
results (in contrast with e.g. r = 4.72 of the setgeries): these variations are greater than the
ones induced by changes in speech rate.
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A new and alternative method has recently beenqweg by Bertinetto &
Bertini (2008 ad following), which has its rootstudies of compensation by Fowler
(1977 and following) and in the idea expressed IleytiBetto (1989) that stress-
timed (or compensatory) languages might be chaiaett by a higher
compressibility at all levels (both intra- and nsyllabic).

2.4 Back to syllable-timing and stress-timing?

2.4.1 A revisitation of stress-timing and syllablgiming

As has been outlined, the failure of the questisochrony at the syllable and foot
level has discouraged research to persist on ukangyllable and the foot as rhythm
units: in fact, rhythm metrics are applied to vacadnd consonantal intervals.
However, in recent years, some authors went batdotofor a way of re-integrating
these units into an account of speech rhythm, stilkourse keeping in mind the
newer approaches. | shall report on a few studiewhich rhythm metrics were
applied to syllable and/or inter-stress durations.

Wagner & Dellwo (2004) proposed a new metric, icatly named YARD
(Yet Another Rhytm Determination), which is actyatbnstituted by the formula of
the raw pairwise variability index but which is #pd to z-transformed syllable
durations. They tested it on samples of Englishn@@, French and Italian from the
BonnTempo corpus: the results were encouragindy Veiver values (indicating
lower syllable variability) for Italian and Frent¢han for English and German. The
authors conclude that “future research should agamntentrate on regarding rhythm
as a sequence of — roughly — isochronous eventsnwéinguage specific internal
structures” (2004:4/4).

Asu and Nolan (2006) applied the PVI to measuresmisonantal and
vocalic durations of Estonian (which is classifesia syllable-timed language), but
also (more innovatively) to syllable and foot disas of Estonian and English.
While consonantal and vocalic PVI values mainlyeeted Grabe & Low’s findings
for Estonian, syllabic and foot PVI values showatktliesting results: English, in
compliance with the alleged tendency of stressdifamguages to control for the
foot and not for the syllable, seems to have atgreariability at the syllable level
than Estonian; instead, these two languages exhibdarly identical low-value foot
PVI, thus indicating a low variability at the flot#vel. This seems to suggest that
Estonian tends to control both at the syllable anthe foot level, thus proving that
the results for the PVI calculated at the syllalic intra-syllabic level are
independent of the results for the PVI obtainedhat stress level. The authors
conclude that “a two-dimensional characterisatisma@ syllable and foot PVIs [...]
gives a more appropriate and subtle account ofhtiilnm of languages, and in the
case of Estonian, examined here in detail, expldiagntuition that it is both stress
and syllable timed” (Asu & Nolan 2006:4/4).

| believe their results present extremely interegtconsequences because
they suggest a revision of the traditional strased vs. syllabled-timed dichotomy
into at least a quadriparted rhythmic classificatim other words, languages are no
longer classified as either stress-timed or sydldlvhed, or rather on a bi-polar
continuum; instead, they can be spaced within aplar area which allows for
languages being stress-timed (controlling for fesy)lable-timed (controlling for
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syllables), stress-and-syllable-timed (controllfngfeet and syllables) and, perhaps,
a-timed (controlling for neither syllables nor feéthese ideas have to be connected
to what has been suggested by Bertinetto & Be(20i.0), who also suggest the

possibility of classifying languages on a bi-dimensl paradigm.

2.4.2 An unplanned experiment

| shall now present an experiment which | had rdahiped, but which was inspired
by the reading of the two studies reported abovemalised that | disposed of a
segmented and CV-labelled multi-language corpushvthihad prepared for other
purposes (see chapter 3 for the details) but whkmhld easily be exploited to
compute rhythm metrics on syllable duratithét has to be noted that by “syllable
durations” | do not mean a phonological notion yfable, rather an onset-to-onset
distance (hencefortinter-onset distande this is in compliance with many other
authors, such as Farnetani & Kori, who view thetlhy syllable “as the temporal
interval extending from the onset of a vowel to treset of the following one”
(1986:27). | shall also remark that vowels in hsahave been considered as two
intervals.

| shall not give details on the data, the segnmemtaand the methodology
because all these aspects are detailed in chaptesi3all only briefly say that
samples are constituted of read speech (the naraie North Wind and the Sun
translated in all the languages analysed — somsiorey were taken from the
lllustrations of IPA others recorded &FSAG”’ or during fieldwork). Samples were
segmented and labelled &maat by two different phoneticians (AR and PM), but
only data by PM has been used for this experiffielmt order to obtain the values of
inter-onset distances, | wrotePaiaat script that outputs the distances between each
successive pair of vocalic labels. The values veraly analysed with a special
function ofCorrelatore(see chapter 4).

It is important to note that this experiment is yomresented here as a
preliminary test, which may or may not bring to aejevant results. Although it
exploits the formulae of the rhythm metrics andpitesthe data is described in
detail in chapters 3 and 5, it was decided to preleis test here because it is
inspired by the studies quoted above and becauseluides inter-onset measures: |
thought that it would find its most natural colltica in this chapter, which deals
more directly with syllable- and stress-timing. Mover, it should be noticed that
the test also recalls Roach (1982), who calcul#tedstandard deviation (the delta)
on inter-onset and inter-stress durations. As leas Isaid above, his results were far
from confirming Abercrombie’s isochrony hypotheslest the PVI might (or might
not) yield better results (see chapter 3 for amactof the differences between the
delta and the PVI).

% Unfortunately not on inter-stress durations beeagesses had not been marked.

27| aboratorio di Fonetica Sperimentale “Arturo Génténiversity of Turin.

| have also excluded the 10 Icelandic and the Gdtvan for compatibility reasons. As explained
in chapter 3, the 10 Icelandic samples had beeglléabbefore the development Gbrrelatore
and therefore using other criteria. The 6 Romasemples, instead, have not been labelled with
CV transcriptions, but as SAMPA transcriptions (g¥hare also accepted Byprrelatore); it would
have not been difficult to convert SAMPA transdops into CV sequences, but for the moment |
decided to stick with the data that was readilyilatte.
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2.4.3 The results

Figure 2.3 shows the results for the deltas and®¥is on inter-onset durations for
the data. All single values for each sample andlysa be consulted in appendix 1,
while the charts only show the mean of samplehefsame language. As it can be
seen, Spanish, Italian and Greek (supposedly $gHabed languages) show a
lower variability of inter-onset distances, whileet@an and, even more, Czech
exhibit a high variability. However, one would matpect to find such high values
for French (which sticks between Czech and Germiapane<e and Estonian. By
checking the results obtained on each single sa(ngb®rted in appendix 1), it can
be seen that variability between speakers of timeeskanguage is extremely high
(this is clearly visible for the 15 Italian speakeand, consequently, samples of
languages belonging to different rhythm classeattyr®verlap.

As for the hypothesis that the rPVI might providebetter discrimination,
results do seem to improve with such a measurefgsexample Dutch and Polish).
However, on the whole, | would say that the disametory power of these measures
applied to inter-onset distances looks dubious.

% It has to be specified that the Japanese sampiebkan labeled in two different ways,
phonologically (counting devoiced vowels as vocaliegments) and phonetically (counting
devoiced vowels as consonantal segments). Forigahotasons, in the present experiment | used
only the phonetically labelled file (since the ptralso calculated fO values for other experiments
which are not included in this thesis). It is ofucge probable (and, indeed, logical) that a
phonological labelling would have resulted in maomgruent results: as is cleared in chapter 3,
devoiced vowels have in fact a great impact on wagability of consonantal intervals, and
consequently of inter-onset intervals as well.
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Figure 2.3.The delta (above) and the PVI (below) appliechter-onset durations

of samples of 15 languages (for more details ordtta, see chapter 3 keeping in

mind that only the files segmentated by PM havenlmemsidered for the present
experiment).

32



2. Nearly 100 years of stress-timing and syllable-timing

In order to verify this approach on more contmbltata, |1 also applied the
metrics to 10 CV-labelled samples of one and tmeesapeaker readinghe North
wind and the Suin 5 different languages (ltalian, English, FrenGerman and
Icelandic, twice for each language). Data of tipisaker are presented in more detail
in chapter 5, it will suffice here to say that Beainative speaker of Italian and he is
fairly fluent in English, French and, to a lessegiee, German. Results of the delta
and the rPVI are shown in figure 2.4.

Variability of inter-onset distances

15 Ly

DE L

EN -

FR

IT

] 50 100 150 200 250 300
IT FR EN DE 15

HrPVI 59,29 134,54 153,32 154,43 167,87
W delts 155,69 162,64 194,03 206,64 227,08

Figure 2.4.Values of the delta and the rPVI for inter-striggsrvals calculated on a
(native Italian) speaker in 5 languages. Resulbsvshconstitute the mean of the
values obtained for two repetitionsTfie North Wind and the Sustandard
deviations are shown as error bars.

Even though most of the data comes from an L2 spe#tke results seem to
better meet expectations: samples of Italian aremdéhr (supposedly syllable-timed)
show a low durational variability of inter-streggtdrvals both with the delta and
with the PVI, whereas samples of English and Gerigsaipposedly stress-timed)
show a high variability with both measures. Icelamitesents very high values even
though the classification of this language is coveérsial (see chapter 3). Also, it has
to be considered that the speaker is not profiderhis language, so conclusions
are at best not drawn on this particular sample.

2.4.4 A brief discussion of the results

In summary, it can be said that these measurasdiparticular the PVI) applied to

inter-onset intervals do seem to have somethirsgiyoabout speech rhythm. It might
be interesting to calculate them on inter-onsedriratls as well and put the results on
bi-dimensional charts. This would also allow fourgfied representation of the two
levels of speech rhythm, allowing for an ideallyaduparted rhythm space in the
chart (for instance, the syllable level on x axigl dhe stress level on the y axis).
However, the idea is very hazardous and there aresults at the moment that can
confirm the reliability of the PVI at higher level8s put forward by Bertinetto &
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Bertini (2010), in fact, variability at the secoledel is more difficult to capture as it
might be realised in different ways in differentdmages.

2.5 Conclusion

In these pages | have provided a sketch of thedyisif research on stress-timing
and syllable-timing. Many ‘sceptic’ authors havendered why a distinction based
on no empirical data (actually, often contradicbgdempirical data) has had such a
fortune. Barry & Andreeva write:

One of the intriguing and, at the same time frustig things about
the instrumental analysis of spoken-language rhytbrthat it has
stubbornly survived, without empirical justificati@t would seem, for
a human life-span. In dynastic terms, we shoulgvek into the third
generation, traditionally a guarantee of the appchang demise.
(2010:27)

However, judging from the present vitality of thedies in this field, one would not
say that the demise is getting closer. On the aontit seems that the flourishing of
new methods and models (be they successful ori:@)nvincing more and more
people to invest in the research of speech rhythims is clearly illustrated in the
next chapter, which focuses on the studies that knged rhythm metrics.
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3.1 Introduction

In the last decade, research in speech rhythm btasséd on rhythm metrics
(initially called rhythm correlates), that is toysa variables derived from durational
measurements of consonantal and vocalic intentigdies following this new
approach have at least two things in common, whalall illustrate by quoting the
two initiators:

We depart [...] from the search for isochrony.
(Grabe & Low, 2002:516)

Instead, [...] we measured the duration of vocalic aonsonantal
intervals. A vocalic interval is located betweere thnset and the
offset of a vowel, or of a cluster of vowels. Sany| a consonantal
interval is located between the onset and the bifsa consonant, or
of a cluster of consonants.

(Ramus, Nespor & Mehler, 1999:272)

Research on rhythm has gained new vitality afterghiblication by Ramugt
al. (1999), which has been the turn of the screw engtudies of linguistic rhythm.
They proposed a set of three phonetic correlates daimed that the results
managed to discriminate languages belonging to ttiree traditional rhythm
categories (stress-timed, syllable-timed and mionad™®). More or less at the same
time, a similar approach had been independentlgldped by Low and co-workers,
started by Low & Grabe (1995, quoted by Grabe & | @®02): they proposed
another index which differs from the one suggestie®amuset al. (1999) in that it
takes in consideration the temporal successioeghents.

Further studies by various authors have been aiateddsting these rhythm
metrics on different data and many have shown thsiability in relation to some
factors (particularly speech rate). Controversesduits have been obtained for the
same languages across different studies or inrdiffespeech styles. For these
reasons, some authors have taken their distanoe iigthm metrics (e.g. Barry &
Russo, 2003), while others have proposed a motditaf some metrics in order to
reduce their sensitivity to speech rate (e.g. Del&Wagner 2003). More recently,
Bertinetto & Bertini (2008) have proposed a newexavhich is based on a different
rationale from the others and which has its roats previous studies on
compensation.

In this chapter, | shall give a detailed accounttled research dealing with
rhythm metrics from the publications of Rametsal. (1999) to the present day
(2010). In 3.2 the most frequently used rhythm mostwill be explained and
illustrated one by one in an effort to try and dall the linear development of
research in this topic. In 3.3 | shall present tbgults obtained by calculating the
metrics on the corpus which was introduced in aapt Finally, in 3.4 | shall hint
at the possibility of applying the metrics on paeaens other than duration for the
study of speech rhythm. An important remark consetime terminology: in an
attempt to respect the preferences of each authsinall use the termshythm

30 Mora-timing is the rhythm class to which Japarisssid to belong.
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correlates rhythm metrics and rhythm measuresas synonyms to refer to these
variables calculated from consonantal and vocagasarements.

3.2 An account of rhythm metrics

3.2.1 The deltas

Ramus, Nespor & Mehler (1999) proposed three phoregrrelates of rhythm
relying on the list elaborated by Dauer (1983) arnich contains the phonological
properties which are believed to be responsibleHerperception of a language as
either stress-timed or as syllable-timed. As alyea@ntioned in chapter 2, the most
important of these phonological properties argha)presence vs. absence of vowel
reduction and b) a complex vs. simple syllabic ctrte. The acoustic correlates
they proposed are supposed to account for thegeempies by applying specific
mathematical formulae to the durations of vocatid aonsonantal intervals.

The authors derive three variables from these nmmeamnts, namelxV, AC
and %V. They consider the standard deviation ofaliocintervals AV) to be
indicative of the presence/absence of a high degfreewel reduction in unstressed
syllables: stress-timed languages, allowing forgh llegree of vowel reduction, are
supposed to present a higher variability between ldngth of stressed, fully
articulated vowels and unstressed, short, reduoeethg. Therefore, these languages
were expected to result in a higher valuadf

The standard deviation of consonantal intervaB)t* was instead supposed
to be indicative of syllable complexity: the hights value, the more complex the
syllabic structure. This claim relies on the obs#ion that, as has been previously
mentioned, languages with a simple syllabic stmect{syllable-timed languages)
presumably only allow for simple consonantal clustevhereas languages with a
complex syllabic structure (stress-timed languaga&)w for both simple and
complex consonantal clusters resulting in a highaue of AC. The standard
deviation measures the degree of variability orstadf values by comparing every
possible pair according to the following formula:

D ima (i = T)°

n—1

Ox =

The vocalic percentage (from now on %V) is meantb&® an acoustic
correlate of both the complexity of the syllabicusture and the presence/absence of
a high degree of vowel reductinThe fact that %V will be lower for languages
presenting a high degree of vowel reduction (sttiessd languages) is intuitive
enough not to need further clarification, while #msumption that %V will also be
lower for languages allowing for more complex dylés can be accounted for by

3 Ramus et al. (1999) refer AC as to “standard deviation of inter-vocalic intsl. | have decided
to use the term “standard deviation of consonamtarvals” for its straightforwardness and in
order to be consistent with its abbreviated fay@

32t has to be noted that, as Ramus et al. (199®) pat, the consonantal percentage is isometric to
the vocalic percentage and thus needs not be atdclil
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saying that a complex structure implies a higharsomantal percentage, that is to
say a lower vocalic percentage.

The author’s expectations are illustrated in fig8ré (taken from Barry &
Russo, 2003), where the A circle represents larggidaditionally classified as
syllable-timed (expected to result in lower valwsAV and AC), whereas the B
circle represents languages traditionally classifie stress-timed (expected to result
in higher values oAC andAV).

t /\
M/\\/
"/

-

AC

Figure 3.1.Chart showing the alleged difference in the valhfesV andAC for
syllable-timed (A) and stress-timed (B) languagesom Barry & Russo, 2003).

Ramuset al. carried out an experiment based on eight languéieee
supposedly stress-timed — English, Dutch and Pelisifour supposedly syllable-
timed — ltalian, French, Catalan and Spanish — @ms supposedly mora-timed —
Japanese) with 5 sentences uttered by four ngteakers per language. The authors
describe their data as follows:

Sentences were short news-like declarative statemdnitially
written in French, and loosely translated into tiaeget language by
one of the speakers. They were matched across dgegufor the
number of syllables (from 15 to 19), and roughhjtehad for average
duration (about 3 s).

(Ramus et al., 1999:271)

They calculated the three acoustic correlates Heir tdata and put the results on
three charts combining the values obtained forctireelates in each language. These
charts seem to confirm their hypotheses: Engligh Buatch cluster in a group with
high values oAC andAV and lower values for %V, whereas Catalan, Freftahian
and Spanish cluster in a group with opposite valdapanese occupies an isolated
position, presenting even lower valuesA@ andAV than syllable-timed languages
and a higher value of %V (thus looking more sykabimed than languages
traditionally considered as such); Polish, howestcks with English and Dutch as
for %V andAC, but it exhibits very low values aiV.
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Figure 3.2.%V/AC andAC/AV charts, from Ramust al. 1999:273.

In the second part of their article, the autharsatdibed a set of experiments
about the perception of rhythm which seemed to ssigtipat both adults and infants
can discriminate languages belonging to differagthrm classes. These experiments
are dealt with in more detail in chapter 6. Thehatg conclude that the YaNC
chart (see figure 3.2) has the best discriminapmwer for languages belonging to
different rhythm classes, A¥ is too heavily influenced by other factors.

Finally, | would like to stress something thatreeego pass unnoticed in most
modern studies on speech rhytlte deltas in se have nothing nehey are simply
the standard deviation, which had already been imspdevious studies looking for
isochrony in the '70s and ‘80s (e.g. Roach, 19&3ther, what is innovative is the
fact that they are not applied to syllable or tteirstress durations, but to other
linguistic entities,i.e. to vocalic and consonantal durations. This imptiest the
phonetic reality corresponding to the perceptivetidction between stress-timing
and syllable-timing is no longer sought in termsyifable or foot isochrony, but by
measuring acoustic correlates of the phonetic pt@gseassociated to stress-timing
or syllable-timing.

3.2.2 The PVI

Low and co-workers developed a slightly differeppaach based on the Pairwise
Variability Index (PVI), which is meant to give andication of the variability of
vocalic and consonantal intervals.

The PVI, just as the deltas, is applied to the tlmaof vocalic and
consonantal intervals, but its advantage congist®nsidering the segments in their
temporal successiom(is the number of intervals, whitk is the duration of th&™"
interval):

m—1
+PVI = [ka —dgasl/ (m— 1)
-1

In other words, the formula of the raw PVI (rPVidlculates the difference in
duration of all pairs of successive intervals amlfy calculates the mean of all
differences. This is in contrast with the rationafethe standard deviation, whose
formula considers all possible pairs (successiveraom successive). The normalised
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PVI (nPVI) is basically the same formula, but idadh normalisation by dividing the
duration of each interval by the mean durationaf9

m—1

2

k=1

dk - dk+1

nPVI =100 x -_—
[ (A + dpsy/2

‘f{m—i}]

The different rationales of the standard deviatad the PVI are illustrated in figure
3.3 with an example: a purely hypothetic and exaémartificial sequence of

vocalic durations in decreasing tempo, in whichheaowel increases by 10 ms
would yield very different results of and rPVI: the standard deviation formula
considers the differences of all possible pairsilevthe rPVI exclusively considers

the differences between successive pairs (whicthig case is always 10). This
example is, of course, absurdly artificial, butclearly illustrates the difference
between the two formulae.

t | 40

110
50
6o 3 10 < -

} 10 A= st.dev(40;50;60;70;
70 } 10 80:90:100:110:120:130;
80 4 0 140)=33,16 ms
90
1004 10 ,

110 rPVI=mean (10:10;10;
130} 10 10:10:10;10:10;10;10)=10 ms
130

10
v 140°

Figure 3.3.A comparison of tha and the rPVI.

Work on the PVI started with Low & Grabe (1995, tribby Grabe & Low,
2002) and Low, Grabe & Nolan (2000, quoted by Gréaldeow, 2002), who applied
the nPVI to vocalic measures and found a higherabdity for British English
(supposedly stressed-timed) than for Singaporeigin¢gupposedly syllable-timed).
They also claimed that the nPVI of vocalic interval a better indication of
rhythmicity thanAC andAV. These ideas were further developed in Grabe & Lo
(2002), an article which has now become the referdar all researchers using the
PVI for the study of linguistic rhythm.

Grabe & Low (2002) conducted an experiment in orietest the deltas
against the PVI. They included all the languagesliess by Ramugt al. (1999)
apart from ltalian — thus Catalan, Dutch, Britishgksh, French, Japanese, Polish,
Spanish — and added many more — Estonian, GermeegkGLuxembourgish,
Malay, Mandarin Chinese, Rumanian, Singapore Emgliamil, Thai and Welsh.
They ended up with four stress-timed languages|{@ngserman, Dutch and Thai),
four syllable-timed languages (French, Spanish,illfand Singapore English), one
mora-timed language (Japanese) and 9 mixed oregmased languages. Instead of
“news-like declarative statements”, they used tedisns of theNorth Wind and the
Sunand only one speaker per language.
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Figure 3.4.Vocalic nPVI/Consonantal rPVI chart, taken fronaBe & Low
(2002:7/16).

Their results of the PVIs (see figure 3.4) confidhexpectations fairly well,
with stress-timed languages exhibiting high valoéssocalic nPVI. Consonantal
rPVI, instead, seemed to have a lower discrimirygpamwer, with comparable values
for both stress-timed and syllable-timed languadé® chart seems to work well
also for mixed languages such as Polish, whose gt value reflects its complex
syllable structure (with long consonant clusters,to 5 segments) and whose low
nPVI value reflects the fact that it does not hab®nological vowel reduction
(these findings are similar to the ones obtaine®amuset al. 1999).

The authors also calculated %V an€ for the same data in order to
compare results with the PVI. They found that tispdsition of languages was in
some cases similar, but then some languages moveadlifferent area of the chart,
less in compliance with expectations. The authgpdagned this by claiming that the
three correlates proposed by Rametigl. (1999) do not work when some variables
come to play a role, especially speech rate.

Grabe & Low’s conclusion is that the dispositionlafiguages in rPVI/nPVI
chart proves that “a categorical distinction betwstess-timing and syllable-timing
cannot be defended” (2002:525) as languages tersddtter within the chart and
many of them occupy intermediate positions everh wime overlap between the
two traditional classes.

3.2.3 Considerations on speech rate and the varcos

Ramus (2002) is a response to Grabe & Low (200®)hich the author comments
on their results and calculates the PVIs on his oanpus. He finds that the results
given by the PVIs are similar to those given by tledtas (though nPVI actually
provides a clearer differentiation thAW) and stresses the fact that, since Grabe &
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Low used just one speaker per language, their teesaiduld reflect speaker’s
idiosyncrasies. Ramus advocates for a higher nuwibgpeakers being studied and
admits that the validity oAC and AV as correlates of rhythm can easily be
influenced by speech rate. He claims:

It is essential to have a variety of speakers tmtelanguage;

It is essential to control for speech rate, eithr constraining the
corpus, or by using a normalisation procedure;

The usefulness of variables suchi&and4C may well be limited to
corpora where speech rate is strictly controlled.

(Ramus, 2002:117)

He then proceeds to a survey of several problemshndrise when attempting to
control speech rate and, in conclusion, statedv&fan lies in larger data sets. [...]
Automatic speech processing carries hopes of &f&wrtconstitution of unlimited
corpora, as well as the spectres of imprecision @mr@hninglessness.” (Ramus,
2002:119).

Barry & Russo (2003) calculated both the deltad #re PVIs on semi-
spontaneous dialogues from the AVIP corpus fortéBah speakers (6 from Naples
and 7 from Pisa) and from the Kiel corpus for 4al@es (the dialogues are longer
than in the AVIP). The results they obtained seemanfirm neither the validity of
AV andAC, nor that of the PVIs as correlates of rhythntasitheir values, contrary
to expectations, are on average higher for spedkams Naples and Pisa than for
German speakers. The authors argue that speedhmetidy influences the values of
these correlates: they presented a chart suggestatgan increase in speech rate
takes the languages towards a position associatadswilable-timing according to
the methods proposed by Ranaisl. (1999). Russo & Barry (2008) include further
considerations from the observation of the sama.dat particular, the authors
notice that %V is “by far the most tempo-resistamd the most language-
distinguishing measure” while the “[...] Ramus delalues and the Grabe and Low
PVI values are to a considerable part a functioart€ulation rate” (Russo & Barry,
2008:4/4).

Dellwo & Wagner (2003) conducted an experiment oglish, French and
German in order to examine the influence of speatd on %V and\C. Their
results reflect the language groups found by Raetual. (1999). Speech rate is
found to affect the values of the correlates (abaVAC), but its influence does not
seem to be strong enough to prevent the clustefisgess-timed and syllable-timed
languages into separate areas. In order to cattiecsensitivity shown bxC, the
authors propose to divide this variable by the meane of consonantal intervals,
thus obtaining varasC*?

varcdAC =AC / meanC * 100

This idea follows the same rationale as the nosatabn found in the formula of the
nPVI, where interval durations are divided by theam duration. VaradC is then
tested in Dellwo (2006), where the author calc@dtes parameter on data drawn
from the BonnTempo corptfs The results can be seen in figures 3.5.

3 varco stands for variation coefficient.
3 The Bonntempo corpus is a corpus devised by thBellwo for the combined study of peech
rhythm and rate (see Dellwo et al., 2004). The gagsented in Dellwo (2006) includes tha same
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Figure 3.5.AC/%V chart, taken from Dellwo (2006).
The figures show that the results are encouragisig,

general cluster patterns of stress-timed and sigtdimed languages
are clearer with varcdC than with4C since all F[French]versions
lie well below E[English] and G [German]on the varcdC scale
which is not the case fadC [...]. In other words: the use of a
variation coefficient for4C enhances differenciability of rhythm
classes for the data presented.

(Dellwo, 2006:5/8)

More recently, Benton (2010) proposes a slight fication of the
normalisation applied by Var&& and by the nPVI. As for Var&&:, the author
proposes to dividAC for the local mean of consonantal durations,eadtof the
overall mean. However, this approach is not emtirdw and a similar remark had
already been put foward by Mairano & Romano (20@rd b) referring to the
deltas: the two authors calculated the deltas Bolbbally” (the A method) and
“locally” (the B method>. As for the modification of the nPVI, the authaiggests
that the formula should not only normalise an waélin relation to the preceding
interval, rather the “Reverse-normalized PVI wothén attempt to normalize the
utterance over all past durations from that paldicwtterance”. The formula he
proposes is the following:

|d, - d,.

Rev _nPVI, =100 » E

J.=1|

fm—=1)

) ﬂl‘

i B |HJ—'~1’]
1y
\i=0 /

data used in Dellwo & Wagner (2003) plus more ¢itak, 12 German speakers, 7 English speakers
and 7 French speakers).

% The two methods are also available in @errelatore software, see chapter 4 and Mairano &
Romano (2009).
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3.2.4 Deltas and varcos versus the PVI, the debajees on

The studies of Ramus, Nespor & Mehler (1999) andb@&r& Low (2002) have
given new impulse to the research in the fieldtofthm and several authors have
attempted to enlarge the perspectives with the @inmcluding as many different
variables as possible. | shall now report on somi@ numerous authors who set
out to test the validity of these correlates. Hogreu shall concentrate here on
authors who have dealt with general problems of finghm categorisation of
languages or who studied characteristics of a §pdanguage. Those who focused
on the issue of variation and/or variability in spke rhythm using the rhythm
metrics are reported in chaptef.5

Schmid (2001) conducted an experiment on Engligrntan, Swiss German
(stress-timed languages), ltalian, French, Spafséshable-timed languages) and
calculated the values of the three parameters pezpby Ramust al. (1999). His
results seemed to confirm the validityX andAV as correlates of rhythm, but not
of %V, which was surprisingly high for English angéry low for French. He
concluded that the results may have been influefgethe fact that only a small
corpus was used and he puts forward the need ofrwatudies including more
speakers and more data.

Galveset al. (2002) drew on this quest (also stressed by Raga@?, and
by most authors who worked on rhythm metrics). Taeyue that hand labelling is
very time-consuming and, furthermore, brings abseveral inconsistencies in
relation to, for example, phonological choices: hrermablematically, the decision on
whether or not a certain vocalic segment is presast huge implications as it
affects greatly the value oAC (because the surrouning consonants will be
considered as one long or two short segments aocptal the choice). On the basis
of the perceptive tests carried by Mehgeml. (1996), in which new-borns are found
to discriminate between languages belonging tohrhit classes with a signal
filtered at 400Hz, Galvest al. argue that

at this level it is hard to distinguish nasals frarowels and glides
from consonants. This strongly suggests that tlseridnination of
rhythm classes by babies relies not on fine-graimstinctions
between vowels and consonants, but on a coarseepgberception
of sonority in opposition to obstruency.

Therefore a natural conjecture is that the iden&fion of rhythm
classes must be possible using a rough measuemofisy.

(Galves et al., 2002:2/4)

The authors manage to capture the variability oted and devoiced intervals by
applying some autosegmentation procedures on the sarpus used by Ramas
al. (1999). Results mainly reflect those obtained @talic and consonantal
intervals.

A similar idea was applied by Dellwo, Fourcin & Adion (2007) who
calculated VarcaUnvoiced and %WVoiced on English, German, Frendath lgadian:
results suggest that it is possible to discriminageveen rhythm classes by using

% The distinction between the two approach is ofrsewot always neat, as some authors deal with
both. Still, | have tried to draw a line in orderghape the two chapters along these two different
themes.
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these measures as the classification is very gialéghe one obtained withC and
%\V.

Lijan (2004) computed the nPVI on vocalic duraideeparately for full and
reduced vowels) of American English (consideredsasss-timed) and Taiwan
English (supposedly syllable-timed). The resultafem author’'s expectations as
they show higher nPVI values for American Engliblart for Taiwan English both
for full and reduced vowels

Rouas & Farinas (2004) conducted an experimentEnglish, German,
Mandarin Chinese (stress-timed languages), Frdtallgn, Spanish (syllable-timed
languages) and Japanese. They included a large anuofilspeakers by using an
autosegmentation procedure. They calculated bathhiee correlates proposed by
Ramuset al. (1999) and those proposed by Grabe & Low (2008)@ncluded that
the results were not thoroughly satisfactory. 8eytproposed new correlates based
on the automatic segmentation of the speech siginal“pseudo-syllabes®. For
each “pseudo-syllabe”, the authors calculated: f@ total duration of the
consonantal segments, b) the total duration o¥tloalic segment and c) the number
of consonantal segments. Their correlates are showaharts where stress-timed
and syllable-timed languages seem to form two yfastparated groups (though
Italian tends to stick in the neighbourhood of strémed languages). Nevertheless,
no other author seems to have taken their hintthed parameters have not been
tested by anyone else.

Dankovicova and Dellwo (2007) added Czech to thetadalready
investigated by Dellwo (2006) expecting that it sldofall half-way between the two
rhythm classes because (a) it does not have phgicalosowel reduction but does
have vowel length opposition (b) its syllable stwre is fairly complex, but not as
complex as in stress-timed languages. The authorsever, found that only %V
managed to reflect this, while both Van® and consonantal rPVI classified Czech
as stress-timed, while vocalic nPVI classifiedsitsgllable-timed.

Bentonet al. (2007) applied the deltas and the PVIs to largpa@ of non-
laboratory speech of American English and Mand&iinese. They used news
broadcasts with more than 50 speakers per langotgkng more than 100 minutes
of speech that was analysed with the help of autisrnatural language processing
and other scripts. Mean results for both the dediad the PVIs confirm the
classification of Mandarin Chinese as syllable-tihend of American English as
stress-timed, though values for single speakersep@ted to vary greatly.

White & Mattys (2007) tested the various correlates first and second
language speakers of English, Dutch, Spanish aedckr In particular, they tested
native English speakers, native Dutch speakersyendirench speakers, native

371 find these results slightly controversial: thalues of vocalic nPVI are meant to be higher in
stress-timed languages because of the remarkaffdeedice in these languages between, on the
one hand, fully-articulated vowels and, on the ptiend, reduced vowels. Obviously, calculating
the nPVI separately for fully articulated and reeldizowels fails to capture this difference and one
may well wonder what the rationale behind this chois and on what grounds this particular
application of the nPVI was expected to yield highalues in stress-timed than in syllable-timed
languages.

% Their automatic system is said to recognise vodatervals (V) and non-vocalic intervals (C). The
segments are consequently grouped into “pseudab®dl according to the scheme C...CV. This
is to say that any sequence of C segment will ketqgmether with the following V segment in
order to form a “pseudo-syllabe”. In other wordse duration of a “pseudo-syllable” coincides
with the inter-onset distance (the distance betvieensuccessive vocalic onsets).
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Spanish speakers, non-native English speakers iBpaatives), non-native English
speakers (Dutch natives), non-native Dutch spealenglish natives) and non-
native Spanish speakers (English natives). As @gdethe metrics classified Dutch
speaker of English and English speakers of Dutcthen stress-timed area (both
Dutch and English are stress-timed languages),en®danish speakers of English
and English speakers of Spanish resulted in armrnm@éiate area, a fact that
presumably reflects a certain degree of adaptatiothe part of L2 speakers to the
rhythm of the target language. According to the aubhors, VarcoV/%V seems to
be the combination that best reflects their hypstise

Tortel & Hirst (2008) used the PVI in order to distinate the rhythmical
properties of French learners of English. Theyiedrout an experiment in which
three groups of French learners (FR1 non speciatigtish speakers, FR2 first-year
university students of English, FR3 fourth andhfijtear university students of
English) and one group of British English nativeeaiers had to listen to some
sentences pronounced by a “model” and then repest closely as possible. The
vocalic nPVI is found to better reflect the langeagpmpetence of speakers than the
consonantal rPVI. In effect the nPVI values inceed®m FR1 through FR2 and
FR3 and up to BR, whereas the rPVI values are dessistent. Tortel & Hirst
(2010) add the deltas and the varcos (which thegtipnably call cv — standing for
coefficient of variation), finding that these megsi allow three types of
discrimination: (a) learners vs. natives (b) FR1RR2 (c) a graduation from FR1 to
BR (which they call GB in their study in their stuish 2010).

Loukinaet al. (2009) calculated a plethora of rhythm measurésdffferent
indices, each computed in 3 different waysvhich gives a total of 45) on voiced
and devoiced intervals retrieved by a procedureadbmatic segmentation. The
authors then built classifiéfsand tested how often they could correctly pretliet
language, based on a combination of one or motlamhynetrics. Results show that
some rhythm measures calculated on automatic sdgtimnare better than others
at separating languages, but on the whole “thergteegubstantial variation within
languages which makes it impossible to reliablyasefe languages based on the
rhythm of a single paragraph”. The authors argw such results reflect human
identification of delexicalised speech. They alkons that rhythm seems to be a two
or three-dimensional phenomenon as classifiers doase more than 2 rhythm
measures do not significantly improve the succates r

More authors who used the metrics are listedhapter 5 as their
attention was concentrated in showing rhythm vemmatand variability across
different dialectal or regional varieties, or a@asfferent speech rates.

3.2.5 Bertinetto & Bertini (2008): the CCI.

A new proposal, the Compensation and Control In(@l) was put forward by
Bertinetto & Bertini (2008). Its formula is inspdey the rPVI and, like the other

% (a) calculating them for each sentence and themaging partial results (cf. the B method in
Mairano & Romano, 2009);

(b) calculating them for each sentence leaving sesgments preceding pauses (as they are often
lengthened) and then averaging partial results;

(c) calculating them on the entire text (cf. thenAthod in Mairano & Romano, 2009).

“0'A classifier is defined by the authors as “an sigthm that will optimally predict which language
was most likely to have produced the observed RKhytfim measures]” (Loukina et al.
2009:1932).
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metrics, is applied to vocalic and consonantal mmesss (though with important
differences), but it has a different rationale anaws on previous works by Fowler
and colleagues (1977 and following) on compensatsae also Farnetani & Kori,
1986 and following). Details about these works gieen in chapter 1, | shall
therefore only briefly resume the conclusions: aata&ompensation did not confirm
the hypothesis that stress-timed languages shoxhibie more inter-syllabic
compensation (to equalise feet durations) and ldgHamed languages more intra-
syllabic compensation (to equalise syllable durast)p instead, stress-timed
languages were found to exhibit both intra- anérisyllabic compensation. In the
light of these observations, Bertinetto (1989) séed the traditional dichotomy of
stress-timing vs. syllable-timing in terms of cabtvs. compensation (although the
terms were drawn from Hoeqvist, 1983): controlliagguages (corresponding to
syllable-timed languages) are supposed to showlémels of compensation at all
levels, whereas compensating languages are suppossdow higher levels of
compensation at all levels (intra and inter-syldabiAs stated by Bertinetto &
Bertini, “[tlhe CC view aims at describing the @syllabic behaviour, which in turn
affects (or is possibly affected by) the overarghatcentual alternation” (2008:1/4)
and will possibly integrate in the future a modad this second level (like the one
proposed by O’Dell and Nieminen, 1999).

In order to account for the intra-syllabic bebar, then, the CCIl needs to
consider the segments composing each vocalic amsboantal interval: its formula
is in fact a modification of the rPVI that dividegerval durations by the number of
segment¥ that compose it:

m—1

ccl = 100 Z
T m-—1

k-1

The authors’ prediction was that controlling langes should be located
along the bisecting line as vocalic and consonafhiatuations should tend to be
more or less the same in these languages. Insteathensating languages should
tend to be placed below the bisecting line as vodhictuations should be higher in
these languages than consonantal fluctuations aluket difference between fully
articulated stressed vowels and reduced unstresseels. The two authors
expected no language to be collocated in the zanaldove the bisecting line as this
would imply a higher level of consonantal compeiosatthan of vocalic
compensation. They provided the results of the €&@hputed on dialogues by 10
Italian speakers and compared them with the vat#ained with other metrics
(%V, deltas and PVIs): results for Italian seemed réflect expectations for
controlling languages, with the ten speakers ctigjealong the bisecting line (see
figure 3.6). Then, the authors divided speakers thtee tempo groups and, in line
with expectations, they found that with decreasspgech rate, consonants and
vowels are compressed more or less at the sameupvi® a threshold (which is
sooner reached for consonants than for vowels).

II-_"'fk+:L

dy
Mg M4

“1 As noted by the authors, the idea of introducirgriumber of segments composing each interval is
not entirely new, as it had already been experigtly Rouas & Farinas (2004), who used the
number of consonants composing a C interval aobnwny indices.
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Figure 3.6.Results of the CCI for semi-spontaneous produstafrilO Italian
speakers (taken from Bertinetto & Bertini, 2008).

Bertini & Bertinetto (2009) gave detailed inforn@tion how they computed
the CCIl: as has been said, each interval has taliladed by the number of
phonological segments composing it, but this has tlawback of creating
ambiguities as for the phonological interpretatainrsome segments. For example,
the two authors considered both on- and off-gl@esonsonantal: while considering
on-glides as consonantal is a common feature oft ratteer studies on rhythm
metric$?, the fact of considering off-glides as consonamtt odds with most other
authors’ choice®. ltalian geminated consonants were considered néervils
composed by 2 phonological segments and it wascpbesl that phonologically
long vowels (in languages like Finnish) should als® considered as double
intervals. Vocalic intervals were mostly composéame segment, apart from cases
of synaloepha, which were treated as double intenwacontrast to cases if hiatus,
which were assigned to two different nuclei. Fumhere, the two authors decided
on the following criteria to select utterancesifariusion in the study:

[) sono stati scelti enunciati privi di esitaziorpause, forme di
assenso, esclamazioni, false partenze, fenomemilivoon verbali,
sequenze inintelligibili, routines discorsive (conhe frasi fatte

ricorrenti);
[I) sono state ulteriormente eliminate le partin@nali di enunciato
di tipo asseverativo (ad esempio: ..., no?), cosme quelle

introduttive (ad esempio: cioe,...);

[ll) sono state selezionate sequenze che, in tiasoe ortografica,
avessero almeno 9 sillabe (> 9 sillabe) e, fonetieate, almeno 8
sillabe (> 8 sillabe). La differenza &€ motivatal datto che non tutte
le sillabe potenziali si realizzano effettivamen#d parlato, a causa

“2 Actually, Grabe & Low (2002) considered even oitigg as vocalic when it was not possible to
distinguish them on the spectrogram: “[w]e excluditial glides from vocalic portions if their
presence was indicated by clearly observable claimgéormant structure or in the amplitude of
the signal. Otherwise, glides were included inwtbealic portion.” (Grabe & Low 2002:5)

*3The estimate applies to those authors who havarecthe criteria followed in the segmentation.
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di possibili fenomeni di fusione tra vocali adiatierniduzione di iato,
ipoarticolazione etc.
(Bertini & Bertinetto, 2009:4/17)

The two authors also state that they “discardedfitted portion of each utterance,
from the last stressed syllable (inclusive) onwardis portion has an entirely
different rhythmic behavior, that should best balgred on its own” (2008:2/4).

The CCI is youger than the other rhythm metricg, dar this reason, it has
not yet been applied to many data; so far, aparbofse from its authors, it has only
been used by Mairano & Romano (2008 and followesgfar as | am aware. Results
of the CCI for various languages are also repdotddw.

3.3 Applying the metrics to the corpus

3.3.1 Reasons for setting out to compute rhythm meares

The brief description sketched above has shownrttaaty authors have tested the
metrics in a fair amount of conditions, checkingith(in)stability over different
speech styles and speech rates. In most cases, tvbihypothesis of two (or three
if we include mora-timing) clear-cut rhythm classkses not seem to be plausible,
rhythm measures do seem to yield a more or les®xrippate scalar characterisation
of the rhythm typology of languages. However, vatfew exceptions, most studies
on the field of rhythm metrics have included linditedata sets (which is
understandable as the computing of these meassiraslong a time-consuming
procedure). Furthermore, data from different stsid@e often not directly
comparable because of different choices in the satgtion or in the interpretation
of some specific phonological segments. For examate has been stressed by
Mairano & Romano (2007a and b) and Loukatal. (2009), there does not seem to
be a general agreement as to the procedure witbhwihiythm metrics should be
calculated: some authors compute them on all vo@ald consonantal (or voiced
and unvoiced) interval durations, while others agel the last segments, and others
compute the measures separately for each sentenaeteo-pausal unit finally
averaging results.

As a consequence, what was claimed nearly 10 yemrge.g. Schmid, 2001,
and Ramus, 2002) is still relevant: these studiagehproven the necessity of
enlarging the perspectives and conducting expetisnen a wider range of data
including more languages, more speakers, more rsezgeper speaker, different
registers and speech styles. In particular, the baunof languages for which
correlates have been calculated is still fairly kntlae wider spectrum probably still
being the one presented by Grabe & Low (2602)

So, around 2007 | set out to gradually gather daktach has already been
described in chapter 2. At first, the corpus wasy\Janited, but the number of
languages and speakers grew gradually and currestlys 21 national languages
and 61 speakers. For these data, the most comnuselg rhythm metrics were
calculated withCorrelatore 2.2 (see chapter 4) in two different ways, namely
globally (the A method) and locally (the B methodpukina & al. (2009) have
reported that such different methods do not yiédghiEcant differences, yet at the

“4 Alhtough it was corroborated by only one spealarianguage.
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beginning of my research in this field (cf. MairaBoRomano, 2007a and b), |
found that the B method provided a slightly bettlssification of rhythm classes.
The results are presented below.

3.3.2 The data

| shall now introduce the data, which are the sameughout all tests on rhythm
presented in this chapter. | have been gatheriogrdengs of the narrativdhe
North Wind and the Sulby different speakers in different languages fame years
as a constantly growing corpus. At the time of lwgt the corpus was composed of
61 speakers of 21 national languages (in alphaddeirder: Arabic, Chinese, Czech,
Danish, Dutch, English, Estonian, Finnish, Fren8grman, Greek, Icelandic,
Italian, Japanese, Polish, Portuguese, Romaniassi&y Spanish, Swedish and
Turkish).
The corpus is thus homogeneous as for text typeafeative), speech style

(read speech), text length (translations of theesaaxt, ranging from 23.30s to
49.78s and averaging at 32.50s £5.29s) and nunilsegments uttered by speakers;
speech rate, unfortunately, varies a little aceaydio speakers, ranging from 4.13
sylls/s to 6.84 syll/s and averaging at 5.84 sy{8.72). All recordings involved
native speakers of the languages anafi’sed

The main drawbacks of the corpus at its presené stee (a) its strong bias
towards the Indo-European family and (b) the umnéderesentation of some
languages in comparison to others, with only 1 kpetor Czech, Danish, Estonian,
Greek, Japanese, Polish, Swedish and Turkish assedpto the 15 speakers of
Italian. Furthermore, the samples have differeni/pnances as some were recorded
in a sound-proof booth at LFSAG4dboratorio di Fonetica Sperimentale ‘Arturo
Genre’, University of Turin), whereas a few others wegearded during fieldwork
and others were taken from thidustrations of the International Phonetic
Associationeither published in thelandbook of the IPA1999) or in various issues
of the Journal of the IPAStill, the corpus is fairly wide and certainlycindes a
higher number of languages than most other comparatudies on rhythm. A list
of all samples (and their source) in alphabeticdeoby national language follows.

* Arabic - 2 speakers: 1 male speaker of Standardiétaken from Thelwall
& Akram Sa'adeddin (1999) and 1 female speaker ebabhese Arabic
recorded at LFSAGGELLI, 2009).

* Chinese - 2 speakers: 1 male speaker of Mandaiime€é from the province
of Chao Yang and 1 female speaker of Mandarin Geirfeom Hongkong.
Both samples were recorded at LFSAG (S. Pittor(820

* Czech - 1 speaker: a male speaker of standard Ceeclded at LFSAG (D.
Brdicko, 2007).

 Danish - 1 speaker. a female speaker of standamisbataken from
Grgnnum (1999).

e Dutch - 1 speaker: a male speaker of standard Dutaken from
Gussenhoven (1999).

4> With the possible exception of the Indian Engligteaker: even though this speaker might have
learnt English in the family and have been educatdgnglish, there are clear auditive cues that
suggest that he might be assimilated to a spedkenglish as an L2. At any rate, the issue seems
to be questionable.
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 English - 5 speakers: a female RP speaker (takam fRoach, 2004), a
female GA speaker taken from Ladefoged (1999), denspeaker of
Australian English (recorded at LFSAGELI 2009), a female speaker of
New Zealand English (taken from Bauwdral, 2007) and a male speaker of
Indian English (recorded at LFSAG).

» Estonian - 1 speaker: a female speaker of startestahian, taken from Asu
& Teras (2009).

* Finnish - 2 speakers: 2 female speakers of stanBamdish recorded at
LFSAG (L. Capovilla, 2007).

* French - 2 speakers: 1 female speaker of standeedck (tajen from
Fougeron & Smith, 1999) and 1 female speaker ofaG&am French recorded
by P.L. Salza (2006),oquendo (who kindly granted me permission to use
the recording for research purposes).

« German - 2 speakers: 2 female speakers of Star@archan recorded at
LFSAG (L. Capovilla, 2007).

* Greek - 1 speaker: 1 female speaker of standardk@Geken from Arvaniti
(1999).

* Icelandic - 10 speakers: 8 speakers (7 M and 1f F¢atandic recorded in
2007 by me in Reykjavik during fieldwork and 2 (1 &d 1 F) more
speakers recorded at LFSAG.

e ltalian - 15 speakers: 4 speakers of supposedhyddtd Italian: Italian01 and
Italian04 are males and were recorded at LFSAQDOZespectively by A.
Romano and L. Calabro, Italian02 is a male speéddezn from Canepari
(2004), Italian05 is a female speaker taken frongd®® & D’Arcangeli
(2004); one female speaker of Rome regional Itallealian03, taken from
Costamagna, 2000), 4 (2 M and 2 F) speakers ofnRiatese regional
Italian (Italian06, Italian07, Italian08, Italian1&ll from Turin and recorded
at LFSAG), 1 female speaker of Sicilian regionalli#in (Italian09 from
Mazara del Vallo, recorded at LFSAG), 1 female &peaof Northern
Apulias regional Italian (Italian10 from Bitontoa@rded at LFSAG), one
male speaker of Calabrian regional Italian (ltalibn from Vazzano,
recorded at LFSAG), 1 female speaker of Sardiniagional Italian
(Italian12, from Nuragus, recorded at LFSAG), 1 &ben speaker of
Neapolitan regional Italian (Italian 13, from Trantip recorded at LFSAG)
and 1 female speaker of Venetian regional Italitali&dn14, from Treviso,
recorded at LFSAG). Note that all 15 recordings samples of standard or
regional varieties, no dialectal varieties of Italyere included in the

corpug®.

» Japanese - 1 speaker: 1 female speaker of staddaahese recorded at
LFSAG.

» Polish - 1 speaker: 1 female speaker of StandalidhP@ken from Jassem
(2003).

» Portuguese - 3 speakers: 1 female speaker of Sthkadasopean Portuguese
taken from Cruz-Ferreira (1999), 2 female speakéBrazilian Portuguese
(2 from Manaus recorded at LFSAG and 1 from SaoldP#aken from
Barbosa & Albano, 2004).

8| did record 6 samples of Piedmontese, but theye Heeen kept separated from the rest of the
corpus and are presented further on (see chapter 5)

51



3. 1999-2010 : rhythm metrics

* Romanian - 6 speakers: 1 female speaker from Bashal female speaker
from Brasov, 1 male speaker from Bucovina, 1 mpkager from Moldavia,
1 male speaker from Muntenia and 1 male speakar @itenia. The first 3
speakers were recorded at LFSAG, while the lase thpeakers were
recorded, respectively, by H. Bendea, D. Jitaru@n&tan during fieldwork.

* Russian - 2 speakers: 1 male and 1 female speakierécorded at LFSAG
(Romano, 2010).

* Spanish - 5 speakers: 1 female speaker of CastBanish taken from
Martinéz Celdranet al. (2003), 1 female speaker from Granada (Spain,
recorded by I. Giacoletto), 1 female speaker froogd@a, 1 male speaker
from Caracas and 1 male speaker from Lima (allethmecorded by S.
Amorosini).

* Swedish - 1 speaker: 1 female speaker of StandaedliSh taken from IPA
(1999).

e Turkish - 1 speaker: 1 speaker of standard Tunl@sbrded at LFSAG.

3.3.3 Labelling the data

Initially, all samples were analysed wittaat and the durations of each vowel and
consonant were saved in a spreadsheet for analyss.procedure was very time-
consuming and so, whe@orrelatorebecame available (see chapter 4), all data were
labelled as CV (consonantal and vocalic intervdtdjowing the conventions
outlined in chapter 4 (or, in very few cases, asViPA transcriptions) and were
saved agextGridd’. However, the transition was long as all old reaogs had to
be re-labelled and sometimes the results weretkliglifferent®. This is also the
reason why the values of the correlates presergszldre not exactly the same as in
old publications by Mairano & Romano (e.g. 2007).

As a rule, all samples were labelled manually by twained phoneticians
(PM and AR) in order to minimise fluctuations iretinesults due to the author’s
choices or bias. However, this does not apply &1 Icelandic speakers and to 8
of the 15 Italian speakers (who were labelled esigkly by PM) and to the Danish,
Swedish, Turkish and the 2 Chinese speakers (whe Vedelled exclusively by
AR). Unless otherwise specified, the results preseimn the charts of this thesis
represent the average of the results obtained bly phonetician and errors bars
illustrate (unless otherwise specified) the staddaror of the medH of the values
obtained by PM and AR.

" TextGridsarePraat annotation files in text format.

“8 The 10 Icelandic speakers still have not beerbedled. Results presented for these samples are
still the ones obtained with a spreadsheet. Yely thave been inserted in Correlatore’s reports
using an extra functionality and this is why somgtnas are missing in the report (such as vocalic
rPVI and consonantal nPVI, which are usually n&diand which therefore were not calculated).
Please note that error bars in this thesis dgtarsibly from errors bars published in preceding
works by Mairano & Romano and Romano & Mairano.sTikibecause in previous publications,
we did not use the standard error of the meanthHeustandard deviation (which is also used here
in some cases but for other purposes, see chapter fact, the standard error of the mean is the
standard deviation divided by the square root efribmber of samples (in this case 2 - PM and
AR). The standard error of an estimation is defimsdthe standard deviation of the sampling
distribution associated with the estimation metHoalnm aware that the standard error (as well as
the standard deviation) tends to underestimatesthigoopulation variability, still it was impossibl

to have the data labelled by more than 2 phoneticfar evident practical reasons. At any rate,
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Of course, both phoneticians were not familiar wéth the 21 languages
taken in consideration. In particular PM is fluemttalian (native speaker), English,
French, German and has some knowledge of Icelaianish and Portuguese,
while AR is fluent in Italian (native speaker), Hish, French and has some
knowledge of Greek, Spanish and Portuguese. Fdatiggiages which both PM and
AR are familiar with (Italian, English, French, S$msh, Portuguese), the
segmentation was carried out by the two phoneticiara completely independent
way and relying on no external resource. For thegdages which neither was
familiar with, both authors made use of the phanetinscriptions provided by the
authors of the illustrations of the IPA (either IRA, 1999, or in different
contributions in theJournal of the International Phonetic Associatiocsee the
bibliography) if available. If no such transcriptiovas available and for languages
which either phonetician was familiar with, PM orRAset out to provide a
transcription of the narrative for the languageurestion with the help of handbooks
or other phonetics manuals: this transcription thas used by both phoneticians for
help in the segmentation and in order to fulfik tbonditions set by th&ClI, which
requires the specification of the number of phogigial segments for each vocalic
or consonantal interval (see chapter 3 and 4). Metails about the work done by
the two phoneticians will be given in chapter 5.

3.3.4 The segmentation

As has been said, audio data needs to be segmiatdedonsonantal and vocalic
intervals for a computation of rhythm metrics. Asshalready been stated in chapter
2, the segmentation of data has been carried onuatig. Automatic segmentation
has not been taken in consideration because ittsese sometimes questionable
and | preferred to have control over decisions egngents’ classification. The
drawbacks noted by Galves al. (2002) and Loukinat al. (2009) concerning the
intrinsic subjectivity of manual segmentation hadveen mitigated by a double
segmentation and labelling, carried out indeperigdnt two trained phoneticians,
PM and AR, usind’raat The segmentation was then saved in text filedatoimg
interval durations calledextGridsand analysed witorrelatore(see chapter 4).

As already mentioned, work by PM and AR has beenethout completely
independently for languages which both authors viareliar with (Italian, English,
French, Spanish, Portuguese) and semi-independimtianguages which neither
or only either of the two authors was familiar wifkee chapter 2 for further
clarifications). The variability of rhythm metri@ccording to the measurements by
each phonetician will be dealt with in more detaithapter 5.

In many cases, above all for languages in which dbgmentation was
carried out in a completely independent way, awghadnoices diverged either for
segmentation criteria, or for the phonological iiptetation of specific segments. |
have compiled an explanatory and absolutely noraestive list of ambiguous or
potentially problematic segments or phenomena founthe languages taken in
consideration.

most comparable studies rely on one only segmantidhe fact of using 2 segmentators already
places these results at a higher level of objdgtivi

0 This, is particularly true for heavily co-artictéa passages or anomalous phonetic realisations,
such as voiceless vowels and approximants.
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Semi-consonants ([j] and [w])

They are classified as approximants by the IPA bseahey have some vocalic
characteristics but they are intrinsically dynamiormants move) and are
distinguished from corresponding fricatives. Theg aresent in most languages
(e.g. ltalianviaggiatore [vjaddza'tore], piu [pju]) and it is very difficult to delimit
them from the following vowel precisely becausetddir dynamicity. Furthermore,
in some languages (including English) they tendé¢oat least partially devoiced
after voiceless plosives (edjsputing[dis'pju:tig]).

In compliance with most studies in which segmeatatchoices are explicitly
declared, on-glides have been considered as comsbrsggments by both PM and
AR. In some cases, high unstressed vowels in pdaticcontexts are realised as
approximants by some speakers (e.g. in ltaliamanzi avvoltopronounced as
[in:antsja'violto] by one of the speakers from Turin): in such cagee two
phoneticians adopted different solutions, followitigeir impressions. Clearly,
differences are also found in many specific caseavhere each phonetician set
their boundaries.

It has to be noted that Finnish has raising dipidgjso(which are perhaps best
described as vowel clusters likein pieni‘piccolo’, ia in pian ‘presto’), which were
considered totally as vocalic intervals since, frarphonetic point of view, they are
not approximants.

Off-glides

The final part of falling diphthongs was consideasdvocalic in accordance with the
bibliography (see Ramuset al, 1999, among others) and with real/observed
phonetic realisations.

Postvocalic r in many languages
Postvocalic r was indeed fairly difficult to catege as C or V in many languages.
PM and AR’s choices diverged, for instance, in Aigear English for words such as

stronger which could be interpreted as eithBtjfunga] or as [stjaingay] or even as
['stiarpgy]. The cases of American English are perhaps thet rmmblematic, but
similar 'problems are found in German (elordwind with pronunciations
oscillating between'poetvint] and [notvint]), Swedish and Danish.

Syllabic consonants

Syllabic consonants were found in many languaglesnélogically, they are present
in English but do not occur in the English versanrhe North Wind and the Sun
The German version had several occurrences ofbsylla and | (e.gstritten sich

['ftsitn zig] andMantel [mantl]), sometimes making segmentation choices extremely

challenging (e.geinen Mantel[zamon 'mantl] vs. [zamn 'mantl] vs. [zam: 'mantl],
see figure 3.7).

* Yet, they were classified as consonants in thasesin which phonetic cues suggested that they
were consonantal. Choices of PM and AR sometimesrgied in this respect.
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Figure 3.7.Spectrogram for Germaeinen Mantel

Syllabic consonants were also found in other laggesain some cases even at a
purely phonetic level, as realisations of an ussied vowel followed by a nasal or a
lateral. In all cases, syllabic consonants weresicianed as vocalic segments (again,
in agreement with the bibliography) on the groutidat they occupy a syllabic
nucleus, and therefore constitute a prominence pethin the syllable and within
surrounding consonants. However, some doubts aabset this choice because
syllabic consonants, in spite of occupying a nuglemaintain the acoustic
characteristics of consonants; further considematiavill be discussed when
analysing the results.

Sentence-initial voiceless plosives

Sentence-initial voiceless plosives are of coursdy gartially visible in the
spectrogram: only the outburst can be observedhashold phase is of course
represented by silence. So, it is impossible terdehe the exact moment in which
the plosive begins, and consequently its duratemmot be measured exactly. Both
phoneticians, however, agreed to arbitrarily atttéba duration of 70 ms to all
sentence-initial plosivés

Sentence-final vowels

Sentence final vowels are hard to delimit as wbkcause they are usually
lengthened and, furthermore, echo might make itossfble to take a decision.
Following widespread conventions, both PM and ARisidered the end of the
second formant as the end of the vowel.

*2In compliance with CLIPS annotation criteria.
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Devoiced or voiceless vowels

Devoiced or voiceless vowels systematically ocoudapanese (see figure 3.8) and
in Romanian (although the Romanian speakers redofde the corpus often
pronounced voiceless vowels as only partially desd), but also sporadically in
certain speakers of other languages, includingahallt is hard to decide whether
devoiced and voiceless vowels have to be classifiedvocalic or consonantal
segments: acoustically, they are consonants (gaeef3.8); phonologically, they are
vowels.
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R
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(388)
0407970 [0.048] 0331715
11360241 |11.360241 Visible part 0.788059 seconds 12148299 36.554513

Total duration 48.702813 seconds
Figure 3.8.Spectrogram for a voiced Japanese vowel (in tleetsen): as it can be

seen, theil can hardly be distinguished from the precedingafive (perceptively,

the result is{]]). The two transcription tiers show the possibleipretations as a
consonantal or as a vocalic segment.

PM and AR sometimes adopted different solutionstaagheir classification. In
Japanese, the consonantal aspect of this typegofesgs was so strong and so clear
that both authors considered them as consonantgeVéw, the results yielded by the
metrics were quite in disagreement with those dfeptstudies, so we tried to
classify them as vowels and got results comparabléhe ones found in the
literature. More details will be discussed in tinalgsis.

Glottal stops

Phonological glottal stops were considered as cu#al segments if they were
visible in the spectrogram (e.g. Germamrden sie einig['vuedn zi '?amig)),
otherwise they were ignored as, in such a casauatiog for them would imply
measuring silence. Glottal stops in languages tuckvthey are not described or are
described as extralinguistic or paralinguistic stsimvere ignored (e.g. in Italian,
Spanish, French etc.).
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Epentheses

Various cases of epenthesis (both vocalic and canrdal) were found in many

languages. Perhaps the most common one was sclemthepis within complex

consonantal clusters, which was usually considasdan independent vocalic
interval by both PM and AR. In Italian, some scheypgentheses were also found in
word-final position at the end of a sentence indgoending in a consonant (e.g.

nord pronounced by some speakers'as{o]).

Other conventions
In some studies (e.g. Bertinetto & Bertini, 2008ake & Low 2002), the final parts
of each sentence have been excluded as they as&lemed to contain spurious data
that does not contribute and is not beneficial geesh rhythm. In previous trials,
Mairano & Romano (unpublished poster) tried adaptinis approach and got no
significant differences in the resultsSo, for sake of simplicity, all segments uttered
by the speakers were labelled and classified hsretonsonantal or vocalic.

Unlike Grabe & Low (2002), PM and AR did not inckidonsonantal spikes
as part of the vowel.

3.3.5 The deltas and the varcos

| shall now discuss the values of the deltas ared vidrcos obtained for the 61
samples in the corpus. These results were obtdigexhving the segmentations as
text files inTextGridformat and by usin@orrelatorefor computing the metrics and
building the charts (see chapter 4).

Numerical results and other information (numbercohsonantal intervals,
number of vocalic intervals, number of pauses, nuamation of vocalic intervals,
mean duration of consonantal intervals) for albdatthe corpus can be consulted in
appendix 2, which contair@orrelatorés entire report for the corpus. However, only
the charts will be used in the discussion, as tweyide a clearer visualisation
(although they are of course merely a graphic spration of numerical data).
Samples of different languages were averaged daliegeeven in those cases in
which speakers came from different areas (e.g. GWligh, RP English, AUS
English and so nd}. | am aware that this is risky, but it respondghe practical
need of not loading too many samples on the chahigh are already overcrowded.
Moreover, the variation and variability of rhythmetrics are treated in detail in
chapter 5, while appendix 2 contains the resulte&zh single speaker.

Figure 3.9 shows data for the rhythm metrics predoby Ramuset al.
(1999), that is to saxC/AV and AC/%V. Expectations seem to be confirmed for

%3 The validity of this observation may well be ligttto the speech style considerieel,read speech.

* It has to be noticed that the two samples of Mand@hinese (one from the province of Chao
Yang, the other from Hong Kong — | shall specifattthe speaker of the sample from Hong Kong
really spoke Mandarin, not Cantonese) have beeh deparated as the results yielded by most
metrics placed those two varieties fairly aparteofin different rhythm groups (also cf. the
discussion in Romano, 2010:51).

5| am aware of the problems concerning expectatfonshythm metrics stressed by Bertinetto &
Bertini (2010) and discussed in various parts efttiesis. Rhythm metrics do not constitute a fully
predictive model and expectations are based oreptive impressions (which most of the times
are not even verified with perceptive tests) and/oran estimate based on the phonological
properties of the language(s) analysed. Using redtiterion, it is not possible to quantify exactly
the values of the metrics and thus the positioy thidl occupy in the chart, so that only relative
distances can be commented.
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most languages traditionally considered as stiessdt or as syllable-timed;
English, German and Arabic (usually consideredteess-timed) show high values
of both vocalic and consonantal deltas and arestber situated in the north-east
corner of the first chart; they also show low valud %V and thus occupy the
north-west corner of the second chart. Conversiéhfian, Spanish and Greek
(traditionally considered as syllable-timed langeslgexhibit low values of both
vocalic and consonantal deltas and therefore octhopysouth-west corner of the
first chart; however, their values of %V are notremely low, which accounts for
their southern position in the second chart (notff@am the expected south-eastern
position, occupied instead by French, also usuelfssified as syllable-timed,
Chinese_CY and to a lesser extent Greek and Finnish

Indeed AC values are in general more consistent with exgpects than %V
and AV values; in effect, languages traditionally comsgtl as syllable-timed,
instead of showing low values AV and low values %V tend to exhibit either low
or high values of both metrics: French, Finnishjn@ee_CY and Romanian have
fairly high %V andAV, whereas Italian and Spanish, as already merdidm&ve low
values ofAV and medium values for %V. In the same way, Russieaditionally
considered as stress-timed) exhibits low valuesodh %V andAV (the latter was
expected to be greater as Russian has phonologicalic reduction)AV shows
several inconsistencies as to expectations, suéimglssh and Russian having lower
values than French. The case of Portuguese isnasgihh mentioning: even if it has
been controversially classified as syllable-timgdthers (Fikkeret al, 2004) or as
stress-timed (e.g. Major, 1981, and more recentlirdho & Romano, 2010a), it
certainly shows those phonological features typatadtress-timed languages and is
thus expected to cluster with other stress-timaduages: in effect, it does exhibit
high values oAC andAV, but it also bizarrely shows high values of %\hieh do
not seem to account for its evident phenomena cdhoreduction (which can go as
far as vowel deletion).

On the whole AC values seem to better separate supposedly $imeess-
languages from supposedly syllable-timed languagestever, one very noticeable
exception is represented by Dutch, which shows Vewy AC values and which
consequently clusters amid syllable-timed languagéso, Turkish and Estonian
values forAC are fairly high and place these two languageblenstress-timed area,
although perceptively they rather sound syllabheetl. Danish and Swedish have
not so far been included in any other studies ugythm metrics as far as | know,
S0 no particular expectation or reference was alika| apart from the observation
that they both allow for a fairly complex syllald&ructure (though not as complex
as the German one) and that vocalic reductionasent but not particularly evident
in these languages (similar considerations can laelemfor Icelandic, vocalic
reduction being in this case even more limited)e Scond chart (and the first one
to a lesser extent) seems to suggest that thegedgas are mildly stress-timed.
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One thing that strikes out is the departing of $toland Japanese from the
other languages, though in opposite directionsisRdias the highe®tC and the
lowest %V andAV of all languages (apart from the Spanisti value), whereas
Japanese_phl has the lowa§t value and the highest %V valugy values being
medium. Visibly, Polish is confined to the far rfewestern corner of both charts,
whereas Japanese_phl is confined to the far sowthuth-western corner. This is in
compliance with previous studies (cf. Ramatsal, 1999) and with expectations,
since Polish allows for complex consonant clusf(eesice a higihC) but does not
have macroscopic phenomena of vowel reduction @ghemdow AV); Japanese,
conversely, has a very simple syllable structusn¢e a lowAC and a high %V) and
does not have evident vowel reduction (but it hameonand bi-moraic vowels —
hence perhaps a mediunV). However, as it can be seen in the legend, two
Japanese values have been included in the chpandse phl and Japanese_phn;
both correspond to the same language sample, bubtmer has been segmented
phonologically {.e. considering voiceless vowels as vocalic segmemik)le the
latter has been segmented phoneticailg. (considering voiceless vowels as
consonantal segments). The results are immensiédyetit, as Japanese_phn comes
to be placed in the stress-timed area: this cosfittne hypothesis that segmentation
choices have an influence on the results and, rticp&r, that the phonological
interpretation of voiceless vowels has a huge aretdeffect onAC (the effect on
%V is of course present but far less evident, whNé is virtually the same for
Japanese_phn and Japanese_phl). Finally, one steultk that these charts seem
to classify Chinese_CY as syllable-timed and Clenéi as stress-timed (most
previous studies of these varieties classified tlassyllable-timed, see Grabe &
Low, 2002, and Mok & Dellwo, 2008).

Results presented so far have been calculated Ijlobdzat is to say by
applying the formulae to all consonantal and vacaltervals in the narrative for
each speaker (obviously separately for consonartsvawels). | shall now present
the values of the deltas calculated locally forheaater-pausal unit and finally
averaged, which are shown in figure 3.10. As it t@&nseen in the two charts,
differences are minimal. The only remarkable digsarey concerns the Arabicv
value, which moves to a less peripheral region whth shows an even greater
error bar. To a minor extent, Chinese_HK is afsected (itsAC rises slightly, but it
remains next to languages traditionally classifsdstress-timed) and Japanese_phl
exhibits a lower vocalic variability (more in comgrice with Ramuset alias
results). Since the two methods of computing rhythetrics do not seem to cause
significant differences, the two approaches will be reviewed for the other metrics
and the analysis will on®} include results computed globally, which seemisetdhe
most used approach in the literature (although mamyors do not clarify this
aspect).

*® The results of the B method can still be consutedppendix 2, with results for each language
sample of the corpus.
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Figure 3.11 presents the results obtained withvdreos for the same data.
As has been said above, the idea behind the vardo introduce a variation
coefficient with the aim to normalise in respect dpeech rate (see Dellwo &
Wagner, 2003 for reference). Again, it is posstbleecognise a group of languages
traditionally classified as stress-timed (such @sn@n and Arabi€) in the north-
eastern corner of the first chart and in the nofthhe second chart; conversely, a
group of languages traditionally classified as ayli-timed (such as French and
Italian) is situated in the south-western cornetheffirst chart and the south-eastern
corner of the second chart. However, some diffeermistinguish the results of the
varcos from those of the deltas.

Firstly, it catches the eye that error bars arestaghter: theAC/AV chart
shows that these two metrics have great fluctuatwithin different samples of
some languages (noticeably in Arabic and Portuguegech is notably reduced by
the use of varahC and varcaV. Therefore, the variation coefficient seems to
effectively neutralise between different charast&s of speakers of the same
language. These characteristics may well includeedp rate, which varies
remarkably between the two Arabic speakers, butldcalso include other
parameters (the two Arabic speakers and the thmre&udtiese speakers have a
different geographical provenance).

Moreover, it should be noted that the varcos plaoéch and French in a
position that is more consistent with expectatidgirench exhibiting a low varad/
(which was not the case wittV) and Dutch exhibiting an extremely high vatd6
and a high varedC (while it had a fairly lowAC and merely mediumV). On the
other hand, Russian has moved to an even less daivifo position, amid syllable-
timed languages with low values of van€d, which is difficult to account for (given
its phonological features). Spanish and Greek lasebit of their marked
characterisation as syllable-timed, moving towamtse central regions, vara@
being greater thanC for these languages. Polish lowers slightly, gstjgg a less
exceptional consonantal variability, still consegyilow levels of varcaV which
indicates a very limited vocalic variability. Inestingly, varcaC values for
Chinese_HK drop dramatically and move this language the stress-timed group
to the syllable-timed group, while Japanese_phlseores its confinement to the
south (first chart) and south-east (second chart)ess.

So, applying a variation coefficient seems to hmetier solution foAV than
for AC, as is shown by the chart in figure 3.12, wAth on the y axis and vardy
on the x axis. This solution seems to yield a be#ieenario for a rhythmic
categorisation of languages than with only theadettr only the varcos. Moreover, it
reflects the usual visualisation of the PVI, whiébljowing Grabe & Low (2002),
applies a normalisation to vocalic measures (usiegormula of the nPVI), but not
to consonantal measures (for which the rPVI fornsilased).

" For the classification of Arabic as stress-timsee for instance Miller (1984) and Ghazali et al.
(2002, althoughC shows sometimes aberrant values).
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Figure 3.12.AC/Varc\V chart for all data in the corpus. Dots represeatin
values of different speakers for the same languager bars indicate the standard

error. Numbers in parentheses indicate on how rsamples the mean was
calculated.

The chart in figure 3.12 offers an interesting scem AC clearly separates
two groups of languages. Languages traditionallggssified as syllable-timed
(Italian, French and Spanish) are situated belom$@vhile languages traditionally
classified as stress-timed (English, German, AraBigssian and Portuguese) as
situated above this line. However, the chart alsesgnts a vertical partition at
roughly 50ms on the x axis (values for vak®f), which again separates French,
Spanish and Italian from English, German and Arabiterestingly, the two lines
create a quadripartition with four zones in therthaone of which is empty.
Actually, each of the four zones seems to haveuatel of languages: French,
Italian, Spanish and Chinese_CY occupy the soutsteme slot, traditionally
allocated to syllable-timed languages; English,n@ar, Arabic and Czech occupy
the north-eastern slot, traditionally allocatedstaess-timed languages; Finnish and
Romanian occupy the south-eastern slot, indicaingimple syllabic structure
combined with high durational variability at thecadic level (explained in Finnish
with the phonological opposition of vowel lengttm Romanian with devoiced
vowels); Danish, Swedish, Icelandic, Estonian, Btk Chinese_HK, and rather
surprisingly, Russian and Portuguese occupy theh#eestern slot, indicating
limited vocalic variability (only explainable fordnish, Swedish, Icelandic and to a
lesser extent for Estonian, Turkish and Mandaromhlined with a complex syllabic
structure (fairly unexpected for Estonian and Tsinli
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Furthermore, it is interesting to remark that laages tend to cluster in a
focal area extending from north-east to south-wssee the red lines). Only four
languages are scattered away from the focal ameghPto the far north-west (as
expected), Japanese_phl to the far south-south{again, as expected), Greek to
the far south-south-west, Dutch to the far soutt-east. However, these four
languages are all represented by only one speakkit anay well be possible that,
averaging results from more speakers, their ismiatwould be less or not at all
remarkable.

3.3.6 The PVI

As has been previously mentioned, the PVI diffeosnf the deltas in that it takes in
consideration the sequential order of the segmbwutgalculating the difference
between successive vocalic or consonantal intefgals above). Figure 3.13 shows
the results of the consonantal rPVI and the voad#¥| calculated on the corpus.

Probably, this chart provides the best represemtatior a rhythmic
categorisation of languages according to expectatiooming from perceptual
evidence and phonological properties. English, GernArabic, Danish, Swedish
and to a lesser extent Russian, Icelandic, Czeuh Partuguese (supposedly stress-
timed languages) cluster in the north-eastern agehibiting high values of both
rPVI and nPVI, indicating great durational varidyilboth at the vocalic and at the
consonantal level. On the contrary, Italian, Sganisrench, Romanian, Greek,
Finnish and Estonian (supposedly syllable-timedylemges) cluster in the south-
west area, with low values of both rPVI and nPVhieh in turn indicate a limited
consonantal and vocalic durational variability. Agathe two Chinese samples
occupy different portions of the chart: Chinese_ HiKid stress-timed languages,
Chinese_CY not far from syllable-timed languages.

Similarly to what happened with the deltas and thecos, Japanese_phl
(segmented phonologically) and Polish occupy isolgbositions: both exhibit a
limited vocalic variability (neither of them has iéent phenomena of vowel
reduction) though the values for Japanese_phl (whices have mono and bi-
moraic vowels) are slightly higher. Polish has tighest value for the consonantal
rPVI, while Japanese_phl has by far the lowesslesady said, this is in compliance
with expectations based on the syllabic structuréhese two languages and it
reflects results obtained by other authors. Dutth,well, occupies an isolated
position with very high values of vocalic nPVI antedium values of consonantal
rPVI.

Results for consonantal rPVI and vocalic nPVI rdygleflect those foAC
and varcaV. Still, the PVIs provide a scalar characterisataf languages that is
more in line with expectations coming from percaptevidence and structural
properties (e.g. for Greek as syllable-timed andHortuguese as stress-timed). A
guadripartition is in this case far less eviderd,as expected, only Polish, Japanese
and to a lesser extent Dutch are isolated fromctdral area. Remarkably, the
diamond-shaped focal area confirms the scenariodiday Grabe & Low, 2002, for
a similar though smaller sample of languages. Théy suggest that languages
showing a very high variability on one axis andeaywlow variability on the other
axis, should be considered as marked.
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Figure 3.13.Consonantal rPVI / vocalic nPVI computed for atalin the corpus.
Dots represent mean values of different speakernhé&osame language, error bars

indicate the standard error. Numbers in parenthiesiésate on how many samples
the mean was calculated.

3.3.7 The CCI

As has been said above, the Control and Compensataex (CCI, devised by

Bertinetto & Bertini, 2008) is a modification of ghrPVI formula by which the

duration of each vocalic and consonantal intergaldivided by the number of

phonological segments that compose it and aimseasuaring the level of segmental
compensation allowed by different languages. THiscaurse implies that the

segmentation cannot simply be carried out as QdVyéquires a more sophisticated
analysis. Determining the number of phonologicagnsents of vocalic and

consonantal intervals might seem a trivial taskt ibthas brought about several
interpretation dilemmas. | shall review the mostvant ones below.

Gemination
As suggested by Bertinetto & Bertini (2009), Italidcelandic, Finnish and Estonian
geminate consonants were considered as one inteomaposed of two segments:

this included Italian intrinsically geminate consots{ £ n ts dz in inter-vocalic
position (e.g. Italiamiusdto). However, for speakers of Northern regional \sege
of Italian, intervocalicf was considered as having only one segment ashag s
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realisation does not depend on compensation, buh@rfiact that this consonant is
not intrinsically geminated in these varieties. Brer, Icelandic preaspirated
consonants were also considered as intervals cadpufsswo segments as they are
the phonetic realisation of phonologically geminateoiceless plosives (see
Thrainsson, 1978, and Helgason, 2002, for refejence

Diphthongs

In line with most other studies on linguistic rhython-glides were considered as
consonantal, off-glides were considered as voc@liccontrast to Bertinetto &
Bertini, 2008 and following, who considered both e@snsonantal), so rising
diphthongs were labelled as |c|v|, while fallinghdhongs were labelled as |vv| (a
vocalic interval consisting of two segments). Tiesvalid for most languages
included in the corpus, but with some exceptionsekample, Finnish and Estonian
diphthongs (rising and falling) were always consgédleas vocalic segments with two
intervals |vv| on the grounds of their acousticrabgeristics. German diphthongs
resulting from postvocalic r were considered ag [fhe r segment presented
evident vocalic properties as shown in the specaiog

Insertions
Realised but non expected segments (epentheses)imetuded in the segments
count if they were clearly visible in the spectragrand perceptively evident; that is

to say that Italiannord pronounced as'ords] was labelled as |c|v|cc]v] and
measured accordingly.

Deletions
Expected but non realised segments were countéteimotal amount of segments

composing one interval: for instance, Gerneanst strittenexpected asafnst 'ftritn]
but realised asajn 'ftritn] or as pms 'ftritn] was labelled as |vv|ccccec|vc|v];
similarly Frenchreconnaitre quetheoretically expected asdkonetr(a) ko] was
labelled as |c|v|c|v|ccc|v|] even when it was seadlias gokonet ko]. The same
applies to nasals realised only through nasalisatib the preceding vowel, for
example, ltalian un mantello realised as i man'tello)] was labelled as
[v]cc|v|cc|v|cclv| (in which the second intervet — also includes the last third of the

[t] in order to account for the cancelled nasal). Téeson for including cancelled

segments in the count is that the cancellations#ggment corresponds to the highest
possible level of compensation and, therefore, thaye to be accounted for in a
measure that aims at describing compensation. Smartecular cases of deletion
were excluded from this reasoning as they werecaaosed by compensation, for

example, h-droppings in English weak forms (éig.pronounced asd] or [iz] in
unstressed position) and others (suchraspronounced asf]).

Hiati and synaloephae

According to the indications given by BertinettoB&rtini (2009), synaloephae were
considered as one vocalic interval composed ofsammnent |vv|, while hiati were
considered as two separate vocalic intervals |gases such as ltaliawolse il

mantellg <se il> was considered as |c|v|v|c]| if it wadised as a hiatussd.il]
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(rarely), as |c|vv]c| if it was realised as a diphg Feil] (still rather rarely), as |c|v]c|

if the second part was deletedl] (most often). In this case, the cancelled segment

was not accounted for in the segmentation becaissdeletion is not due to a
compensation phenomenon. The same consideratigtiedn cases in which the
first and the second vowel had the same quality, ie.Italiantogliersi il, in which

realisations ass[.il] were labelled as |c|v|v|c|, realisations s&$] were labelled as
[clvv|c|, realisations asil] were labelled as |c|v|c|.

Other
Sentence-final parts were not excluded from thensegation both for practical
reasons and because previous trials showed lifferehce in the results.

The values of vocalic and consonantal CCI obtafoeall samples in the corpus are
reported in figure 3.15. As it can be seen, somapamsating languages such as
German, Czech and Portuguese are collocated béaewisecting line, while some
controlling languages are collocated along the dbisg line, such as French,
Chinese_CY, Finnish, Spanish and Japanese. Onnthéhand, the disposition of
some languages given by the CCI is more convint¢ivan for others, such as
Turkish (which is classified as a controlling laage by the CCI but as a stress-
timed language by the deltas and PVIs against pgveeimpressions).

On the other hand, some supposedly compensatiggdaes (namely Arabic
and Polish) occupy the position above the biseclimg; this was thought to be
impossible (or at least improbable) by BertinettdB&rtini (2008) as such a result
suggests that these languages compensate morerieorants than for vowels.
However, it is possible that this prediction failedtake in consideration languages
like Polish, which do have very complex consonankasters (and thus presumably
need a certain amount of consonantal compensatir)which do not exhibit
evident phenomena of vowel reduction (and thus diocompensate much at the
vocalic level).

As claimed by Bertinetto & Bertini (2010), the C@&l a “phonologically-
driven” index, as it needs a careful phonologicalleation of each segment as, for
instance, deleted segments have to be accountédubonly if their deletion has to
do with compensation) and numerous other decidiane to be made. This task, as
stated by their authors, requires a deep knowleddgee phonetic and phonological
characteristics of the language(s) analysed. Homekies is of course difficult to
achieve for 21 languages and, as has been statbd presentation of the data, the
two phoneticians have mostly relied on transcripgi@and descriptions published as
illustrations of the IPA®. Problems often arise when choices have to be rfade
ambiguous segments, such as on- and off-glidesbsylconsonants, etc. As can be
seen from the segmentation criteria specified ap®™ and AR made some
different choices from Bertini & Bertinetto (2009M and AR generally explicitly
adopted a more phonetically-oriented segmentasioch) as the interpretation of off-
glides as consonantal segments (despite their pbginal consonantal value, as
stressed by Bertini & Bertinetto, 2009). Indeedijsitwell possible that changing
criteria even just for these very frequent segmerslid yield completely different

% PM gave up the segmentation of the Chinese samglilouraged by the difficulties he
encountered.
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results and would perhaps fix the incoherenciesered by the CCI chart, such as
the placement of Arabic and Russian.

Still, these results clearly ask for further anelyand interpretation of the
disposition of languages on the CCI chart, which oaly be done with more data
for each speaker. Other considerations on thesamawics follow in the next lines.

CCI i)
55 4
@& Arabic (2)
X Chinese_CY
+ Chinese_HE
50 4 Czech
Danish
Dutch
45 - & English (5)
Icelandic (100 Estonian
) 2 Finnish (23
: Chinese_HE
Arabic (21 pojish Turkish + J 3 French (2]
40 - QG 2
Ramehian (69 Frengh (2) Grﬁ;;n;n ()
Russian 12) Englizh (5) &3 Teelandic (109
35 - Dukch _ f 1 2 Ikalian {15)
Finrist (23 Chinese_CY J— Partuguese (3) ¥ Japanese_phil
inris
. =+ Japanese_phn
Jappnese_phn.  Danish Swedish Caech *® F‘u:u:?sh -
307 + f H ,_%_( @ Porbuguese (3
apanese )
Spanish (50 F EStJI:IjI'IiEI'I German (2 o Rumgnlan (6]
Greek 2 Russian (2)
75 )—%—1 & Spanish (5)
Ttalian (15) Swedish
Turkish
2|:| T T T ] T ] 1
20 25 a0 a5 40 45 &0 =t
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Figure 3.14.Consonantal CCI / Vocalic CCI computed for alladat the corpus.
Dots represent mean values of different speakerhé&osame language, error bars
indicate the standard error. Numbers in parenthiesiésate on how many samples

the mean was calculated.

The formula of the CCI tries to capture segmentiability which is
supposed to be higher in compensating languagescigety as an effect of
compensation) than in controlling languages. Ineortb do this, intervals are
divided by the number of segments that compose .therpractice, similar results
could presumably be obtained by directly applying PVI formula to segments’
durations®. The comparison of the CCl and this approach waeédainly be of

%9 | shall explain myself more clearly. Grabe & Lo@002) apply the PVI formula to vocalic and
consonantal intervals in order to capture fluctuadiin intervals’ duration. Bertinetto & Bertini
(2008) change the focus from intervals to segmants aim at measuring segments’ variability
(which is thought to be greater in compensatingleages as they have fewer constraints and are
freer as to fluctuations at all levels). So, if want to capture fluctuations in segments’ lendtla, t
most straight-forward way of doing it is to applget same formula to segments durations.
Predictions would of course be unchanged, thai &y that controlling languages should tend to
align along the bisecting line, while compensatamguages should tend to cluster below it.
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some interest; however, | suppose that such a ehleieild probably bring to biased
results as the final value would be heavily infloeth by the intrinsic length of
different categories of sounds (e.g. voicelesafives being far longer than taps and
so no). Indeed, the CCI does have the same prokddttnough it is somehow
mitigated by considering each vocalic or consorantarval and dividing it by the
number of segments that compose it: this way, fbervals of more than one
segment, the value obtained does not correspoadyt@ctual duration, but is rather
an abstract representation of the level of compgearsavithin that interval. Yet, for
mono-segmental intervals, the problem is not solved

Another consideration regards the fact that the @&ds not preserve each
segment’'s weight on the final value: in fact, eaglyment’s weight on the final
value is inversely proportional to the number ajreents composing the inter?ll
shall not deal with this matter in any further detaw, except for stating that if ever
this is found to be a problem, a possible soluti@uld perhaps simply imply the
introduction of a coefficient for increasing the igle of each segment in
plurisegmental intervals.

More importantly, compensation should become nesident in a language
at increasing speech rate. Therefore, the CCIl otmghie computed at different
speech rates for each language, like its authar¢séie Bertinetto & Bertini, 2008).
This is even more true given the fact that the @&ds not normalise for speech rate
(as a specific choice by its authors on the bakith® tight relationship between
rhythm and speech tempo): such a choice certaagyrboted grounds, but it implies
that for cross-language comparative studies the @Q0s$t be applied to samples
rigorously comparable as for speech rate. Othervitee results might reflect the
effects of speech tempo as well as of compensatioperties and other rhythmic
cues. And, of course, it would be difficult to idéy those characteristics that have
to be attributed to speech tempo and those thatcdrabe attributed to real cross-
language differences.

At the light of these considerations and also kegpn mind that the CCl is
younger than the other rhythm metrics, it can kenoeéd that it still needs to be
tested across a combination of different languaged crucially, different speech
rates. Unfortunately, my corpus is not adequatde@dt at the moment) for testing
both different languages and different speech rate so, results present some
incoherencies that might otherwise be fixed: thepdsition of the samples within
the CCI chart meets expectations for some langyageite others occupy an area
which was predicted to be empty. For the time bethg interpretation is unclear
and represents a challenging perspective for fudtuaies in this field.

0 As it has already been said and repeated, thed@igles each interval by the number of segments
composing it. Consequently, each interval issuesvatue, whether it is composed of one, two or
more segments. So, a segment included in an interith 3 segments will weight as 1/3 of
segment on the final value, while a segment conmgosin interval in itself will weight as 1
segment. Furthermore, since it is usually stresgéidbles that tend to attract segmental material
and thus present consonantal clusters, and tleessstl syllables are less numerous than unstressed
syllables, it is well possible that reduced (congatead) segments will be underrepresented in the
final computation.
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3.4 On the possibility of including pitch and intensity

3.4.1 Why on earth?

Even though only few studies on speech rhythm hattempted to include
parameters other than duration, the importancdtol @nd intensity for an account
of speech rhythm has been stressed by several rauthminly on perceptive
grounds. In the 70s, some experiments were condlumtalifferent authors, among
which Lehiste and Allen (some of them are repotigdAllen, 1975, and, Lehiste,
1977). They have shown that sequences of stimulibEa perceived as having an
alternating® rhythmic structure by manipulating not only dusas, but also
intensity or pitch alone. So, a difference in pitaid/or intensity is enough for our
mind to create rhythm: this seems to me a fairlpdyoeason to try and integrate
these two parameters into a speech rhythm account.

More recently, other authors have stressed theortapce of pitch and
intensity on the perception of rhythm and some ha&nt have put forward some
proposals. Lee & Todd (2004, but see also Lee, PhfPothesised that stress-timed
languages displayed a higher variability in thenpireence of syllable nuclei than
syllable-timed languages. Since prominence is mdy given by duration, they
measured the delta and the rPVI on values of iitieasad pitch on 2 different sets
of data (one made up of English and French sengetite other containing samples
of Dutch, English, French and Italian drawn thepcerused by Ramuet al, 1999).
All measures proposed in their study seemed t@cet rhythm categorisation of
languages.

Cumming (2009) carried out a perceptive experim@ntrench and Swiss
German speakers on the spur of the ones made bgtédbee above). She found
that {, has an impact on the perceived duration of spsaatuli ([si] syllables in
this case) for both groups of listeners:

Since length judgments do not differ significariiBtween the two
(prosodically different) language groups, this terd suggest that the
perceived lengthening effect of dynamic fO is nepethdent on
language background [...].

If fO changes affect the subjective duration ofcegsive intervals in
several languages, the rhythm of a language whéetdg to use fO
dynamism within the syllable may be perceivedreifiidy from that of
one in which fO changes minimally within the sykabHowever,
durational rhythm metrics may not accurately refldus difference;
therefore, in answer to the title, rhythm metribesld take account of
f0. Finding a suitable means of integrating duratiand fO change
into metrics such as the PVI could be the nextlehgk.

(Cumming, 2009:14)

On the basis of informal tests carried out by malaiting the prosodic
parameters of the incipit ofhe North Wind and the Sun English and French,
Romano (2010) suggested that much rhythm informaisolost by equalising the

1 Allen (1975) makes a distinction between rhythnfisalternations rhythm of successions. An
alternating rhythm is given by an alternation ofrm@rominent and less prominent beats. See
2.2.3 for further details.
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pitch contour and, similarly, that some rhythm mm@tion is kept when equalising
vocalic durations and leaving the original pitcHues. The author concludes as
follows:

A simple experiment like this allowed us to sthmking in a different
way with regard to speech rhythm:

(1) it demonstrates the inadequacy of metrics baseddurations

only;

(2) the reduced importance of vocalic duratigns] suggests the
possibility that the distance in time between f@kseor specific
movements could be one of the main cues in ligjetiscrimination

of different rhythmic types.

(Romano, 2010:66)

3.4.2 An attempt

| made an attempt to introduce pitch and intensitgn account of speech rhythm. It
was merely a preliminary test, whose results didooafirm expectations and which
was therefore discontinued. However, since | haseyst found any other solution
for the integration of prosodic parameters in thedg of speech rhythm, | shall
briefly present the experiment.

The test was based on the very simple idea alratddgnpted by Lee & Todd
(2004) of applying rhythm metrics to measures nolly @f duration, but also of
pitch and intensity. This may seem weird, but thirea rationale: as noted by
Bertinetto, in stress-timed languages, there istemdency of stress to attract
segmental material in order to build up heavy $j#a” (1989:108). This certainly is
one of the reasoffswhy stressed syllables are more salient in somguiages (such
as English) than in others, but prominence is Uguathieved through other
prosodic parameters as well, such as pitch andsitie So, it may be that the higher
degree of prominence showed by stressed syllablesress-timed languages (if
compared to stressed syllables in syllable-timathuages) is contributed by a
bigger difference between the pitch and intensélugs of stressed and unstressed
syllables in stress-timed languages than one wioddin syllable-timed languages.
A way to test this difference in pitch and intepsutariability consists then in
applying the metrics to these measures.

However, | should stress two important problemsceoning the comparison
of intensity and pitch values. First of all, raywvllues (in Hz) are obviously of no
use as it is nonsense to calculate variability alues distributed on a non-linear
scale: | therefore need to use semitones. Secohayextremely risky to compare
intensity values of different recordings as theg aeavily influenced by several
factors (such as, most importantly, the distancthefspeaker from the microphone).
For this reason, it was not possible to use theesasfor the experiments presented
above (some of the samples were recorded at LF8AGnany others were drawn
from thelllustrations of the IPAeach produced by different authors). So, | ubed t
most uniform and comparable data | had, the saatehtive been used in chapter 2:
10 samples by the same speaker, recorded the sayrend in the same conditions,

2 The other being that unstressed vowels are oténced and centralised.
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readingThe North Wind and the Sawice in 5 languages (English, French, German,
Icelandic and his mother tongue Italian).

As for the methodology, | preparedPaaat script that saved in a text file the
mean values of intensity and (the latter were converted in semitones) for each
vocalic interval (meaning that the values of thetriroge would then be calculated
with Correlatore — see chapter 4). Then, the 10 recordings werdlémbmanually
according to the criteria already specified. | Ehager no longer on the description
of the data and the segmentation in detail, as #reypresented, respectively, in
chapter 5 and above. Instead, | shall pass diréxtiye results

3.4.3 The results

| computed the delta and rPVI on semitones andhsitye values (obtained through
the Praat script) with a special function d@orrelatore and put the results on the
charts shown in figure 3.15 (each dot represemsrtban obtained for each pair of
samples of the same language).

As it can be seen, the delta and the rPVI reflesidally the same scenario,
with low variability of pitch and intensity valudsr the Italian samples and high
values for English, French, German and Icelandie flesults do not seem to reflect
a standard rhythm representation of languagese dtinench sticks next to English
(on the left) and German (on the right), with highlues of variability for both
intensity and semitones. Instead, for some reabay, seem to distinguish between
the speaker’s L1 (Italian) and all L2s, so thatititerpretation is challenging. These
values may result from insecurity on the part & speaker as regards the L2s, but
this should somehow be reflected by speech rategligwhich does not seem to be
the case, see chapter 5).

Delta rPVI

15| 15

1 B en

35 2,5
- EN DE #
A FR

25 15

T IT

2 L

25 3 35 4 4.5 1,5 2 25 3 3.5 4
semitones semitones

Figure 3.15.Charts showing the values obtained by computiegi#itas (on the
left) and the rPVI (on the right) on semitones artdnsity values of vocalic
intervals. Data consist of 10 recordingsTtie North Wind and the Sum5

languages (twice per language) by a native spedlealian.

3.4.4 So...

Whatever the interpretation of these results, titegration of pitch and intensity is
certainly no easy task and has to be pondered rBedes, this method does not
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appear to be suitable for a direct integration ispgech rhythm account for a
number of reasons. Firstly, it is very problematiacquire comparable data (as has
been said, intensity values differ across studeesmling to recording methods and
conditions). Furthermore, results run the risk dainly influenced by various
phenomena and are not easily interpretable. Argudbé integration of prosodic
parameters could more sensibly integrate a spdwthm account at a higher level.

3.5 Conclusion

By applying the formulae of various rhythm metries the corpus, it has been
shown that all of them provide an acceptable regadion of speech rhythm that is
mainly consistent with expectations based on pérmepmpressions. Moreover,
other studies have shown that it is possible taiald rhythm categorisation even by
applying the deltas and the PVIs to voiced and medbintervals. This somehow
suggests that the different formulae are intergséind challenging more for the
theoretical perspectives and the rationales stgndin their base, than for the
practice. It has also been shown that each of thasnadvantages and drawbacks,
both at the theoretical and at the practical lelvel. example, metrics that normalise
for speech rate run the risk of ignoring relevahemomena; yet, they usually
provide a more solid representation of differemiglaage samples precisely because
they neutralise differences in speech rate.

One thing to keep in mind when observing the tesiar rhythm metrics is
that they reflect exclusively the first level ofythmicity, that is to say the segmental
one. They do not measure anything at the seconel. l@herefore, researchers
should be careful at classifying languages on thgsbof what they see on these
charts. It can be inferred that low deltas, varoosPVIs characterise languages
tending towards syllable-timing or segmental cantimwever, languages that show
high values of deltas, varcos or PVIs cannot bd saitend towards stress-timing,
because nothing has been measured at that lewgtysithese languages do not tend
to syllable-timing, but there is no proof at alathhey tend towards stress-timing. In
fact, in line with other studies (see the schenmesgmted in Bertinetto & Bertini,
2010), I suggest that the two levels allow for adyppartition of languages based on
control/compensation at each level.

It also has to be noted that the four slots of gedripartition need not
necessarily be all represented by languages: tiithéel. The CCI are clearer as the
other metrics as for this, as they only intend @satibe the intra-syllabic behaviour
of languages; therefore, languages aligning altvegbisecting line are only said to
show segmental control, while languages clustdgigw the bisecting line are only
considered to compensate at the segmental level.

As for the inclusion of prosodic parameters (nanpetgh and intensity), the
preliminary test has not provided a clear repregent of language groups. This
may well be because the values have been compuatedrnmn-native speaker, but
procedural caveats make it difficult to obtain cargble data by several speakers.
However, it is desirable that intensity and pitehdomehow integrated in a fulfilled
speech rhythm account.
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4. Correlatore

4.1 Introduction

This chapter is the most technical one of the thasi it introduce€orrelatore a
programme that | have developed in Tcl/Tk in orttemautomatically compute the
most commonly used rhythm metrics (%MC, AV, Varcos, PVIs, CCIs) from
Praats annotation files. InitiallyCorrelatore was merely conceived as Perl script
applying the formulae of rhythm metrics to raw ddmat it then developed into a full
framework that can be used for the study of lingeighythm with the metrics. It
includes a tool for saving and organizing data imoltiple reports, a module for
building customizable charts, and various extragshsas the visualisation of the
segmentation (into vocalic and inter-vocalic segmsgnthe consultation of the
formulae for each rhythm metric, the customisatwdrhow SAMPA transcriptions
should be treated and the creation of singASASAiles for perceptive tests.

The version oforrelatorethat will be presented here is 2.2t first, | shall
briefly review the reasons for setting out to depetuch a programme, and then |
shall illustrate how it works and how it has beeipiemented.

4.1.1 The reasons for developinGorrelatore

Since the computing of rhythm correlates is anesrely time-consuming task, most
authors have used (above all at first) a restrictegbus for their research. Some
authors (e.g. Rouas & Farinas, 2004) have thus aisgunatic segmentation tools in
order to speed up the procedure and be able togtester amounts of data.
However, the results are marred by the fact thatalbls that are presently available
are not yet able to produce a high-quality segntiemta Most authors assume
though that the drawback of low-quality segmentat®somehow compensated by
the use of great amounts of data.

On the other side, instead of automating speecmeettion, it is possible
to speed up the processing of formulae on datary@ae working with rhythm
metrics has experienced that computing them inasjsi@eets is not only time-
consuming, but also fairly uncomfortable and cowcgikd. This is even more so
when one sets out to enlarge their corpus anddeg to use other metrics.

So, after annotating speech samples of EnglishndRreGerman, Italian,
Icelandic and Finnish witRraat and computing the deltas, the varcos, the PVIs and
the CCI, | experienced growing difficulties in tbheganisation and maintenance of
data on spreadsheets. Furthermore, since | had diffedent spreadsheets for
different metrics, making modifications and/or @mtions on data was extremely
complicated and redundant, which, in turn, madedifficult to make cross-
comparisons between specific sets of data and eeetri
For these reasons, | decided that | needed at &edaster and simpler way of
calculating rhythm metrics, so at first | wrote arlPscript which processed the
formulae onPraats annotation files TextGrid9. Then, | thought I might make it
publicly available and built a rudimentary graphiser interface with Perl/Tk. At
that point, | realised that | could develop a msophisticated program, so | turned
to Tcl/Tk and gradually added extra features, whichlly merged intoCorrelatore

At the moment of writing, the last version downlahte from the website was 2.1, but the 2.2
version should be soon available. It can be retdewat the following Internet address
http://www.lfsag.unito.it/correlatore/index_en.ht(itlhas a GPL license).
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1.0. A series of bug fixes and modifications in theerface and report system were
then integrated in Correlatore 2.0.

So, if one wishes to carry on research on rhythrtriose one only needs to
annotate wave files witRraat and, then, to open theextGridsin Correlatore one
will obtain the values for the correlates quotedweband will be able to build charts
with the results displaying all possible combinai@f metrics.

Finally 1 shall explain the nam€orrelatore it refers to how the metrics
were first called by Ramus, Nespor & Mehler (1998t is to sayrhythmic
correlates correlati del ritmoin Italian. 1 added the Italian suffitore (which can
be compared to the English suffer and which denotes the agent or the instrument)
to the stencorrelato to form Correlatore (that is to say, “somebody or something
that produces correlates”); but it is also a pwrth@ wordcorrelatoreactually exists
in Italian and indicates the co-director of a thesi

4.2 How to use Correlatore

4.2.1 The annotation ofPraat’s TextGrids

Correlatore works oRraats TextGridfiles, so the first step is of course to annotate
sound files inPraat As of version 2.2, annotations with two typegrahscriptions
are supported: in CV and SAMPA (CV transcriptions implemented with a higher
degree of correction). However, whatever the choicasing CV or SAMPA, one
should carefully follow the conventions reportedoein order to avoid the risk of
Correlatore interpreting the transcriptions badly. Althougledk conventions may
seem odd and unnecessary, there are reasons vaaytbhntroduce them: they are
explained in chapter 3 with the illustration of htive segmentation is carried out.

For CV transcriptions, every label should corregpo to a
vocalic/consonantal interval and be annotated vashmany “c™ or “v” as the
number of segments composing the interval. Foramt#, <campus> should be
annotated as |c|v|cc]|v|c| and Italian <palla>|ag¢|v|. Pauses should be left empty
or labelled as |#|]. This leaves the user free taddehow to treat segments whose
phonological status is debated (such as syllabms@oants) and to be in full control
of the subdivision of intervals; so, it is possile follow the instructions set by
Bertini & Bertinetto (2009) for the calculation tife CCI: for example, hyati can be
labelled as 2 distinct intervals: e.g. Italian 'Jafv|v|.

Alternately, it is also possible to use a sim@egmentation that does not
take into consideration the number of segments osing each interval, ex.
<campus> |c|v|c]|v]|, Italian 'palla’ |c|v|c|v|, kegp in mind that this will result in
faulty CCI values (their formula requires each &t to be divided by the number
of phonological segments composing it, which irs ttase would be interpreted as 1,
thus giving the same results as the rPVIs).

For SAMPA transcriptions:

a) every label should correspond to one and only dmene (that is to say a
vowel or a consonant, not a vocalic or consonantatval);

b) phonologically long phonemes (like long vowels imriish and geminate
consonants in lItalian) should be annotated with thisiinct labels (even
though the boundary between the two is of coursgcious); for instance,
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the Finnish word 'saami' should be annotated &ga|sn|i|, not as [s|a:|mli]
and nor as [s|aa|mli;

c) itis normally possible to use standard SAMPA di&s, but if you use any
non standard diacritic or annotation conventiois thay interfere with the
substitution variable (see below). For instancgoif use t_u (instead of t_w)
to indicate a labialised voiceless alveolar plositeis label will be
interpreted as a vowel because of the 'u'.

d) Pauses should be labelled as '#' or left empty.

e) Correlatore uses a substitution variable to transform SAMP#scription
into CV sequences that contains all the symbolsghauld be considered as
vocalic: if a label contains one of these symbdlsyill count as a vowel,
otherwise as a consonant (except for '#, whichicatds pauses). The
variable's value is shown in the statusbar in th@nnwindow and it is
possible to change it by clicking on it.

f) During the process of segmentation of a tier laukeds SAMPA, Correlatore
builds vocalic and consonantal intervals by sumntinggduration of adjacent
consonants/vowels. This means that hyati will besatered as one interval:
although, this does not have any effects on thelteesf the deltas, varcos
and PVIls, it does have some consequences on thesvaf CCI. So, if one
wishes to obtain more precise results for the @G, advisable to opt for a
CV segmentation.

4.2.2 Computing rhythm metrics

Once theTextGridshave been annotated, it is possible to open tine@orrelatore

As already mentioned;orrelatoredoes not need installation, it is started by sympl
double-clicking on the executable. The first timesirun, the user will be prompted
with a window asking to specify the language (Estglor Italian, see figure 4.1),
and then to accept the terms of the GPL licensendrelher he/she would rather see
the instructions (see figure 4.2).

* Correlatore [ <]

Correlatore 2.2 - 2009-2011
Paolo Mairano
Laboratorio di Fonetica Sperimentale
Universita' di Torino

s

e =

Welcome! Please choose your language.
Benvenuti! Per favore scegliere la lingua.

m Exit | % English | l Iitaliann
Figure 4.1.Correlatorés window asking to choose the language. This wwmdoonly
shown the first time the executable is run.
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= Correlatore oo

Welcome! This seems to be the first time you run Correlatore.

This programme can be used to compute rhythm correlates from
Praat TextGrid files. It is recommended that you read the instructions,
paying particular attention to the annotation criteria

you need to follow in order to get the correct results.

In order to use Correlatore you have to accept the terms of the GPL license:

GNU GENERAL PUBLIC LICENSE —|
Version 3, 29 June 2007 =

Copyright (C) 2007 Free Software Foundation, Inc. <http://fsf.orgs=
Everyone 1s permitted to copy and distribute verbatim copies
of this license document, but changing it is not allowed.

Preamble

The GNU General Public License is a free, copyleft license for
software and other kinds of warks.

The licenses for most software and other practical works are designed
to take away your freedom to share and change the works. By contrast,
the GNU General Public License is intended to guarantee your freedom to |4

[ 1 accept the Ems of the GPL license

B Show me the instructions

K Exit &7 0K

Figure 4.2.Correlatorés window asking to accept the GPL license. Thigdaiw is
only shown the first time the executable is run.

©0

* Correlatore
File Edit View Actions Language Help

© | % | « | E | % | @

i i
Import Formulas Metrics English Italiano Help Quit

—Report:

—Textgrids:

| T T
S O P 1= \geolinguistiq | 3|

n |

facad

Open folder
EEF Open report
Open file Ivd, X v
Vdev ]
=
Yaxis:
Close file (Cdev B
& >
i [¥] «-\j
Close all 1} Segmentation and rhythm metrics )
| g oeg Draw chart

Substitution variable = aeiouyAEIOUYMOQV@&1236789=1{}

Figure 4.3.Correlatorés main window.
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After making these choices, the user will be preserwith Correlatorés
main window (figure 4.3), which includes a menupalbar, some buttons and an
empty box. The left part of the window deals wiixtGrids while the right part
deals with reports and charts. The statusbar iteBc#he current value of the
SAMPA substitution variable. Ondeorrelatore starts, it automatically scans in its
folder for files with a TextGridextension; if it finds any, they will appear irethox
of the main window; otherwise, it will be possilie click “Open file” or “Open
folder” and browse to the folder containing thextGrids). Once open, its/their
name(s) will be shown in the box. They can be ddsg clicking “Close file” and
“Close all”.

In order to compute the rhythm metrics, one haselect one and only one
TextGrid and click on “Segmentation and rhythm correlatédshew window will
pop up (see figure 4.4) showing on the left the emnof the tier(s) found in the
TextGrid The user is asked to select the tier (if therentwe than one) he/she
intends to work with and to specify the type of atation useldf (aka SAMPA or
CV).

* bagnolo_ilventoeilsole_1.TextGrid ees
Segmentation: CCI segmentation: Rhythm metrics:
~Tier:
The following tiers were found in the file chosen. Select the one
that contains the labels to be used for computing rhythm metrics
and specify the type of labelling that was carried out (SAMPA or
cv).
* Bagnolo cv Z]
% Close | u‘:T Help i3 Refresh | ’(} Gol
| = [¥]
# 4 & i o,
. | Hisesne | ; |
Optical segmentation: 1 pixel = s = milliseconds H Show segments Line width: 4 = Save as image. —/ —
| 13

Figure 4.4.Correlatorés segmentation window.

The user should makes his/her choices and press.“Gwe three boxes on
the right will filled (see figure 4.5) and, in caskproblems, a log window will pop
up (for example, ifCorrelatore finds unexpected labels, such as a |b| TexGrid
which has been annotated as CV). In the first bothe left, it is be possible to see
how the data were segmentack.(the consonantal and vocalic intervals with the
corresponding durations in ms) for the deltas vidreos and the PVIs. In the second
box you will see how the data has been segmentetthéoCCI: note that there will
only be a difference between the contents of theseboxes if theTextGrid has
been annotated with a CV transcription following ttonventions specified above.
Both segmentations can be saved in TXT format l®ggng “Save to file”. In the
third box you will see some information about the (n° of V and C intervals, n° of
pauses, mean duration of V and C segments) andatbes of rhythm correlates. It
is possible to save these results to a reportibiich on “Add to report” and then

®Correlatore does try to detect whether every tier has beesllb as SAMPA or CV but the
algorhythm used is extremely simple and shouldbeatrusted blindly.
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by selecting the report that should contain thesn dbfault they will saved in the
active report).

At the bottom of the window, it is possible to segraphic representation of
the vocalic and consonantal segments (the colsizs,and scale of the lines can be
customised using the appropriate controls). Usheg dontrols on the right at the
bottom, it is also possible to listen to SASASAfile which Correlatore builds
automatically during the segmentafiairit consists of a rudimentary synthesis of C
intervals as [s] and of V intervals as [a] that tenused for perceptive tests. It can
also be saved in WAV format.

= bagnolo_ilventoeilsole_1.TextGrid [ X~ K]
Segmentation: CCl segmentation: Rhythm metrics:
|FILE bagnoloii"lven‘to I FILE baqnoloii-lvento -SEFILE 'b'agnolbiil'\ren‘to
e 383. 46944940181 |‘¢ 383, 46044840181 |;:mtv 121
c 102.10886279762 | c 162.10886279702|—intC 127
v 157.98304672242| v 157.98304672242| pause 28
c 65.267899980593| 65.267800080503| |Vmean  125.13167119953
Tiers v 169.12678046791| v 169.12678046701| |Cmean  114,09419334596
a ot R Slacth c 33,270842059261 | 33.270842059261| |Vperc  51.098454308826
L E't o “‘:’“9 tfrsl“;frf t"”;‘ e E_d? ek “Si'.“ E'hech ”E“te v 44,833163530303| v 44.833163530303| |Vdev  62,151634095001
s blasas e il e ty}‘sfM';'A EE e 378.22070049461 | cc 278.22070949461| |Cdev  61,260406510775
Er\:,) B ey the i ot el et et et fed el Lk v 210,34377993024| v 210,34377993024| |varcoV 49.668987475508
- = 109, 21696265668| |c 169, 21656265608 |varcoC 53.692834500642
. - # 79.205108380510| & 75.295168380510| |Vrpvi  67.096505821913
" Bagnole v =l c 141,16135327715| c 141,16135327715| (Crpvi  61.253325988694
v 88,091599201258| v 88,991509201258| |Vnpvi  49.757400014180
" - = T ) 135.332609464487| cc 136.33260464487| |Cnpvi  52.810972138068
&K close | ey Help {i2) Refresh < |v 72.892246572710| v 72,892246572718| \Veci 56, 639265519696
c 105,68899701853| ¢ 105,688909701853| |Ccci  36,920032632003
v 261.,50892022657| wv 261.,50852022657
|ee 340,17156497117| cc 340,17156497117| |--
v 70.240471611763| v 70.240471011703
c 105, 71579362771 [o)/c 105.7157936277L (o T %
i i s
H Save to file | H Save to file .} Add to report |
Optical segmentation: 1 pixel = 5 ;— milliseconds M show segments Line width: [4 -Cj Save as image. I | SASASA... !
ICIVICI v ICIVI cc - v ICI ICIV‘CCI\IICI vV " cc IVIC‘V‘CIVICI\I‘ cc ‘VICI v i cc I\l‘ cc " v . c
| ¥
Figure 4.5.Correlatorés segmentation window after the computation otniny

metrics.

Finally, it is possible to compute the metrics dheo tiers by clicking on
“Refresh” or to go back to the main window by cliak on “Close”.

4.2.3 Reports

Reports contain the results of correlates compatedne or more files. They can be
viewed, modified and exploited from the right framkethe main window: a pop-
down menu allows the user to select one report gntb@ existing ones. Pressing
“Open report” will open a new window which allows $ee the results of the metrics
by clicking on the name of each item (see figu).4l'he user can view and edit the
items stored in the active report: it is possiblegname one or more items, to delete
them or to calculate the mean of their values.him last case, a new item will be
created containing the means and the standardtaeviavhich will be used as the
value of error bars when building charts. So, fetance, it is possible to have a
sound file annotated by 2 different people, to giaie the correlates on both
resulting TextGrids, to save data in the report amdalculate the mean: this way,
when charts will be created with these data, decinall be shown to indicate the
value of the mean, while error bars will reflecteinoperator variability. Also, one
can annotate say 10 sound files from different kpesaof the same language and
save the results of the metrics in the report, tteoulate the mean and draw the

%9t Correlatoreis executed from the sources, Beack Sound Toolkiteeds to be installed. If it is
not, this feature is disabled.
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variability within the same languaije

e Report: Piemontese o0
4 = by =z ©
New item Delete item Rename item i : Close
Items | Metrics | Values A Values B | stdev A | Stdev B
Ibagnolo_ilventos— FILE bagnole_ilventeeilsole_1
Ibriga intv 121
\campertogno intC 127
capanne pause 28
iexilles Vmean 125.13167119953573
rroccaforteligure | |Cmean 114.09419334596413
Vperc 51.098464398B2685
Vdev 62.15163409599165 59.50381732829607
Cdev 61.260406510775795 52.3177788696173
varcoV 49.66898747550832 44.74819690107703
varcoC 53.692834590642 44.59884765040941
Vrpvi 67.0965058219137 68.64128126747033
Crpvi 61.25332598869428 66.59048056570023
Vnpvi 49.79740901418009 50.223122388213184
Cnpvi 52.81097213806834 56.23021637950512
Vel 56.63926551969613 56.50819246474357
Ccci 36.92003263299336 36.605567507615476
colour #CC4466
border black
[ = symbol c
] [ ¥

Figure 4.6.Correlatores report window.

s Report e

Select the report you would like to use.

'fgenlingm-jﬁquetxt B “‘EP Clone
igeolinguistique_stdewv.txt
{geclinguistique_sterr.txt e
liasi_medie.txt 4

liasif. txt

asiB. txt == Delete
IPAQ. Ext

IPAL.txt - import
IPA2.Ext i

F T l—'J “3 Export
New report: | Lt @ Crea

&7 ok

Figure 4.7.Correlatoreés window from which it is possible to clone, renandelete,
export and import reports.

®0ne may be surprised when visualisibgrrelatores error bars, as they are greater than error bars
in many similar studies. This is because these svode the standard error, wher&asrelatore
uses the standard deviation. The standard errahdsstandard deviation of the sampling
distribution associated with the estimation meth®d, in order to get the value of the standard
error, one has to divide the value of the standbtmdation by the square root of the number of
samples used to calculate the mean: the standaod iertherefore smaller than the standard
deviation (unless the mean is calculated on ong ainple, which definitely is neither useful nor
advisable).
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Of course it is possible to create new reportset@mme them, to export and
import them. These operations can be carried outlibking on the asterisk-button
beside the pop-down menu of the main window, whidhpop up a new window
(see figure 4.7).

Although the import/export facility allows the ustr easily exchange data
among different computers and/or users, one shioelldareful aLorrelatore does
not check the validity of imported reports (it onthecks that they are in TXT
format) and even a small change may make them bleusafaulty. Importing valid
reports is considered to be the user's resportgibili

4.2 .4 Charts

Charts can be built from data in the report. Inien window (see figure 4.3) it is
possible to choose which metrics have to be repteden the x and y axes using
the two pop-down menus at the right. Then, by pngs¥Draw chart”, a window
will open (see figure 4.8) with a chart and seve@itrols for customisation: one
can specify preferences as for the size of thetchlae indicators' shapes and
colours, the legend, the labels, the title, thesaréc.

e geolinguistique Cdev/Vdev

General options | Axes and ticks | Series :w‘) Save as image... = i.7) Update ‘ Close
X axis— Y axis——
Label: [EEY Label: |Cdev
Min: (25 = Min: |30 3
Max: |65 = Max: (65 = Cdev
Span: (10 = Span: 5 = 65 1 ®ENL
Width: 1 & Width: 1 = WENZ
Axis colour | Axis colour | 60 @ . ; E;'If
Number colour | Number colour | - OFR2
@FT1
Number font | Number font | 55 | I B PT2
] & +F13
Label colour | Label colour | B ®ROL
Label font | Label font | 50 I .| I :Sg%
W Show ticklines ¥ o v RO4
: «RO5
Tickline colour | Tickline colour | 45 < B RO6
Width: 1 2 width: 1 2
[ Dash: .. | [~ Dash: .. | - o @
A
351
Offset
North % 10
] 30 : : ; |
West % 10 East % 10 25 35 45 55 65
_ il Wsw
South % 10
JEI}

Figure 4.8.Correlatores chart windows. The chart can be modified ushmgy t
controls on the left (not all are visible becauseytare distributed on three tabs).

Charts can also be exported to several image feri@REG, PNG, GIF,
BMP, GIF, etd’) by clicking on “Save as image” in order to beeirisd into

®f the user is runningCorrelatore from the sources, the extensidkimg needs to be installed.
Otherwise, it will only be possible to export clsairi PostScriptformat.
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publications. Most charts presented in the previchepter have been created this
way.

4.2.5 Preferences and configurations

Configuration options are stored in a configuratide in order to make them
persistent. This means that they will be remembedfedou close and restart
Correlatore

The SAMPAsubstitution variable is used in the transformation of SAMPA
transcriptions into CV sequences. It contains B# symbols which are to be
considered as vocalic: that is to say, wheieatGrid labelled with SAMPA is
opened, every label containing one of the symbwolshe substitution variable is
replaced with V, in all other cases with C (exclpt# which indicates pauses). Its
default value is aeiouyAEIOUY @MQV&1236789={} (so I@bic consonants are
included, while glides are considered as consofariiat you can modify it by
clicking on “Edit variable” or through the menu “iEdsee figure 4.9).

e Substitution variable e

This variable determines how SAMPA
transcriptions are converted into CV. All symbols
centained in it will be considered as vowels, the
rest as consonants. If you wish to use one or
more of the following symbols - [ 1, then it is
necessary to write them preceded by a
backslash: \ . You can neither include #, as it
already indicates pauses, nor ", as it indicates
stress.

Af the moment, the variable's value is:

aeiouyAEIOUYMQV@6&1236789={}
Insert the new value:
aeiouyAEIOUYMOV@&1236789={}
K Close ‘ .Fi’;,u Reset ‘ H Save

Figure 4.9.Correlatores window for the modification of the ststitutiwariable.

Rhythm metrics preferencescontrol how the metrics are computed. There
are two possibilities:
A) they can be calculated by applying the formuldelta, varco, rPVI, nPCI or
CCI) to all the vocalic and consonantal intervalsrfd in a tier;
B) they can be calculated by applying the formuldelta, varco, rPVI, nPCI or
CCI) to the vocalic and consonantal intervals oérgvsingle inter-pausal segment
and then calculating the mean of the values obdaine
Starting from Correlatore 2.0, all correlates are computed both ways (anith bo
results are saved in the report); however, it isessary to specify which type of
results you wish to use when building cha@srrelatoreuses method A by default,
but it is possible to modify this behaviour by &lirg on “Metrics” in the toolbar, or
through the menu “Edit” (see figure 4.10).
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e Correlates preferences oo

Rhythm metrics are computed in 2 different
ways:

{A) on all consonantalfvocalic intervals in a
TextGrid;

{B) as the mean of the values obtained for each
inter-pausal string.

Bothe results (A and B) are shonw in the report,
but you can choose which you prefer to use
when drawing charts.

Vdey A -
Cdev A
varcoV ';_ﬂ
varcoC &
Vrpvi ,rﬁ_;
Crpvi 'A_ﬂ
Vnpvi I}'-'\_ ﬂ
Cnpwi :A_ﬂ
Veci |A_ﬂ
Ceci A
% Cancel ‘ &7 Ok

Figure 4.10.Correlatorés window for setting the preferénce on the A/B huoals of
computing rhythm metrics.

e Formulas 20 s

stdev | varco | rpvi np\rilccil

=1

2

o=

e — di4i

NPVl =100 ¥ |V m‘ ,‘(m = 1)]

I»

EReferenoe
|Grabe, E. & Low, E.L. (2002). Durational variability in speech and the rhythm class

hypothesis. In: Gussenhoven, C.. Warner. N. {eds). Papers in Laboratory Phonology 7,
Berlin: Mouton de Gruyter, 515-546.

Tcl implementation
proc npvi {valori} |
set volte O
foreach v Svalon { |
if {$volte > 0] |
set prec [lindex dvalori [expr $volte - 1]]
lappend npvi [expr (abs{$v - $prec)) / (($v + Sprec) / 2.0)]

You can insert some values (separated by a space} and try the function on them.
Alternately, you can import data from a TXT file (in this case, values can be

separated by one or more of the following: a space, a colon, a semi-colon or a
dash.

Values: | <&~ Import

%,? Compute

Figure 4.11.Correlatorés window showing the formulae and theif Tcl
implementation. The user can try the formulae I3giting values in the text field at
the bottom and clicking on “Compute”.
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If one wishes to see how rhythm metrics are contutas possible to click
on Formulae or on the menu “Edit” and then on “View TCL implentation of
rhythm metrics”. A new window will pop up (see figu4.11), showing the formulae
of rhythm metrics and their TCL implementationidtpossible to insert numerical
values or to import them from a TXT file in ordertty the formulae.

Moreover, Correlatoreis available in English and Italian, it is podsilbo
switch language simply by clicking on the corregfiog button. Moreover, it is
possible to control other more futile preferencesch as hiding/showing the
statusbar, the toolbar and the tooltips; on Uniximr@es (other than MacOsX) one
can also choose three different themes for thefade.

4.3 The implementation of Correlatore

Correlatorewas developed in Tcl/Tk and consists of 4663 liokesode in total (plus
all the documentation in English and Italian). Atiocedure® (including the ones
for the creation and customisation of charts) werigten by me in order to make
Correlatore completely independent from other projects and etep suit to my
needs. | only used two external libraridki(ng andSnach, for two extra features:
the first controls the conversion of charts inteesal image formats (jpeg, gif, png,
tiff, etc.), whereas the second is used for the imdation of sounds for the
synthesis o5ASASAiles. However, these two libraries are optiomaganing that if
for some reason they are not provid€dyrelatorewill run normally, except for the
fact that these two extra features will be disabled

I shall now present how it was implemented, firgblaining the reasons for
choosing Tcl/Tk, then providing an overview of #gucture and then focusing on
specific issues.

4.3.1 Why Tcl/Tk?

Tcl (Tool Command Language) is a scripting langueiggated by John Ousterhout
and first appeared in 1988, while Tk (ToolKit) is axtension to Tcl that makes it
possible to build graphic user interfaces (GUIshe Tcombination of the two is
generally referred to as Tcl/Tk and has been usédelyy also in several academic
project§”. The reasons for choosing it over other languageshe following:

1) Itis open-source and licensed under very libenahs.

2) It is a multi-platform interpreted procedural laage, which allows the
sources to run unmodified on many operating systems

3) It provides several useful features such as reguaressions (which have
been essential for the analysis of Sampa-labeleed@rids) and a canvas
widget (which has made possible the developmena ohodule for the
creation of charts).

4) Tk has sometimes been criticised because the graperfaces created with
this toolkit are said to look ugly and do not izt with the operating
system. If ever this has been true and of any agles, it is no longer so
starting from version 8.5, which uses native widgenh Windows and

®subroutines are called procedures in Tcl.
®For instance Wavesurfer a well-known sound visualisation and manipulattonl, is written in
Tcl/Tk.
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MacOsX (not yet on other Unix platforms — but thgp@arance has been
improved here as well).

5) With Tclkit, it is possible and easy to create exables that do not need an
installation of Tcl/Tk and that are extremly light terms of system
requirements@orrelatorefor Windows requires less than 2 MB) and that do
not even need any installation at all.

6) Several extensions exist for the simplificationsoime tasks: in particular |
used Tkimg (for the conversion of charts into salveénage formats for use
in articles and other publications) asack(which provides facilities for
acoustic analysis and is used for the synthesssngble SASASAiles).

It has to be remarked that | have used many featafeTk 8.5 which are not
available in the old but far more popular 8.4 vemsiHowever, it is possible to run
Correlatore under Tcl/Tk 8.4 by installing an exdiem calledtile, (which provides
the missing widgets) as | made an effort to writd dode that is completely
compatible with Tcl 8.4.

Finally, it is worth to mention that although theusces have been designed
with portability in mind and should run unmodified all platformsCorrelatorehas
been developed since the beginning on Ubuntu Liand is only tested on this
platform and on Windows XP.

4.3.2 Overview

Correlatore consists of eight source files and a folder comtg a library plib)
which | developed specifically and which contaifge tmost commonly used
procedurescor r el at ore. t cl is the main file (the one that has to be exectded
startCorrelatorefrom the sources): firstly, it does a couple oécks (e.g. it controls
Tcl/Tk’s version), then it creates an interfacel&al with any runtime error, finds its
path, loadsplib, all images for the GUI and the procedures coethim the other
files, sets some preferences, checks if there kbas la version upgrade (if so, it
loadsversioni.tcl, which fixes compatibility issues between versjoasd
finally loadsst art . t cl . This file prompts the user to accept the GPLngeeat
the first execution, that it reads (or createshat first execution) the configuration
file, sets global variables and builds the grapkser interface (GUI) of the initial
window. As in normal GUIs, all items in the windave associated to procedures
that are executed at specific events: for instatmeebuttorDraw chartis associated
to the procedur@i segna, which is executed when this button is pressedhiey
user.

| shall now discuss a number of issues that haveegoproblems or
difficulties in the implementation.

4.3.3 How the segmentation and the transcriptionsra dealt with

As has been said above in this chapteorrelatore accepts CV and SAMPA
transcriptions, as SAMPA transcriptions are intdynaconverted to CV
transcriptions before the segmentation. The figig to be done is to fix SAMPA
characters that may potentially interfere with Toamely inverted commas,
backslashes, as well as square and curly brackieés, SAMPA transcriptions are
converted into CV transcriptions using the so chlkubstitution variable: this
variable (whose content is customisable and pergisas it is saved in the
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configuration file) contains a string with all SAMPsymbols that have to be
considered as vowelCorrelatore compares each SAMPA annotation with the
substitution variable and considers it to be a Wmeasonant if it matches/does not
match any character of the substitution variablés Type of conversion is far from
being sophisticated and should therefore be impmrawnethe future. Instead, CV
transcriptions are only checked: should one segnmatt contain any of the
following five symbols "c", "C", "v", "V" or "#", t is discarded from the list and is
appended to the error variable, which is then tised final log.

As far as the segmentation is concerned, it is eemplex mainly because
of the different needs of the deltas, varcos, avits ®n the one hand, and the CCI
on the other hand, which requires a partially safgatreatment. In fact, this is also
the reason why annotation criteria for CV files acecomplex (see above, 4.2.1). |
shall now analyse the difficulties in the implenaidn and solutions adopted while
illustrating the reasons for the constraints ondcaiption criteria.

The “older” metrics merely require a segmentatiato iconsonantal and
vocalic intervals so that the implementation wouwé simple both for CV
transcriptions and for SAMPA annotations. As for @gnscriptions, the situation
would be extremely straightforward as a simple ajepotation for consonantal
intervals and a |v| annotation for vowels woulddm®ugh: the script should just
create two lists (C and V) and then apply the fdemuo the durations. As for
SAMPA transcriptions, each annotation only contamse phoneme: so, the
implementation would simply need to construct caorsaal and vocalic intervals by
summing up the durations of, respectively, constalarhusters and adjacent vowels
(be they diphthongs or hiati).

Instead, the formula of the CCI divides each iraéduration by the number
of phonological segments that compose it. For SANIBAscriptions, this does not
imply any particular problem: as has been saidalo@nd consonantal intervals
have to be constructed, so one simply has to kee bf who many segments are
united to compose each interval and then dividedimation of the interval by that
number. On the contrary, this does have some repgians on CV annotations, as
simple |c| and |v| labels for whole vocalic andsoorantal intervals are no longer
adequate. In fact, sind@orrelatore does not access sound flfeghere is no way it
could distinguish a |c| indicating a simple conswrieom a |c| indicating a cluster of
two, three or more consonants; in sh&ugrrelatore would not know how many
segments compose the interval and, therefore, cooldnake a division by that
number. So, each label needs to be annotated sdhhaaumber of segments is
explicit: |c|] for a simple consonant, |cc| for astér of two consonants, |ccc| for a
cluster of three consonants, and so forth. In #meesway, |v| for a single vowel, |vv|
for a diphthong, |vvv| for a triphthong. This rdsuh an acceptable implementation
of all correlates.

However, if one wants to stick to the indicatiomshow to compute the CCI
given by the two authors (Bertini & Bertinetto, Z)0 there are further
complications: hyati have to be considered as tepasate segments. Again, the
problem is thatCorrelatore does not access sound files and therefore cannot
distinguish between a “vv” label indicating a dipbhg from a “vv” label indicating
a hyatus. Its implementation is be possible byhslygchanging transcription criteria

®And, even if it did, it would need to do some spreeecognition in order to establish how many
segments compose an interval, which is well beyoggurposes.
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and conventionally establishing that diphthongs tmhes annotated in one single
label, whereas hyati have to be annotated in twarsee labels: so, |vv| (or, for
instance, |al| in SAMPA) should indicate a diphth@md |v|v| (or |a|l| in SAMPA)
should indicate a hyatus. This has been implemerggdusively for CV
transcription§' and is also the reason whiborrelatore (from version 2.2 onwards)
presents two segmentations: the first is the oaé ithused for the computing of
deltas, varcos and PVIs (where hyatus labels sscivg| have to be united and
considered as a single vocalic interval); the sddanthe one that is used for the
computing of the CCI (where such hyatus labelkap separated).

In conclusion, the analysis of the transcriptiond athe process of
segmentation are fairly complicated and reserveparate treatment to SAMPA and
CV transcriptions as well as to deltas, varcos, R4tk on the one hand, and to the
CCl on the other hand. The procedures dealing thigm are all contained in the file
cal col i . tcl: while reading thélextGrid the content of each tier is stored in a
Tcl list where the annotation of each segment &mdluration in ms are appended
one after the other. Once the user chooses théhaercontains the CV or SAMPA
annotation, each element of the list is analysea fror each cycle’? in which
SAMPA transcriptions are converted to CV transaoips and where the two groups
of metrics are dealt with separately.

Future improvements of the process of segmentatauld include a new
implementation of the SAMPA to CV conversion aneé fhossibility of using IPA
transcriptions.

4.3.4 How formulae are dealt with

All formulae of rhythm metrics are implemented asgk and independent
procedure® and it is even possible to visualise them witBiorrelatore itself (by
pressing theMetrics button in the toolbar). Their implementation ipoged in
appendix 3a.

Deltas, varcos and the PVIs require just one argantleat is to say a list of
numeric values (on which the formulae are appli@éd3tead, the CCI is slightly
more complex and it requires the number of phonoddgegments for each vocalic
or consonantal interval to be passed as an arguasenell. So, the CCI procedure
has to be called with two parallel lists as argutsetine first being a the list of the
durations of each interval, the second being a disthe number of segments
contained in the corresponding interval.

It has to be noted that these procedures simplyyape formula on the
numeric values that are passed as arguments; Ithef jmake a difference between
consonantal and vocalic segments is done previaumslyseparately.

4.3.5 How reports are dealt with

As it has been said, results of the metrics casaved in reports. Of course, reports
have to be persistent through different instande€arrelatore that is to say that

"The reason for not implementing this for SAMPA sariptions is that it would create further
problems because of the method used for the SAMPAEY conversion (that is to say, the
substitution variable). Since this method is nqgttssticated and at any rate will be improved in
the future, | decided not to implement it for thement.

"2 Thef or each cycle is reported in appendix 3b for inspection.

"Apart from %V, which does not have a proceduretg®lf as it is simply implemented in-line.
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they should not be lost wheDorrelatore is closed or when the computer reboots;
for this reason, they cannot simply be stored inabdes. The choice was that of
either using a small database (maybe using Metakiich is readily available as it
is embedded in Tclkit), or to save them in texedil | finally opted for the latter
possibility and decided that report files shoukl saved inCorrelatores hidden
configuration folder (whose path is/ . correl at ore’). Each report is a file
contained in the epor t sub-folder, and includes all data saved to thabnen text
format (with a UTF-8 encoding). The structure otleaentry in the report is as
follows:

FI LE Esenpi o

intVv 216

intC 212

pause 15

Vhean 72.71495663716493

Crean 90. 27291956026146

Vperc 45. 076053559321686

Vdev 32.11878816751892 33.03864836735656
Cdev 39. 43809243378562 39.67276512149737
var coV 44.17081389154383 44.439752814033504
var coC 43. 687622629130566 42.58782999749963
Vr pvi 32. 05840505039406 34.38483639549482
Crpvi 49.90414965937686 50. 76376358755145
Vnpvi 40. 39055981686158 41. 689759668844076
Cnpvi 54.545009862312966 53. 72203260830348
Vccei 33.552866292942625 36.812405375916605
Ccci 21.073056103497294 20. 830852059951457
col our #662211

bor der bl ack

synbol c

The first line (FILE) reports the name of the enéyd is followed by the
number of vocalic and consonantal segments, thebaurof pauses, the mean
duration of vocalic and consonantal intervals (Whi@re useful for calculating
speech rate), then the values of %V and all the other metfit® first column
reports the results obtained with the A method,sé@nd column reports the results
obtained with the B method, see above for detallsg last three lines include the
fill and border colours as well as the symbol toulsed for chart indicators: the first

"According to  Unix conventions, the symbol ~ inde&s the path of the home folder. So,
~/.correlatore translates differently on different platforms:
/ hone/ paol o/ .correlatore/ on all Unix platforms (including MacOsX),

c:\Docunments and Settings\paolo mairano\.correl atore\ on Windows XP,
c:\users\paol o nmairano\. correl at ore\ on Windows Vista.

If CV annotation criteria have been attended, ih ds inferred that every vocalic interval
corresponds to a nucleus because hyati are assighed separate labels and syllabic consonants
are considered as V (by default, at least). Of ssuthe number of nuclei is also equal to the
numbre of syllables. So, it is possible to compgh&number of syllables by simply 1000/Vmean.
The rate of syll/s is one of the possible indicatoir speech rate.
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is a random number generated on the fly at the theaving, while the other two
are set by default to “black” and “c” (for circlegspectively.

During the visualisation of reports (which is deaith by a set of procedures
contained inr eport . tcl), all items in the report are stored in a compiexa
structure (based on a set of arfdysntaining lists) for analysis and modification.
Only when/if the user decides to save the modificat the arrays are saved back in
the report.

4.3.6 How charts are dealt with

Reports can be used to simply save data (whichtheam be put in a spreadsheet or
in other applications for further treatment), oeytcan be used to build charts. The
creation of charts is rather complex (as | did by on any external libraries) and
includes several procedures. The two main onesalleddi segna (685 lines) and
grafico (81 lines): to put it shortly, they read all itenmsthe report and get the
values of the two metrics under consideration {far x and y axes) as well as the
values of “colour”, “border” and “symbol”; then, rabof the job consists in building
the GUI components that interact with the chartfant, the values of all chart
elements are attached to a global variable wholse v& controlled by a GUI widget
and can thus be customised by the user (e.g. #tande from the border and the
axes, the scales, width, font and colours of thesaetc.). However, nearly all of
these parameters are set to default each timehtm¢ module is initiated; the only
parameters that are persistent are those savée ireport, that is to say the fill and
border colour and the symbol used for each indic@tos is essential in order to
have the same items constantly represented inaime svay); so they are saved to
the report every time the user modifies them.

Finally, the actual drawing of the chart into treneas widget is done by a
set of several procedures containeglib, which include the conversion of pixels to
chart scale and vice versa, the drawing of the ,dabels, grids, legend, indicators,
etc. Drag-and-drop is implemented within the clextlusively for the title, the
legend, the axes labels and indicators labels.ti®mrest, charts are redrawn from
scratch every time the user changes something

4.3.7SASASA files

As has already been said, one of the extra featfr€orrelatoreis a module that
synthesizesSASASAiles: these are sound files in which an [s] soueplaces all
consonantal intervals of the original file, whereas[a] sound replaces all vocalic
intervals of the original file. Such files have hepreviously used for perceptive
tests (see chapter 6) and can have numerous \&ariargarticular, the original pitch
and intensity contours can either be preservedwaiéd.

Correlatoreonly produces flaBASASAiles (with leveled pitch and intensity
contours). During the process of segmentation aettios calculation, the durations
of vocalic and intervals are passed to a procedinasbuilds a visual segmentation
(which is visible in the lower part of the window)he same values are also used for

®Arrays are a common data structure found in mosggamming languages. In short, they are
composed of a set of values, each of which corredpto a unequivocal key.

"This solution may not be very economical in termisystem resources, but certainly it is so in
terms of ease of implementation.
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the synthesis 08ASASAiles with the help oSnack® through a very rudimentary
method: the sources @orrelatore (only from version 2.2 onwards) include three
WAV files, c. wav, v. wav andsi | ence. wav, which contain the recordings of a
stable [a] and a stable [s] respectively, bothafaluration of 10 seconds. In order to
create the synthesis, the procedure takes the sageduration of [a] for vocalic
intervals, of [s] for consonantal intervals andsdénce for pauses and concatenates

them one after the other. So, for instance, a samérancevwotfit] (<watch it!>)
with [#]=100ms {w]=80ms p]=90ms [f]=110ms []=50ms []=70ms [#]=200ms
would be synthesised taking the first 100msof ence. wav, then the first 80ms
of [s] fromc. wav, then the first 90 ms of [a] from. wav, then the first 110 ms of
[s] fromc. wav, then the first 50 ms of [a] from. wav, then first 70 ms of [s] from
c.wav and, finally, the first 200 ms fromi | ence. wav. Should a vocalic or
consonantal interval be longer than 10 s (whiclnighly improbable in normal
situations), that interval will be set to 10 sec®r(the recordings last 10 s, so
evidently | cannot provide syntheses longer tha)th

This procedure is far from being sophisticated fasooirse shifts from [s] to
[a] and vice-versa are abrupt and without formaangitions, but the result is
auditively acceptable. | did the recordings perdgnat the Laboratory of
Experimental Phonetigdrturo Genreof Turin in a sound-proof booth in order to get
the best possible quality. Future perspectivesugelof course an improvement of
this feature.

4.4 Conclusion and future perspectives

The functioning and implementation Gbrrelatore has been shown and it has been
explained that it is possible to use for a quicknpating of the most used rhythm
metrics. The data presented in chapter 3, basedeooalculation of these measures
for the 61 samples and on the segmentation caoué¢dyy 2 different phoneticians
(totalling nearly 110TextGridg, would not have been possible without a tool like
this.

As of now, its main default seems to be the faat this not flexible as to
choices in how to label data. Future perspectiverilsl include improvements in
this sense, at least enhancing a better interpyetat SAMPA transcriptions, and of
the technique for creatirfiat SASASAyntheses.

®The Snack Sound Toolkitvhich has already been quoted above, is a TclTdnéxtension that
allows for the analysis and manipulation of souihesf It has been written by Kare Sjélander at
the Department of Speech and Hearing, Universitgtotkholm. It is also used as the base for
Wavesurfera programme for the phonetic analysis of spegahéd same author,
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5. Rhythm variation and variability

5.1 Introduction

Variation is a recurrent theme throughout lingasstiat all levels of analysis, and it
even stands at the base of specific disciplinesh st dialectology, geolinguistics
and, above all, socio-linguistiCs For this reason, | have decided to devote it an
entire chapter of the thesis, focusing, of counserhythm variation and variability.

Firstly, 1 shall specify what | mean byhythm variation and rhythm
variability. The termrhythm variationwill be used to refer to linguistic variation
that pertains to thiEangueof a linguistic community (to put it in Saussuriaords)
or to a subset of a linguistic community; instethe, termrhythm variabilitywill be
used to refer to individual fluctuations which @éntto theparole, which are given
by the context or by other extra-linguistic factorseeven by chance.

After a brief summary of the most important authetso worked on rhythm
variation (in 5.2) and rhythm variability (in 5.3)shall deal with specific aspects of
rhythm variation and variability by presenting soul&a and analysing the most
relevant results. Namely, | shall touch upon thealality of rhythm metrics when
computed by different phoneticians (in 5.4). Theshall analyse intra-speaker (in
5.5.1) and inter-speaker (in 5.5.2) variability rbisthm metrics, finally discussing
variation between speakers of regional or dialecsaieties (5.5.3). Finally, | shall
discuss the possibility of distinguishing betweeiffedent degrees of rhythm
variability and rhythm variation through the useloythm correlates.

5.2 The study of rhythm variation

Rhythm variation across different dialectal or cemil varieties has been firmly
present in the literature along the evolution ofthim speech theories. Many authors
have tried to capture rhythm differences betwedferdint dialectal (or, in some
cases, region#) varieties attempting to categorise them as stiged or syllable-
timed. The raising of rhythm metrics has of cougsen a new impulse to this type
of research. | shall now briefly review (with noepension of exhaustiveness) some

"In particular, William Labov has devoted his careethe study of variation (see for instance Labov,
1972) and is now regarded as the founder of varigi sociolinguistics. In Italy, this discipline
has also been influenced by Coseriu’s ideas (©88)land is most authoritatively represented by
Sornicola (e.g. 1982). However, the bibliographytbese themes is endless and a discussion on
this topic is well beyond the scope of this thesis.

8The distinction between dialectal and regional etigs has been drawn from lItalian dialectology
(betweervarieta regionalivs. varieta dialettal). Dialectal varieties of Italy (which notorioustip
not correspond to Englidtialecty are the language varieties which developed froigar Latin;
they form a continuum in Italy, which is usuallyoken into smaller areas according to isoglosses
by scholars attempting to provide a classificatDialectal varieties differ one another (and from
Standard Italian, which, actually, could itselfdmnsidered as a dialectal variety) greatly andlbn a
levels - phonological, morphological, syntactic apklonetico-prosodic. Regional varieties of
Italian are different versions of Italian spokercdlly and which often reflect at least some
characteristics of corresponding dialectal vargetiBegional varieties, as well, can differ one
another on all levels, but variation is on a smadleale, phonetico-prosodic differences being
perhaps the most perceptively salient. The bibéipgy on these subjects is simply huge: for sake
of brevity, | shall only mention Maiden & Parry @B and Loporcaro (2009), both of which
contain many further references.
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of the authors who attempted a rhythm categorisatd dialectal or regional
varieties.

Most of the works that studied rhythm variatiomcss different dialectal (or,
less often, regional) varieties are fairly recemd @aherefore use recent approaches,
such as the metrics. However, the rhythm variavbrthe dialects of Italy had
already been the object of investigation by sontelsrs, mainly on the basis of
vowel durations and of syllable structure. In pardar, Mendicino & Romito (1991)
as well as Romito & Trumper (1993) attempted & fingthm classification of some
dialects based on the duration of stressed vowdlks: authors found several
differences across dialectal areas (Ventian andafuslialects being syllable-timed,
Apulian dialects being stress-timed, Calabrian etitd being half-way), finally
confirming the existence of a continuum and int@dg the notion of “fuzzy
poles”. Mayerthaler (1996) proposes a differenssifecation based on diachronic
processes (which alternatively caused a simplificabr a complexification of the
syllable structure of dialects): from the dialeat$ extreme Southern Italy
(characterised by a simple syllable structure)ough two intermediate areas
(central and Southern dialects), to the dialectSlatther Italy (mainly of Piedmont
and Romagna), which are characterised by a mor@lexrsyllable structure.

More recently, Schmid (2004) conducted an expertnvgmch combines a
study of the syllabic structures of different dcibd varieties of Italy (Piedmontese,
Milanese, Bitontino, Neapolitan, Venetian and P)sand their rhythm properties.
Firstly, he checked which and how many differentiafje-types each of these
varieties allows for (the breadth of the syllabnwventory is in fact one of those
phonological properties which are believed to pky important role in the
classification of a language as more or less siditimed or stress-timed) and,
subsequently, ordered them as follows: Pisan (ff8rdnt possible syllable-types),
Neapolitan (21), Venetian (24), Bitontino (26), Ehlese (28), Piedmontese (35). He
then calculated the three rhythmic correlates pgeddoy Ramust al. (1999) and
put the results on charts. As expected, Pisan, diégap and Venetian occupy a
position of syllable-timing, while Bitontino, Milase and Piedmontese occupy a
position which could easily be associated with ssts#ming, thus confirming the
relation between the breadth of the syllabic inegnand Ramus’ parameters.

Deterding (2001) investigated rhythm differencesween Singapore and
British English on the spur of previous studieslmw and co-workers (also see
chapter 3) by applying a variability index to splla durations. Despite the
difficulties encountered in establishing clear et as to how to measure syllable
durations, results (lower values of syllable vaitigf) confirm Low’s previous
findings (obtained on vocalic intervals) that Sipgeean English shows a tendency
towards syllable-timing, at least if compared taiBh English.

Ghazali, Hamdi & Barkat (2002) studied rhythm vaoa in 6 Arabic
dialects: Moroccan, Algerian, Tunisian (Westernlebts), Jordanian, Syrian and
Egyptian (Eastern dialects). The three authors cdetp%V andAC on versions of
The North Wind and the Samd found that Western dialects resulted in lovedues
of %V and higher values &C. The authors consider this to be in compliandé wi
the general impression that Western Arabic dialestd to have a stronger-tendency
towards stress-timing than Eastern dialects, winabh been reported by previous
studies on the basis of perceptive experiments Bagkat 2000, quoted by Ghazali,
Hamdi & Barkat, 2002).
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Mok & Dellwo (2008) computed a variety of rhnythm aseires (%VAV, AC,
AS¥, VarcoV, VarcoC, VarcoS, rPVI_C, rPVI_S, nPVI_\WPVil_S) on Cantonese,
Beijing Mandarin, Cantonese English and Mandarirglish. Speakers readhe
North Wind and the Suim Cantonese or Mandarin, then retold it withoatihg
access to the script (semi-spontaneous speechijiraally read the English version
of the story. Cantonese and Beijing Mandarin atedbto be syllable-timed by all
rhythm measures despite a high degree of variatiofoV values for the two
different speaking styles (reading and retelling #tory). Results are less clear for
Cantonese English and Mandarin English, which aregptively syllable-timed, but
whose categorisation varies according to diffemaythm measures. The authors
state that these results “pose a challenge todbestic measures” (Mok & Dellwo,
2008:4/4).

Mairano & Romano (2008b) calculated the deltas, vidweos, the PVIs and
the CCI on strictly controlled comparable dialegamples from linguistic areas of
Italy and Romania (data came from fieldwork andhgt to the AMPER database).
It was found that dialectal varieties (even of Haene linguistic area) could present
notably different results and that the categomsatwas slightly different using
different rhythm metrics.

O’Rourke (2008) computed the deltas and the PiSfgroups of Peruvian
Spanish (3 native speakers from Lima, 3 native lggrsafrom Cuzco, 3 native
bilingual speakers of Spanish and Quechua - 9 gpgak total) and compared the
results with data from other languages publishedWyite and Mattys (2008).
Despite the author’s claims, results look contreiaras VarcoC shows a very
different scenario for Peruvian Spanish data frbat pffered by VarcoV, rPVI and
nPVI. Furthermore, it seems hazardous to combiseltsefrom different studies in
one chart because of potential differences in g@ggmentation or in the treatment of
data. However, sticking to Peruvian Spanish, thth@uremarks a statistically
significant difference between Lima and Cuzco spesak while (quite
unsurprisingly) there does not seem to be any fagnit difference between
monolingual and bilingual speakers from Cuzco.

Romano, Mairano & Pollifrone (2009) calculated salehythm measures
on 6 dialectal varieties of Piedmont (speakersslieaadThe North Wind and the Sun
in their dialect and re-read it aloud). Final résidhowed great differences among
the 6 samples, but confirmed an overall tendencRiefimontese dialects towards
stress-timing/compensation.

White, Payne & Mattys (2009) calculated various noston samples of
regional Italian (Venetan and Sicilian): they chose the basis of their previous
studies, the varcoV/%V chart as the most repreteatand found that samples of
both regional varieties clustered in the syllaldeed area. The authors claimed that
such results are “perhaps” surprising as “South&inan (e.g. Sicilian) has been
frequently described as more ‘stress timed’ thartheon Italian (e.g. Venetan)”
(2009:151). However, | believe that some consid@natare necessary here. First of
all, 1 have the impression that the authors do cletirly distinguish between
regionalanddialectal varieties: in fact, since thet did not give angafication, one
may well wonder who made such claims; it is, ireeff the case that much has been
said about rhythm variation in Italy, but it conced dialectal variations (see below)
and | am not aware of many reports on the rhythmegfonal varieties of Italian

81g refers to phonological syllables.
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(apart from Giordano & D’Anna, who published theiontribution in 2010).
Furthermore, if the authors referred to dialectaiieties, only some of the northern
varieties are classified as syllable-timed (Veneaamong them, but certainly not
Piedmontese, for example) and only some southaiativss are classified as stress-
timed (not Sicilian, at least according to Mayeztall996).

Romano & Mairano (2010) attempted to provide ahhytategorisation of 6
regional varieties of Romanian by testing varioustnos on speech samplesTdie
North Wind and the SurDifferences were remarkable and went from sydabl
timing (Brasov, Bucovina, Moldavia and Muntenia)mdd stress-timing (Bucharest
and Oltenia).

Giordano & D’Anna (2010) computed %V, the deltdse tvarcos and the
PVIs on samples by 34 speakers of 15 regional wesief Italian (Bari, Bergamo,
Cagliari, Catanzaro, Florence, Genua, Lecce, Milbiaples, Palermo, Parma,
Perugia, Rome, Turin) and on 3 speech styles (lam@apd monologic speech,
spontaneous dialogic speech and read speech) datagfrom the CLIPS corpus.
The AC value is found to increase from read throughodgjal and to pre-planned
speech, while, converselyV is found to decrease; consonatal rPVI values are
found to reproduc@AC’s behaviour, while, once again, nPVI is foundbt® stable.
The variation of rhythm metrics across the 15 regioltalian varieties was
calculated on read passages only: results forrdifteltalian varieties vary greatly
from each other, ranging from delta and PVI valassociated with syllable-timing
to values usually associated to stress-timing.

In conclusion, most studies in the field show tthatectal varieties can differ
one another in terms of rhythm properties as musctifferent languages. Yet, there
seems to be less agreement on the degree of rhydhability given by different
regional varieties of the same language. This cd@dnotivated by the fact that
regional varieties do not usually show great déferes in phonotactics and syllable
structure, which therefore do not have remarkal®@percussions on rhythm
properties. However, testing these different typésrhythm variation provides
interesting perspectives and will be dealt witsiB.

5.3 The study of rhythm variability

The study of rhythm variability has been far momglected than the study of
rhythm variation, apart of course from the fluctaas caused by speech rate. The
fact that the effects of speech rate on speecihmiytave been studied extensively is
of course perfectly understandable as they aréecelshenomena. Yet, other aspects
of rhythm variability have often been shunned andeed, in many cases, treated as
spurious data. However, before the “rhythm metieca”, Major (1981, already
reported in chapter 2) found rhythm differencesossrdifferent speech styles for
Brazilian Portuguese studying durational propertisd some phonological
characteristics of this language variety in citatiand casual speech: formal
Portuguese (represented by his citation data) séestsow the properties typical of
syllable-timed languages, whereas informal Portagu@epresented by his casual
speech data) seems to show the properties typicstress-timed languages (most
emblematically the shortening or even the deletbunstressed syllables). On the
basis of these observations, he puts forward aukEindgnypothesis: since historical
change in languages generally occurs in the doeaif casual speech, “Portuguese
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is in the process of changing from a syllable-timladguage to a stress-timed
language” (1982:350).

Again, the rhythm metrics have offered a framewadainst which it is
possible to test rhythm variability. This certairdyplains the flourishing of studies
on speech rhythm in relation to speech rate, warehnot reported here as they have
already been reviewed in chapter 3. Among the fédw et out to analyse rhythm
variability other than in relation to speech rd#girano & Romano (2007a) tested
inter-subject variability on the values of the netiproposed by Rams al. (1999)
on 7 speakers of 4 languages (English, French, &ermand Italian). The
segmentation and the measurements were carried bguthe two authors
independently and it was found that the values Wairty stable across different
segmentators in spite of remarkable differencestha segmentation and in
classification choices of phonologically ambigumegments. General results were
in compliance with expectations, with high valuésA€ andAV for German and
English, and high values of %V for French and &aliThe authors also presented
measures of inter-operator agreement rate.

A similar work appeared in a poster by Whateal. (unpublished) presented
at EASR 2008, in which the authors had indepenyesgmented data from a few
languages and presented similar measures of ipernator agreement rate.

Widgetet al. (2010) tested the robustness of several rhythmiesgithough
only focusing on %V, varcoV and vocalic nPVI) inaton to various factors of
variation, namely across 5 different measurersiff@rdnt speakers (of Standard
Southern British English) and 5 different sentené¢&ssults show that fluctuations
due to different speakers and different measunerssmnaller than those caused by
different sentences. They conclude their study Ilbying pieces of advice to
researchers intending to use rhythm metrics.

Yoon (2010) computed the varcos and the PVIs oivemational speech by
ten American speakers from Columbus in order tockhatra- and inter-speaker
variability. Several minutes per speaker were takemonsideration as data was
drawn from an annotated corpus just needing atstwipgonvert SAMPA into CV.
The author finds higher intra- and inter-speakeradity with the varcos (varcoV,
in particular) than with the PVIs and more with sonantal rPVI than with vocalic
nPVI; he therefore observes that data from thespaakers tend to cluster tightly
into a vocalic/consonantal nPVI chart thus minimgsinter-speaker variability. He
claims that “nPVI-V and nPVI-C both make a very g@auat cloud, suggesting that
the normalised variability indices are the besttmhyic metrics that capture the
speaker’s dialect similarity in this study” (2012t% However, the author does not
seem to be aware that the rPVI and the nPVI aredivettly comparable on the
same scale. Furthermore, measures that are abtmpture similarity are not
necessarily able to capture difference: since tithar did not include any other
language or dialect, it seems impossible to detezmvhether the combination of
consonantal and vocalic nPVI is effectively able“tapture similarities” between
dialects or whether it simply levels differencesaaf kind.

5.4 Inter-operator variability of rnythm metrics

As has been said, nearly all data in the corpusemted in chapter 2 and 3 have
been segmented and labelled separately by two phams (PM and AR). This has
of course been done in an effort to make measuresriess bound to subjective
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evaluations and therefore more reliable. In effapart from discrepancies in the
boundaries set for each segment by the two phaae$i¢ many differences can
also be found in phonological choices as to, fatance, whether certain segments
exist or not, or about the vocalic or consonantatus of some sounds. This is
because segmentation, to a certain extent, is agpicdranscription.

Figure 5.1 represents segmentation choices bywbephoneticians (AR on
the x axis, PM on the y axis) for the Italian sa@spR-7. The values on both axes
represent the duration in ms of each vocalic osoaantal interval calculated on the
boundaries set respectively by AR and PM. As it barseen, measurements align
more or less along the bisecting line, sometimels miore remarkable deviations. In
fact, the more the values on the chart tighten qalitve bisector, the higher is the
correlation between the two segmentations; in algunypothetic condition, two
perfectly corresponding segmentations would dravisacting line. It also has to be
noted that dots resting on the x or on the y ardicate that one of the two
phonetician considered the corresponding segmemtoasexistent (hence 0 ms),
while the other labelled it (e.g. in cases of epetit schwas).

However, what is relevant for this study is thitu@nce given by differences
in the segmentation/labelling on the final valuégh® metrics. In order to get an
idea of this, the values of the different metriosrevalso computed on the basis of
the segmentation carried out by PM and AR separatieé results can be seen in
figure 5.2, where the final values for the PVIsdad) and the CCI (below) for each
sample are shown separately for AR and PM. Onlystdraples segmented by both
PM and AR were included in the chart, which is athe overloaded and difficult to
read. Variability exists but is not impressive: RMrriability goes from the very low
scores of Romanian Muntenian, Finnish2, EstoniamstAlian English and
Lebanese Arabic, to higher scores for Czech, Caramad Bogota Spanish,
Bucharest Romanian and Italian07. CCI variabilibgg from the very low scores of
Lima Spanish (the two samples are practically Sogmsed), Italian02, Sao Paulo
Portuguese, Brasov and Muntenian Romanian, to higberes of the 2 Finnish
samples and of Moldavian Romanian.

82Such discrepancies are of course inevitable in mlasegmentation and they would likewise exist
even across two segmentations of the same sampéetgothe same person.
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Figure 5.1.Durations in ms of consonantal and vocalic intesrvaeasured on the
boundaries set by AR (x axis) and PM (y axis). &ty matching segmentations

would result in a bisecting line.
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is represented twice, reflecting the segmentatiothb AR and PM.
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It is also remarkable that some samples presentliveited variability with
one metric and high variability with other metrigsis the case of Lima Spanish,
which has nearly the same values of vocalic ang@oantal CCI as well as rPVI for
PM and AR, but which has very different values BMh This suggests that inter-
operator variability is not directly proportiona inter-subject agreement. That is to
say that a speech sample might be segmented ieyedtly by two phoneticians
and still yield similar results oryice versa the same sample segmented very
similarly by two phoneticians might yield consideira different results of the
metrics. Moreover, it is also possible that somériceeare more stable than others
in respect to segmentation differences: in ordercheck that, for each rhythm
metric, | calculated the mean of the standard dievi¥ between the values obtained
on PM and ARTextGrids(see appendix 2 for all single values of inter-apar
standard deviation); results are shown in Tableahd show that the CCI seems to
be more sensitive to this parameter. This is ieafinderstandable as it demands a
phonological interpretation of each segment, irsteha (comparatively) simpler
segmentation into vocalic and consonantal interwalg court It has also to be
noted that the varcos and the nPVI are normalisddes and therefore represent
completely different entities from the other metriand cannot be direcetly
compared to them. However, it has to be notedahmagher sensitivity is in itself not
necessarily a drawback: as suggested by Bertig@eBertini (2008 and following),
normalising might mean losing some relevant infdrara So, high sensitivity to
segmentation choices might also mean high sergitta other rhythm-related
phenomena. Normalisation brings of course moreilgtabut the issue of whether
to normalise or not is probably solved case by degending on data and according
to the aim of the study: for a cross-language nmytategorisation it is probably best
to normalise vocalic durations even if this hass&k m terms of a possible loss of
relevant information. Instead, for a sophisticagaddy on specific rhythm properties
of a group of speakers or within different styleghe same language, it is probably
better not to normalise in order to be able to wagall possible nuances (keeping in
mind that, at the state of the art, it is diffictdtconfidently attribute changes in the
values of rhythm metrics to specific phenomena).

%V Vdev | Cdev| varcoV| varco@ nPV rPV| CCI(y) CCI(¢)

1,33 1,36 1,21 1,33 0,90 1,12 1,18 3,95 1,47

Table 5.1.Inter-operator variability expressed as the mdahestandard deviations
between the values obtained on PM and AR segmentttdr each rhythm metric.

8|t was chosen to calculate the mean of the standievihtions for each sample and not the standard
deviation tout court. This is because a global ddath deviation would include the differences
between each possible pair of values, which doésnase sense in this case: instead, | computed
exclusively the differences between each pair ddesobtained on the same sample by PM and
AR. Therefore, the difference between #@ value as calculated on, say, Estonian by PM and o
Finnish by AR was not considered (while it would fa&en in consideration by calculating the
overall standard deviation for each metric). Thiplies that the standard deviation was calculated
at each time only on two values and thus it wowdehbeen possible to use simply the difference;
however, it was chosen to use the standard dewifdiocomparative reasons.
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5. Rhythm variation and variability
5.5 Speakers and rhythm variability

5.5.1 Intra-speaker variability

Apart from the studies on rhythm and speech ratepther aspects of intra-speaker
variability have been completely neglected by therdture and, as far as | am
aware, none of them has been extensively treatethynstudy making use of the
metrics. A partial exception consists in some @sidhat considered productions by
bilingual subjects or L2 learners in more than demgguage (such as the already
qguoted studies by Mok and Dellwo, 2008, and Whitdlé&ttys, 2007). Computing
rhythm metrics on multilingual speakers in order sudy their rhythm
characteristics and, perhaps, to be able to ewaltetir level of adaptation to a
certain model is no doubt an interesting perspedsee below). However, it by no
means constitutes the only aspect of intra-spewasigability: in fact, differences
between styles and registers also pertain to thimsaih. Moreover, it is possible to
check variability within equivalent productions llye same speaker in order to
uncover pure intra-speaker variability at compagadpeech rate, style, register and
context. | believe there are good reasons forriggtiis type of “pure” variability.
Most importantly, it has to be done as a first steporder to have a term of
comparison in order to evaluate other types ofat@m and variability. In other
words, it is not possible rate intra-speaker valitglif we do not rate inter-speaker
variability first.

| decided to set up data in order to test at #mestime “pure” intra-speaker
variability as well as “multilingual” variabilityl recorded one single speaker in five
different languages, segmented his productfbaisd, as usual, computed the metrics
with Correlatore The subject is a male speaker in his twentie$ wiiversity
education, a native speaker of Italian, proficieBtspeaker of English and French,
also possessing a fairly good competence of Geranana limited competence of
Icelandic. He was recorded while reading version¥te North Wind and the Sun
twice in each language (therefore a total of 10dpabions). Results are shown in
figure 5.3 for the PVIs and the CCIl. Samples ofuweaspeakers for each language
have been included for comparison: RP English (meeahe speaker model is
definitely British English), Standard French, StartdGerman and the mean of the
10 Icelandic speakers as well as the mean of ther 8t Piedmontese regional Italian
speakers taken from the corpus.

8The segmentation and labelling of his productioesencarried out by PM only as they are not part
of the corpus (since they are mostly L2 productiofe be precise, the first Italian production of
the speaker is actually part of the corpus (It@l@nand has therefore also been labelled by AR.
However, for a better comparability with the rebhis productions, only the segmentation by PM
was kept in consideration for the present studinba-speaker variability.
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Figure 5.3.Values of the PVIs (above) and the CCI (below)X0rmproductions of
Italian, English, French, German and Icelandicroé (native Italian) speaker.
Values of an RP speaker, a standard French speag&iemdard German speaker and
the mean of 10 Icelandic speakers and 3 Piedmorgggmal Italian speakers (all
taken from the corpus presented in chapter 2 am&\&) been added for
comparison.

It can be seen that the rhythm categorisation estgg by the PVIs is very
coherent within the values of this speaker, alttougriability within each pair of
samples of the same language is remarkable. Piodaan French show low PVI
values and are disposed along the bisecting lingha CCIl chart, whereas
productions in English and German exhibit high ealof the PVIs and are disposed
below the bisecting line in the CCI chart. Thisrasdo confirm that this speaker is
fairly proficient in these languages and that hestexs control and compensation
phenomena. As for his productions of (Piedmonteggonal) Italian, they come to
be categorised as syllable-timed by the PVIs anthase or less compensating by
the CCI, while the opposite happens to his Icelapdoductions, which come to be
categorised as stress-timed by the PVI and as abngr by the CCI. As for this
variety of regional ltalian, it is difficult to coment as Italian should be a syllable-
timed/controlling language, but the Piedmontesdediais usually categorised as
stress-timed/compensating (see for instance Scit@@} and Romanet al, 2010):
it is therefore possible that the CCI value refleitte influence of the Piedmontese
dialect on the speech rhythm of the speaker (redivarieties of Italian will be
treated in more detail below). As for Icelandicwadl, the situation is complex; first
of all, this language should perhaps be regardeal msxed language, allowing for
fairly complex consonantal clusters without havim@croscopic phenomena of
vowel reduction. It is thus expected to yield loacalic nPVI and high consonantal
rPVI values. Given these features, then, it is guly understandable that, in
contrast to compensating languages, it falls arotinedbisecting line in the CCI
chart: vocalic CClI is not expected to be low enotmlplace it below the bisector
because the difference between stressed and wetreswels is not supposed to be
as remarkable as, for instance, in English or Garmgso, a further complexity is
given by the low competence of this language orptré of the speaker: in this case,
it is of course well possible that he does not Braatl segmental compensation
phenomena of Icelandic.
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5. Rhythm variation and variability

It is also interesting to observe that values bmatrics are slightly lower for
this speaker than for the corresponding nativelggsaThis probably does not have
to be attributed to differences in segmental cdntsat rather to a slightly faster
speech rate, as is demonstrated in figure 5.4:

French std.
French2 577
Frenchl

English std.

EnglishZ 73
English1
German std.

German2

Germanl

4,60 4,80 5,00 5,20 5,40 5,60 5,80 6,00

Figure 5.4.Speech rate for samples of English, French anch&eiby the L2
speaker and native speakers from the corpus.

Speech rate has been calculated by dividing the thuration (exluding
pauses, of course) by the number of vocalic intervehis procedure might seem
arbitrary but is grounded on the fact that eachaliognterval labelled corresponds
to a syllable nuclelfd and therefore gives and indication of the numiiesybables.

It also has to be noticed that English and Gernmrasgmt lower values of speech rate
than French, which is compliance with what suggkebteDellwo (2008).

As for “pure” intra-speaker variability, the diffsnce between each pair of
productions in the same language is perhaps greéeterexpected. Table 5.2 shows
the mean of the standard deviations between theesabbtained for each pair of
samples by the speaker. Indeed, the mean valuexiability are comparable to the
ones obtained for inter-operator variability (giviey different phoneticians working
on the segmentation of the same sample) apartther@ClI.

Finally, it is interesting to remark that this tgsbvides a sound and original
confirmation of the validity of these metrics: theenario offered is consistent with
expectations and, since the 10 samples are pgrigmthparable as for speech style,
register, speech rate and context and since theegdhin to only one speaker, they
cannot be attributed to idiosyncrasies of differapeakers representing each
language. It seems therefore natural to concludg¢ tire metrics can provide a
reliable representation of the segmental propergésted to rhythm in controlled
productions of this type.

8 In fact, hiati were labelled as two separate irgky, as suggested by Bertini & Bertinetto (2009).
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%V | Vdev | Cdev| varco\f varcoC| nPVI | rPVI | CCI(v)| CClI(c)

Engl. | 0,86 1,10 3,16 0,49 3,11 1,87 2,7 1,86 0,04

French| 0,35| 0,11| 0,66 0,59 0,72 0,81 0% 1,06 1,15

Germ.| 0,51 2,04 5,40 1,17 4,48 0,64 044 0,p6 0|24

Icel. | 0,61| 2,09| 0,21 2,28 0,93 1,74 2,83 1,76 201
2

ltalian | 1,21| 3,19 1,25 4,37 0,64 4,14 pP5 2,39 800

mean | 0,71 1,71 2,14 1,77% 1,96 1,84 153 1)1 0,70

Table 5.2.Intra-speaker variability expressed as the medheoftandard deviations
between the values for each pair of productiorteénsame language for this
speaker.

5.5.2 Inter-speaker variability

Inter-speaker variability refers of course to vaility within different speakers of
the same language or linguistic variety. A numbeauthors have already proved
that the metrics yield different results for sucitad So, | decided to test inter-
speaker variability with the data available in norpus and compare it with intra-
speaker and inter-operator variability. Unfortuhgtéhe only exploitable samples
from the corpus are the 10 Icelandic speakers,uB db15) Italian speakers, the 2
German and the 2 Finnish ones: speakers for ther atational languages in the
corpus, in fact, present some dialectal/regiontiéidintiation (see below) and thus
cannot be considered as representative of simpéz-speaker variability. All 10
Icelandic speakers are from Reykjavik and claimeddve no dialectal/regional
accent®; the 4 ltalian speakers are number 6, 7, 8 andritball live in Turin and
speak Piedmontese regional Italian; the Finnish @adman speakers all speak the
standard variety of their language. Since the t#lahdic speakers as well as
Italian14 and Italian15 have only been segmentet labelled by PM, the values
obtained by AR on Italian06, Italian07 and on thwenish and German samples were
not considered for the present analysis. Resuttthis PVIs and the CCI are shown
in figure 5.5.

As can be seen, PVI variability is definitely hjgabove all for the ten
Icelandic speakers and for consonantal intervalsentban for vocalic intervals
(which is easily explained as an effect of nornai@f’). The scenario offered by
the CCIl seems to be more stable: variability isdow in effect the 10 Icelandic
speakers (despite showing a fairly high variabildy not mix with those of other
languages. In both charts there is some overlappatgeen speakers of different
languages.

8The geolingusitic differenciation within Iceland tsowever, very limited (though it does exist, in
contrast to what is usually claimed).

¥n fact, theAC/AV chart (in which normalisation is neither appliat consonantal level nor at
vocalic level) shows that variability is equallyportant on both axes.
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Figure 5.5.Values of the PVIs (above) and the CCI (below)tfer 10 Icelandic
speakers, 3 standard lItalian speakers, 2 Germaf &irthish speakers.

Similarly to what has been done with intra-spealkarability, inter-speaker
variability has been evaluated by computing the mefthe standard deviation
among samples of the same language. Results ans shaable 5.3.

%V | Vdev | Cdev| varco\f varcoC| nPVI | rPVI | CCI(v)| CClI(c)
Finnish{ 0,05 2,09 1,76 4,64 043 33 323 0,37 0,48
Germ. | 1,31 4,03] 2,84 3,48 0,72 2,06 4]/5 2,09 2|17
Icel. 0,67 191| 2,62 0,80 1,24 0,95 2,/4 2,02 141
ltalian | 0,92| 5,10 1,64 3,62 0,7( 316 093 540 519
Mean | 0,74 3,28 2,22 3,14 0,77 2,%3 2P1 2,67 1|50

Table 5.3.Inter-speaker variability expressed as the medheo$tandard deviations
between the values obtained for different speatietise same language.

5.5.3 Geographical variability vs. variation

For the present study on rhythm metrics, geographariation and variability refer
to fluctuations in the results of rhythm metriczven by a different geographical
provenance of speakers. It therefore includes clialleand regional variation (see
above for the difference between dialectal varsetied regional varieties).

In order to test dialectal variation, | have exfddidata of 6 speakers of 6
different dialectal varieties of Piedmont, nametpde of the following villages:
Bagnolo Piemonte (CN), Briga Alta (CN), CampertogfdC), Capanne di
Marcarolo (AL), Exilles (TO), Roccaforte Ligure (AL Data are perfectly
comparable with the corpus as speakers rHael North Wind and the Suafter
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translating the Italian version into their own @l variety. These 6 dialectal
varieties belong to the same group of dialects, éath of them has specific
characteristics at all linguistic levels: this mgdhat the 6 texts are all different from
one another (see Romano et al., 2010, for morelsietathe speakers and on these
dialects and for an orthographical transcriptiohaf texts).

In order to test regional variation, | exploitedal&om the corpus, namely
10 of the 15 Italian speakers (each speaking areifit regional variety of Italiaff)
the 5 English speakers (RP, American, AustraliaewNZealand, Indian), the 3
Portuguese speakers (from Lisbon, Sao Paulo ancatyn6 Romanian speakers
(from Brasov, Bucharest, Buchovina, Moldavia, Muntenia ande@h), 5 Spanish
speakers (Castillian, Granada, Bogota, CaracasLand). In contrast to dialectal
varieties, the texts of different regional varist@ the same language were the same
for all speakers: so, all Italian speakers readstmae text (as well as all English,
Portuguese, Romanian and Spanish speakers). Simcalri2 speakers had been
labelled by AR, measurements by PM only were takenconsideration for
consistency across all samples. The results forP¥ks and the CCI obtained on
these data are shown in figure 5.6.

Observing the charts, it can be noticed that regiorarieties show a
moderately high variability, which is greater amodiglectal varieties. In effect,
despite remarkable differences, samples pertatoinlifferent regional varieties of a
language still cluster in the same area of thetcrad there seems to be very limited
overlapping between stress-timed/compensating kgegi and  syllable-
timed/controlling languages. On the other hand @lsamples of Piedmontese show
a higher degree of fluctuation, particularly foethPVI values, which range from
typical stress-timed values for most samples tovéry low values of Capanne di
Marcarolo (which are even lower than those for $garvarieties). Results for
Piedmontese varieties seem to be more consistemy tise CCI, suggesting that
they all allow for a remarkable amount of compeiosat

As in the previous cases, | computed the mean @fstandard deviations
among the values obtained for regional varietieshef same language (see table
5.4); separately, | also computed the standardatiew® of the values obtained for
Piedmontese varieties (see table 5.5).

8The different provenance of the 15 Italian spealaeesreported in chapter 2 in the presentation of
the corpus. ltalian speakers 6, 7 and 8 were egdiécause they all spoke Piedmontese regional
Italian, which is already represented by speakeiSpeakers 4 and 5 were excluded because they
spoke a standard variety, which is already reptesdny speaker 2.

80bviously, as Piedmontese varieties are takenasnly representation of dialectal (vs. regional)
variability, there is no need to compute the meanhe standard deviations (there is just one
standard deviation).
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Figure 5.6.Values for the PVIs and the CCI on dialectal visggeof Piedmontese
and on regional varieties of Italian, English, Romaa, Portuguese and Spanish.
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% | Vdev| Cdev| varco\fvarcoC| nPVI | rPVI | CCI(v)| CCI(c)

Engl. | 0,31 2,37| 2,84 3,08 0,7( 206 4,88 1,86 2,33

ltalian | 0,44| 1,87 1,69 1,05 1,14 1,4

H

201 1,82 41p2

Port. | 2,11| 7,16 3,2§ 2,64 2,53 2,1 219 57P1 341

3
Rom. | 1,71 5,23] 3,07 2,08 1,99 1,59 382 5,pb8 2|22

Span.| 0,45 1,91 294 1,94 2,3p 166 326 1/60 1491

MEAN | 1,00 | 3,71| 2,76 2,15 1,79 1,78 3,03 3,31 2,p2

Table 5.4.Inter-regional variation expressed as the meahettandard deviations
among different regional samples of the same laggua

%V | Vdev | Cdev | varcoV | varcoC| nPVI | rPVI [ CCI(v) | CCI(c)

Piedm.| 1,94 | 3,52 | 4,26 2,58 0,51 2,29 | 6,03 | 3,51 1,94

Table 5.5.Inter-dialectal variation expressed as the stahdaviation among
speakers of different dialectal varieties of Piedino

5.5.4 Discussion on rhythm variation and variabiliy

After testing variability and variation across diént axes and dimensions, it is
natural that one may want to compare results. Thst mbvious approach is to try
and rate the degree of variability given by thdedédnt factors. In other words, |

shall try and establish a “scale of variability&tdrmining which factors condition a
smaller or a greater degree of variability on thetrmmos. The hypothesis is that
variability causes smaller fluctuations than vaoiatand, more particularly, inter-

operator and intra-speaker variability should bealmow smaller than inter-speaker
variability, which in turn should be smaller thaygional variation (which is simply

a certain type of inter-speaker variability but ariintroduces one more factor —
geographic provenance), which yet should be sm#ii@n dialectal variation (thus

reflecting what happens at other linguistic levels) other words, | expect the

following scale:

intra-speaker/inter-operator < inter-speaker < integional variation < inter-
dialect

This hypothesis can be easily verified by obsertiregvalues reported in tables 5.1-
5.5 and resumed here in table 5.6 and in figurésbd 5.8:
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%V | Vdev | Cdev| varcoV | varcoC| nPVI | rPVI | CCI(v) | CCI(c)

inter-oper. | 1,33 1,36 | 1,21| 1,33 0,90( 1,1p 1,133,55 1,47

intra-spkr. | 0,734 1,71 | 2,14 1,77 1,96] 1,84 1,%31,61 0,70

inter-spkr | 0,74 3,28 | 2,22 3,14 0,77, 2,58 2,912,67 1,50

inter-regvar| 1,00| 3,71 | 2,76| 2,15 1,75 1,78 3,033,21 2,22

inter-dialect| 1,94| 3,52 | 4,26 2,58 0,51, 2,2p 6,033,51 1,94

Table 5.6.A comparison of the variability of metrics in furen of different
parameters (inter-operator, intra-speaker, inteakpr, inter-regional varieties, inter-
dialectal varieties — in order of expected credogn
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Figure 5.7.Fluctuations of %VAV, AC, varcoV, varcoC, rPVI and nPVI for the
different types of variation and variability.
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Figure 5.8.Fluctuations of vocalic and consonantal CCl fa dhifferent types of
variation and variability.
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First of all, it can be observed that the CCls s¢erollow a different logic
from the other metrics (for this reason they hagerbseparated from the others in
the charts). In fact, inter-operator variability &s expected, the lowest type of
variability for all metrics except for the CCI, farhich it seems to be very high: this
can be easily explained by the fact that, as ajreaeintioned, the CCI requires not
only a segmentation into vocalic and consonantairvals, but also a phonological
interpretation of each segment, which introducésriher element of subjectivity in
the work and which is therefore likely to be theisa of more evident fluctuations in
the results. As for the rest, both charts seengteeaon the following:

intra-speaker < inter-speaker < inter-dialect

This was of course expected and is perfectly unaedsble: variability
between one speaker is lower than variability amgpepkers of the same linguistic
community which is turn is lower than variabilitynang speakers of different
(though related) communities. However, the stafuster-regional variability is not
clear: fluctuations of the CCI seem to distinguitween inter-speaker variability
and inter-regional variation, but not between umegional variation and inter-
dialect variation; conversely, the other metricsmbd seem to distinguish between
inter-speaker variability and inter-regional vaoat but they do distinguish between
inter-regional and inter-dialect variation. In effeas has been explained in chapter
3, the CCI aims to capture different phenomena ftbenother metrics, namely the
degree of compensation allowed by a language. thesefore plausible that the
regional varieties considered in this study allogr ¥ery different degrees of
compensation resulting in high fluctuations of timal CCI values (indeed so high
that they are comparable to fluctuations for imtiadect variation). On the other
hand, the failure of the “classic” metrics in digfuishing between inter-speaker
variability and inter-dialect variation would sedm suggest that rhythm variation
across different regional varieties of the sameguage is perfectly comparable to
differences given by the idiosyncrasies of différgmeakers.

At any rate, we should consider the following: b€l tries to measure the
degree of compensation, the other metrics attemptdasure the syllabic structure
given by phonotactics. This could suggest that dbgree of compensation of a
language (reflected by the CCI) is more variableoss different regional varieties
and is not directly linked to its phonotactics lgefed by the other metrics), which is
of course different across dialectal varieties. ldeear, a word of caution is needed
for the number of samples used to rate variabitysmall. Therefore, further
investigation is needed to confirm these results.

5.6 Conclusion

Different types of rhythm variability and variatidrave been tested. On the whole,
variability can be said to be high across severakdsions and | have tried to build
a “variability scale”. The initial hypothesis resathas:

intra-speaker/inter-operator < inter-speaker < imtegional variation < inter-
dialect

has only been confirmed for the following:
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intra-speaker < inter-speaker < inter-dialect

However, results have provided a coherent paradiagrthe study of speech rhythm
and interesting perspectives for the future, whaeltainly include the necessity of
enlarging the samples analysed.

113



A perceptive test



6. A perceptive test

6.1 Introduction

6.1.1 Why perceptive tests?

In the past chapters, it has been made clear tiealieged difference between
stress-timed and syllable-timed languages was dssug of perception (actually,
according to some authors, on perception and ngtleis€®). The traditional
dichotomy has often enclosed perceptual evaluatiewen in its numerous
denominations, such danguages with machine-gun rhythws. languages with
Morse code rhythnLloyd James, 1940). Also the terms introducedPike (1945)
and then adopted by the community reflect the isgo: that languages might
sound as stress-timed or as syllable-timed. Thet@&xie of this impression was
usually confirmed even by those authors who setmldok for isochrony and who
did not find it, as is evident by the already quiosentence by Roach: “a language is
syllable-timed if itsoundssyllable-timed” (1982:78).

So, given such a widespread consensus that syliaidel languages sound
syllable-timed and that stress-timed languages&atress-timed, one would expect
that a number of experimental tests have confirthede claims. However, it seems
that this is not the case: some perceptive tests imaleed been conducted on related
issues (see for instance those by Allen, 1975 |ahdste, 1977, reported below), but
very few authors set out to verify precisely to whagree languages are perceived
as belonging to different rhythm categories (seeifistance Miller, 1984). Only
recently, a number of authors have started to tiyae this field with sophisticated
test formats.

After testing the correlates on various languagdsas been difficult to give
an evaluation of the results obtained since themoi proper theoretical framework
against which one can compare results. Therefageearchers are forced to
comment on their charts by simply stating wherendanguage is factually situated
and where they “expected” it to be situated. Unfiogttely, the expectations by
researchers are usually based on impressions bledchy other researchers in
previous studies (most typically Pike, 1945, ané&bombie, 1967) or, sometimes,
on impressions of their own; rarely are these “iesgions” based on data (that is to
say on perceptive tests). So, whenever there isisarepancy between the
researcher’s prediction and the actual resultis ot clear whether this has to be
attributed to a malfunctioning of the metrics @ther, to the fact that the language
in question belongs to a different rhythm classrfrehat had been inferred (which
implies that the impressions were wrong). In shibi§ not clear whether we should
trust the metrics to be better indicators (or “etates”, as they were initially called)
of rhythm than impressions. For the same reasas,risky to use metrics to give a
rhythm assessment of previously unstudied languddesse characteristics indicate
that the model is not entirely “predictive”, to utbee words by Bertinetto & Bertini
(2010).

A partial solution to this problem is to carry quérceptive tests and put them
in relation with the values obtained with metriekowever, it has to be stated that
the non-predictiveness is inherent in the metrdsltds, varcos and PVIs) and
perceptive tests do not make them any more prediciti is nonetheless true that a

% See the “perception illusionists” reported by Bestto (1989).
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correlation might be found between the resultseteptive tests and the values of
metrics: this would certainly imply that the me#rido give an acceptable account of
the perception of language rhythm (if not an actaianguage rhythm tout court)
and might thus improve their trustworthiness.

So, | decided to carry out perceptive tests with ittitial aim of comparing
results obtained with the various rhythm metricd & check if there really was a
correspondence between the two. After all, Ramusl. intended the metrics as
“correlates of the perception of rhythm” and spedfthat their study was “meant to
be an implementation of the phonological account rbfthm perception”
(1999:274). The authors themselves presented thdtseof a series of tests carried
out on adults and infants on the discriminatiodapiguages on the basis of rhythm.
It seems therefore natural that a study on rhythetrios that does not take
perception in any account could be considered aximgain some respects.

This chapter introduces the test that has beenumbed, describes its format
and discusses its (controversial) results.

6.1.2 Previous tests on rhythm

As has been stated above, very few authors careestahe perception of speech
rhythm until recently. One of the few who did wadlI&t (1984), who carried out a
test on four groups of participants (a- English mpdtecians, b- English non-
phoneticians, c- French phoneticians, d- French-ptaneticians). He used
recordings of read speechhe North Wind and the Suand spontaneous speech in
Yoruba, Japanese, Argentinean Spanish, Indone&rabjc, Polish and Finnish. He
extracted balanced samples of these data and gskéaur groups of participants to
rate them as either syllable-timed or as stresedirfnon-phoneticians were first
given an explanation of these terms that involMagmng hands in synchrony with
stress and syllables). Audio samples were not nodatigd in any way. Results
showed that phoneticians’ ratings were unsurprigingiore consistent with
expectations and that Arabic was nearly univergadisceived as stress-timed, while
Indonesian, Yoruba and Japanese tended to befddsas syllable-timed; a high
level of indecision was found for Finnish, PolisideéSpanish.

More recently, the perception of speech rhythm fased a new interest,
above all since the publications of the researctRbynus and co-workers. They
conducted numerous tests, proving that languagésdiag to the two alleged
rhythm classes are distinguished by adults and elgnnew-borns. Their
experimental protocol departs completely from Mideand involves delexicalising
speech in order to prevent listeners from ratinguwdi on the basis of lexical
information. This is achieved through a re-synthesithe original speech samples
in a degraded signal. Ramus & Mehler (1999) prekmntpossible re-syntheses: (1)
SALTANAJsynthesis is achieved by substituting all plosiweth [t], all fricatives
with [s], all liquids with [l], all nasals with [R]all glides with [j], all vowels with [a]
and preserving the original pitch and intensity; $ASASAynthesis substituting all
consonants as [s] and all vowels as [a] presertggoriginal pitch; (3)AAAA
synthesis is obtained bu substituting all phondh y&] preserving only the original
pitch; (4) flat SASASAsynthesis is obtained like (2) but levelling thendamental
frequency at 230 Hz. They tested 64 students ondtlgpes of re-synthesis on
samples of English and Japanese and it was fouatl phrticipants could
discriminate the two languages witBALTANA]J SASASAand flat SASASA
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syntheses, but not witAAAA synthesis. The authors consider it SASASA
synthesis the most adequate to test the percepitigmeech rhythm.

Ramus, Dupoux & Mehler (2003) used thlat SASASAsynthesis for
discrimination tests of English vs. Spanish, Erdghs. Dutch, Polish vs. English,
Polish vs. Spanish, Catalan vs. English, Catalarspanish and Polish vs. Catalan.
Results confirmed expectations, with listenersrihsinating languages belonging to
different rhythm classes (English vs. Spanish), bot being able to distinguish
between languages of the same rhythm class (Engéstbutch and Spanish vs.
Catalan). Interestingly, Polish was moderately mlisinated from English, Catalan
and Spanish, suggesting either that it is a mixedjuage or that it belongs to a
different rhythm class.

White et al. (2007b) carried ouBASASAests to check whether the results
would correlate with the values of the varcos and fdr the same samples (SSBE
having high varcoC and low %V, Orkney Islands aneldN Valleys English having
medium values of both measures, Castilian Spangsting low varcoC and high
%V). Data included heavily controlled sentenceghrge English speakers (Welsh
Valleys, Orkney Islands and SSBE) and 4 Castilipanish speakers. The authors
used an MBROLA synthesis to convert vocalic andsooantal intervals into
SASASAat a constant fundamental frequency of 230 Hz applied a series of
normalisations to sampf®sFinal results confirmed that listeners could disinate
Castilian Spanish vs. the three types of Englisi,that they could not distinguish
between Orkney Islands and Welsh Valleys English.

Dellwo (2008) carried out a test to verify whetlspeech rate plays a role in
the perception of rhythm classes. Participantstbddsten to de-lexicalised stimuli
of “syllable-timed German and stress-timed Frefitii¢onsonantal intervals were
re-synthesised as white noise, vocalic intervalsewe-synthesised as complex
periodic waveforms with a constagtat 230 Hz + ¥and & harmonics) and to rate
them on a scale of regularity. They were unawawd they were listening to
manipulated speech samples. Results showed tteatdis generally rated the stress-
timed French samples as being more regular thanssilable-timed German
samples: this proves that they did not use theakdity of vocalic and consonantal
intervals as cue of regularity. Instead, the authuggests that they used CV rate (the
number of vocalic and consonantal intervals peosse); which is confirmed by the
linear regression in cross-plots of listener radimg regularity in function of CV-
rate.

Arvaniti & Ross (2010) drafted a critical summarfyperceptive tests carried
out on the matter claiming that

new protocols may be needed to test the idea aincisrhythm
classes. Such protocols should go beyond simplerimisation
(which could be due to a variety of confoundingdes) and should

%% In particular: they truncated sentences after lmt stress to avoid final lengthening; they
eliminated the first syllable and other followingllables in order to obtain 10 syllables per
sample; they stretched or compressed each uttetarfmemly in order to obtain a total duration
of 1900 ms, thus preventing speech rate effects.

9 By syllable-timed German and stress-timed Frerible, author means, respectively, German
sentences that showed high %YV and low varcoC, aedck sentences that showed low %V and
high varcoC.
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be neither too indirect [...] nor too explicit, likhe categorization
task of Miller (1984).
(2010:2/4)

They built a test in which stimuli were obtained lbw-pass filtering sentences of
English, German, Greek, Italian, Korean and Spaats#50 Hz. Sentences of each
language were divided into 3 types (syllable-timsttess-timed, uncontrolled).
Listeners (of three different mother tongues, ngntahglish, Greek and Korean)
listened to a synthetic trochee setieand to a sentence, repeating this task for each
sentence. They were asked to rate the similaritgasfh stimulus to the trochee
series on a 7-step scale. Final results show keahative language of speakers did
not significantly affect the ratings, that stimafi English were rated less similar to
the trochee series. The three sentence types atee as more similar to the trochee
series along the following scale: syllable-timestress-timed - uncontrolled. This is
at odds with expectations and the authors condluaie“language classification by
means of rhythmic classes cannot be achieved obdhkes of listener impressions
anymore than it can rely on measuring consonamtdl eocalic variability in
production” (2010:4/4).

This summary of perceptive tests for the discration of rhythm classes has
shown that results are controversial among diffestadies, each of which uses a
different protocol. | shall now pass on to desctiosv the test for the present study
was conceived.

6.1.3 The conception of the test

When | set out to build perceptive tests (in 2008)ad no general framewatkon
which to base myself and not many previous stutbelearn from. The so-called
SASASAests have been used in most recent studies ®ftgpe (see above), in
several slightly different variations (for instangoecluding/excluding the original
pitch contour and/or intensity values). Such testsnally follow the so-called ABX
or the AAX format§€® and share what | consider to be a basic limitatioey ask for

a clear-cut decision on the part of subj&css to whether the stimuli are either A or
B. There is no way to let them say, for instanbaf stimuli n° 4 and n° 5 are both
more similar to A than to B, but that n°® 4 is evanre similar to A than n° 5 is. In
other words, they ask for a clear-cut categorisatb languages, reproducing the
stress-timed vs. syllable-timed dichotomy, leavimg chance to the subjects to
spread the different stimuli along a continuum. \lieg that choice to the subjects
certainly would be no easy task as it would intelwariability and add many
complications, but it could bring to interestingués and it would connect to the

% The authors report that the trochee series hasdreated with the MacOsX “frog” sound.

% such as the AMPER project, which not only inclugescise prescriptions on how to collect data
and how to analyse them, but also offers a stanaaitkl for perceptive tests.

% ABX tests are conceived as follows: the subjeerse first auditory stimulus (A), than a second
(presumably different) auditory stimulus (B) andally a third one (X): he/she is then asked
whether X is more similar to A or to B. This testrhat is also widely used in other fields and for
other purposes, such as to evaluate digital auali@ compression methods. Intuitively, AAX tests
provides listeners with two identical or similainstili plus a third one which has to be categorised
as “similar” or as “different”.

% | am of course talking about adults subjects. ifigsthe rhythm perception of infants, though
certainly a fascinating ground, was definitely agpossibility for me. So, | shall make no more

reference to tests devised for such a purpose.
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theories proposed by Dauer (1987) and Bertinet®83)L and dealt with in detail in

chapter 2. One more difficulty consisted in thet flat | needed participants not to
be aware of what was being tested and (in somes)taskwhat the language in

guestion was. This, of course, because | did natt wee results to be influenced by
any ideas or preconceptions on the part of paditi

Moreover, | have a feeling that not everybody iuualy sensitive to
linguistic/phonetic phenomena in general and tespdic phenomena in particular,
so | wanted a means of verifying the level of ggptnts’ prosodic sensibility and,
perhaps, of identifying those subjects that wekelyi not to perform well: this is not
to say that | intended to discard their answers,sbuply that it may be relevant to
see whether their answers were comparable to thieer by other subjects.

As for the practical implementation of the testydd the choice of using
specific software or to build it myself with someogramming language. The
advantage of the former possibility consisted afrse mainly in speed and easiness.
Nevertheless, | chose to build the test from sbraising HTML and JavaScriftin
order to have an absolute control and no limitaticas to the format and
configuration of each task. Moreover, the choicéldML and JavaScript over other
programming languages or programming toolkits aldwne to build a test which is
easily executed on any computer (one just need®wsler) and which could, one
day, reside on a website. | have not exploited ghssibility of publishing the
perceptive test on the world wide web within my Plob course, this would bring
remarkable advantages in terms of numbers (aliieteusers are potential subjects
for the test); yet, it does have the very negaside-effect that | would completely
lose control over the selection of subjects andf tinestworthiness. In fact, there is
not even an effective way to make sure that eacsppetakes the test only orite

In the end, the output was a perceptive test writteHTML and JavaScript
which consisted of three parts: after filling ifioam with personal data, the first part
was meant as a preliminary phase to check the giosensibility of subjects (see
6.2.1), the second part consisted of auditory dtitoube rated on a limited set of
possibilities not unlike ABX tests (see 6.2.2), théd part consisted of auditory
stimuli to be rated on a continuum scale (see K.2T3e results of each participant
were contained in a log file which was saved inftxtnat at the end (a sample log
file can be seen in appendix 4).

| shall now describe each part of the test seplgrared in detail: note that
the results are not presented at the end, butwiti@ discussion of each single part.
It should be noted that such a presentation wasechanerely for the reader’s
comfort, but subjects carried out all the partshaf test thoroughly and without any
interruption.

7| also exploited Macromedia® Flash technologgiider to play sound in HTML pages.

% Checking the IP address is not safe, because enserpmight use more than one computers from
different IP addresses and, conversely, more tham wser might share the same IP address.
Similarly, cookies are not safe because they caitydae deleted or modified by the user.
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6.2 The preliminary phase

6.2.1 Personal data

The first part was not properly meant to test amgh It was a simple
questionnair® with personal data (reproduced in figure 6.1)tipgrants entering
the test were asked their name, age, level of esudivhether they had taken any
exams in linguistics and phonetics (and, if apgieahow many exams they had
taken and/or how many university credfitsthey were attributed in these
subjects)™, their mother-tongue and their level of proficignm any foreign
language¥? The age range was between 19 and 60 years avgra§i25. 36
participants had Italian as a mother tongue, 2 ¢hred English, 1 German, 1
Romanian, 1 Arabic and 1 claimed that the dialé&tevona was his mother tongue.
The mean number of university credits acquired hioretics was 3.72 (spanning
between 0 and 10), while the mean number of uniyersedits acquired in
linguistics was 8.04 (spanning between 0 and 10).

Per favore, riempi i campi con i tuoi dati.

Nome

Cognome

Eta (anni)

Titolo di studio Maturita v

CFU sostenuti in fonetica

efo fonologia

CFU sostenuti in linguistica
(esclusi fonetica e fonologia)

Madrelingua

Conoscenza dell'inglese no v
Conoscenza del francese no| v
Conoscenza del tedesco no| v

Conoscenza dello spagnolo o ~
|altro(specificare) [ nol v

|altro(specificare) noj v

Figure 6.1 The form which had to be completed by participanitering the test.

% As it can be seen in question 6.1, it was not pepauestionnaire, but a digital one. It was in
HTML and was attached to the rest of the test withaterruption: participants were already
sitting for the test when they completed it.

1% For those who completed university studies befaréversity credits were introduced, |
established the equivalence of 1 exam with 10 usityecredits, in line with the choice taken by
the University of Turin.

191 The rationale behind this question is of coursa #udents who had taken exams in linguistics
and/or phonetics are more likely to be aware of tthditional stress-timed vs. syllable-timed
dichotomy and to be sensitive to prosodic phenomena

192 participants should self-evaluate their competersieg the European common framework (Al to
C2). Participants who did not know the meaninghese levels usually asked information about it,
so the data should be fairly accurate (keepingiimdrthe obvious limitations of self-evaluations,
of course).

120



6. A perceptive test

The 43 participants did not gain any compensatiaitljer pecuniary, nor in
terms of university credits or else) for taking ttest and all of them gave me
permission to use the results for research purpddesy were mainly (though not
exclusively) recruited among students of the Fgcaft Foreign Languages of the
University of Turin. Some students came to the lLatmyy of Experimental
Phonetics Arturo Genre of Turin and took the testde the sound-proof booth.
However, most took the test straight after pasdimgr first exam of general
linguistics because that was the moment in whi@y tivere most easily available.
This exam is usually taken in the first year, whimbans that most candidates were
at the beginning of their university career. It lb@en decided that it was best to let
students take and register the exam first, in oi@evoid stress and to prevent them
from thinking that their performance in the tesghtisomehow have an influence
on their final mark of the exam. Students who ditl pass the exam were not asked
to take part in the te'$t,

| supervised personally all participants taking test, so some of them felt
free to ask me indications if they did not underdtaome tasks or else. The test was
not designed to keep track of the time taken by geeticipant to reach the end, and
not even of the time taken to complete each taskilis reason, | have no precise
data as to time variables, but since (as alreaidy bavas present during all the tests,
| can give an estimate of the time generally nedaegarticipants in order to get
through the end, spanning roughly from 20 to 40utas but probably averaging a
little more than 30.

6.2.2 Testing prosodic sensitivity

In the second part, participants started the estl and had to respond to auditory
samples. Yet, it was a kind of introductory taskwihich they were presented with
the orthographic transcription of an Italian sentenand a recording by a
professional speaker of that very sentence. Theay tbamark stresses on the
transcription according to how the sentence wasadlgtpronounced by the speaker
(less prominent stresses on the first level, ma@nment ones on the second
level)'*. Instructions were given at the top of the pagkilevin the middle there
was an example sentence and its recording. Patitspcould listen to both the
example sentence and the target sentence as magy ais they wished by clicking
on the corresponding icbh. The task was controlled by a JavaScript routinénat

it was not possible to proceed with the test wattieast one primary stress had been
marked. This task was repeated five times, eack tivith one of the following
target sentences:

193 This choice was not taken on any “discriminatogrounds. Simply, it was felt that asking
students who had just failed our exam to kindlyetaktest for our research purposes was not
precisely courteous. It is true, however, that efiig might also have been upset by their negative
performance and, consequently, they might not lhaes able to concentrate properly for the test.

1941 am aware that this distinction poses theoretanad practical problems. By “more and less
prominent” stresses , | actually meant the disiimcbetween stresses and accents (the latter are
usually defined as those stresses that carry piosel@évance). | initially included the distinction
between first-level and second-level stresses oteroto provide participants with an extra
difficulty, | realised only too late that this cofigated things enormously.

195 The audio player used is an open-source and isdcSPF Web Music Player. It has been
retrieved at the following webpage: http://musigglasourceforge.net/

121



6. A perceptive test

In diversi paesi africani, il tenore divita si sta inngando rapidamente.

L'uomo ha riconsciuto sin datempi antichissimi lI'importanza dellacqua

per lavita.

3. Allo stato sdido e nota comeghiaccio, allo stato aerforme enota come
vapore acqueo.

4. Sononote anche altre duéormesdide, guella delghiaccio vetro so equella
delsdido amorfo.

5. Pechénon praviamo a rsolvere il prdolema irsieme, invece di litigare?

N

Sentences were of course given without the streisdtions reported above.
Here they have been marked with first-level stresge bold) and second level
stresses (in bold and underlin®d) Such an evaluation was of course necessary in
order to have a term of comparison against whicbotopare the answers given by
participants. | then calculated the correlationdeetin her answers and those given
by each participant, which ranged between 3.08% &062% with a mean of
49.57% (quartiles at 37.67% , 54.28%and 63.13%).

The instructions given and the format of the temt be seen in figure 6.2
(English translation in the footnote).

Istruzioni:

Ascolta i campioni sonori (cliccando sull'altopariante) e indica dove senti gli accenti; ti viene chiesto di segnare 2
tipi di accento: sul primo livello (in basso) devi segnare tutti gli accenti che senti, sul secondo livello (in alto) solo gli
accenti pilt prominenti.

Esempio: »

Gli affreschi dell'antica parrocchiale di San Marco sono ora al museo Borgogna di Vercelli.
v I~ I~ i
] Iofl Iofl Il [¥i] lod ot (i}
Gliaf fres chi del l'an ti ca par roc chia le di San Mar co so no o ral mu se o Bor go gna di Ver cel L.

Campione 1: *

In diversi paesi africani, il tenore di vita si sta innalzando rapidamente.

In di ver si pa e si a fri ca ni i1 te no re di vi ta si sta in nal zan do ra pi da men te.

|

Figure 6.2.A screenshot of part 1 of the test (the first eeoe). It is possible to see
the instructions at the tof5, the example in the middle and the task at theohoof
the page. Participants could mark stresses by giatigking on check-buttons
corresponding to each syllable.

The rationale behind this task is to have an evianaof the prosodic
sensitivity of participants to prosodic phenomemal,aif needed, to be able to

1% 1t can be seen that, although recordings were rbgde professional speaker of Standard Italian,
the accentuation is sometimes atypical, abovet #leasecond level.

97 The second quartile corresponds, of course, tonéian.

198 English translation of the instructiongisten to the audio samples (by pressing on the
loudspeaker) and mark where you hear stresses;ayeuasked to mark two different types of
stresses: on the first level (below) you have toknadl stresses that you hear, on the second level
(above) you have to mark only the more promingasses.
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identify those participants who appear to havendtéid prosodic sensitivity. It is
true that we do not have any proof that a limiteds#tivity to stresses necessarily
implies a limited sensitivity to rhythm phenomehawever, at least intuitively, this
is likely to be so, as stresses and rhythm are ts#lised through prominences (see
chapter 1 for a discussion on what rhythm is amdhfore details about the relation
between rhythm and prominence).

6.2.3 The results

| shall now illustrate the answers given by papicits for the five sentences. They
are shown by the histograms in figure 6.3, whiclpresent the amount of
participants that marked a first-level stress (inep and a second-level stress (in
red) on each syllable. On the whole, it can bevodal that most participants found it
difficult and did not perform splendidly. When suyising participants who took the
test, | was surprised at seeing that, even thouglas meant as a preliminary task,
people took often long time to complete each se®glistening various times to the
recordings and taking long to mark (often very fetvsses. It should also be noted
that this cannot be attributed to a misunderstandfrthe instructions, because those
who were not sure about what the task involved viwre to ask me clarifications
(and some did).

Despite the difficulties encountered by singletiggrants, the overall results
reflect quite well expectations set by the moded ghonological evaluationa
priori. In particular, effectively stressed syllables éndbeen marked with either a
first-level or a second-level stress by usuallyghimumber of participants, whereas
completely unstressed syllables have been usualhked by no or few participants
(most emblematically, sentence final syllables}edestingly, the most frequent
mistakes involve marking a stress on syllables idliately preceding stress (such as
‘pa’ in passi, ‘te’ in tenae and ‘nal’ ininnalzardo in sentence 1, as well as ‘@’én
nota twice in sentence 3).

I shall not discuss these results in more detai¢,has their role within the
test was simply that of providing an idea of thegadic sensitivity of participants (a
detailed analysis is in preparation and is thoughtappear soon). So, for this
purpose, what matters are the scores of correlésem above) between the answers
given by each participant and the answers congidesdhe model. It has to be made
clear that the correlation is not meant to be ehstigcated and faultless evaluation
of listeners’ prosodic sensitivity: needless to,sdys would not be feasible by
simply calculating the correlation with answersdmne model because, clearly, such
a task has more than one acceptable answer. Howtteewvalues of correlation
should be enough to identify those participants sehperformance was extremely
low. The problem consists in establishing the ex#ueshold under which
participants might be considered as “prosodicatiyensitive”: the distribution is
fairly homogenous apart from 2 participants whoredd.08% and 6.89% (the rest
of the population ranging from 18.54% upwards).ecided not to exclude any
sample, at least for a first analysis, which metlrad the results presented above
refer to the entire population of 43 participantfie results by segments of the
population will be discussed at the end.
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Figure 6.3.Histograms representing the answers given to ribknginary phase of
the test. Syllables are shown in the x-axis, wtkey-axis represents the number of
people who marked a stress on each syllable [(&vstl stresses in blue, second level

stresses in red).
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6.3 Testing the perception of discrete rhythm classes

6.3.1 The format and the interface

After the preliminary phase, participants started teal test, in which | meant to
verify the discrimination of rhythm classes in dete terms, that is to say in the
traditional way, asking people to decide whethsaple is stress-timed or syllable-
timed, without any gradient. This part was dividedo two similar tasks, each
consisting of 15 samples.

Participants were first asked to listen to maskgdteetic audio samples and
decide which language was being spoken: they hadptissibility of choosing
between: (1)Spanish, French or similag2) English, German or simila3) Other
(4) 1 dont know (the two possible choices obviously reflected twe traditional
rhythm classes). Samples were synthesised usingNfER routines (see below
for details) and preserved the duration, pitch iaehsity of the original samples: in
short, they reproduced the prosodical but hid #chl information of speech.
Participants could listen to each sample only onlcetructions were given
immediately before starting the task and read Bsws (see footnote for an English
translation):

Ora ascolterai dei campioni audio e dovrai cercatecapire se Si
tratta di inglese/tedesco o francese/spagnolo. drlgio €& stato
modificato in modo che tu non possa riconoscengal®le delle due
lingue, quindi dovrai giudicare solo dall'impress® che ne ricevi.
Per ogni frase clicca sul tasto "francese spagrmkimile” o "inglese
tedesco o simile”; se il campione audio non ti s@mbimile a
nessuna di queste lingue, clicca su "altro"; seecw non hai idea,
piuttosto che premere un bottone a caso premi "sBoh ma i
preghiamo di cercare di utilizzare il meno pos®lyjuesta soluzione.
Nota che i campioni sonori vengono estratti da atabase ampio in
ordine del tutto aleatorio. Ora premi il tasto awaper iniziare!®®

The interface was extremely simple and intuitivensisting exclusively of
the stimulus label and the four buttons, as casdes in figure 6.4. Participants only
had to press the button corresponding to their answd they were immediately put
forward to the next audio sample. So, the proceduss very strict: it was not
possible to listen to the audio sample more thare amor to go back and correct the
answer once it was give!. Each stimulus lasted between 4 and 8 seconds.

199 You will now listen to some audio samples and ydll ave to understand if they are
English/German or French/Spanish. Speech has bemtified so that you will not be able to
recognise the words of these languages, so yolhawé to judge exclusively on the impressions
you get. For each sentence, press “French, Spamigtimilar” or “English, German or similar”;
if you think that the audio sample does not soikeldny of these languages, press on “other”; if
you really have no idea, press on “I dont know"thar than taking a wild guess, but we kindly
ask you to try and avoid this solution. Please rib&t audio samples are randomly retrieved from
a large database. Press “forward” to start.

10 One may think that it was possible to navigatekkzml forward with browser controls. Actually,
participants could not do that because browserrgtentvere disabled by Javascript and, at any
rate, the test was executed in full-screen modeh&rtmore, all 15 samples resided in one HTML
page, so, even succeeding in navigating back wbale led the participant to the instruction
page.
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6. A perceptive test

The synthesised stimuli included 15 different lamges. Audio samples were
taken from the lllustrations of the IPA (with thgception of the Italian, Icelandic,
Romanian, Finnish and Japanese samples, which neeoeded at LFSAG), either
included as an attachment to IPA (1999) or in wsiarticles appeared in the
Journal of the IPAand synthesised as described below. They comeggbto some
of the data used in chapter 3 to test rhythm neetfvehich can be consulted for
further details and for the bibliographic referegoeresponding to each sample).

The hypothesis was that participants would claggifidentially stress-timed
languages as “English, German or similar”, tendglytisyllable-timed languages as
“Spanish, French or similar” and mixed languageSoéiser” or “I don’t know”. Of
course, | did not expect all participants to agoee each sample, rather it was
presumable that the alleged rhythm classificationll emerge as a general trend.

Campione audio n° 1

spagnolo, inglese,
francese o tedesco o altro non so
simile simile

Figure 6.4.Screenshot of the interface. It consists merely latbel indicating the
stimulus number and the four buttons. There isuttoh to listen to audio samples
nor to proceed, as the succession of events is let@hpcontrolled by JavaScript.

Campione audio n® 1

1l == o @
rAln™

francese inglese giapponese non_lo_so

Figure 6.5.Screenshot of the interface. As for the formek.tsere is only the
stimulus number and the four choice buttons asquaaints have no control over the
succession of events.

After the first 15 stimuli, the test proceeded wadhsimilar task made up of
another series of 15 stimuli, in which participamtsre, again, asked to listen to
differently synthesised audio samples and had taddewhich language was being
spoken. In this case, the possible choices includedEnglish (2) French (3)
Japanesg4) | dont know (representing respectively stress-timing, syllabténg,
mora-timing). The audio samples of these threedaggs were similar to the ones
presented in the former part of the test, but weamipulated in order to normalise
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6. A perceptive test

at each turn one or two of the three prosodic patara (pitch, intensity and
duration, see below for details).

The interface (see figure 6.5) is very similarth@ one in part 3 and the
instructions given read as follows (English trahelain footnote):

Ora ascolterai altri campioni audio e il tuo compié simile a prima,
dovrai cercare di capire se si tratta di ingleserfcese o giapponese.
Tuttavia, questa volta il parlato e stato mascherah maniera
diversa.

Ora premi il tasto avanti per iniziarg?

6.3.2 Differences from other tests.

The format is not so different fro®ASASAests. However, in this case, participants
did not hear three stimuli (A, B and X), but onlgeo(X), and had to classify it on
the basis of categories which they presumably dirémew*2 This has been done
in order to avoid that the results be marred bydh@ice of A-B sentences. In fact,
the choice of A and B in ABX tests is a very deléecanatter: | feared that the
classification of X in ABX tests might be influeretby the choice of A and B, that is
to say that using one particular sentence in laggua might bring to (slightly)
different results from those that one would getusyng some other sentence in
language A (and the same could be said about B).l1 Sweferred to rely on
participants’ knowledge of languages A and B. Femfore, in this way, the
participants’ task is far simpler and this conttémito decrease the impact of errors
due to misunderstandings.

An argument that has been raised concerns thethattparticipants who
speak a certain language might tend to classifyicasdmples as that language
because they are more familiar with'it Of course, this cannot be excludad
priori; yet, on the other hand, one could also hypotketie oppositei.e. that
participants who speak a certain language migltt M@T to classify audio samples
as that language precisely because they know ittlael find that artificial stimuli
sound different. Be it as it might, if need bewibuld be possible to verify these
hypotheses since questions about foreign languaddieipncy were included in part
1 of the test.

Another fundamental difference from other similests consists in the way
the audio samples were synthesised. In fact, asost perceptive studies on rhythm
categorisation, | needed to find a way of hidingidal information and the
segmental characteristics of speech. Obviouslynggbarticipants to categorise an
overt speech sample as either Italian/French d&ragish/German would not allow
to discover anything about rhythm: participants ldomost likely recognise speech

1 you will now listen to other audio samples and ywmsk is similar, you will have to understand if
English, French or Japanese are being spoken. Hewvéhis time speech has been masked in a
different way. Press “forward” to start.

12t could be argued that not everybody has everchialian, French, German and English. The
answer to this is that, first of all, it is not essary to know all four of them: it is enough twéa
heard at least Italian or French and English orn@er Secondly, most participants were
university students at the faculty of foreign laages, who should then be fairly knowledgeable
about languages. Finally, nobody complained thay tdid not have a sufficient knowledge of

these languages in order to complete the task.

13| am grateful to Lea Glarey for raising this olvsion.

127



6. A perceptive test

samples on the basis of lexical information as &aslbf segmental clues (and even
if they did not, it would be difficult - if not impssible - to make sure of that).

So, long time was spent in deciding how to maslespeMost studies of this
type (see above) make use of the already qu&a8ASAmethod, by which
consonantal intervals are re-synthesised as [s]lewdocalic intervals are re-
synthesised as [a]. However, for the purpose &f tinst | decided to use a different
procedure for masking speech, the one already wsiih the AMPER project,
where it is exploited for different purposes. llslspend a few words about it.

6.3.3 Perceptive tests within the AMPER project.

The AMPER Atlas Multimédia Prosodique de I'Espace Romproject (which saw
the light at theCentre de Dialectologieof the Université Stendhal Grenoble) 3
enhances the creation of a multimedia prosodis atahe Romance area through a
cooperation of different research teams belongingach Romance linguistic area.
Members of each research team collect data of tbein linguistic domain
according to a shared protocol, which includes owsi utterance types, various
syllable and stress patterns as well as threeitigpest for each sentence. Data are
then labelled by members of the research teamsfiestdprocessed with &raat
script and then with a programme callederface which has been developed by
Albert Rilliard (currently LIMSI -Laboratoire d'Informatique pour la Mécanique et
les Sciences de I'lngénieursay, formerlyUniversité Stendhal Grenoblg 8n the
basis of Matlab procedures written by Antonio Romdourrently University of
Turin, formerlyUniversité Stendhal Grenoblg Br his PhD thesis. Theraat script
outputs a text file with the durations of each \Jmciterval and their relative values
of pitch and intensity at the onset, middle andeiif Taking these text files as input,
Interface computes the values of prosodic cues (pitch, sitgrand durations) for
each set of three repetitions, creates chartsifaralising the results and produces
sound files which are then used for perceptivestesth the aim of validating the
data collected. The sound files are synthesisedvieyaging the values of the three
prosodic parameters at the onset, middle and offéetach vowel. Currently,
consonants are not considered and consequentlyersynthesised (they result in
silence), as their relevance at the prosodic lesghought to be limited. However,
the possibility of including them in future analgss being discussed.

The values obtained are meant as the standard dicosontour for that
utterance type in the linguistic variety taken ansideration and sound files are then
used for perceptive tests for validation (see, ifwstance, Felloni, 2010, and
Interlandi, 2003 and 2004). The usefulness ofslirghesis has already been proved
by several studies conducted by the various membkethe numerous AMPER
teams. For further details on the AMPER projea¢, Gentiniet al. (2002).

6.3.4 Synthesising audio files with AMPER routinesfor testing rhythm
perception.

The 15 re-synthesised sentences which have bedragsstimuli for the first part of
the test are the incipit of the narratiVee North Wind and the Sun 15 different
languages (in the order, German, lItalian, Rusdizglandic, Brazilian Portuguese,
Romanian, European Portuguese, Finnish, Turkigmankse, Spanish, RP English,
GA English, French, Czech). Only the first sentewes selected, because of course
the stimulus should not be too long in order toidvbat the subject gets confused
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or tired: for instance, as far as the English wards concerned, | only used “The
North Wind and the Sun were disputing on which weesstronger, when a traveller
came along wrapped in a warm cloak”. | then laloklie following AMPER
conventions (which involve marking the boundariésvowels¥ and processed
data withinterfacein order to get the synthesised sound files.

A relevant issue concerns the choice of preserveidevelling the original
pitch and intensity contours. Leaving these paramelets the participants free to
use all prosodic cues to complete the task, wleileaving them forces the subjects
to concentrate on durations. The decision has wepprtant implications because,
of course, samples for whicly is not levelled could be recognised by their pitch
contour; on the other hand, ¥ fplays a role in rhythm perception, levelling itght
bring to inconsistent results. Probably, the cha€envhat to do depends on the
conception of rhythm, and | am fairly convinced tthduration (although
undoubtedly being an important factor — probablg thost important) is not the
only parameter on which rhythm is perceived (ses &llen, 1975, Cumming,
2009, and Romano, 2010). | could find no satisfiactmlution to the problem as it
seems to be impossible to separate the rhythmiecasp § from its pitch aspect.
So, after a long hesitancy and several perplexitigsally decided to leave the
original pitch and intensity contours of the samspleowever, see part 2 of this task).
When interpreting results, one will have to keemind this decision.

In the first task, participants had to give theidgment as to whether each
synthetic stimulus was more similar to French/#alor to English/German. As has
been said, the 15 sound samples correspondeddifédf®nt languages, so only 4 of
them were truly French, Italian, English or Germ&nto be precise, because |
included both RP and GA English). However, this hasmportance at all, as | was
not testing people’s ability to recognise a languag the basis of synthetic stimuli
and | did not expect them to; rather, | was prompthem for a categorisation of
languages based on prosodic cues (even thouglhuo$e; they were not aware of
this and they were bound to think they were taldrdiscrimination task).

In the second task, participants had to judge vdretiey were listening to
English, French or Japanese. Effectively, they wadweays listening to samples of
these three languages, but in this case they wargpmiated as for.f intensity and
duration. The audio samples were similar to thesgesented in the former task as
they were also created by applying the AMPER ragion the initial sentence of
The North Wind and the SuHKlowever, in turn, the following manipulations wer
applied to each of the three samples:

1) ergconstintensity levelled to 80 dB {fand durations untouched);

2) fOconst f, levelled to 200 hz (intensity and durations unted);

3) dconst vocalic durations levelled to 80 ms (intensityddnuntouched, each
vocalic onset is placed at the original distanaemfrthe preceding vocalic
onset);

114 while AMPER does not currently grant any impor&rio consonants, one of its creators and
coordinators (Antonio Romano) felt that they al¢aypa relevant role and advised that | should
insert the spikes of consonantal clusters involvirgge than one plosive in the synthesised sound
files. The rationale behind this choice is thatkepiconstitute a prominence within the speech
chain which might have some relevance as far apéhneeption of rhythm is concerned. Only
clusters were considered, anyway, as pre-vocabisiys are of course followed by a vocalic
onset and therefore their presence needs not beasispd.
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4) int80ms vocalic durations levelled to 80 ms (intensitgdnuntouched, each
vocalic onset is placed at the original distancemfr the preceding
consonantal onset);

5) dconstconstconsonantal and vocalic durations levelled ton89 (intensity
and § untouched).

So, a total of 3x5=15 manipulated samples wereimédaand inserted in the test in
random order. | shall briefly clarify the differambetween manipulation (3) and (4):
in both cases, vowels are normalised to a duratfoB0 ms; however, in (3) the

consonantal interval (which is synthesised witkersse) is either enlarged or shrunk
in order to let the following vocalic onset be &etoriginal distance from the

preceding vocalic onset as illustrated below.

. . C W C W C W C v C A
original stimulus |} e : J e B fm
L c v c v c v ocoow v
dconst normalisation | } { [ y | = | f {
, . . iC W iC W C v [ W C W
nt&0ms normalisation | } i } | } = | } {

In practise, the manipulation has been done by alpnunodifying the
values in the text files (which are produced by Braat script quoted above and
which are given as inputs toterface. As has been said above, these text files
contain the durations of all vocalic and consonas¢gments and the values gf f
and intensity at their onset, middle and offset.t8e manipulation is easily done by
changing the numeric values of the text files: fexample, figure 6.6 shows a
manipulated text file (for French) with levelledensity.

| €12 intB0ms.txt - Blocco note =] ]
File Modifica Formate Visualizza 2
C:\MATLAB6pSplwork'oggi’cl2. txt size: 114624 -
22-May-2009
duration [ms] energy [dB] fol fo2 fo3 [Hz]
1 27 80 220 218 215
2 118 80 273 324 341
3 64 80 239 229 218
4 59 80 181 177 167
5 103 80 162 138 135
6 34 80 182 186 192
7 49 80 228 230 218
B 53 8O 273 269 253
9 57 80 185 164 160
10 27 80 112 96 92
11 28 80 192 180 167
12 30 80 190 181 180
13 83 80 188 166 159
14 75 80 175 178 182 |
15 40 80 243 248 254 154
16 51 8O 276 293 293
17 84 80 320 308 286
18 51 80 130 183 169
19 98 80 167 150 138
20 44 80 137 136 134
21 120 80 130 127 131
22 84 80 146 148 154
23 38 80 178 175 173
24 59 8O 181 179 170
25 122 80 141 125 131
26 142 80 233 240 316
values at:
12269 12009 13549 14657 15297 15837 18712 19352 19992 22513 23153 23793 28251 288091 29531 32379
33019 33659 34577 35217 35857 30866 40506 41146 42823 43463 44103 45622 46262 46902 49433 50073
50713 52548 53188 53828 56619 57259 57899 60547 61187 61827 72205 72845 73485 74128 74768 75408
77803 78443 79083 B0824 Bl464 82104 B4083 84723 85363 Bol44 B6784 87424 88637 89277 89917 95189
95829 96469 99127 99767 100407 101008 101648 102288 103365 104005 104645 108422 109062 109702 =

Figure 6.6.A text file issued as output byPaaat script and used as input for
Interface(see above). This file has been manipulated hyngedll intensity values
to 80 ms. A similar operation has been done tol leieh and durations. More
details about this file format can be found in Rom#&2010:62-64).
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6.3.5 The results

The results are reported in figure 6.7; histograimsw the answers given by the 43
participants for each sample. For the first tade (the 15 samples reported in the
chart above), red bars indicate ratings for “ErgliGerman or similar”, green bars
indicate ratings for “French, Spanish or similablue bars indicate ratings for
“Other”, while yellow bars indicate ratings for lon’t know”. For the second task
(see the 15 samples reported in the chart belogg, rars indicate ratings for
“English”, green bars indicate ratings for “Frenclvlue bars indicate rating for
“Japanese”, while yellow bars indicate ratings“iaton’t know”.

Results are quite surprising and dot not confipeetations: the German,
Brazilian and European Portuguese, Romanian, Japaaed French samples
display the highest ratings ag&riglish, German or simildr while the Russian,
Finnish and English (both GA and RP) samples displee highest rating as
“Spanish, French or similar’. High levels of inddon seem to affect the
classification of Italian, Icelandic, Turkish, Spsim and Czech. It goes without
saying that this scenario does not reflect theticadhlly accepted rhythm classes. It
is particularly surprising to notice that Japanése alleged mora-timed language,
which should be at the other end of the supposwithmn continuum) has been rated
together with German (an alleged stress-timed laggs): these two languages
present opposite values of deltas and PVIs forethesy samples (see chapter 3).

Examining the answers given to the second tasketimain observations
emerge. Firstly, it can be seen that all three $asnpormalised adcostcost(by
levelling both vocalic and consonantal durationgvéh been most frequently
classified as Japanese. This, in a singular angpaoted way, seems to confirm that
participants have a mental representation of thisglage as having constant
intervals: whenever they heard very regular segegnthey classified them as
Japanese.

Secondly, it can be seen that indecision seems do gbeater in
correspondence dbcostnormalisations: in these 3 cases the yellow basmafact
the highest of all 15 samples. This clearly sugg#sit participants were usingfor
the classification of samples and that its levgliisorients them.

Thirdly, in 4 out of 5 cases, Japanese has beerdatly identified (the only
exception being thmt80msnormalisation). Interestingly, it seems to bedhéy one
of these three languages that can be recognisex samples of French and English
are either classified as Japanesal(iostcosnormalisations, as remarked above) or
are classified as French and English by roughlysdme amount of participants.
What is even more surprising is that the Japarasple was classified as “English,
German or similar” in the preceding task. Howeverparticipants were able to
recognise Japanese even when one of the threedprgmrameters was neutralised,
there is no reason to believe that they could ecbgnise it when all prosodic
parameters were original: this implies that speakeobably recognised that sample
as “Japanese or similar’, but, in lack of such belathey associated it with
“English, German or similar’. However, as alreathted, there is no way of telling
whether this association has been made on thedbgmeely rhythmic properties or
only on the basis of the pitch contour.

In general, it can be said that the results of plaig of the test were far from
confirming expectations, but an analysis of thewars given by participants
revealed some aspects of coherence and openecestmgr and challenging
perspectives.
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6.4 Testing the perception of a scalar characterisation of
rhythm

6.4.1 The format and the interface

The final part of the test consisted in a “scalarplementation of a traditional ABX
format. Participants had to listen to two synthedisersions of the first sentence of
the North Wind and the Suim RP English (A) and Standard French (B), thoogh
course they were not told it was French and EngliShe 2 samples were
synthesised using the AMPER routines by neitherifyiog) nor levelling the values
of duration, pitch and intensity (in short, thenuili were only masked, not
manipulated). Then, they had to listen to 7 différatimuli of 7 presumably
unknown languages (see below) and to decide whétkgrresembled more to A or
to B. They had to express their judgment with teipfof a slider, which went from
Ato B (see figure 6.8).
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Figure 6.8.The interface of the final part of the test. Réptnts could listened to A,
B and the 7 samples by clicking on the correspandians. Sliders could be
dragged left or right to reflect each sample’s nelsiance to A and B.
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They had to place the slider at the distance froamé B which corresponded
to their impression: for instance, if they founatlisample 1 was very similar to A,
they had to drag the slider next to A; if they fduhat it was slightly more similar to
B than to A, they had to drag the slider a bit miv@n half-way towards B, and so
on; if they found that it was neither similar tonAr to B, they could leave it in the
initial position half-way between the two. So, laages were rated on a continuum,
the task did not prompt for a clear-cut bi-polaiisa This also allowed participants
to create an order among the seven unknown langlegthey were let free to adapt
their judgments after one or more ratings. In otlerds, they could rate the first
language as 80% closer to A, then listen to thersgtanguage and rate it as 85%
closer to A, then modify the first at 70% closelAtbecause they felt that there still
was a remarkable difference between the two. Eveugh the test was not
conceived to keep track of how many times partiipachanged their mind, |
noticed that the majority of listeners did modifeir first ratings (at least once) after
listening to the following ones.

This procedure was repeated twice: the first tinith & supposedly unknown
languages (in order of appearance: Amharic, Cz&ahnish, Standard Belgian
Dutch, Icelandic, Indonesian and TurkiSh, the second time with 7 regional
varieties of English (in order of appearance: RRliSh, Tyneside English, New
Zealand English, GA English, Australian Englishyvéipool English, Southern
Michigan Englisf'9). Like before, data samples were drawn from thustitations of
the IPA (apart from Icelandic, see chapter 3 forendetails). In both tasks, the A
and B stimuli remained unchanged and participargeeviree to listen to them as
many times as they wished; likewise, they coultetisto the 7 samples as many
times as they wished and in the order they prederre

The instructions for task 1 can be seen in figuBs'§ while the instructions
for task 2 read as follows:

In questa pagina sono presenti 7 registrazioni aieta regionali di
inglese (cioé di inglese parlato con accenti dier$ tuo compito e
lo stesso di prima; se vuoi puoi riascoltare A @r& o piu volte, poi
ascolta i sette campioni audio e dai una valutagiati quanto

ognuno di essi assomiglia ad A e a B posizionandgidler''?

15 All samples were taken from the corpus (CzechniBm Icelandic and Turkish) or from the
lllustrations of the IPA (Amharic from Hayward & Maard, 1999, Standard Belgian from
Verhoeven, 2005, and Indonesian from Soderberg 80l 2008). It was chosen to refer to
Standard Belgian Durch &emishfor practical reasons despite the ambiguity of teirm (the
label Standard Belgian Dutcls too long to fit in the charts).

18 They were all taken from the lllustrations of {RA (see respectively Roach, 2004, Watt & Allen,
2003, Bauer et al., 2007, Ladefoged, 1999, Cox &tRarpe, 2007, Watson, 2007, Hillenbrand,
2003).

17 English translation of task 1n this page there are 7 recordings of languageschvlyou dont
know. First listen to the A and B audio samplegliking on the corresponding icons, then listen
to the 7 recordings. You have to evaluate how neadh of the samples resembles A or B by
dragging the slider to the left or to the right., $foa sample sounds more like A, you have to drag
the slider to the left; conversely, if it soundsreniike B, drag it towards B (you can also leave it
half-way if you think it does not sound more likee @r the other). NB: we really ask you to pay
attention to place the slider at the exact distaficen A and B that corresponds to your
impressions.

18 English translation of task M this page there are 7 recordings of regionalieties of English
(that is to say different accents of English). Ytask is the same as before; you can listen to A
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6.4.2 The Results

The answers given by participants to each of thealvples are shown in box-plots
(showing the median and the quartiles) above aratteseplots (showing the
dispersion and the mean) below. Samples pertaioingsk 1 are shown on the left,
while those pertaining to task 2 are shown on ithiet.r
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Figure 6.9.Results of the final part of the test, askingdacalar categorisation of 7
samples of unknown languages (on the left) andjibnal varieties of English (on
the right). Data is presented on box-plots abovkanscatter-plots below. O
corresponds to A (synthesised RP English sampk&)L8f corresponds to B
(synthesised French sample).

Again, it seems that no decisive conclusions camlragn on the basis of
these results. The variability of the answers ipressing and mostly covers all
available space, often without even a tendencygtgremate in a more dense area.
Results of task 1 (unknown languages) show thatnmedues obtained for all
samples do not depart from the middle, but medealnes indicate that there might
be some differences: Indonesian, Turkish (andlesser extent Flemish and Czech)
have been more frequently associated to A (RP &mglwhile Turkish, Finnish and
Ambharic have been slightly more frequently asseciad B (French).

Results for the second part (regional varietie€nglish) also show very
comparable mean and median values, apart from pogdrEnglish (which seems to
have been perceived slightly more similar to B thhe other samples) and RP
English which has been perceived as more simild. tohis is utterly unsurprising

and B as many times as you need, then listen teethhen audio samples and give an evaluation of
how much each of them resembles A or B by dragbmglider.
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as A is precisely a synthesis of that sample of R®lish: in other words,
participants merely agreed on the fact that the Eiglish sample sounds like
itselft™® This indirectly provides a confirmation (1) of thalidity of the synthesis
method adopted and (2) of the fact that in gengrafticipants were still
concentrating on the test even in its final pad did not simply take wild choices.

6.5 Conclusion

The results of the test do not provide evidencet thaive participants can

discriminate between rhythm classes using prosodis, neither in terms of a
discrete nor of a scalar characterisation. | skhatiply mention that in language
recognition tasks, participants classified Japané&serman and French (each
traditionally representing a different rhythm class the same group (in particular
as “English, German or similar”): this certainlyedonot correlate with the values of
the metrics for these languages. In tasks asking &ralar characterisation of data,
answers exhibit a very high variability and mogtty not reveal relevant differences
among the ratings of different languages. For thessons, a detailed statistical
analysis has not even been attempted: resultsradlear and do not provide any
relevant finding whose validity needs to be tested.

It seems to me that the failure of the test in wanhg expectations might
depend on one or more of the following three factdr) the participants 2) the
design of the test 3) the fact that the rhythm<lagothesis might not be reflected
by naive listeners’ perception. | shall commenteach of the three possibilities.

6.5.1 Participants

First of all, | have to make clear that the resulese obtained on samples of mostly
Italian native speakers, while most perceptivestest rhythm categorisation have
been conducted on English, French or Germans spedResults reported in the

literature for perceptive ratings across nativeagpes of different languages are
controversial: Miller (1984) reported differencestween native speakers of English
and French, while Arvaniti & Ross (2010) did nosebve any significant difference.

Still, it might be that Italian listeners get difémt rhythm impressions from listeners
of other mother tongues.

However, it cannot be claimed that they did thé waéthout concentrating or
by mostly taking wild choices for at least two r@as. a) the results of the
preliminary phase were overall good and b) in thalftask, participants in general
managed to categorise the RP English stimulus'a% Bor the same reason, one
cannot say that, given the length of the test,igpénts got tired after a while and
performed badly.

Still, since the preliminary task provided a coaesaluation of what was
defined as the “prosodic sensitivity” of participgnit might be interesting to check
if the results improve by considering exclusivdipde participants who performed
well in the stress-related task: appendix 5 cost#e results of those participants
who scored a correlation higher than or equal ¢ontiedian.

Observing these data, it can be noticed that thatiseof the preliminary task
improve severely, concentrating on effectively s¢eel syllables or, to a lesser

H190r, rather, like its synthesis.
120 As said above, A was precisely a re-synthesikatfsample.
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extent, on phonologically stressable/accentablalsigs. This is not surprising at all,
since the correlation was calculated preciselyhasé values.

Instead, results of the language identificationt tks not differ from overall
results: emblematically, German and Japanese iirelas$sified together (although
French is in this case controversially classifietbitwo different groups by roughly
the same amount of participants). Remarkatilgpst normalisation still caused a
high degree of indecision, particularly in its figccurrence. Again, this suggests
that they were usinfp as an important cue for language recognition. Resd the
sliders also present approximately the same saenaith slightly more definite
placements of Turkish towards 100 (which represémsB stimulusj.e. French)
and of RP English towards 0 (which represents tiséirAulus,i.e. RP English). The
only remarkable difference is that Southern Michiganglish also leans towards A.

In short, it cannot be said that results improvecimby considering only
those participants who performed well in the stretsted task. Some distinctions
are in effect more clear, but the overall scenarimomparable.

6.5.2 The design of the test

It is of course possible that the failure of theules to provide evidence for a
perceptive distinction of the rhythm classes is thu¢he design of the test. It is in
fact bizarre that other perceptive tests based @axitalised speech (Ramus &
Mehler, 1999, just to mention one) found differeesults. But these studies differ
from the present one as for the format of the (#®aiX or ABX) and for the fact that
they usually concentrate on a limited set of opjpmss (e.g. Ramust al, 1999,
merely focus on the discrimination of English vapdnese), while this test probably
introduced too many languages and too many vasafilee 5 different types of
normalisation). This is certainly one of the mosilable causes of failure.

Moreover, it has to be remarked that | preservedotiiginal pitch contour of
synthesised stimuli, while traditional tests noryalavour a flat SASASAre-
synthesis. The choice of leaving the original piels also been made by Arvaniti &
Ross (2010), who low-pass filtered the audios semy@ven in that case, results did
not confirm a classification of languages accordimghe traditional rhythm classes.
This might imply that § hinders more than helps participants in categboisdasks:
such a possibility is certainly weird and unexpdctst any rate, | believe that this
aspect needs further clarificatiéh

6.5.3 Perception of the rhythm class

Of course, another viable reason why the test didvork as expected concerns the
possibility that the rhythm classes are simply neflected by naive listeners’
perception. This is what has been suggested bymitn& Ross (2010) on the basis
of their results. However, some tendencies in tlassdication of languages did
emerge in this test, even though they did not cefllee expected rhythm groupings
(ust like in the study by Arvaniti & Ross). Thiseans that listeners do provide
some kind of categorisation when listening to delglised stimuli preserving
prosodic information. | believe that these aspeetd to be studied in further detail
in the future.

1211 am currently pondering the possibility of adrstering the same test with flat syntheses to other
participants in order to check for differenceshia tesults.
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6.5.4 Summary

In summary, it can be said that the results of tieist are inconclusive. The
perceptive categorisations (if any) do not refléoe scenario depicted by the
metrics, but this could have various reasons, dioly a faulty design of the test.
Further clarification is needed as for the rold,ah rhythm discrimination tasks and
on the influence of task format on the results.
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Drawing conclusions is, generally speaking, a has#t, and this is all the more true
in this case for at least three reasons. Firsighechapter of the thesis focuses on a
different aspect of rhythm typology and is selft@ned, which obviously
complicates things. Secondly, rhythm metrics arédonger a young approach (it has
been more than a decade since Ramiual, 1999), so that it is difficult to be
“original”, and yet they are not old enough fore@aschers to take their validity for
granted. Moreover, some problems persist (cp. AtyaR009, Barry, 2010, and
Bertinetto & Bertini, 2010) and a categorisationlafiguages based purely on the
results obtained with the metrics is possible batandous. Thirdly, as has been
explained in the text, not all results obtainedhi@ experiments can be considered to
be “conclusive”. So, this section is conceived dmal discussion that re-proposes
and analyses some methodological points, the mautlinfjs of the experiments
presented (be they conclusive or not) and futuregaetives.

7.1 Methodological issues

This thesis has given a contribution to the undeding of rhythm metrics and to
the evaluation of their stability/variability. A mber of methodological issues have
been raised.

The study of the metrics in terms of inter-subjestparison has shown a
certain degree of variability, which is increasethore factors come in play (namely
with the CCI, which requires phonological choicesbe made). Therefore, results
may change considerably across different studiedunction of segmentation
choices. This has at least two relevant implicaiohhe first is that researchers
should always specify their phonological critemed segmentation procedures along
with their results. The second is that cross-stmyparisons should be considered
carefully: charts built with data coming from diféat studies (cf. O’Rourke, 2008)
should absolutely be avoided, except perhaps fecip purposes.

Speaking of segmentation criteria, an importastiesconcerns the adoption
of a phonological vs. phonetic orientation. Reshlise proven to vary considerably
between the two approaches. Namely, the Japanagdeshas been labelled twice
by both PM and AR because of the ambiguity causgdhle interpretation of
devoiced [i] (phonogically a vowel, phoneticallycansonant): results have shown
impressive differences, bringing to a recategansabf the language due to the
effects on consonantal delta and rPVI. These diffees seem to be neutralised by
the CCI, possibly in virtue of the division of imi@ls into the number of segments
that compose them. In effect, labelling a devoigkds a consonant results in a very
long consonantal interval made up of (a) the primgedonsonantal interval, (b) the
devoiced vowel and (c) the following consonantateimal. Considering that
consonantal intervals in Japanese tend to be eglyesimple in other contexts, it is
not a surprise that consonantal variability showdsult in high values for such a
segmentation. Conversely, dividing the intervalstbg number of segments that
compose them results in similar values for constatand vocalic CCI because the
segments are not compressed around devoiced vovgeks than in other contexts.
Actually, the fact that they are not compressedirdautes to lengthen the already
complex consonantal interval that would result frdme labelling as the devoiced
vowel as a consonantal segment.

The final answer to the question of whether it @dvisable to adopt a
phonological or a phonetic orientation remains opsnboth approaches present
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advantages and disadvantages. Much of it also dspen the eternal conflicts
between phoneticians and phonologists, each clgirthiat their approach is more
objective. In principle, both approaches are objecta phonetic segmentation is
supposed to be closer to the acoustic data (andldhpyesumably better reflect
perceptive impressioh€), while a phonological segmentation should be abje

in that it relies on external judgemenss priori (e.g. on- and off-glides are
consonantal segments, devoiced vowels are vocaegments, syllabic consonants
are vocalic segments and so forth). However, a gthotabelling often risks being
fairly subjective as the difference between, sgifakic consonants and sequences
of shwaplus a consonant is judged on impressionistic (dredefore subjective)
grounds. In contrast, a phonological segmentatibanges according to the
phonological theories adopted and risks not rafigcthe reality of acoustic data.
Moreover, the distinction between the two approacisenot always simple and
clear-cut, and most authors seem to adopt a mithewh. For instance, in this thesis
syllabic consonants were considered as vowels ¢icetthat was grounded on a
phonological evaluation), while on- and off-glidase considered as consonantal.
Perhaps, this choice creates an overall balanceebet these two ambiguous
categories of segments (both phonetically consahamd phonologically vocalic)
and between the two approaches.

Another methodological question concerns the inctus/s. exclusion of
specific controversial segments and of specifi¢gpaf the sentence. Some authors,
in fact, decided to omit the final parts of senegjausually from the last stress to the
end (e.g. Bertini & Bertinetto, 2009), while otheriitted on- and off-glides (e.g.
White & Mattys, 2007 to avoid classification problems. | of course ustnd
the reasons that brought these authors to suclte)dbut it seems to me that the
decision of excluding some controversial segmermas fthe total computation is at
least partly arbitrary. The omission of the finalts of the sentences can be perhaps
justified as an attempt to cope with the disrupmioof spontaneous speech
(controlled speech is not fashionable in the lisgai milieu as of now and is
therefore frequently frowned upon) and of capturthg rhythmic features that,
perhaps, emerge in spite of the frequent hesitatitangthenings, rephrasings and
other possible eurhythmic features. Personally,avehtested the possibility of
omitting the final parts of utterances (excludinggthing that came after the final
stress) on samples of read speech, but this habraoght to relevant differences
(the results have been presented in Mairano & Romanpublished). For this
reason, | have chosen to consider all segmentseaitteranct”.

Correlatore has proved to be a usable framework for the stufdgpeech
rhythm with the metrics. Nearly all the results dhd charts presented in this thesis
have been obtained with this tool. The inclusionsofmany samples (61 coming
from the corpus + 6 Piedmontese speakers + 10 sangplL1/L2 by one speaker)
would not have been possible without it.

A delicate point concerns normalisation. Bertioe& Bertini (2008 and
following) are right in claiming that important mrdmation may be lost by
normalising. Still, without normalisation, a cateigation of languages is only

122 However, in the practise, this does not seem tdrims as shown by the Japanese sample, for
which a phonological segmentation has better refteperceptive impressions.

123 Furthermore, one may wonder what conventions @aopted by the many author who do not state
their segmentation criteria.

1241 have only exluded utterances made up of one sedynent, such as, typically;:{], [o:] or [e:z].
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possible by using carefully controlled samples,pafisenting the same speech rate.
But this, in turn, raises many issues, not leasthint of how speech rate should be
measuretf®.. So, perhaps, the decision of normalising orisdtest taken by each
author on the basis of his/her data and in viewisfher purpose. If the aim is to
study rhythm in relation to (or as a function ofesch rate, normalisation clearly
misses the point. Instead, if the aim is to pro\adeategorisation (or a comparison)
of a set of languages, then normalisation is pexfaagood idea, unless the data are
perfectly comparable and controlled in respecpiesh rate.

The final methodological issue concerns the typsyathesis that was used
for perceptive tests. Most experiments in this doncarried out by Ramus, Mehler
and colleagues (as well as Wheteal, 2007, and Dellwo, 2008) make use of the so-
called flat SASASAsynthesis, which levels pitch and intensity thugsprving
exclusively the alternation between consonantaruatls (re-synthesised as [s]) and
vocalic intervals (resynthesised as [a]). This choidepends on preliminary
experiments by Ramus & Mehler (1999) showing thatehers were able to
discriminate between languages of different clagz@®ly on the basis of this
synthesis. However, on the grounds thatpfays a role in the perception of
prominence and thus of rhythm (as proven by All@875, Lehiste, 1977, and
Cumming, 2008, among others), | decided to leaeeotiiginal pitch contour in the
syntheses, as it has been done by Arvaniti (2609 owever, the main problem of
such an approach is that there is no way of distgigng between the “prominence
aspect” of § and its “intonational aspect”. In short, when gsalg the results, it is
impossible to tell whether listeners categorisethrayuage on the basis of pitch
contour or of prominence and it is difficult to &slish which auditive cue has been
used. This has also had a number of other imptinatthat have been dealt with in
detail in chapter 6. At the light of these obseora and as an indication for the
future, it is probably advisable to avoid mixingetharious aspects of prominence
(pitch, intensity and duration) in the same test.

7.2 Main findings

Results of rhythm metrics applied to a corpus ofspiakers of 21 languages have
provided an acceptable categorisation: stress-froetpensating languages mostly
present high delta, varco and PVI values and bW the bisecting line of the CCI
chart, whereas syllable-timed/controlling languatpesl to show the opposite trend.
In particular, English and German are confirmeddtoupy the supposedly stress-
timed/compensating area of the charts, while Gr8glanish, French and ltalian are
confirmed to show up in the supposedly syllableetimrea. Some other languages,
instead, show up slightly further away from theipected position. It is the case of
the two samples of Russian (which unexpected shdmited vocalic variability),
as well as of Estonian and Turkish, which are diagssin intermediate positions
tending towards stress-timing in most charts (afparh the CCI).

125 A discussion of this issue is well beyond the scopthe present thesis.
126 Although she used a completely different soluti®&he did not actually re-synthesise audio
samples, rather she filtered them.
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However, there are several caveats: first of affebnt metrics bring to
potentially different results: this is the caseledlandid?’, which is classified as
stress-timed by the deltas and PVIs but as comtgolby the CCI (it falls not far
from the bisecting line). Similar considerationsséddeen noticed for Danish and
Swedish samples, as well.

Secondly, inter-speaker variability is often scewant that it can bring to a
remarkable degree of overlapping between languagdsbetween rhythm classes.
This of course complicates the interpretation adldend demands that conclusive
caterisations be drawn exclusively on a conspicunumber of speakers per
language (which is not always the case for my cexpu

Thirdly, some samples cluster in areas of the dhattare not classified, that
is to say that they are not associated with egh@ss-timing or syllable-timing. It is
mainly the case of Polish, which exhibits high covental and low vocalic
variability.

Finally, and most importantly, there is no solidrifrework to test the results:
expectations are only based on impressions by eititdy previous researchers. In
other words, the metrics are not “predictive” (betow).

Moreover, it seems that, even though they wergiraily conceived to be
applied to consonantal and vocalic durations, nmytmetrics seem to yield
comparable results when applied to other domainged and unvoiced intervals
(see Galvest al, 2002, and Dellwoet al, 2007), inter-onset and inter-stress
durations (see Wagner & Dellwo, 2004, and Asu &awpl2006, partially confirmed
by my experiment in chapter 2) as well as segmedtahtions (see the CCI,
Bertinetto & Bertini, 2008). Lee & Todd (2004) reped that they obtained a
classification of languages by applying the rhytim@trics to pitch and intensity (but
this was not confirmed by my experiment presentad chapter 3). These
observations seem to give credit to the alreadgrted claim by Bertinetto that “the
ultimate difference between iso-accentual and dladsic languages might lie in the
different degrees of flexibility they exhibit atl aklevant levels of structute
(1989:123). In other words, syllable-timed langwsagan be considered to have a
temporal structure that tends to be more fixed stagss-timed languages, which in
contrast exhibit more durational variability at laels.

Speaking of variability, the study presented inptea 5 has attempted to
provide a paradigm for the study of such aspeats.tffe moment, it is still in an
embryonic phase but it has provided promising tesilifferent types of variability
have been analysed, namely inter-subject (givemlifigrent segmentators), intra-
speaker, inter-speaker and inter-dialect. It setbras all metrics reflect a growing
variability following the scale below:

intra-speaker < inter-speaker < inter-dialect

Instead, samples labelled by different phoneticiseam to yield a lower degree of
(inter-subject) variability for the “older metricghian for the CCI. This was expected
and very probably depends on the higher numbehohglogical choices demanded
by this index: the need of dividing interval duceis by the number of segments
implies in fact an interpretation on phonologicedyunds, and therefore introduces a

127 shall repeat that, on the basis of its phon@algproperties, this language could be considesed a
a mixed-type, as it allows fot a fairly complexlaple structure without presenting macroscopic
phenomena of vocalic reduction.
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further factor of possible “disagreement” betweegmsentators. This explains why
inter-subject variability seems to be even highantinter-speaker variability for the
CCl, despite being lower than intra-speaker valitglfor the oher metrics.

Returning to the variability scale, it is inter@gfito note that inter-regional
variation is not distinguished from inter-speakeariability by the older metrics,
while it is not distinguished from inter-dialect nation by the CCI. A rational
explanation for these results is that the trad@&loneasures reflect the phonotactics,
which is essentially the same across samples ofsdme language: so, it is
understandable that samples of different speakkemgmnal varieties are classified
with these metrics by the same standards as samwiptierent speakerout court
Instead, the CCI measures compensation phenoméneh,vapparently, seem to be
fairly variable across regional varietté%

This finding is of interest and might have relevanplications, provided that
the same results are replicated with more datachwhill make statistical analysis
possible. In fact, if it is confirmed, studies centrating on the categorisation of
regional varieties of a language (such as the oesepted by Giordano & D’Anna,
2010) should accordingly favour the use of the GAllile studies concerned with
the categorisation of related dialectal varietmsch as Romanet al, 2010) should
perhaps opt for traditional metrics in order toaobta clearer discrimination of data.

As for the need of integrating other parameterspadminence into a
typological study of rhythm, the approach of cadtimng rhythm metrics on values of
pitch and intensity has not confirmed expectatigwhich were based on the
observation that stresses seem to be more pronimstress-timed than in syllable-
timed languages, see the end of chapter 3 forldethinfortunately, the only viable
data of which | disposed for such an experiment eaasstituted by 10 samples of 5
languages by an only speaker (ltalian + 4 L2shéugh these very samples yielded
good results with the metrics, tipitch andAintensity chart seemed to categorise
the two samples of ltalian on one side and all BPngles (English, German,
Icelandic and French) on the other side. This psssesre interpretation problems:
on the one hand, it could simply be that French been miscategorised for some
reasons; on the other hand, the fact that the casagion separates L1 from all L2
is certainly suspicious. Methodological caveatsniely, the need for perfectly
comparable data, also in terms of how the recosdiage made) imply that no
solution to this dilemma is available with my pneseorpus.

Undoubtedly, perceptive tests constitute the ncostroversial issue of this
thesis. Initially, they had been conceived to pdeva term of comparison to the
results of the metrics in order to determine thiedits of the latter (which have been
defined as “acoustic correlates of the perceptibrhgthm” by Ramus, 1999). For
this reason, they had been built mostly with syséiseof data from the corpus.
However, the results have not provided evidenca eohythmic categorisation of
languages on the part of naive listeners, a coimiubat is at odds with studies by
other authors (mainly F. Ramus, J. Mehler and aglies). In a detailed discussion
(see chapter 6) it has been suggested that suadltsrasay have at least three
possible causes. Firstly, they might be attributedisteners (after all, the test was
administered only to 43 participants), but thi;mi likely because they provided

1281 have no scientific proof that compensation ptmeena are indeed more relevant within regional
varieties. It is just an inference based on the @6lilts and needs to be verified.

144



7. Final discussion

sensible answers in a preliminary and related'faskd because in the last task they
proved that they had not lost their concentratisee(chapter 6 for more details).
Secondly, results might depend on the design amdotimat of the test: in particular,
it was perhaps too ambitious in that it tested tagegorisation of too many
languages and three different types of synthesaally; it may depend on the fact
that (like suggested by Arvaniti, 2010), the distion between rhythm classes by
naive listeners is not so salient as it is thoumghbe. An interesting observation
concerns the fact that, curiously, results of patige tests in which the original
pitch contour is preserved seem to yield worseltggin terms of categorisation)
than toflat SASASAests (see the discussion on the methodology abGrethese
grounds, | have put forward the hypothesis thaimight then be a factor of
disturbance in the rhythmic categorisation of leaggs (probably because listeners
rely on the pitch contour and use it as a cuedngliage recognition). However, this
suggestion has to be verified on experimental datathis reason | am planning to
reproduce the same test but with levellgdResults should tell if listeners are really
able to provide a better categorisation.

7.3 Future perspectives

After having analysed the past and present devedopsnof research in rhythm
typology, and at the light of all that has beerdsaithe text, | shall briefly pass on
to discuss future perspectives in this field. Hus tpurpose, | shall mainly base
myself on the proposition by Bertinetto & Berti2010).

The two authors claim that a natural language rhythodel should have 3
requirements: (a) expliciteness, (b) predictivibdgc) unification. They proceed in
analysing the various models proposed along thesyiea the study of rhythm and
conclude that none of them possessed all threacteaistics; | shall only deal with
rhythm metrics, which are the main topic of thiedis. Rhythm metrics only
provide an account of the first level of speechthhy i.e. the syllabic or segmental
one; they provide no representation of the secanekl| (within the stress or
accentual domain}’. Furthermore, expectations are constructed orb#sés of (1)
the presence/absence of some phonological propgntesent in a language, whose
individual contribution to the final value of theetnics is difficult to quantify; (2) on
auditory impressions (whether by the author or iti@ually accepted, but only
rarely verified through perceptive tests). The lssare analysed and interpreted
mostly in relation to their correspondence to thasditory impressions and only in
terms of relative positioning between points orioag of the charts. For these
reasons, the two authors consider rhythm metricsanfulfil criteria (c) and, at least
partly, (b). They refer, in particular, to the fdlat there is no way of predicting the
values of the metrics on the basis of the phonoldgiroperties that they possess.
Therefore, the exact position occupied by samplesthe chart can only be
commented ora posterioriand only in relative terms. In contrast, the exagon
for the CClI is explicited in absolute terms: cofiing languages should fall along

129 Moreover, it has been shown that the results dénmprove in a relevant way by only considering
best performers.

130 At least, this is valid for their customary usewéver, a few authors have applied the metrics or
other similar measures to higher levels (e.g. AfNdan, 2006).
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the bisector, compensating languages should fidé&". So, the authors affirm the
need for aunified predictive modelwhich could account for both levels of the
rhythmic structure. Multi-layer models have alreabgen proposed (see, for
instance, O'Dell and Nieminen, 1999, — reported vado but, interestingly,
Bertinetto & Bertini (2010) suggest that the twadks be relevant and independent,
So that a language can either control or compersdagach level. This brings then to
the scheme resumed in table 7.1 (adapted fromrigdtoi & Bertini, 2010).

TYPHLEVEL-I|LEVEL-1l] EXAMPLE

1 CTRL CTRL | Italian relatively simple phonotactics, fairly rigid
word stress pattern
2 | CMPS | CMPS| Englishfairly complex phonotactics, fairly mobilg
word stress pattern, density of secondary stregses
yielding further prominence sites
3 | CMPS| CTRL| Polishcomplex phonotactics, fairly rigid word stress
pattern
4 CTRL | CMPS| Chinessimple phonotactics, uncertain word stress
pattern
Table 7.1.The quadripartition of languages according to léwd Il (adapted from

Bertinetto & Bertini, 2010).

| believe that this view (shared by works that @dd very different
approaches, such as Asu & Nolan, 2006) exemplfissw conception, in which the
two levels are no longer seen in contraposition asuwo independent (though most
probably interacting) continua. This means thathin/typology has passed from a
dichotomic conception, through a bi-polar scalaegarisation along a continuum,
to a bidimensional scalar characterisation at tgrental and accentual leVéfs
Future perspectives, of course, include the pdggibif merging the two levels into
a unique multi-layer model.

7.4 Conclusion

Finally, for those who really cannot make witholgar conclusions, the list below
offers a concise reading:

* Rhythm metrics work on controlled samples. Thissdoet mean that they
have to be trusted blindly: although they provideaking classification of
languages, they are far from exhausiting the desen of all aspects of
speech rhythm. Furthermore, one can be scepticaltabeir use on data

131 However, it could be said that, even for the Qiédictions are not really formulated in absolute
terms. This applies above all to the predictiondompensating languages, because there seems to
be no pratical way to establish how far from theebtor a certain sample should be in order to be
classified as compensating.

132 Mario Squartini (personal communication) sketcheedstimulating comparison between the
evolution of rhythm typology and other domains dhglistic typology, in particular
morphological typology. Languages were at firstsidared on a continuum going frasolating
throughagglutinatingto inflectional until Comrie (1989) introduced two independemtdeces, the
index of synthesis and the index of analysis (d¢se Bayne, 1997) so that languages came to be
classified on two independent continua. This doeeéd look similar to recent developments in
rhythm typology, which seems to move from a monaaisional to a bidimensional classification.
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coming from spontaneous speech (which has not treated in the thesis)
or critical about their theoretical formulation.

Results suggest that there is no such thing as b#st metric” for the
categorisation of languages (at least, this appfiebest” means “more
consistent with the traditional categories of rimytltypology”). Moreover,
the CCI is grounded on different rationales and suess different
phenomena, which makes comparison difficult. Dédfér metrics provide
partially different results and the choice of usioge or the other might
depend on data and on the aim of the study.

Similarly, the choice of whether to apply a normeation to avoid the effects
of speech rate depends on the data and on thefdime study. As a general
rule, perfectly comparable and controlled data db meed normalisation,
which might only cause loss of information. Conedysresearchers using
spontaneous speech and great amounts and diffgqees of data might
prefer to normalise, above all if the aim of thedstincludes a categorisation
of languages.

The high variability of the rhythm metrics is cenlg a drawback that
worries researchers. Yet, when studied methodicdllgas been shown to
follow regular patterns. Intra-speaker variabilgyoverall more limited than
inter-speaker variability, which in turn is morenlted than inter-dialectal
variability. Other types of variability seem to @@ on the metrics used.
These results, however, still have to be validabedmore data and on
statistical analyses.

The application of rhythm metrics to pitch and ngry values of selected
samples has yielded unclear results. These twomedeas are certainly
linked to prominence, and therefore they shouldnibkided in an ambitious
rhythm model. However, there is still indecisiontasdetermining at which
level(s) they interact.

Perceptive tests administered to 43 participanttalg have failed to provide
evidence of naive listeners’ ability to categoteseguages in rhythm classes.
This result seems to be at odds with many othelietion this subject. Yet, a
number of methodological issues have been raiseghlynconcerning the
choice of including vs. excluding the original pitcontours in the syntheses.
On the basis of the observation of data and atlige of similar results
obtained by Arvaniti (2010), | have put foward thgpothesis (yet to be
verified) that § hinders more than helps a rhythmic categorisatdbn
languages.

The original bi-polar dichotomy has first evolvatd a mono-dimensional
scalar characterisation and is now shifting towaadsi-dimensional scalar
representation. The two levels (the segmental dialsg one, and the
accentual one) are no longer seen in oppositionaaadooth conceived as
continua. | agree with other authors that perspestin this field include a
merging of the two levels into multi-layer models
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9. Appendices

Appendix 1: inter-onset values

Inter-onset values for ech sample analysed in xiperénent presented in chapter 2

are reported in the table below (ordered by inargagalues of the metrics).

delta yarco rPVI nPVI

04 87|Eng GA 47.11|Eng GA 83,31 |Italianl1 4342 |Italian]2
109.88| Greek 62.11|Polish 86,86 Italian] 43,65 |Italian]
111.23|Italianll 63.21|Port_Lishon 20.21|Greek 4539 |Finrishl
113,74 Italian] 64.16|5panish Lima 92,88 |Italial’l 43,74|Eng GA
115,43|3panish_Lima §6.11|Italianl 94,27 Italiand 46,15 |Fussian_ss
117,87 Italiant 68.01|Greek 96,34\ Enz GA 46,70 |Greek
125,96|Italial3 68.14|Italianll 26,75 | Italian® 47.04|Polish

141,41 Italianl3 72.30|Italiant 100,59 Italianl2 47.54|Spanish Lima
145,86 Italian3 73,57 |Italian? 100,64|3panish_Lima 47.93|Spamish Caracas
147 40|Eng NZE 73.60|Eng_Aus 103,51 Italian’ 4811 |Italian10
148.20|Port_Lisbon 73,88 |French IPA 106,83 |Italian® 48 65 |Italianll
148,32 |Italian® 74.0%(Port_SacPaulo 108,92 (Italian13 48.70|JTapanese
148,73 | Dutch 74,32 |Italian10 114,31 Italian3 43,85 |Port_SacPaulo
148,31 Italianl2 74.52|Eng NZE 114,82 |Italianl0 48,87 |French IPA
149,92 | Italian 74.8%|Dutch 114,95 Italian 48,93 |Italian?
151,11|Polish 75,75 |Finnish? 125,31|3panish Bogota | 48,%4|Italian?
132 60|French IPA 76,153 |Italian3 123,66|Sparish_Caracas | 42,19 Finnish?
153,23 |Italian’ 76,27 |Italial3 126,10|Italianl4 4028 |Port_Lishon
153,74 |Italiant 77,25 |Ttalian13 127.03|Eng NZE 4067 |Estonian
153,95 | Italianl0 77,72 |Ttalian14 127,07 |French IPA 4097 Italian®
160,63 | Spanish Bogota | 79,14|Arabic Lebanese | 128, 34|Finnish? 3023 (8panish Bogota
164.20|Finnish? 79,28 |Italianl2 132,61|Port_Lisbon 50,28 |Italian8

165,21 Italian14 80.40|3panish_Bogota | 133,31|Polish 51,14 |Ttalials
170,31|Port_SacPaulo 80,42 |Italian3 138,51|Port_SaoPaulo 52,59 Arabic IPA
170,47|Spanish_Caracas | 81,89 Arabic IPA 143,88 | Dutch 52,73 |Italian3
176,04 | Arabic IPA 82.16|Italian’ 145,94 | Arabic IPA 52.96|Port_Manaus
183,57|Eng_Aus 84,05 |Italian? 142 39| Finnushl 53,14 |Ttalianl4
195,90/ Italians 84,43 |Germanl 155,82 |Pussian_ss 33,38|Eng NZE
203,70 | German 85,45 |Italian® 163,22|Eng_Aus 53,64 |Italianl3
214 537|Russian_ss 83,84 |Fussian_ss 163,07 Spanish_IPA 33,69|Czech
217.61| Arabic Lebanese | 37.91|Estonian 163,34 |Italian3 34,06 |Italiant
222.97|Estonian 88.35|Eng_Ind 171,72 Germanl 54.25|Eng_Aus
231.93|5panish IPA 8003 (Spanish Caracas| 17423 |Japanese 34,42 [Germanl
23494 |Finmshl 20.62|Port_Manaus 175,95 |Estomnian 56.01|Eng_Ind
240,37 | German? 36,54 |Finnishl 185,99| German? 56.96|Spanish IPA
258 68|Japanese 101,46 [ German? 188,68 Italiand 37.19| Arabic Lebanese
238.80|Enz_Ind 101,66|Czech 194,58 | Arabic Lebanese | 57.42|Italian3
273,38 |Port_DManaus 106,34 | Spanish_IPA 212,07 | Port_MManaus 37.36|German?
206,82 |Czech 113,57 |Eng_RP 214,13|Eng_Ind 58,52 |Italiand
207 27|Eng_EP 114,32 | Japanese 217.36|Eng_EP 30.80|Fretich Can
300,06 (Italiand 128,15 |Italiand 22402 |Czech 59.86|Enz_RP
383,12|French Can 135.56|French Can 235,83 |French Can 80.45|Dutch
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9. Appendices

Appendix 2: Correlatore’s report

Correlatorées full report for the corpus presented in cha@es reported below. It
contains the values of rhythm metrics for each dargbeled by AR and PM. The
first column contains the values of rhythm metiesculated globally (A method),
while the second column reports the values of mmythetrics computed locally for
each inter-pausal unit and then averaged (B metfitd) ten Icelandic samples have
not been computed wit@orrelatore but their values have been inserted manually in

the report.

FILE Arabic_IPA_ar

intv 206

intCc 209

pause 16

Vmean 84.01895439337352
Cmean 100.2541003720087
Vvperc 45.236400944564934

vdev 46.71707063503773 35.73132296395354
Cdev  55.40657308332242 55.59657154745808
varcoV 55.60301359656322 44.207387923952204
varcoC 55.26614161189175 55.91733924570244
Vrpvi 46.09585714955108 38.08533786310822
Crpvi 64.82354449341445 60.78499671768318
vnpvi 47.31087095530114 42.78219155621204
Cnpvi 61.64081506823253 57.656263002652175
vcci  21.28052447660613 19.419772375991656
Ccci 39.14170804786835 38.00093998486181
colour #008000

border black

symboTl tu

FILE Arabic_IPA_pm

intv 207

intc 210

pause 16

vmean 84.24361088114736

Cmean 99.25159468684845

vperc 45.55342846076603

vdev 47.008911891448605 36.51766941811486
Cdev  55.2330284747335 55.02223227192148
varcoV 55.801159755331184 44.695681050374134
varcoC 55.649512382144394 55.969818030033075
Vrpvi 45.88766679883041 39.02778019732789
Crpvi 64.81592222185428 59.72953733720691
vnpvi 46.75848661979226 43.6197141677819
Cnpvi 62.245184196385395 57.68081305739059
vcci  21.487352730804155 19.630610431746984
Ccci 37.18817878728444 34.81970458061868
colour #008000

border bTlack

symbol td

FILE Arabic_lebanese_ar

intv 223

intCc 227

pause 28

Vmean 104.28250304774217

Cmean 116.45768251859973

Vvperc 46.79931712138865

vdev 54.68757368801902 54.80776956610877
Cdev 72.91773970669507 69.07138545671611
varcoV 52.44175397571939 51.491448390192915
varcoC 62.613078098174604 58.10220272846018
Vrpvi 60.75242641785179 58.92784353631968
Crpvi 75.74140015595356 76.50999231648342
vnpvi 51.32609994659975 49.90429791540606
Cnpvi 60.263201375804464 61.85688193888051
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vcci  26.829196094845344
Ccci 40.97730045108358
colour #008000

border black

symbol td

FILE
intv
intC
pause
Vmean
Cmean
vperc

Arabic_Tlebanese_pm
224

227

27
104.84867944427823
115.85342903018443
47.17521979258392
vdev 56.01127218814023
Cdev 72.88098719818728
varcoVv 53.42105640720768
varcoC 62.90792409709245
Vrpvi 61.97981278237141
Crpvi 76.39723221417727
vnpvi 51.743103696607406
Cnpvi 60.98061629176426
vcci  27.548826394044156
Ccci  39.71993937056671
colour #008000

border black

symbol tu

FILE
intv
intC
pause
Vmean
Cmean
vperc

Chinese_chaoyang_ar
157

.6410318748115
.09827551730169
.224514483116145
vdev .67157367945309
Cdev  43.88340808279095
varcoV 43.82890547974437
varcoC 47.1366497810537
Vrpvi 47.79772912278843
Crpvi 53.57113258163216
vnpvi 48.02163185689612
Cnpvi 57.495229826972604
vcci  36.81707541816237
Ccci  35.92672775155663
colour #ffffff

border #0000ff

symboT tu

FILE
intv
intC
pause
Vmean
Cmean
vperc
vdev
Cdev
varcov
varcocC
Vrpvi
Crpvi
Vvnpvi
Cnpvi
vcci
Ccci
colour
border
symbol
FILE
intv
intC
pause
Vmean
Cmean

Chinese_hongkong_ar
155

157

23
113.7931182472869
126.88903276557778
46.95996469824065
51.7619240486475
57.33051847817638
45.487745520921806
45.181618323225884
57.480006841660064
68.59282654091858
47.54732172039167
52.18424500343679
45.16241171348535
41.15042764906163
#fffrfff

#0000ff

tu

Czech_ar

160

163

20
99.68085028113907
120.05380372381158

24,
40.

40.
43.
43.
54.
52.
52.
54.
41.
32.

52.
60.
43.
48.
62.
72.
51.
56.
42.
38.
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2799792568974
93342959849843

.70841011005504
.80078986700109
.96613922075548
.70509182739357
.23123953232434
.17901053843345
.3484951695647
.38622691575918
.375526987950884

01866803566758

.19556280209212

52624269342963
48308527106939
029092683826164
56480906124127
08603645203338
7120718950414
716408132501925
55197613527768
83765247664609

40148938669644
39348212573153
98005333890944
60068438010151
65242200139288
16597017281977
521726489372355
91603038149025
31740506318667
74984387130136



vperc
vdev
Cdev
varcov
varcocC
Vrpvi
Crpvi
vnpvi
Cnpvi
vcci
Ccci
colour
border
symbol
FILE
intv
intC
pause
Vmean
Cmean
vperc
vdev
Cdev
varcov
varcocC
Vrpvi
Crpvi
vnpvi
Cnpvi
vcci
Ccci
colour
border
symbol
FILE
intv
intC
pause
Vmean
Cmean
vperc
vdev
Cdev
varcov
varcocC
Vrpvi
Crpvi
Vvnpvi
Cnpvi
vcci
Ccci
colour
border
symbol
FILE
intv
intC
pause
Vmean
Cmean
Vvperc
vdev
Cdev
varcov
varcocC
Vrpvi
Crpvi
vnpvi
Cnpvi
vcci
Ccci
colour

44.90418390660829
50.81459681351107
58.20620491238413
50.977290693442114
48.483432516881976
50.181031236629686
60.67462285416889
45.004005741586184
51.17788975047674
50.47804349229278
30.76189731888801
#c0c0cO

black

tu

Czech_pm

161

163

20
100.77992224444013
118.80357417846112
45.58953836995485
52.83298011136585
56.84448225726739
52.42411279423324
47.84745126596805
50.841575068677656
58.890953773309214
44.602858743274524
50.3774696314637
51.89949012546818
29.72846319696486
#c0c0cO

black

td

Danish_ar

132

137

15
85.62370435919341
116.2652208743929
41.505887912940565
39.543668954945446
60.93772856691652
46.18308592333128
52.412688943971105
45.733215740546186
66.4244529618174
50.26934187215413
56.669289835901516
30.33431357544646
31.731082518969824
#FFFEFF

#00ffff

tu

Dutch_IPA_ar

153

166

19
72.99201693926372
90.53834732797992
42.629755693676955
44.91639880805826
45.62519560319611
61.53604283250998
50.39322778658245
53.09554022934119
52.912625637773246
67.70567543346453
56.29283681876029
30.02421250978579
33.3113356475126
#ff80ff
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.52518920165548
.18528409329724
.44080281312639
.6295157852612
.75327307800236
.061560249476194
.56027108068343
.70709350995023
.2577834306896
.798924544656554

.3594934390792
.586365894928065
.78934683693253
.6707058899146
.67325490487647
.80551013027518
.87303007490353
.374096928239574
.67346402664185
.26370573280917

.75863272997858
.4965871349447
.029555906049566
.531302972727026
.50099513591465
.27979366943169
.73250797303985
.854490702638074
.92892102602869
.935961313210232

.29096619270412
.826108302504856
.20860772278783
.3267642202385
.14990768437703
.33936776963548
.1859367842029
.22776033339801
.470906711540767
.864600321552146

171



border #0000ff
symbol tu

FILE
intv
intC
pause
Vmean
Cmean
Vvperc
vdev 44.
Cdev  45.
varcov 60.
varcocC 50.
vrpvi 53.
Crpvi 53.
vnpvi 68.
Cnpvi 57.

Dutch_IPA_pm
154
167
19

73.
89.
43.

48957492348602

26986365783462

154224081431394
66148192020934

11258022892706

772540821890495
53506119583708

70198211724736

04568295210597

97340509180847

25721425108317

vcci  30.187622519722073
Ccci  34.84203823426425

colour #ff80ff

border #0000ff

symbol td

FILE

intv

intcC

pause
Vmean
Cmean
vperc
vdev  34.
Cdev 37.
varcoVv 50.
varcocC 48.
vrpvi 37.
Crpvi 41.
vnpvi 52.
Cnpvi 55.

Greek_IPA_ar
209
210
12

68.
77.
46.

48033404706383
34402567921636
841959389088025
41343520498375
16384802973469
25301889055148
0500564890059
640381325275705
9846498908428
04625684903008
57459177815651
vcci  31.901514090379393
Ccci  26.556892139571833
colour #ff80ff

border black

symbol tu

FILE
intv
intcC
pause
Vmean
Cmean
vperc
vdev  38.
Cdev  33.
varcov 54.
varcocC 44.
vrpvi 41.
Crpvi 40.
vnpvi 54.
Cnpvi 54.

Greek_IPA_pm
210
210
11

70.
75.
48.

53291908512459
94329405314637
153155774543926
329340231828624
7268982056113
342483947913465
4106337842136
21752415122962
40949696457153
45881058463915
86955488383259
vceci  33.690160838708444
Ccci  24.4944265981411
colour #ff80ff

border bTlack

symbol td

FILE
intv
intC
pause
Vmean
Cmean
vperc
vdev
Cdev

English_Aus_ar

137

140

12
83.80479505054576
119.90412279703294
40.615976716934966
42.710337594061116
59.65970334701785

44.
61.
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.9975388934719
.37283313214383
.998601354622224
.38582516948217
.83988654868297
.59510949413121
.75122457529089
.24559397956963
.21422511505927
.585973660499935

.056633514434424
.942009576296456
.201129923762096
.194621991079025
.54130975926907

.29192646496179

.267688177236636
.19125060599685

.077474394027366
.862674567919456

.51773946177551
.60630136490787
.65944563802201
.211211556162986
.735729891128685
.73174218909708
.588523463849604
.26775354727039
.7451077298245
.589916474695038

062518481950846
14378917864621

172
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varcoV 50.96407379589788 51.51917621395998
varcoC 49.756173478710565 51.565259679950685
Vrpvi 52.082286612367405 56.394382817477556
Crpvi 73.92047757978882 73.13261362745594
vnpvi 58.315846696934855 60.728587211042466
Cnpvi 62.35933604127948 60.67346987084118
vcci  45.59105216891864 51.20646690013319
Ccci  39.13216262735044 37.985382562614774
colour #00ff00

border black

symboT tu

FILE English_Aus_pm

intv 137

intC 140

pause 12

Vmean 83.79391867079235

Cmean 120.13507161440377

Vvperc 40.566443812868265

vdev  43.03807899886169 44.626826356873956
Cdev  59.825412423813 61.47361767962581
varcoV 51.36181680194326 52.12259340356624
varcoC 49.79845736957978 51.68268838359979
Vrpvi 52.17650168004063 56.38195945362863
Crpvi 74.55872963687655 74.00436202461346
vnpvi 58.030891010758026 60.254493653857644
Cnpvi 62.6895885485767 61.13204845209477
vcci  45.37524236135104 51.175530843902585
Ccci  39.737464348042714 37.83623339550683
colour #00ff00

border black

symbol td

FILE English_GA_ar

intv 134

intCc 139

pause 12

Vmean 79.88553133215609

Cmean 108.64824152229959

vperc 41.480055575609356

vdev 43.19826721380696 45.026016903547635
Cdev  53.58996638706408 54.687663483742426
varcoV 54.07520798001939 54.223360037969705
varcoC 49.324283243061025 50.07546707278272
Vrpvi 49.105021132373274 48.53478481771054
Crpvi 60.9866647925715 58.81617171210124
vnpvi 57.775468560496044 55.365228857861716
Cnpvi 57.66127377086846 54.89217888958182
vcci  33.44364211638657 30.180262258151377
Ccci  33.10176799523614 30.719127065086624
colour #00ff00

border black

symboT tu

FILE English_GA_pm

intv 131

intc 138

pause 12

Vmean 81.51533692809659

Cmean 110.07933941371095

vperc 41.2784417331425

vdev  39.61240024928714 40.09864785401721
Cdev 57.48919029834338 59.675174875310915
varcoV 48.595027318881876 49.01731504201415
varcoC 52.225231914121395 52.89694050947226
Vrpvi 46.13111949474402 43.99707852886896
Crpvi 61.549653742901995 60.17285769424527
vnpvi 54.45019490187495 51.89292813075908
Cnpvi 55.68377093303886 52.2587992039837
vcci  36.733721854560216 34.79305979355213
Ccci  32.531487965437115 30.78854207091298
colour #00ff00

border black

symbol td

173



FILE
intv
intcC
pause
Vmean
Cmean
vperc

English_IndE_ar
152

159

17
95.63966858024061
134.32545616669253
40.49934218245582
vdev  43.505990926712286
Cdev 64.89506880474643
varcoVv 45.48948315333323
varcoC 48.311817176495744
Vrpvi 47.99229139392463
Crpvi 75.77979562825449
vnpvi 49.45396780137248
Cnpvi 56.35531299446036
vcci  45.700284355315986
Ccci 42.60007991092764
colour #00ff00

border black

symbol tu

FILE
intv
intC
pause
Vmean
Cmean
vperc

English_IndE_pm
143

148

15
93.99299878500592
133.03771959961352
40.56976451331555
vdev 42.09868348912123
Cdev 64.69271958171544
varcoV 44.78916944166798
varcoC 48.62735153339427
Vrpvi 48.48090054732116
Crpvi 76.15582400886845
vnpvi 51.25977913069677
Cnpvi 55.56869719611721
vceci  43.26505613218828
Ccci  38.22965406404403
colour #00ff00

border black

symbol td

FILE
intv
intC
pause
Vmean
Cmean
vperc

English_NZE_IPA_ar
140

143

12
66.76473252049985
100.942759044426
39.30330021911729
vdev  36.802343958123714
Cdev  45.93932769744719
varcoVv 55.12243151251104
varcoC 45.510275459410416
Vrpvi 44.37599404995127
Crpvi 53.13476691209686
vnpvi 63.050835594218235
Cnpvi 53.34736672151319
vcci  41.960143116019466
Ccci  29.934104100201086
colour #00ff00

border black

symbol tu

FILE
intv
intcC
pause
Vmean
Cmean
Vvperc
vdev  34.
Cdev 47.
varcov 49.
varcocC 48.
vrpvi 43.

English_NZE_IPA_pm
141
143
12

70.
96.
41.

80055794328926
96567489250879
85874104756668
960212360043705
48873204077539
37844188748708
97478627712227
722875853120705

41.
62.
42.
46.
46.
76.
47.
56.
44.
41.

35.
47.
48.
.217821573937734
42.
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58265670321217
48319278667646
73843412554874
70784503037955
102996949560534
41977918867188
89763729216935
76167686340616
889135914087895
41272997977142

.1139675424377
.79505168227585
.94569787537353
.30642205126359
.264334327380325
.96727302697255
.83601742439964
.47896889050464
.24297408258909
.71708162350531

.22515222324342
.27597451201386
.967780180801014
.07035398854339
.70661395684902
.891646248306735
.76231068947579
.12346377567981
.51079124949668
.754122261249275

320764697500366
59814363936908
357879792872495

86419148699167

174
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Crpvi 52.33734706807895 49.779444272448174
vnpvi 59.1257585908029 56.734587435495925
Cnpvi 54.56708333794259 52.019210300714114
vcci  36.842205966129235 36.810904756966025
Ccci 26.69825551405195 24.344433910022914
colour #00ff00

border black

symbol td

FILE English_RP_IPA_ar

intv 136

intC 139

pause 12

Vmean 77.58686967435825

Cmean 116.22363461487903

Vvperc 39.509694042835285

vdev  48.35227389121337 46.18819732701881
Cdev 59.37175172603828 62.69657469279962
varcoV 62.32017620269239 58.25867881026447
varcoC 51.08406041746475 52.54095608431665
Vrpvi 53.00917005501202 50.410127772135496
Crpvi 69.95275466182463 71.3404580294643
vnpvi 61.41921308565858 57.348009859210066
Cnpvi 60.374612735767165 61.390108627795264
vcci  48.44413787780632 44.005188420631214
Ccci 43.87063042957515 42.245767025715956
colour #00ff00

border black

symboT tu

FILE English_RP_IPA_pm

intv 136

intCc 140

pause 12

Vmean 78.55811631310077

Cmean 114.02745789554696

Vvperc 40.093083472078675

vdev 49.47276651560638 48.30248451885775
Cdev  55.12006417998716 58.2618025260405
varcoV 62.97600914770921 60.12196704974147
varcoC 48.33929055094697 50.36570332513023
Vvrpvi 54.93035346379965 53.076860498002084
Crpvi 65.43317052947869 68.43093558190672
vnpvi 63.31209439018285 61.11796979679134
Cnpvi 57.47575492866749 59.153041300737215
vcci  44.10846035350281 43.86760981745578
Ccci  36.09242977507904 33.64705532678557
colour #00ff00

border black

symbol td

FILE Estonian_IPA_ar

intv 168

intC 169

pause 19

vmean 89.60175268267783

Cmean 105.27175258799382

Vperc 45.83206975958909

vdev 38.80326788189504 40.374727953723415
Cdev 53.560472860183005 51.36346020513333
varcoV 43.30637149399941 40.12209580749224
varcoC 50.87829502545163 47.93916404663122
Vrpvi 42.29866528847245 49.85721597227556
Crpvi 53.32393527473117 48.80925829476
vnpvi 43.21902962512173 45.497449306637186
Cnpvi 48.81060870123911 45.73579224309237
vcci  36.71072527610094 37.642377081777525
Ccci  29.435893960703275 28.08565027584204

colour #ffffff
border #00e800

symbol
FILE
intv
intC

tu

Est
166
170

onian_IPA_pm



16
90.0124868685276
106.71700409730536
45.16409532559567
vdev 37.880239096819714
Cdev 54.80769261020361
varcoV 42.08331578722812
varcoC 51.35797530469423
Vrpvi 41.58921049845218
Crpvi 53.65933078744253
vnpvi 42.52187472655331
Cnpvi 48.643281736851606
vcci  28.331558755664908
Ccci  22.903590251275585
colour #ffffff

border #00e800

symbol td

pause
Vmean
Cmean
vperc

FILE
intv
intcC
pause
Vmean
Cmean
vperc

Finnishl_ar

169

173

12
96.26535023489875
102.59426095292828
47.82471320461888
vdev 44.798042682402986
Cdev 46.825102289898155
varcoV 46.53599926982087
varcoC 45.64105424121354
Vrpvi 45.67982697774799
Crpvi 55.14527003315632
vnpvi 44.94785502166563
Cnpvi 57.31247564519871
vcci  30.415273200354058
Ccci 42.12344861143338
colour #c17928

border #000000

symboTl tu

FILE
intv
intcC
pause
Vmean
Cmean
vperc

Finnishl_pm

169

173

12
98.18752072498147
101.14035278595803
48.67473707036773
vdev  44.418094904822745
Cdev 45.80133150323341
varcoV 45.23802472743527
varcoC 45.28492361516887
Vrpvi 45.410384339754856
Crpvi 54.3678546011611
vnpvi 44.110143393826576
Cnpvi 56.92086408115866
vcci  26.200838728814674
Ccci  29.60352681196938
colour #c17928

border #000000

symbol td

FILE
intv
intC
pause
Vmean
Cmean
vperc

Finnish2_ar
166
171

18
.15832010738792
.722612807936
.66006222498692
vdev .99043231326925
Cdev 43.10358790046906
varcoVv 56.20855502137725
varcoC 44.56412688732955
Vrpvi 48.94438739480219
Crpvi 48.79850362327251
vnpvi 50.88739213553605
Cnpvi 52.524914941780466

45.
45.
46.
44.
46.
51.
45.
54.
31.
40.

44.
44.
45.
44.
45.
51.
44.
54.
26.
27.
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.11441674733809
.02329715010627
.66863927803253
.86845768879365
.274250209710885
.24524471181216
.11015472702944
.487568531996885
.596918914964064
.29666925483564

16753823502922
40860698533706
61045748891109
84965641546565
135897708074225
863104001039325
18227958663481
901420637940106
92899040863049
470769368680294

927706609560296
28846549641572
32951465628833
27742354840763
819627321435036
14475244606835
58670123004953
29141044607149
73659992791156
819676268521377

.483509026451976
.19862876486127
.77306331339941
.40311893449882
.71501689896006
.8756682510939
.12003568294451
.253048624332195

176
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vcci  40.762251811742445 43.10371732706063
Ccci  35.41442084906453 37.25259305850965
colour #c17928
border #000000

symboT tu

FILE Finnish2_pm

intv 166

intc 171

pause 18

vmean 89.16233224281811

Cmean 95.00511115949402

vperc 47.67298743969282

vdev  48.606720541868796 44.803251383742605
Cdev  42.212589863626775 42.35657315516974
varcoV 54.51485994051484 48.269924739087514
varcoC 44.431914608005165 44.44047831937604
Vrpvi 49.35824947497896 50.83662889542953
Crpvi 47.90695170068412 47.778036580410735
vnpvi 50.78659466710902 50.469474957917484
Cnpvi 52.05840026844856 51.69808719617203
vcci  25.653975259077693 25.38645287205219
Ccci  28.651061066581892 28.52022202872506

colour #c17928
border #000000

symbol
FILE
intv
intC
pause
Vmean
Cmean
vperc
vdev
Cdev
varcov
varcoC
Vrpvi
Crpvi
vnpvi
Cnpvi
vcci
Ccci

td

French_canadianl_ar

165
164
23

103
99.
51.
46.
47.
45.
48.
51.
50.
46.
50.
43.
41.

.12557714372231
05379300494747
15887794218404
510997991732495
57208574045189
10132139858168
026515994269694
781395836704135
81570360381441
69912924690057
38172447425786
48524541300082
80864070569796

colour #ff8000

border
symbol
FILE
intv
intC
pause
Vmean
Cmean
vperc
vdev
Cdev
varcov
varcoC
Vrpvi
Crpvi
Vvnpvi
Cnpvi
vcci
Ccci

bla
tu

French_canadianl_pm

159
159
22

107

38.

ck

.88632818337884

.18813153835197
.12648785633285
.53201306625618
.57283048321416
.98439596884261
.573282134727044
.250679106075985
.607047332645486
.62175744146854
.866968831959596
.292606434001264

16566928931578

colour #ff8000

border
symbol
FILE
intv
intcC
pause
Vmean
Cmean

bla
td

Fre
152
147
15

89.
98.

ck

nch_IPA_ar

65155913638597
24325716612074

.57556067630205
.43421291391521
.24371742850928
.74680969629114
.1864327504423
.32889887450178
.59229521234551
.973399793839256

85780977215406
455528284091415

.09636189687059
.16362239083149
.328719428312425
.92533644341819
.791438281775136
.664661245600506
.95705882639621
.944602326287246
.06339027756656

42069643628213



vperc 48.
vdev  40.
Cdev  40.
varcoV 44.
varcocC 40.
Vrpvi 43.
Crpvi 44.
vnpvi 44.
Cnpvi 47.
vcci  36.
Ccci 38.
colour #ff
border bla
symbol tu

FILE Fre
intv 151
intc 147
pause 14

Vmean 91.
Cmean 96.
Vperc 49.
vdev 42.
Cdev 42.
varcov 46.
varcocC 44.
vrpvi 47.
Crpvi 46.
vnpvi 47.
Cnpvi 48.
vcci 38.
Ccci  37.
colour #ff
border bla
symbol td

FILE Ger
intv 167
intC 168
pause 16

vmean 95.
Cmean 110
vperc 46.
vdev  53.
Cdev  65.
varcov 56.
varcoC 59.
Vrpvi 59.
Crpvi 64.
vnpvi 57.
Cnpvi 56.
vcci 51.
Ccci 31.
colour #00
border bla
symbol tu

FILE Ger
intv 174
intc 177
pause 19

Vmean 88.
Cmean 109
Vperc 44.
vdev 42.
Cdev  59.
varcov 48.
varcoC 54.
vrpvi 51.
Crpvi 67.
vnpvi 57.
Cnpvi 62.
vcci  40.
Ccci 3
colour #00

54870543659568
15810446948856
187816715151094
79353717473721
90643762675439
99462917070564
23382405522516
89003060957618
02202956167576
57106454801881
22235543769925
8000

ck

nch_IPA_pm

82262485445592
56640871997465
411902884016015
35492201418722
56527442722518
126890928376504
07875884735123
33654270674053
15989938113067
06038023895268
7971172776731
57216830577835
122776404040685
8000

ck

manl_ar

07465465294844
.3327525972704
13749666542734
662424717705576
92949978334192
442408246014494
755148159852034
43004984398619
69806779631102
885910092034564
99006724383795
25056678567742
340503836889038
ffff

ck

manl_pm

11729813419076
.11782626860638
25414924257801
67220523494236
72588319224266
42659289207704
73522084761876
27990855039527
51348782869741
26047711013468
95708704005821
07187136162802

0.501029333827173

FFFF

42.
36.
44.
37.
42.
44.
44.
48.
.396705552324
37.

45.
41.
48.
.28275878428803
.95735728609675
.31664442901221
.20469715336518
.067805538390644
.049584436887336
.04217597581681
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35230534425519
84490284525493
95228185344565
10154188104412
53157858148581
71636944041687
07698058468937
661978334652716

54101908572155

54377115530659
417277189408644
19177991734656

.32075007600697
.11198032026265
.20318803453013
.358153486818395
.92810049072377
.18061669342096
.04230869751597
.230685992486855
.534126935977795
.215434216085455

.16578776059714
.52745575908424
.73881669834122
.77571523390565
.88425006569925
.28705895270005
.08892275046879
.80441158535594
.25617243674631
.702901533007118

178
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border black

symbol td

FILE German2_ar

intv 154

intc 157

pause 15

vmean 89.20258575127878

Cmean 117.14715709283101

vperc 42.755981009457436

vdev 47.30402500437111 46.88185312827805
Cdev 69.8519860887582 65.4665835679601
varcoVv 53.02988092325898 51.86521764722612
varcoC 59.62755547998944  55.51904824426928
vrpvi 53.07029742653888 49.51370287746123
Crpvi 71.57245128043388 68.70043101106573
vnpvi 56.635004787922405 55.289232551001874
Cnpvi 59.624031830602405 57.221077387380866
vcci  51.32216709253293  48.48372902036306
Ccci  28.433719272456546 28.12592249228691
colour #00ffff

border black

symboT tu

FILE German2_pm

intv 165

intC 169

pause 16

vmean 91.58712263156215

Cmean 101.32597216764307

vperc 46.87892996001777

vdev  50.730098265511764 48.95834673606745
Cdev  54.00663348872089 51.637189410866306
varcoV 55.38999021684462 52.14773419218138
varcoC 53.29989175861773 49.794475654823714
Vrpvi 53.02100726411072 47.65437630122638
Crpvi 58.00380971601656 55.057335837621814
vnpvi 53.14160008733706 49.417743091359135
Cnpvi 56.82636083627906 53.421712690611976
vcci  46.05135137263825 41.60439200910549
Ccci 26.151441770561934 23.290263182084043
colour #00ffff

border black

symbol td

FILE IcelandicOl

intv
intC
pause
Vmean
Cmean
vperc 40.23

vdev 33.24 33.24
Cdev 59.66 59.66
varcov 45.34 45.34
varcoC 56.35 56.35
vrpvi 0 0
Crpvi 63.15 63.15
vnpvi 44.58 58

[eleolelo)e)

Cnpvi O 0
vcci  31.47 31.47
Ccci 4 43.35

3.35
colour #ffffff
border #c0c0cO
symbol td
FILE 1Icelandic02
intv 0
intc O
pause 0
vmean 0
Cmean O
vperc 41.88
vdev 36.80 36.80
Cdev 62.01 62.01
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varcoVv 44.97 44.97
varcoC 52.63 52.63
vrpvi 0 0
Crpvi 64.29 64.29
vnpvi 52.60 52.60
Cnpvi O 0
vcci  44.67 44.67
Ccci 44 .24 44,24
colour #ffffff
border #c0c0cO
symbol td

FILE Icelandic03
intv
intcC
pause
Vmean
Cmean
vperc 41.18

vdev 39.67 39.67
Cdev 60.85 60.85
varcov 53.10 53.10
varcoC 58.85 58.85
vrpvi 0 0
Crpvi 65.11 65.11
vnpvi 53.60 53.60
Cnpvi 0 0
vcci  37.99 37.99
Ccci 42.94 42.94
colour #ffffff
border #c0c0cO
symbol td

[elelolole)

FILE Icelandic04
intv 0

intc 0

pause 0

vmean 0

Cmean
vperc 46.53

vdev  38.27 38.27
Cdev 46.40 46.40
varcov 48.59 48.59
varcoC 50.89 50.89
vrpvi 0 0
Crpvi 47.21 47.21
vnpvi 54.01 54.01
Cnpvi O 0
vcci  36.32 36.32
Ccci 36.47 36.47
colour #ffffff
border #c0c0cO
symbol td

FILE 1Icelandic05
intv
intC
pause
Vmean
Cmean
vperc 44.94

vdev 49.22 49.22
Cdev 63.86 63.86
varcov 49.58 49.58
varcoC 54.02 54.02
vrpvi 0 0
Crpvi 66.11 66.11
vnpvi 46.64 46.64
Cnpvi 0 0
vcci  44.21 44.21
Ccci 45.24 45.24
colour #ffffff
border #c0c0cO
symbol td

o

[elelolole)
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FILE Icelandic06
intv
intcC
pause
Vmean
Cmean
vperc 44.14
vdev 35.78 35.78
Cdev 57.75 57.75
varcoVv 44.99 44.99
varcoC 55.52 55.52
vrpvi 0 0
Crpvi 54.38 54.38
vnpvi 48.20 48.20
Cnpvi 0 0
vcci  35.19 35.19
Ccci 38.47 38.47
colour #ffffff
border #c0c0cO
symbol td
FILE Icelandic07
intv 0
intc 0

0

0

[elelolole)

pause
Vmean
Cmean
vperc 46.18

vdev 44.38 44.38
Cdev 56.93 56.93
varcov 48.93 48.93
varcoC 54.58 54.58
vrpvi 0 0
Crpvi 64.31 64.31
vnpvi 50.24 50.24

o

Cnpvi O 0
vceci  43.23 43.23
Ccci 39.8

6 39.86
colour #ffffff
border #c0c0cO
symbol td
FILE Icelandic08
intv
intC
pause
vmean
Cmean
vperc 44.08
vdev 52.18 52.18
Cdev 73.93 73.93
varcov 49.19 49.19
varcoC 55.36 55.36
vrpvi 0 0
Crpvi 77.65 77.65
vnpvi 48.80 48.80
Cnpvi 0 0
vcci  50.43 50.43
Ccci 49.96 49.96
colour #ffffff
border #c0c0cO
symbol td

[elelolole)

FILE Icelandic09
intv 0

intc 0

pause 0

vmean 0

Cmean
vperc 43.32

vdev 39.47 39.47
Cdev 65.05 65.05
varcov 49.04 49.04
varcoC 44.61 44.61
vrpvi 0 0

o
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Crpvi
vnpvi
Cnpvi
vcci
Ccci

51.
49.

0

50.
49.

18
81

43
96

51.18
49.81
0

50.43
49.96

colour #ffffff
border #c0c0cO

symbol
FILE
intv
intC
pause
Vmean
Cmean
vperc
vdev
Cdev
varcov
varcoC
Vrpvi
Crpvi
vnpvi
Cnpvi
vcci
Ccci

td

IcelandiclO

0
0
0
0

o

45.
37.
46.
47.
51.

0

60.
49.

0

38.

41

38
87
40
52
02

86

37.
46.
47.
51.
0
60.
65 49.65
0
48 38.48
40 41.40

87
40
52
02

86

colour #ffffff
border #c0c0cO

symbol
FILE
intv
intC
pause
Vmean
Cmean
vperc
vdev
Cdev
varcov
varcoC
Vrpvi
Crpvi
Vvnpvi
Cnpvi
vcci
Ccci

td

ItalianOl_Antonio_ar

219
213

14

69.
85.
45.
28.
41.
41.
48.
29.
51.
39.
62.
28.
30.

3424557522141
51676607077745
46560416240033
957929516804423
70761391422531
760749893660645
771271214473025
569087200857282
642631913096594
38241223782578
835878904734855
815479866866877
289583300971962

colour #ffff00
black

border
symbol
FILE
intv
intcC
pause
Vmean
Cmean
Vvperc
vdev
Cdev

varcoC
Vrpvi
Crpvi
vnpvi
Cnpvi
vcci
Ccci

tu

Italian0l_Antonio_pm

219
212

15

73.
82.
47.
29.
37.
varcov 40.
45.
29.
47.
37.
59.
30.
22.

18779861918765
32710263948013
87163212025704
954217211499785
72533602886081
92788385036449
82371396460337
24219634244279
07534194742961
25062990889835
077494273247844
02591278266812
567108877532657

colour #ffff00
border bTlack

9. Appendices

.51696484364637
.28635260731086
.67459266261421
.65182546333696
.45831138791384
.401158623574005
.57875244469126
.77849933344085
.31156844985383
.18780703353285

.568393663843544
.993140447682286
.10379642137391
.96251240871027
.28799533985129
.60993911121017
.32231887876096
57.
33.
22.

664507980700314
021801183516835
629623788522455

symbol td
FILE Italian02_Canepari_ar
intv 213
intC 202
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pause
Vmean
Cmean
Vvperc
vdev
Cdev
varcov
varcocC
Vrpvi
Crpvi
vnpvi
Cnpvi
vcci
Ccci
colour
border
symbol
FILE
intv
intcC
pause
Vmean
Cmean
vperc
vdev
Cdev
varcov
varcocC
Vrpvi
Crpvi
vnpvi
Cnpvi
vcci
Ccci
colour
border
symbol
FILE
intv
intC
pause
Vmean
Cmean
vperc
vdev
Cdev

26
78.66310070472018
94.32507034046913
46.79070920967226
35.90788206602431
47.04328209401284
45.64768200634844
49.87357223716741
37.399514906000576
57.44710802344098
43.570799462460215
61.07319306827902
39.77147912170352
23.86239626231375
#fF£00

black

tu

33.
52.
.371352434601874
52.
40.
66.
44.
66.
45.
27.

41

Italian02_Canepari_pm

212

201

25
80.31001755919029
93.83355924044967
47.44356026793772
37.539265185792324
46.32219202990224
46.742942321143246
49.36633801900346
39.261125705014045
56.76584229792415
44.78416144288508
60.848586159703125
39.306756465496036
23.091014118152074
#Fff00

black

td

Italian03_Tlazio_ar
210

205

15
77.64890272112198
92.25495755822716
46.300248344286985
39.615266612910105
48.6454581214836

varcoVv 51.01845000333017

varcocC
Vrpvi
Crpvi
vnpvi
Cnpvi
vcci
Ccci
colour
border
symbol
FILE
intv
intC
pause
Vmean
Cmean
vperc
vdev
Cdev

52.729370224663306
41.01212932673158
58.33080481526437
48.69934775659977
65.09603869859578
39.03762711946384
23.805550168270248
#fF£00

black

tu

Italian03_Tlazio_pm
209

203

15
82.94436302006689
89.48312105248773
48.83142071590342
43.23340665708912
47.33175368480325

varcoVv 52.123381364240004

varcoC
Vrpvi
Crpvi
vnpvi
Cnpvi

52.894616468551725
42.08908837692474
56.92892860043668
46.190917551436804
65.47106826098063

35.
49.
42.
51.
42.
.89448309647452
45.
66.
44.
24,

63

40.
51.
49.
54.
43.
61.
49.
66.
41.
22.

44.
50.
50.
55.
45.
61.
46.
69.
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73411708428573
02137315943209

93379841335935
838509489590635
50934193153105
521780335968245
99502714165601
01631347770219
095992584814212

17832918289625
94356490499856
288276800233895
80037884870898
006282093514976

08164531479638
23124292929688
16824067734342
749751204217745

59683551451825
58362007112845
61614081905338
278559324346396
8231390823135
993024642402986
179365080938354
74468894043417
3798259703237
530835278472985

07775834739213
10065414755631
61515015099838
112609979786626
0046090915925
665891942276794
89143576920909
08987016666865
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vceci  41.212217790272376 43.79578747904848
Ccci  23.39697667166889 22.46999419441394
colour #ffff00

border black

symbol td

FILE Italian04_0Omp_ar

intv 186

intc 174

pause 23

Vmean 70.55396900968178

Cmean 103.37872992380213

Vperc 42.181430065873506

vdev  30.61827903754623 30.913673359673428
Cdev 52.14060016819906 54.935060400041834
varcoV 43.39696188225021 41.07590488778273
varcoC 50.43648747341991 50.68704369241909
Vrpvi 28.996399001682295 32.150881393390186
Crpvi 60.513762599899565 70.26874423239423
vnpvi 38.524576213647215 40.17287442916294
Cnpvi 62.47721080365849 66.96324505561267
vcci 24.911857435912584 29.188083028584227
Ccci  30.922553875853772 39.5918929371897
colour #ffff00

border black

symbol tu

FILE 1Italian04_00mp_pm

intv 186

intc 172

pause 23

Vmean 74.46013991201394

Cmean 101.40768321181696

vperc 44.259604585884084

vdev  30.459310928720303 30.27793805850411
Cdev  50.54457142355324 52.21867903738691
varcoV 40.90686770762537 38.329659763007605
varcoC 49.84294071483464 49.39397576902259
Vrpvi 28.00516314934199 31.372994066285173
Crpvi 57.97700735096901 66.06016950543318
vnpvi 35.20900736192189 37.55900655405445
Cnpvi 60.94221386417622 64.56463435674948
vcci  24.99173647566174 29.911084243815694
Ccci  25.352865179296693 26.581630391216617
colour #ffff00

border bTlack

symbol td

FILE 1ItalianO5_IPA_ar

intv 175

intCc 167

pause 22

Vmean 83.64165445916619

Cmean 111.12055477269926

vperc 44.095629838443045

vdev  44.17778921874151 43.1753110469118
Cdev  53.913920873821056 57.76286779411136
varcoV 52.81792846446991 45.591318513638356
varcoC 48.51840506385497 50.38972028556759
Vrpvi 44.55042436262723 51.63630112638489
Crpvi 62.375920942483376 68.83224267794999
vnpvi 47.53262584801243 49.72210225362104
Cnpvi 60.253509383096294 61.350834870348194
vcci 39.8617728694122 39.323100696815594
Ccci 37.20966186755655 38.360017982702566
colour #ffff00

border black

symboTl tu

FILE 1ItalianO5_IPA_pm

intv 174

intC 168

pause 23

Vmean 89.81549527566054

Cmean 108.76828201574641
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vperc 46.098673000610745
vdev 48.006880689026154 35.
Cdev 51.725130883813094 54
varcoV 53.45055498684728 40.
varcoC 47.55534419153999  48.
Vrpvi 47.27804227911301 40.
Crpvi 59.970169817407545 63.
vnpvi 47.64476732398259 43.
Cnpvi 58.07505406519908 59.
vcci  42.57634166338038  42.
Ccci  29.73036878120449  29.
colour #ffff00

border black

symbol td

FILE Italian06_Michela_ar
intv 216

intCc 212

pause 9

Vmean 64.92074761738297
Cmean 90.2169181164771

vperc 42.30274600035516

vdev 28.976885891855304 27
Cdev  44.45823209950234 43
varcoVv 44.63424553061762 41
varcoC 49.27926272332123 48
Vrpvi 27.221557767053223 26
Crpvi 52.33308420341009 51
vnpvi 38.833418481201996 37
Cnpvi 59.203326533511635 59
vcci  30.23142863902856 29
Ccci 28.803673267412226 28
colour #ffff00

border black

symboT tu

FILE Italian06_Michela_pm
intv 216

intc 213

pause 10

vmean 67.49232196313675
Cmean 87.77970001397269
vperc 43.811145208408405
vdev  32.73774498365838  30.
Cdev 41.927600700251176 39
varcoVv 48.50588041931529  45.
varcoC 47.76457505958346  46.
Vrpvi 31.147283604643597 31.
Crpvi 49.832531101909 45.
vnpvi 42.37745502932878 42.
Cnpvi 56.48271593166548 53.
vcci  30.822345800462887 29.
Ccci  25.831353947927578 25.
colour #ffff00

border black

symbol td

FILE Italian07_Paolo_ar
intv 218

intc 213

pause 15

Vmean 73.28579263078484
Cmean 87.1893861613963

vperc 46.2442640001025

vdev 32.05710688477052 33
Cdev 39.0165375462935 39
varcoV 43.74259421096093 44
varcoC 44.74918251410782 44
vrpvi 31.978055386666323 35
Crpvi 50.84565760962115 51
vnpvi 39.195509622257745 40
Cnpvi 59.792851512907795 58
vcci 34.916037074952456 38
Ccci  27.35415200559196 27

colour #ffFF00
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171726921312924

.23866252173843

06393172997143
980716181222384
02539971654943
655001190697746
3355071170108
715605736824934
31395523484219
747729615360317

.36051675259338
.35808885185855
.84962536030757
.328943882952274
.365316286174654
.44345874280418
.675113239501506
.59629746907733
.236711408781503
.20308632754246

601000404123567

.92703883581369

32935490989977
249137964259496
137164285391204
7580643719967
318768446999265
521353889302986
66242387579943
578859340760314

.56087692358904
.920657373500426
.61117335644917
.40483286916571
.03522893158629
.77260274434663
.69787929233571
.95949147148177
.86071258137095
.79548015844751



border
symbol
FILE
intv
intcC
pause
Vmean
Cmean
Vvperc
vdev
Cdev
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black
tu

Italian07_Paolo_pm

216

212

15

72.8632122417797

90.12186668008789

45.167957314520656

32.19431357398436 33.02355659370654
39.091024482613086 39.45232174829556

varcoV 44.18459272308086  44.31958743446182

varcocC
Vrpvi
Crpvi
vnpvi
Cnpvi
vcci
Ccci
colour
border
symbol
FILE
intv
intcC
pause
Vmean
Cmean
vperc
vdev
Cdev

43.37573767904445 42.454883654983725
31.714402521698258 33.93483802849649
49.60061211817501 50.41484362325735
39.96905833521601 40.99721086857569
54.416602741465994 53.56435860156726
32.09290728824333  35.30086525229448
20.9226500329548 20.667813360648832
#fF£00

black

td

Italian08_Claudia_pm

216

210

12

74.60380087694593

94.59319755122537

44.78841646424051

34.94180771871385 36.363586510961824
45.65233522973976 47.76641648555264

varcoV 46.83649801750459 47.87898872286276

varcoC
Vrpvi
Crpvi
vnpvi
Cnpvi
vcci
Ccci
colour
border
symbol
FILE
intv
intC
pause
Vmean
Cmean
vperc
vdev
Cdev

48.26175286549279 49.72078071985118

34.909153799367175 36.388112116881764
52.67988294230476 55.60139394581966

44.184272539127804 45.534079811773715
57.14541603347369 59.93568729471983

34.504084850660675 34.96907457044884

26.62753348577412 26.50774690363901

#Fff00

black

td

Italian09_mazara_pm
184

180

8

73.03953842415355
90.50916823024545
45.20301642535804
33.790719434570825 33.30451588459044
46.20744285151275 46.07037068403383

varcoV 46.26359936496603  45.09461015050976

varcocC
Vrpvi
Crpvi
vnpvi
Cnpvi
vcci
Ccci
colour
border
symbol
FILE
intv
intC
pause
Vmean
Cmean
vperc
vdev
Cdev

51.052775928694935 50.82497677965021

29.16738399551481 28.78542305212621

50.74931878629317 48.40776488173622

36.26723113129853 35.83081517834973

58.262465601699745 56.81343832281731

28.50501410422417 28.100019408759795
18.86718826931001 17.367122864107014
#fF££00

black

td

Italianl0_bitonto_pm

209

189

30

84.4580298051313

102.35611437083689

47.71119842485954

42.54751921855831 41.29718569909101
49.819772271645384 52.14296617227162
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varcoV 50.3771154936097 47.21364744616284
varcoC 48.67298116763989 50.27625551128993
Vrpvi 39.95764739862918 41.33716600862788
Crpvi 56.76929733756047 66.107031721573
vnpvi 44.41664859701507 44.11349126002969
Cnpvi 58.38451895450727 64.69501925709586
vcei  36.98992234519241  39.95568690120745
Ccci  27.041699911635774 29.93498902283976
colour #ffff00

border black

symbol td

FILE Italianll_vazzano_pm

intv 182

intc 178

pause 11

vmean 69.93155295966865

Cmean 86.04984598763733

vperc 45.38351945224115

vdev  31.422289210301994 28.695591497227554
Cdev  38.86066985057405 38.96159140844448
varcoV 44.93292066375824 40.79138025561132
varcocC 45.16065009129373 45.00785715855712
vrpvi 30.41658043226776 29.09500447507015
Crpvi 44.95084267614729 43.178398674930044
vnpvi 41.302403800640136 40.130097075871305
Cnpvi 54.717716334623645 52.65267278040248
vcci  28.108639286627294 26.298998673228425
Ccci  21.129558729589363 21.64619354365528
colour #ffff00

border black

symbol td

FILE Italianl2_nuragus_pm

intv 184

intCc 175

pause 16

Vmean 77.24565679101312

Cmean 92.86984109009082

vperc 46.65354828895464

vdev  33.5372400231459 34.19762051322103
Cdev  37.623869153752665 36.34806309099403
varcoV 43.41634392970515 43.283906139384136
varcoC 40.51247284600675 39.70843670302089
Vrpvi 31.744972023807687 33.05226019459462
Crpvi 42.996791431111326 43.939935711660645
vnpvi 37.109870459303906 37.31054658539476
Cnpvi 49.61154658985211 50.462810433207345
vcci  28.305458362906798 30.713364119521998
Ccci  25.052556289717707 22.6527363243979
colour #ffff00

border black

symbol td

FILE Italianl3_tramonti_pm

intv 186

intc 180

pause 13

vmean 77.90586139234333

Cmean 95.83793592800005

vperc 45.65182172270577

vdev  36.77582621365092 34.17581054015073
Cdev  47.944051023101046 50.19424535178806
varcoV 47.20546767135199 43.412443511594006
varcoC 50.02617236990565 51.84626425877659
vrpvi 33.00487102460203 31.822506357273607
Crpvi 54.044090404825184 57.41954673137221
vnpvi 38.969202192170265 37.7825047927272
Cnpvi 59.997792219788046 64.82924364622926
vcci  29.445361493517115 30.264401295951995
Ccci  20.76696781994052 21.68943954378339

colour #ffff00
border black
symbol td
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FILE Italianl4_treviso_pm

intv 182
intc 178
pause 13

Vmean 97.893567674732
Cmean 104.46860070787719
Vperc 48.93059877446055
vdev 48.46383039443288
Cdev 51.78605952346053
varcoVv 49.50665456944239
varcoC 49.57093248359718
Vrpvi 44.10597326109259
Crpvi 62.01346978034345
vnpvi 41.8132743608915
Cnpvi 62.37574583868767
vcci  38.933995287775055
Ccci  31.919591537733105
colour #ffff00

border black

symbol td

9. Appendices

.566367061108934
.63395933380938
.251370008065834
.75506705761912
.188372296039795
.36234471384887
.617507602161616
.2624221978922
.0352504932801
.9675235326447

FILE Italianl5_torinorfstd_pm

intv 185

intCc 179

pause 12

Vmean 71.64176448400777
Cmean 86.60387022023053
Vperc 46.09058896162323
vdev  33.94477560481491
Cdev  39.52467691777299
varcoV 47.38126684804397
varcoC 45.638464906086945
Vrpvi 27.66501522500965
Crpvi 46.36726220467247
vnpvi 35.91112326355702
Cnpvi 56.60463398377629
vcei  25.759290844764607
Ccci 19.46278758368615
colour #ffff00

border black

symbol td

FILE Japanese_phl_pm
intv 212

intCc 210

pause 18

Vmean 83.29460136594182
Cmean 79.7892238222566
Vperc 51.31154971471287
vdev 40.731153912056044
Cdev  32.22799524001282
varcoVv 48.90011266529758
varcoC 40.39141339663347
Vrpvi 38.17209276557493
Crpvi 33.40673095389991
vnpvi 44.74085411550362
Cnpvi 41.27357678796416
vcci  30.74519955081613
Ccci  28.438259355353733
colour #ffffff

border #ff0000

symbol td

FILE Japanese_phn_ar
intv 186

intC 184

pause 18

vmean 88.79876313510084
Cmean 97.18889148366951
vperc 48.01422549555959
vdev 39.37763873075961
Cdev 55.9295628786883
varcoV 44.344805423527575
varcoC 57.547279349395666
Vrpvi 35.21079652234537

32.
51.
35.
53.
30.

.570706989480687
.63066520160751
.422050516110374
.10802876043337
.28303917243272
.905745577900966
.945518314700074
.81611731279133
.73028171016165
.51346122370952

.94644411413219
.149861515721412
.86161633245033
.19489108952554
.431077552255445
.52122211763805
.404661297790085
.86263472451292
.668223140750257
.206908081747724

16177618760312
334023826965
387500039442195
52962511376319
532446340534715
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9. Appendices

Crpvi 60.26276481207018 54.27513298723366

vnpvi 36.79232489428386 31.63806915089149

Cnpvi 58.05478399614456 55.88188533785265

vcci  23.87949835727853  22.185113263226484
Ccci  31.597089078738428 32.34770879770544

colour #ffffff

border #ff0000

symbol tu

FILE Japanese_phl_ar

intv 214

intc 211

pause 19

Vmean 82.93205037862208

Cmean 78.64327041290834

vperc 51.67980312117183

vdev  39.30473945875299 32.915868841147045
Cdev  31.391594419032028 27.766899935469993
varcoV 47.39390775859175 39.128815743894876
varcoC 39.91644072558748 35.35378174983338

Vrpvi 36.644929949447196 31.818579495865208
Crpvi 32.347715462436575 32.65130364941389

vnpvi 42.49186703106479 36.963781787469436
Cnpvi 40.845086110336766 42.49359305927674

vceci  26.706762586817582 24.584429094897224
Ccci  28.7837574362905 30.353671649610558
colour #ffffff

border #ff0000

symboT tu

FILE Japanese_phn_pm

intv 186

intC 184

pause 18

Vmean 89.38757370871872

Cmean 96.67447707843408

Vperc 48.31172114110805

vdev  39.61915026611358 32.608318761575894
Cdev  54.698377698947375 50.29984480899646

varcoV 44.32288362051066 35.600724787851924
varcoC 56.579957142741414 52.56633293892352

vrpvi 35.46550582109242 30.903119578630047
Crpvi 58.29805884648838 52.87901362979658

vnpvi 36.70264692718096 31.739018803319208
Cnpvi 56.618150832351375 54.99387463515671

vcci  27.01499628031619 24.873729402434293
Ccci  28.38746412188199 30.143802323580676
colour #ffffff

border #ff0000

symbol td

FILE Polish_IPA_ar

intv 158

intC 164

pause 15

Vmean 77.68281441479469

Cmean 134.42481552158236

vperc 35.76353156055076

vdev  32.08524100299366 27.84108087085223

Cdev  65.89284742349562 61.29466310799533

varcoV 41.30288178241265 35.28535488308908

varcoC 49.01836552114614 46.444276673055256
Vrpvi 32.14555176453511 29.599613817915124
Crpvi 72.39261631221315 69.89452145744674

vnpvi 40.658542116977884 37.638027128808574
Cnpvi 55.4456799481717 54.78119190064583

vcei  27.012067263316577 24.862948938990048
Ccci  43.02379389705914 40.86885996979048

colour #ffffff

border black

symboT tu

FILE Polish_IPA_pm
intv 160

intC 165

189



pause 14

Vmean 78.85833462704832
Cmean 132.3311584230415
Vperc 36.622961840282755
vdev 32.70986387680613 29
Cdev 70.01215609361535 63
varcoV 41.479272966521265 36
varcoC 52.90678093348031 48
Vrpvi 32.38780272428115 31
Crpvi 77.2591656724486 74
vnpvi 39.29760933386811 38
Cnpvi 58.466699442360614 57
vcci  26.052844989550927 25
Ccci  36.11718944864734 35
colour #ffffff

border bTlack

symbol td

FILE Portuguese_manaus_ar
intv 164

intC 160

pause 21

Vmean 114.45532200721969
Cmean 120.63150036383963
vperc 49.30346284802374
vdev  55.34025775207122 56
Cdev  53.574406277237145 48
varcoV 48.35096942768675 47
varcoC 44.41162226752553 38
Vrpvi 66.24924456952499 70
Crpvi 56.43454290411068 53
vnpvi 56.93580809578065 58
Cnpvi 46.84071128511291 43
vcci 50.70472487250472 54
Ccci 40.81723008896643 38
colour #0000ff

border black

symboTl tu

FILE Portuguese_manaus_pm
intv 164

intCc 159

pause 21

Vmean 119.56380658618578
Cmean 119.29661017709834
vperc 50.82991093314241
vdev  62.37432751372985 68
Cdev  53.98049674184157 48
varcoV 52.168234932172595 50
varcoC 45.24897787263727 39
Vrpvi 73.80969823017409 85
Crpvi 57.3268674376657 54
vnpvi 59.815514295896946 63
Cnpvi 47.49067158093844 44
vcci  54.31924387920861 57
Ccci  41.34488395039042 39
colour #0000ff

border bTlack

symbol td

FILE Romanian_brasov_ar
intv 194

intc 198

pause 22

Vmean 90.64310262618477
Cmean 102.71581227352779
Vvperc 46.37026903851032
vdev 48.479416001049366 47
Cdev  41.499271824855924 41
varcoV 53.48384443654817 49
varcoC 40.40202857408667 40
Vrpvi 51.64700603331115 53
Crpvi 47.6668087602596 51
vnpvi 52.81858216864491 52
Cnpvi 45.620502226751036 47

9. Appendices

.66746015114169
.75961042073766
.55895921964797
.46501536863757
.291171028606307
.95909059108948
.84887872481133
.22657247838658
.594323302452672
.599243420213185

.96707049048419
.44206453707678
.60296880239966
.510674857608564
.13631165668227
.15532082340069
.690101787697145
.32896219173523
.03687837869711
.19537720213249

.05136229427755
.63659388229077
.98332345996149
.430662048107884
.29726159428051
.15664486729973
.45443261173132
.86711471642803
.97273308927976
.93412617212125

.54388824910096
.6922950156931
.97819654348041
.37049985087077
.74605667576475
.60336532398311
.72510391605423
.840128484224564
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vcci  31.32182985357846  28.
Ccci  32.34527890310645 31.
colour #aa0Oaa

border black

symboT tu

FILE Romanian_brasov_pm
intv 195

intc 197

pause 20

Vmean 90.71564210889268
Cmean 103.25657770935332
Vperc 46.51338526226603

vdev 51.03178363700195 54.
Cdev  40.83016312352775 42.
varcoVv 56.25466837984207  53.
varcocC 39.542433062672785 39.
Vrpvi 53.72088994291564 62.
Crpvi 45.44926719347183 50.
vnpvi 54.653788562116745 55.
Cnpvi 44.000800662226425 45.
vcci  31.82311691239001  27.
Ccci 32.768589706960576 30.
colour #aa0Oaa

border black

symbol td

FILE Romanian_bucharest_ar
intv 201

intC 199

pause 20

vmean 100.56499722893405
Cmean 115.06850819224195
Vperc 46.885952423699855
vdev  48.570920066341756 51.
Cdev 59.66372587026871 52.
varcoV 48.29803749287747  48.
varcoC 51.850612133243345 45.
Vrpvi 49.25189754065848 54.
Crpvi 62.07257642417116  59.
vnpvi 45.25297351704499 47.
Cnpvi 52.91635247788881 51.
vcci  33.546477776316394 33.
Ccci 41.73155874756905 43.
colour #aa0O0aa

border black

symboT tu

FILE Romanian_bucharest_pm
intv 199

intc 197

pause 20

vmean 109.24902276038414
Cmean 110.38453496520106
vperc 49.99402356861555

vdev 61.07974217457555 64.
Cdev  55.659272878186364 49.
varcoV 55.90873092617198  55.
varcoC 50.42307139830145 44.
Vrpvi 62.76266315313038 69.
Crpvi 60.13132058345864  58.
vnpvi 52.86089313246089 56.
Cnpvi 55.559569328362336 53.
vcci  40.10094970195722  39.
Ccci 43.973902448618986 44.
colour #aa0Oaa

border black

symbol td

FILE Romanian_bucovina_ar
intv 203

intCc 201

pause 17

Vvmean 81.9153609757973

Cmean 84.92768529115041

9. Appendices

61235336327011
047789836078717

60816556028061
26286314317476
032793751628674
50412105158487
64991251086949
036560898608954
96618451510798
59819163143459
630202940047656
859336326985623

37660225120853
72997412786821
11326859542434
067744988741794
129662647172324
93216745946566
01546297771315
665792592586335
3968829564933
20209813018427

73347795502438
668506939596256
62679325257056
62310934359297
95161749625241
515269187903364
88263789696342
66170452309007
12967195125326
51474822458667
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vperc
vdev
Cdev

varcocC
Vrpvi
Crpvi
vnpvi
Cnpvi
vcci
Ccci
colour
border
symbol
FILE
intv
intC
pause
Vmean
Cmean
vperc
vdev
Cdev

varcocC
Vrpvi
Crpvi
vnpvi
Cnpvi
vcci
Ccci
colour
border
symbol
FILE
intv
intC
pause
Vmean
Cmean
vperc
vdev
Cdev

varcocC
Vrpvi
Crpvi
Vvnpvi
Cnpvi
vcci
Ccci
colour
border
symbol
FILE
intv
intC
pause
Vmean
Cmean
Vvperc
vdev
Cdev

varcoC
Vrpvi
Crpvi
vnpvi
Cnpvi
vcci
Ccci
colour

49.34472424064453

35.80307190048414 36.
36.165295256402274 33.
varcoV 43.70739684717072 40.

42.583634691584784 39.
34.78632883020416  39.
40.73664498314597  38.
38.955449310552545 40.
51.411327949086385 47.
20.37817834135273 21.
33.21502133589963  32.
#aa0O0aa

black

tu

Romanian_bucovina_pm
201

200

16

84.51367806975267
84.58420075152782
50.10383576564487

41.87801699362005  39.
36.73350583553216  34.
varcoV 49.5517624485073 44.
43.42833000626143  40.
40.56598988850253  40.
40.52683767480579  37.
43.9379329970122 42.

52.69688452005275 49.
22.30588620487533  22.
35.44545196294452 34.
#9d16de

black

td

Romanian_moldavian_ar
186

186

9

74.74669463208134
95.55075801261107
43.8918453983175

40.94272401364441 44.
47.73424675487276  42.
varcoV 54.77529704179288 52.
49.95695245931241 44.
42.090078551941104 51.
52.197224777379695 45.
51.620544778739955 55.
54.10967234329719 48.
23.132834820735958 23.
36.71250382778991  37.

#aa0O0aa
black
tu

Romanian_moldavian_pm
178

178

7

72.2355691406971
94.25124616494811
43.38816200435047

38.19503747385319  40.
48.88066994819687 47.
varcoVv 52.87566489503068  51.
51.86209406998324  49.
40.46676349756715 44.
53.14270115229604 52.
53.6201239094845 54.
55.86679164978315 54.
39.604074273546246 42.
34.88312435807211  36.

#aa0O0aa

9. Appendices

92203315373035
86133981470167
210707351233204
77950244757489
969320861834085
06736598574737
04499031753832
84491689971803
169964307763593
370529972831825

13087727540895
3094435878664
53490491362393
288652102653224
4092702744872
95556702679769
74548235270227
162748770949996
391876740152284
38216402611619

86326702750932
123115142080394
440030181526716
29331123171506
809208270922795
37463599582945
80691620811605
66576864839299
596643803497994
508291928984896

294440085164354
443589907919794
70744002428173
3644767429121
643577237301905
166240024256446
79463351673329
79050928961663
9166651049826
11178579576258
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border
symbol
FILE
intv
intC
pause
Vmean
Cmean
Vvperc
vdev
Cdev
varcov
varcocC
Vrpvi
Crpvi
vnpvi
Cnpvi
vcci
Ccci
colour
border
symbol
FILE
intv
intcC
pause
Vmean
Cmean
vperc
vdev
Cdev
varcov
varcoC
Vrpvi
Crpvi
vnpvi
Cnpvi
vcci
Ccci
colour
border
symbol
FILE
intv
intC
pause
Vmean
Cmean
vperc
vdev
Cdev

9. Appendices

black
td

Romanian_muntenian_ar
189

60.944402300096506

90.21685466774922

40.19056122957424

30.749122781214343 31.456797845847394
45.02851239292064 41.58223477708734
50.454384029894165 46.682332385356105
49.91141905661832 44.78530768800086
31.867297793803374 34.09918789846107
49.38276953432634 49.55588620732935
52.038061258429835 50.56350092452248
57.08966768341851 54.558557274258135
31.913776967653174 34.12649441309783
34.342367321283284 33.85608246498844
#9d16de

black

tu

Romanian_muntenian_pm

179

180

19

60.58626123932914

88.90745034933519

40.3934256673906

31.227489451595165 32.70011912717695

45.16518633060256 41.460919521797955
51.54219589196909 48.49603852720002

50.80022669994414 45.23311166742617

31.795234331089233 34.026515125321765
49.0718420197451 49.15631399883024

52.33304091111064 50.93372964107818

57.555234529646086 55.00565609623976

32.50176197135167 34.556196012810375
34.814701807781645 34.355146474021836
#9d16de

black

td

Romanian_oltenian_ar

199

198

18

119.25152170939269
118.18141886137444

50.35128903482907

61.61569352895423 59.52150981784743
51.36122218815213 47.80834485244338

varcoVv 51.66868535154395 48.8980783446063

varcocC
Vrpvi
Crpvi
vnpvi
Cnpvi
vcci
Ccci
colour
border
symbol
FILE
intv
intC
pause
Vmean
Cmean
vperc
vdev
Cdev

43.45964254194502 40.25921591679274
63.922436191480806 66.15649786777921
58.024653438635255 52.81617539302263
47.88856224458527 48.90565612105101
50.46269499591334 46.11617798484887
58.65734091489904 60.1531092340645
44.36503990731258 41.51597426364943
#9d16de

black

tu

Romanian_oltenian_pm

186

184

17

119.48943435353192

118.39287029669973

50.50074237215807

63.044316298297794 59.560258825560815
54.61709313215443 49.341892791686014
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varcov
varcocC
Vrpvi
Crpvi
vnpvi
Cnpvi
vcci
Ccci
colour
border
symbol
FILE
intv
intcC
pause
Vmean
Cmean
vperc
vdev
Cdev
varcov
varcocC
Vrpvi
Crpvi
vnpvi
Cnpvi
vcci
Ccci
colour
border
symbol
FILE
intv
intC
pause
Vmean
Cmean
vperc
vdev
Cdev
varcov
varcocC
Vrpvi
Crpvi
vnpvi
Cnpvi
vcci
Ccci
colour
border
symbol
FILE
intv
intC
pause
Vmean
Cmean
vperc
vdev
Cdev
varcov
varcocC
Vrpvi
Crpvi
Vvnpvi
Cnpvi
vcci
Ccci
colour
border
symbol

52.76141496474855 49
46.13207957141395 41
66.805596837662 66
60.9982400467413 55
49.92557713186258 50
52.44352067159418 47
62.727476890631756 64.
45.62373234778402 42.
#9d1l6de

black

td
Portuguese_1lisbon_ar

135

132

14
86.81166790906997
113.28576394439247

43.93748400662826
36.60374899440246  37.
60.76629076911973 60.
42.164549853762395 42.
53.63982962497169 50.
44.,19473254318312  45.
59.97701922687909 61.
52.32485951004173 52.
54.860495414357246 54.
36.15150820497482 36.
31.382774730260813 32.
#0000ff

black

tu

Portuguese_11isbon_pm
135

132

14

87.337018147916
113.05726893954588

44.135929904026206
37.675199559677395 38
61.07128898755888 58
43.13772139079652 43
54.01801189821328 48
44.64534532740879 45
61.39598971606641 60
52.429601656777926 52
55.832201989096816 53
36.315266387434896 38
29.534607661059642 27
#0000ff

black

td

Portuguese_saoPau1 o_ar
158

154

11

96.28429583312244
102.13351155242842

49.16674631364098
46.95528302636106 46
50.38512529722623 48
48.767332844956144 46
49.33260839794187 46
54.39073037747987 57
54.023928251772816 54
55.97017247799939 56
51.75481242982659 51
44.832417059840594 48
34.791816395883906 33
#0000ff

black

tu

9. Appendices

.94848880221439
.42905938475505
.24449842218847
.169620728500604
.57611142245323
.71111106273155

48907697104451
04713127863612

63573748389804
32960623280141
51535700545488
21240446298792
40367867349021
92046874089088
847524852350865
96620331052126
950420130478406
852140143415916

.523278297579324
.54781835586839
.234666357053975
.532330825307966
.563671866211834
.10239571926874
.75103766164243
.190959821477094
.10476467520944
.90800668847583

.54318495929374
.15800532507962
.99188671311375
.23625904936922
.00794930926328
.50604124721722
.19809804799767
.21127681977297
.67664098825995
.58020786441748



FILE Portuguese_saoPaulo_pm
intv 158

intc 154

pause 11

Vmean 97.95674628678923
Cmean 100.42795674978542
Vperc 50.01819563053995
vdev  47.91979244653272 48
Cdev  49.84145491778849 47
varcoVv 48.91933864997652 47
varcoC 49.62906398859398 46
Vrpvi 55.67909363649826 58
Crpvi 53.82097291723188 54
vnpvi 56.02836819593462 56
Cnpvi 51.890624750162075 51
vcci 46.1906132290045 51
Ccci 34.870442053664746 34
colour #0000ff

border black

symbol td

FILE Russian_gs_ar

intv 175

intCc 179

pause 11

Vmean 79.23956669029302
Cmean 113.84205660997526
Vvperc 40.49369240985652
vdev  33.85025000969529 32
Cdev  54.86019969145939 50
varcoVv 42.71887318869198 40
varcoC 48.18974755472956 45
Vrpvi 38.15285113126302 36
Crpvi 62.675585520459045 60
vnpvi 44.943694149910456 43
Cnpvi 55.56382884080199 54
vcci  28.58638037646266 27
Ccci  35.53713851986736 34
colour #f7c109

border black

symboT tu

FILE Russian_gs_pm

intv 182

intCc 186

pause 11

Vmean 79.10720355275635
Cmean 106.95941062567586
Vvperc 41.98509052606885
vdev  33.12758288675832 31
Cdev  48.35976043190399 47
varcov 41.87682208316925 39
varcoC 45.2131889555262 45
Vrpvi 36.73975357453552 35
Crpvi 54.35577592456517 52
vnpvi 43.888698019913136 42
Cnpvi 51.52397464834826 50
vcci  31.853089521449384 31
Ccci  29.715986096016756 28
colour #fecbh01

border black

symbol td

FILE Russian_ss_ar

intv 174

intc 177

pause 17

vmean 78.00773586189523
Cmean 123.67301935815395
vperc 38.274161726061315
vdev 36.23256713225476  37.
Cdev 57.923156861650874 54.
varcoV 46.44740259658457  43.
varcoC 46.8357263065656 44,
Vrpvi 37.87215575215725 42.
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.06880531860939
.992895445430555
.653964501812915
.77933828056486
.80834863769837
.83129646622226
.40520038097956
.93026787642263
.393380717159516
.32626840447903

.18513511153391
.876537420906025
.53189037498117
.91521818414914
.27192423734597
.16436089360859
.034870995083004
.82331916255019
.42435319886409
.46857660236302

.634555607154063
.1756960561775
.74463065865806
.11885186429301
.22698809497796
.90746399219127
.292064417456245
.874342077389244
.45726855231651
.278131649301514

80584692315388
90722917463583
92850870307808
29127274399847
80919623661539
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Crpvi 65.24290252445456 62.94226176665938
vnpvi 46.958401961484924 49.2093300647478
Cnpvi 54.72322953125756 53.5304556418685
vcci  34.31662033835754 35.690617736896456
Ccci  40.45879992181798 43.65707997392145
colour #f7c109

border black

symbol tu

FILE Russian_ss_pm

intv 175

intCc 179

pause 17

Vmean 78.96126168963193

Cmean 121.66893610651427

vperc 38.8185414047251

vdev  38.45111724844714 39.54883034720778
Cdev  55.20837352232766 53.184752892547806
varcoV 48.69617889286589 44.9684816686361
varcoC 45.37589896733859 43.6178139084747
Vrpvi 38.190041235159406 42.97422044740744
Crpvi 63.04716828632986 60.27842993477008
vnpvi 46.30674831427909 48.4345695785036
Cnpvi 53.49030604834872 51.974898131859284
vcei  33.339724660075255 33.35627535818072
Ccci  38.70934807546905 40.68483827287438
colour #fech01

border black

symbol td

FILE Spanish_bogota_ar

intv 157

intCc 154

pause 19

Vmean 72.35528189297948

Cmean 96.85492007206696

Vperc 43.23345518307142

vdev  34.7828489271357 32.752460520981444
Cdev  46.39919193246093 46.149500175631346
varcoV 48.07230103613297 42.88109113301242
varcoC 47.90586982874657 46.68421866436047
Vrpvi 36.33641031878884 37.35589781669293
Crpvi 56.75667658866066 57.60966321073218
vnpvi 46.57731504342108 47.51101748033804
Cnpvi 60.182227488702566 59.282573029386995
vcci 27.36296789517043  26.95302261635581
Ccci  27.86178644621503 25.577643501908735
colour #ff0000

border black

symbol tu

FILE Spanish_bogota_pm

intv 161

intC 158

pause 19

Vmean 74.98089889309256

Cmean 92.54065394472045

vperc 45.22446828855111

vdev 29.09357267491019 25.604697086338362
Cdev  43.30929996252935 42.712506536963915
varcoV 38.801312206715046 34.421714735989944
varcoC 46.800295995747284 45.24748817855949
Vrpvi 32.06195114984841 28.80176161010774
Crpvi 51.32921329926918 51.9454161074592
vnpvi 41.20515827131481 38.72787017462656
Cnpvi 57.25007758923295 55.79679620061273
vcei  28.923814076179184 28.137666321624923
Ccci 28.451414199850255 25.534850917525823
colour #ff0000

border black

symbol td

FILE Spanish_caracas_ar
intv 155

intCc 156
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17

61.
88.
40.

pause
Vmean
Cmean
Vvperc
vdev  28.
Cdev 40.
varcov 46.
varcocC 46.
vrpvi 27.
Crpvi 47.
vnpvi 42.
Cnpvi 54.

551273453424756
21230878315957

94337156749738

855752266087336
968802934040475
88083714128547

443408521081295
757391497830945
01333670136085

42618622971178

97503011841243

vceci  23.140292517652842
Ccci  24.02891424905356

colour #ff0000

border black

symboT tu

FILE

intv

intcC

pause
Vmean
Cmean
vperc

Spanish_caracas_pm
156
154

16

.18279590929804
.20535558254896
.66017447509747
vdev .720275124021367
Cdev  36.505517593271094
varcoV 36.390392270113985
varcoC 42.84415849647348
Vrpvi 24.874195972897756
Crpvi 41.081382820811605
vnpvi 36.878264535428755
Cnpvi 47.91542767789988
vcci  24.089868176218683
Ccci  22.125057300521796
colour #ff0000
border black
symbol td
FILE
intv
intC
pause
Vmean
Cmean
vperc
vdev 22.
Cdev 46.
varcov 33.
varcoC 54.
vrpvi 24.
Crpvi 55.
vnpvi 36.
Cnpvi 68.

Spanish_granada_ar
165
162
16
67.
84.
44 .

25052584242421
98924626543216
62705672937064
497932029248073
47694381510287
4539124377456
68567596181463
729144189024446
979548577639875
837549747125266
0129299862016
vcci  23.8613543841464
Ccci  33.63030512008287
colour #ff0000

border black

symboT tu

FILE
intv
intC
pause
vmean
Cmean
vperc
vdev  23.
Cdev 47.
varcovV 34.
varcoC 53.
vrpvi 23.
Crpvi 56.
vnpvi 32.
Cnpvi 67.

Spanish_granada_pm
161
159
16
68.
87.
44 .

81708109688834
57673044445247
31066706335409
847598509026927
156586359362635
653603624152005
846022933309634
194150306121305
635992947913294
930317541626884
78447367808475
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.130724141198687
.07536297769295
.64663805022232
.80876142651439
.536676371968213
.66234703245115
.67418627711227
.270776646158644
.98869083442424
.69513698765942

.774266056630015
.53986013634101
.603599675174365
.87189985380579
.242230805508406
.91621185864005
.883386260333495
.38589434360223
.798518219866814
.521289466831888

.13194775796735
.49980935596266
.56929329448244
.18126232740229
.849474966615684
.527829473881624
.4106209846264
.54808788530038
.426389855504585
.316667106681905

.7052862187883
.230993409702755
.090505452139226
.153518415096
.51610829563192
.8528756570044
.27254246411719
.48335038302395
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vcei 21.46967096861252 21.075521213971836
Ccci  31.63357827121847  28.576739139629943
colour #ff0000

border black

symbol td

FILE Spanish_IPA_ar

intv 164

intC 162

pause 13

vmean 71.20441839516616

Cmean 99.37284848013111

vperc 42.041891194304434

vdev  30.070779562728855 33.63534530691724
Cdev  52.30973236533942 48.99958626142094
varcoV 42.231620228738876 45.4097368230649
varcoC 52.63986407292972 49.00915461157334
vrpvi 31.66939801119255 34.58080703373354
Crpvi 59.48718221307275 63.5222751675023
vnpvi 41.6191459645734 45.06648929609983
Cnpvi 60.820311508138225 62.76656351120989
vcci  26.341149108260435 29.829788395509212
Ccci  32.62775936602838 34.79382494277831
colour #ff0000

border black

symbol tu

FILE Spanish_IPA_pm

intv 163

intCc 161

pause 13

Vmean 74.75581609635226

Cmean 99.5274205850065

vperc 43.19596343538248

vdev  33.85165166570099 37.12816641953708
Cdev 51.70747504167457 48.875960542260856
varcoV 45.28296717685461 47.826272384381355
varcoC 51.952994197725786 48.90950269343214
Vrpvi 31.258745241600703 32.22766148648249
Crpvi 57.254522177357146 62.04175437936107
vnpvi 38.155769187080026 40.17237409187338
Cnpvi 59.945389188001705 63.43727272536156
vcei  29.257802112117616 30.59483730341013
Ccci  32.66958287673966 30.629936266772486
colour #ff0000

border black

symbol td

FILE Spanish_lima_ar

intv 172

intc 172

pause 23

vmean 76.91261963021269

Cmean 84.22826101601434

vperc 47.73004796906174

vdev  35.48581323027807 32.511678931322564
Cdev  37.597461422060015 35.44783015704988
varcoV 46.1378293976852 38.68598613479965
varcoC 44.637584782750764 42.501957439459595
Vrpvi 33.41288174052672 35.3040511837775
Crpvi 44.004557401645044 43.12189371159943
vnpvi 39.94239191636248 40.662973803791154
Cnpvi 57.09417366871914 54.81187630217617
vcci  22.80225625196563  21.95501672300476
Ccci  26.137598264466266 23.906061197447784

colour #ff0000
border black

symbol
FILE
intv
1ntC
pause

tu

Spanish_Tima_pm

158
157

21

Vmean 73.26461417975007
Cmean 88.11295705668206
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Vvperc 45.556934670192064
vdev 25.761760373741172
Cdev 36.869773765841224
varcoV 35.16262340580452
varcoC 41.84375941681689
Vrpvi 25.13475635103389
Crpvi 44.11441457276916
vnpvi 32.322524511220834
Cnpvi 51.89929109276624
vcci  22.758055103107644
Ccci 26.18698548038082
colour #ff0000

border black

symbol td

FILE Swedish_IPA_ar
intv 160

intCc 164

pause 15

Vvmean 92.02348495976844
Cmean 114.1792381098518
vperc 44.01832761042909
vdev  35.805234522877065
Cdev  54.74927740796527
varcoV 38.908800876787794
varcoC 47.9502914140056
Vrpvi 42.06931769767066
Crpvi 68.11331260264166
vnpvi 45.26058476189414
Cnpvi 60.49140863660416
vceci  31.695124141273237
Ccci 30.60082372107569
colour #b35900

border black

symboT tu

FILE Turkish_ar

intv 163

intC 169

pause 16

Vmean 87.77415070550994
Cmean 103.97499035331374
vperc 44.879715631566775
vdev  37.96009756046363
Cdev  57.49794998762647
varcoV 43.24746779700908
varcoC 55.29978872058051
vrpvi 40.976826882311734
Crpvi 67.2258252140195
vnpvi 46.0729495081369
Cnpvi 61.95452946659324
vcci  40.79394040294805
Ccci 40.48123132158842
colour #ffdoff

border #ff00ff

symbol tu

24.
35.
31.
39.
25.
46.
31.
52.
20.
25.

37.
53.
41.
50.
40.
65.
44.
60.
40.
39.
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679717196929943
7228238634609
402983913866183
78345177579403
549788260284863
09248745040499
910251643681768
418885191769654
65633265514097
229280142993048

.59186057833848
.2714688738541
.184828456410266
.1110377875044
.790291455621364
.72154898945452
.07106415570816
.97984770435922
.000544876893315
.5787112400012

759943692715424
28041936509227
649353515539666
76838580492096
796125008751474
13028111702876
86816107777714
50233190119441
35836668199842
2430728233207
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Appendix 3: Tcl implementations

Key Tcl implementations are reported below. Howetleis is merely a fraction of
the entire program, which contains more than 4008sl of code (which can be
consulted directly from the sources, available re following internet address:
http://www.lfsag.unito.it/correlatore/download_etmit).

Appendix 3a: Tcl implementation of the metrics

The procedures (proc) d@@orrelatore implementing the calculation of the rhythm
metrics are reported below. All take a numerical &s argument (consonantal or
vocalic durations), except for the CCI, which takdists as arguments (the first
being a numerical list containing the duration ofigonantal or vocalic intervals, the
second being a string list containing the segmeonsposing each interval).

# Tcl implementation of the delta (standard deviation)
proc stdev {lista} {
set media [mean $1ista]
foreach item $lista {
Tappend provvisorie [expr pow(($item - $media), 2)]

return [expr sqrt( ([join $provvisorie +1) / ([11ength
$provvisorie] .0 - 1) )]

# Tcl implementation of the varco
proc varco {lista} {
return [expr [stdev $Tista] / [mean $1lista] * 100]

# Tcl implementation of the rpPvi
roc rpvi {valori} {
set volte O
foreach v $valori {
if {$volte > 0} {
set prec [lindex $valori [expr $volte - 1]]
Tappend rpvi [expr abs($v - $prec)]

incr volte
}
return [mean $rpvi]

}

# Tcl implementation of the nPVI
proc npvi {valori} {
set volte O
foreach v $valori {
if {$volte > 0} {
set prec [lindex $valori [expr $volte - 1]]
2.0)] Tappend npvi [expr (abs($v - $prec)) / (($v + $prec) /

incr volte

return [expr 100 * [mean $npvill]

}

# Tcl implementation of the CCI
proc cci {durate segmenti} {
set volte O
foreach durata $durate {
Tappend differenze [expr $durata / [string Tlength [Tindex
$segmenti $volte]].0]
incr volte
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set volte 0
foreach v $differenze {
if {$volte > 0} {
set prec [lindex $differenze [expr $volte - 1]]
Tappend cci [expr abs($v - $prec)]

incr volte

return [mean $cci]

Appendix 3b: reading CV and SAMPA segmentations with a
foreach cycle.

foreach item $contenut o($scelto) {

#e---- correct characters that may interfer with Tel -----
set item[string map {\" ""} $iten]

set item[string map {\[ \\\[} Siteni

set item[string map {\] \\\]} S$iteni

set item[string map {\{ \\\{} Siteni

set item|[string map {\} \\\}} S$iteni

#e---- a=fono; b = durata -----
incr n_intervallo

set a [lindex $item 0]

set b [lindex $item 1]

if {$a eq ""} {set a "#"}

#e---- if annotation is in CV, put it in $pronto_cci -----
if {$tipo($scelto) eq "CV'} {
if {I[string match -nocase "*c*" $a] && ![string nmatch -nocase
"*v*" $a]l && ![string match -nocase "#" $a]} {
lappend log [errore_segmento $scelto $n_intervallo

$iteni
} else {
| append pronto_cci "$a\t $b"
}
}
#o---- if annotation is in SAWPA, convert SAMPA in CV -----
if {$tipo($scelto) eq "SAMPA'} {
if {[string match "*#*" $a]} {
set a "#"
} elseif {[string match $var_sost $a]} {
set a v
} else {
set a c
}
}
#----- conpute durations for #, Vand Cintervals -----

if {[regexp {"\#+$} $a]} {

if {($precedente eq "#") || ($precedente eq "null")} {
append intervallo $a
set durata [expr $durata + $b]

} elseif {($precedente eq "v") || ($precedente eq "c")} {
| append pronto "$intervallo\t$durata"
set intervallo $a
set durata $b

}

set precedente "#"

} elseif {[regexp {"[VvV]+$} $a]} {
if {$precedente eq "v" || ($precedente eq "null")} {
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append intervallo $a
set durata [expr $durata + $b]
} elseif {($precedente eq "c") || ($precedente eq "#")} {
| append pronto "$intervallo\t$durata"
set intervallo $a
set durata $b

set precedente "v"

} elseif {[regexp {"[cC]+$} $a]} {

if {$precedente eq "c" || ($precedente eq "null")} {
append intervallo $a
set durata [expr $durata + $b]

} elseif {($precedente eq "v") || ($precedente eq "#")} {
| append pronto "$intervallo\t$durata”
set intervallo $a
set durata $b

set precedente "c"
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Appendix 4: sample log file of a perceptive test

A sample log file of a perceptive test is reporteddow. The original name and
surname of the participant have of course neenvethtor privacy reasons. “False”
and “True” are the Boolean values returned by chexgs in the preliminary phase
(each “true” indicate that the participant markedsteess on the corresponding
syllable). Below, “is” indicates the choice “SpamisFrench or similar’; “ia”
indicates the choice “English, German or similddl; indicates the choice “other”;
“no” indicates the choice “I don’'t know”. Detailsrdhe test can be found in chapter
6.

Nome Cognome

eta: 25

titolo: Laurea triennale

CFuUfon: 0

CFUTing: 12

madrelingua: Italiano

inglese: C1

francese: C1

tedesco: Bl

spagnolo: no

altro(specificare): no

altro(specificare): no

true false false false true false false false false false false false true
false false false false false false false false false true false true false
false false false true false false false true false false true false false
false false true false false true false false true true false false true
false true false false false false undefined undefined undefined

true false false false false false false false true false false false true
false true false false true false false false true false false false false
false false false false true false false false true false false false true
false false false false false false false false false false true true false
true false false false undefined undefined undefined

true false true false false false false true false false false false true
false false false false false false false false false false true false
false false false false false false false false false false false true
false true false false true false false false false true false true false
true false false false true false false true false false false false true
false false true false false undefined undefined undefined

true false true false false false false false false false false false false
false false false false false true false false true false false false false
false false false false true false false true false true false true false
true false false false true false false false false false false false true
false false true false false true false false true false false true false
false undefined undefined undefined

true false false true false false true false false false false false false
false false false true false true false false false false false false false
true false false true false false true false true false false true true
false false false true false true false false false true false false false
undefined undefined undefined

1: s
2: 1s
3: da
4: qa
5: 1is
6: 1is
7: s
8: 1ia
9: 1ia
10: is
11: 1a
12: al
13: al
14: is
15: al
1: en
2: en
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3: fr
4: en
5t Jp
6: fr
7: Jp
8: en
9: fr
10: en
11: jp
:]p
13: fr
14: en
15: jp

sliderl:
slider2:
slider3:
slider4:
slider5:
slider6:
slider7:
sliderl:
slider2:
slider3:
slider4:
slider5:
slider6:
slider7:
sliderl:
slider2:
slider3:
slider4:
slider5:
slider6:
slider7:
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66.66666666666667
70.70707070707071
60.60606060606061
34.343434343434346
19.19191919191919
3.0303030303030303
8.080808080808081
19.19191919191919
61.61616161616162
70.70707070707071
29.292929292929294
24.242424242424242
9.090909090909092
70.70707070707071
71.71717171717172
34.343434343434346
19.19191919191919
40.4040404040404
71.71717171717172
8.080808080808081
40.4040404040404
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Appendix 5: Results of the perceptive test by
best performers in the preliminary phase.

Here | report the results of the perceptive testsekclusively participants who
performed better in the preliminary phase. Theirfggenance in the preliminary
phase has been evaluated in terms of correlatithmodel answers. | have selected
those participants whose score was higher thaguel¢o the median (hence 22 out
of 43). The results are reproduced in charts edgmtdo those presented in chapter
6 for all participants.

Turksih| ——m T }—— SMichigan|— T}
Indonesianf—— [ }— Liverpool| ——— I b—
Icelandic| ——T —  }—— Aus), ——[— T
Flemish |——— I —— GA ) 1
Finnish) ——H4 T }——— NZ e I R
Czech — | — Tyneside —] | —
Amharic——8M8M T +— RP— T +— - .
0 10 20 30 40 50 60 70 80 90 100 0 10 20 30 40 50 60 70 80 90 100
Turksih { = .  ma . - sEr = x om o Turksihh 4= == s ms =s @ = =&
Indonesian 1 = . e e Indonesian 4 - - .. ) = mmaa
lcelandic{ = = @e- P lcelandic{ = mesas -
Flemish = ma oam W = o= - - Flemish - = ms e wmmms o=
Finmish{ = - Y . e o Finnish 1 Y T
Czech 4 s amaa m o W - s om om ' Czech A . " ram = am om -
Amharic - — e e e mm o . AMNAric $es = = = @es s . -
0 10 20 30 40 50 60 70 80 90 100 0 10 20 30 40 50 60 70 80 90 100

Figura 9.1. Results of the final part of the test, askingdmcalar categorisation of 7
samples of unknown languages (on the left) andjibnal varieties of English (on
the right). Data is presented on box-plots abovkanscatter-plots below. O
corresponds to A (synthesised RP English sampk&)L8f corresponds to B

(synthesised French sample). Cf. figure 6.9.
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20.0
15.0
10.0

5.0

0.0 n n n n n n n n n n
In di ver si pa e si a fi ca ni il te no re di wvi ta si sta in nal zan do ra pi da men te

20.0

15.0

10.0

5.0

0.0

Luo mo ha ri co no sciu to sin da tem pi an ti chis si mi I'im por tan za del l'ac qua per la vi ta

20.0+

15.0+

10.04

5.0

0.0 . = - s =
Al lo sta to so |i do & ne ta coe meghiaccio al lo sta to a e ri for me € no ta co me va po re ac gque o

20.0

15.0

10.0

5.0

0.0

So no no te an che al tre du e for me so |i de quel la delghiaccio ve tro so e quel la del so i do a mor fo

0.0

Per ché non pro via mo a ri sol we re il pro ble ma in sie me in wve ce di li ti ga re?

Figure 9.2.Histograms representing the answers given to rieknpinary phase of
the test. Syllables are shown in the x-axis, tlaxig-represents the number of
people who marked a stress on each syllable [&vstl stresses in blue, second level
stresses in red). Cf. figure. 6.3.
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