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Integration des approches ontologiques et
d’ingénierie dirigee par les modeles pour la résotion
de problemes d’interopérabilité

Résumé étendu en francais

La mondialisation économique et I'accélérationéelielle mondiale des échanges de biens
et services obligent les entreprises a collabondreeelles pour améliorer leur compétitivité.
L’entreprise utilise les services disponibles dasres entreprises pour construire son propre
portefeuille de services. Ensuite, elle exposemepres services aux autres entreprises. Les
entreprises doivent aussi étre agiles au niveaiengh intégrant leurs ressources afin de fournir
une réponse rapide et efficace aux changementsnaentles exigences métier dictés par le
marché ou dirigés par les clients, les partenawasles fournisseurs. Pour résoudre ces deux
défis, les entreprises considérent leur systemefodination (SI) comme un levier pour
automatiser leurs collaborations. De nos jourdjlisation de plusieurs Sls pour supporter la
collaboration entre plusieurs entreprises est wa défi connu sous le nom de probleme
d'interopérabilité d'entreprise illustrée sur lgufe 1.

Dans son environnement métier, I'entreprise réadisaméliore son métier a travers des
activités métiers (Figure 1). Cet environnementieon toutes les activités et les informations de
I'entreprise. L’environnement collaboratif est crégar [linteraction entre plusieurs
environnements meétiers. L'environnement IT a, quaii, la responsabilité d’automatiser ces
activités metier par des dispositifs de communicatides systemes d'information, etc.
L’environnement d’interopérabilité est créé pantéraction de plusieurs environnements IT.
Certaines activés métiers ne sont pas supportédepaironnement IT, par exemple I'activité
« une société installe des téléphones pour une aatiété ». Dans une collaboration, il y a aussi
d’autres types d’interactions qui ne sont pas aat@mables, par exemple l'interaction entre les
personnes. Ainsi, d’'une part la collaboration irgetreprises doit étre supportée par le biais des
interactions entre les environnements métiers etdd chacune des entreprises. D’autre part, la
collaboration d'entreprises doit étre aussi suggapar des interactions entre des environnements
métiers et IT (interaction entre les environnemeddscollaboration et d'interopérabilité). En




effet, pendant la collaboration, I'environnement /Tinteropérabilité a généralement besoin

d’interventions humaines pour saisir ou envoyeridEsmations.
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Figure 1. Probléme d'interopérabilité d’entreprise

Dans une collaboration interentreprises, il faigradr les environnements de collaboration
et d'interopérabilité afin de réduire I'écart enttes deux environnements. Les exigences de
collaboration dans I'environnement de collaboratdoivent étre réalisées par les Sl dans
I'environnement d'interopérabilité. Cet alignememrmet a I'environnement d'interopérabilité
d'étre agile et de s’adapter plus facilement awangements dans l'environnement de
collaboration. Cependant, les méthodes d'alignensmtt influencées par les méthodes
d’'implémentations dans I'environnement de l'intérapilité. Par exemple, (Touzi 2007) propose
de générer un systeme d'information collaboratifisdan environnement d'interopérabilité a
travers la transformation des modéles dans un @mment de collaboration. Le systéeme
d'information collaboratif joue un réle de «médiate entre des systemes d'information des
entreprises. Cette méthode a été également adoguté@ruptil 2011) pour résoudre un probléme
de gestion de crises. Mais il est possible de mettr ceuvre les exigences de collaboration sans
médiateur, en utilisant uniquement le systemeatimétion de chaque entreprise. Cette méthode
d'alignement évite la dépendance au médiateurraetigbeaux entreprises plus de contréle sur la

collaboration. Dans cette thése nous proposonselieenéthode d’alignement.




Notre travail est basé sur Model Driven EngineerinMDE) et sur l'utilisation des
ontologies. MDE est une méthodologie de développerugiciel, qui vise a élever le niveau
d'abstraction dans la spécification du programmaer pfavoriser l'automatisation dans le
développement (Batory 2006). MDE s’appuie sur deations fondamentales : les modeles et les
transformations de modeéles. Cela permet la séparaties préoccupations par niveaux
d’abstraction. A chaque niveau d’abstraction deslétes sont élaborés en utilisant des domain-
specific languagésou des langages standardisés comme UML. Les tramafions de modéles
sont utilisées pour automatiser autant que possileéveloppement de logiciels et pour
renforcer les liens entre les niveaux d’abstractierqui augmente la tracabilité. Cette démarche
initialement prévue pour le développement de ledgcipeut étre adaptée dans le cadre de
I'alignement. L'approche MDE est donc été retenaarmotre travail sur l'alignement métier et
IT. MDA®Model Driven Architecture) est la vue de 'OMG (@bt Management Group) qui
entre dans le cadre MDE. Notre travail se focaleeantage sur MDA.

Dans les collaborations d’entreprises, les systaitiermation, distribués et hétérogenes,
s’échangent des données qui peuvent étre hétémgbas problemes de I'hétérogenéité des
données peuvent étre divisés en deux niveaux tétbgenéité syntaxique et I'hétérogénéité
sémantique. L'hétérogéneéité syntaxique (Goh, 1péu) étre causée par des conflits de types de
données, des conflits d'étiquetage, des conflitgrédgation, des conflits de généralisation entre
des differentes bases de données/systemes d'itionmiahétérogénéité sémantique (Goh 1997)
provient principalement des conflits de noms, da¥lits d’échelle et des unités et des conflits
d’interprétation entre des difféerents systemesn Ale réaliser l'interopérabilité sémantique, les
ontologies et les technologies basées sur la séuantont jouer un role clé (Wache, Végele et
al 2001; Uschold et Grininger 2004). Notre tradailrecherche étant basé sur I'alignement, il est
nécessaire de prendre en compte également lestasggrnantiques. Notre travail est donc
naturellement lié aux ontologies.

Cette thése apporte des éléments de réponseuestian principale suivante : comment
I'architecture dirigée par les modéles et I'étu@s dntologies peuvent contribuer a résoudre les
problemes d'interopérabilité d'entreprise ?

! ’ingénierie dirigée par les modéles
2 Langues dédiées a un domaine

3 Architecture dirigée par les modéles




Tout d’abord, nous présentons une synthese demutxasur l'interopérabilité d’entreprise a
partir de quatre dimensions principales : sa di#imj son cadre, ses solutions et ses modéles de
maturité. Ensuite, nous positionnons notre tragail les trois dimensions suivantes : cadre,

solutions et modéles de maturité. Puis, nous sooig l'interopérabilité d’entreprise a travers

I'alignement métier-IT pour soutenir des collab@as entre des entreprises.
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Figure 2. Cadre pour des solutions IT aux problémed’interopérabilité pour une entreprise

Afin d'aligner le métier et I'IT, nous étudions gindomaines de recherche sur
l'interopérabilité d’entreprises : les processusiené&ollaboratifs, MDA, SOA (Service Oriented
Architecture), ESB (Enterprise Service Bus) ettbtogie. Ensuite, nous proposons un cadre
pour des solutions IT a des problemes d'interojiééaliCe cadre, présenté sur la Figure 2, devra
étre mis en ceuvre dans toutes les entreprisesiparti a la collaboration. Le cadre commence a
partir de I'environnement métier et se terminee@avironnement IT. Au niveau méthodologique
(dans le rectangle supérieur rouge), le cadresetilles processus métiers, MDA, SOA et
l'ontologie pour aligner les environnements mégielT. Au niveau technique (dans le rectangle

inférieur rouge), le cadre s’appuie sur un ESBogttblogie (ESB sémantique) comme la plate-




forme / infrastructure de I'environnement IT. Cdreacouvre également trois domaines clés sur
I'interopérabilité d'entreprise proposés dans (CkenDoumeingts 2003) : la modélisation
d'entreprise, l'architecture & la plate-forme entblogie. Ces trois domaines clés sont identifiés
dans les rectangles verts sur la Figure 2.

Afin de réaliser le cadre proposé précédemments pooposons une « Méthode Basée sur
des Processus pour I'Interopérabilité d'Entrepri¢®lBPIE) au niveau méthodologique, et une
« Architecture Basée sur I'Ontologie et Dirigée pes Buts (BOGD) pour I'Interopérabilité
d’Entreprise » au niveau technique.

La MBPIE est basée sur I'ontologie et constituéeidg étapes (niveaux) principales :

Etape 1 :le point de départ consiste a définir un processilaboratif ;

Etape 2 :les activités sont annotées avec des informapoésisant notamment quels sont
les collaborateurs. On obtient le processus cal&l§annoté par les collaborateurs ; ensuite, on
fusionne les activités voisines qui appartiennantn@&me collaborateur, puis on intégre les
activités qui appartiennent aux différents collaears pour obtenir un processus global
simplifié d'interopérabilité et plusieurs sous-msesus d'interopérabilité. Cette étape est basée sur
deux criteres quantitatifs : le rang de processullaoratif et le taux de coopération. Afin
d'expliquer cette étape, nous introduisons un &ade appelé « ShoppingDrive ».

Les deux étapes précédentes sont globales poute®gsllaborateurs alors que les étapes
suivantes sont locales pour chaque collaboratéuda8s une collaboration d’entreprises, il n'y a
pas de coopérateur principal, le processus cobdibast créé par la négociation de tous les
collaborateurs qui doivent respecter les étapemstes.

Etape 3: chaque collaborateur transforme les (sous-)prosessllaboratifs en ses propres
processus collaboratifs reposant sur sa propraitiéfi des terminologies métiers ;

Etape 4 : chaque collaborateur fixe les types de messages sk propres (Sous-)processus et
transforme les collaborateurs au niveau CIM (Corapart Independent Model) en participants
au niveau PIM/PSM (Platform Independent Model/Blatf Specific Model) ;

Etape 5 :tous les (sous-)processus d'interopérabilité démeloppés en utilisant des langages de
description de processus et exécutés en respectanéme algorithme d’exécution de processus.

Les cing étapes ci-dessus constituent la premiarante de la MBPIE. Si, dans une
collaboration d’entreprises, il y a un coopératetincipal, le processus collaboratif est créé par

ce dernier. Apres les premiéere et deuxiéme étdpasjopérateur principal exécute directement




les quatriéme et cinquieme étapes de la MBPIE auéres collaborateurs exécutent les troisieme,
guatrieme et cinquiéme étapes. Ceci constitue Uaidme variante de la MBPIE. Pour les deux
variantes de la MBPIE, l'usage de I'ontologie affédent.

Dans la MBPIE, les processus collaboratifs et letnansformations (surtout les
transformations entre les deuxieme, troisieme,rgmaé et cinquiéme étapes) sont tous basés sur
l'ontologie. Un processus collaboratif est annotécades informations sémantiques. Dans nos
travaux, un processus collaboratif est exprimé BIMR2.0 et nous proposons quatre méthodes
basées sur I'ontologie pour ajouter des informatis@mantiques dans des processus meétier. Ces
annotations sémantiques seront utilisées dans rdesfdrmations de processus. Durant la
transformation des processus, de nouvelles infaom&tontologiques sont ajoutées dans les
processus. Elles contribueront au processus d'8sacu

Afin de réaliser le cadre de la Figure 2 au niveathnique, une architecture Basée sur
I'Ontologie et Dirigée par les Buts (BODB) est pys@e. Le cceur de cette architecture est un bus
de services sémantiques. Ce bus est basé suldgietet dirigé par les buts. Il s’appuie sur un
mécanisme symétrique pour l'invocation de servagsantiques. Le mécanisme symetrique est
concu en étendant le protocole SOAP (Simple Objaxtess Protocol). Cette extension est
appelée SOAP BODB. Ce protocole est constituéalg prarties : un format du message BODB,
un module SOAP BODB et un modeéle de traitement@ARBSBODB. Le mécanisme symétrique
a trois propriétés de transparence (emplacemengrdg@ue et technique) qui sont essentielles a
l'interopérabilité et a I'exécution des processimetopérabilité. Cette architecture peut déployer
le bus BODB dans des styles différents pour suppdlinteropérabilité d’intra- ou d’inter-
entreprises. Notamment, il peut déployer le bus BQdans un style fédéré pour supporter
interopérabilité d’inter-entreprise.

La MBPIE et I'architecture BODB ont une relatioima#te. Dans la MBPIE, a la deuxieme
étape, les processus métiers collaboratifs et ses-rocessus seront exposés a d'autres
collaborateurs. Cela dépend de la transformatigizdratale du processus qui est prise en charge
par l'architecture BODB. Par ailleurs, dans la MBPIldes processus d'interopérabilité
exécutables seront générés. L'exécution des puxess supportée par un moteur de processus
dans l'architecture BODB.

La MBPIE et l'architecture BODB sont tous fondésr dontologie. L'influence de

l'ontologie sur la MBPIE et I'architecture BODB gstsentée dans le tableau 1. Nous analysons
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I'influence de l'ontologie a partir de trois préogations d'interopérabilité : l'interopérabilité de
données, l'interopérabilité de services et l'iniérabilité de processus. Les trois préoccupations
ont été définies dans (Chen et Daclin 2006). Sieldableau 1, des obstacles conceptuels dans les
aspects de donneées, services et processus peuxergupprimés par la MBPIE (au niveau
méthodologique sur la Figure 2). Les obstaclesnigcies aux aspects des données, services et
processus peuvent étre supprimés par l'architeBOi@B (au niveau technique sur la Figure 2).
Par ailleurs, la MBPIE et I'architecture BODB cangtnt ensemble une approche fédérée a
des problémes d'interopérabilité d'entreprise. Léthode MBPIE est fédérée parce qu'a
I'exception de ses deux premiéres étapes, elleeggéctée et exécutée séparément par tous les
collaborateurs. En plus, chaque collaborateur @sname. Dans une architecture BODB le bus
peut étre déployé pour supporter des collaboratériee des entreprises dans un style fédéré.
Donc, cette architecture peut soutenir la fédémgpiour résoudre des problemes d'interopérabilité

d'entreprise.

Table 1. Influence de I'ontologie sur la MBPIE et’architecture BODB

Préoccupations MBPIE I'architecture BODB
d’interopérabilité
Processus Base d’ontologie (description Conteneur de composants
sémantique sur des processus, etc.); (moteur de processus base sur
annotations sémantiques dans des I'ontologie); bus BODB
processus; (transformation horizontale
transformation verticale basée sur basée sur I'ontologie)
I'ontologie
Service Base d’ontologie (description Bus BODB (STEP 2, et STEP
sémantique sur des services, etc.); 0OlI-2)
annotations sémantiques dans des
processus;
Données Base d’ontologie Bus BODB (STEP 1, STEP 3,
(terminologie métier, etc.); STEP OI-1 et STEP OI-3)
annotations sémantiques dans des
processus;

En résumé, notre travail propose la conception &l'approche fédérée pour résoudre des
problemes d'interopérabilité d'entreprise. L'appeotedérée permet de realiser l'interopérabilité
au niveau conceptuel et technique en prenant ensid@Eation trois préoccupations

d'interopérabilité : données, services et processus
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Notre proposition a cependant quelques limites.t Thabord, la MBPIE et I'architecture
BODB dépendent étroitement de I'ontologie. En eftehiveau d'interopérabilité qu'ils peuvent
atteindre est déterminé par la qualité des ontetogit de la capacité de mapping entre les
ontologies. Mais aussi, l'architecture BODB esttkasur SOAP BODB, donc, son protocole de
transport est limité & SOAP.

Enfin, notre étude réalisée dans cette thése toasiine premiére ébauche de solution.
Cependant d'autres pistes restent a explorer. [Point de vue purement technique, il faut
construire des outils logiciels et des plates-fameur supporter la MBPIE et I'architecture
BODB. D’autre part, ATL devrait étre étendu pourmupoir invoquer des services externes au
cours de la transformation de modeéle. Cela estsséae dans la transformation des processus
basée sur I'ontologie. D’'un point de vue scientidigla découverte de services dirigée par les
buts et la découverte de fournisseurs de serviceemt étre étudiées. Elles sont utilisées dans le
bus BODB. Dans l'architecture BODB, un moteur decpssus basés sur I'ontologie devrait
également étre étudié pour supporter I'exécutio ptecessus d'interopérabilité. En outre, la
composition des processus métier dirigée par dés dnit étre étudiée. Dans notre étude, un
modele de « buts » a été proposé, et ce modeleusetson début pour construire une telle
approche de composition automatique de processtisrroéllaboratifs.

12
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Introduction

Nowadays, with the deep development of economibaiipation, enterprises tend to
collaborate closely with others to improve theimgeetitiveness by using other enterprises’
valuable services as its own complement and makewn services potentially used by
others. In addition, as business requirements fmmarket, customers and partners are often
changed, enterprises have to integrate their ressup provide fast and efficient responses,
i.e., realize business agility. In order to resalre above two problems, enterprises usually
want to take advantage of their information systéongutomate their collaboration and adapt
themselves to changes in the collaboration. Howupport such collaboration and related
changes by information systems of different enisegris a big problem, and it is described as
the enterprise interoperability problem, illustcate Figure 1.

In Figure 1, a business environment of an enterpgsado realize and improve its own
business values through business activities, amtliides all the activities and information
about business. A business environment can inten#ictanother business environment; such
interaction generates a collaboration environmemtween enterprises. Instead, IT
environment automates activities in the businessr@mment by communication devices,
computers and information systems, etc. IT envireminof an enterprise can also interact
with others and such interaction generates andpeability environment. As not all of
collaboration tasks between enterprises can beostggp by IT environment, such as “a
company installs telephones for another compamsfick during collaborations, there are also
interactions between enterprises (between pers@us).collaboration between enterprises
must be supported by interactions between busieessronments and by interactions
between IT environments. Furthermore, enterprid@lmoration must also be supported by
interactions between business and IT environmentsyanteractions between collaboration
and interoperability environments, because duringllalboration, IT/interoperability
environment usually needs persons to input sonernrdtion or sends out some information
to persons.

In order to realize collaboration between entegsjisa gap between the collaboration
environment and interoperability environment shdoddaligned, that is to say collaboration
requirements in collaboration environment must balized by information systems in
interoperability environments. The alignment wilake interoperability environment adapted
more agilely to changes in collaboration environtéfowever, the alignment methods will
be influenced by implementation methods in interapdity environment. For example,
(Touzi 2007) generated a collaborative informatgystem in interoperability environment

through model transformation from collaboration iemwvment, and the collaborative
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information system plays a role “mediator” betwelferent enterprise information systems.
This method is also adopted in (Truptil 2011) tsofee a crisis management problem.
Besides the above alignment method, collaborateguirements can also be implemented
without mediator, only with information system ool enterprise. This alignment method
avoids the dependency on mediators and makes gs&phave more control of their

collaboration. Our work is motivated by the desadind such alignment method.

Enterprise A Enterprise B
Collaboration En ;ironmem

-
3 e

( Business Business

ironment thteractich Environm
=] =T =h
= » B g |
e W O\ =]
=1 S
/:""',TﬁTeropera hility E |V|rc:-nmenf_,"":\

L -
- -

lhteractioh

\ /

Figure 1. Enterprise Interoperability Problem

Our work is based on Model Driven Engineering (MDdf)d Ontology. MDE is a
software development methodology, which aims teedhe level of abstraction in program
specification and increase automation in prograreld@ment (Batory 2006). MDE has two
core concepts: model and model transformation. Mimddomain-specific languages focuses
on higher-level specification of programs. Modelnsformation is used to automate software
development. So MDE is beneficial to our work whaigning business and IT. MDA is
Object Management Group (OMG)’s view on MDE. Ourkvfocuses more on MDA.

In enterprise collaborations, distributed and legeneous information systems from
different enterprises will exchange data with eather. The exchanged data may be
heterogeneous. Problems caused from data heterhgea@ be divided into two levels:
syntactic heterogeneity and semantic heterogen@jtytactic heterogeneity (Goh 1997) may
be caused by data type conflicts, labeling cors]iciggregation conflicts, generalization
conflicts between different databases/informatiysteams. Semantic heterogeneity (Goh

1997) primarily comes from naming conflicts, scgliand units conflicts and confounding
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conflicts between different systems. In order thi@ge semantic interoperability, ontologies
and semantics-based technologies in general vall plkey role to overcome the problem of
semantic heterogeneity (Wache, Vogele et al. 2Q&thold and Gruninger 2004). So our
work must be also related with ontology.

How can we integrate MDE and ontology to solve gaise interoperability problems?
This thesis will respond to the question. Our wiorkhis thesis is organized in the following
structure:

1) Chapter 1 summarizes the research about enteiptex®perability from four
main dimensions: its definition, framework, soluisoand maturity models.
During the summarization, our work is positionedtlre dimensions. Finally,
this chapter points out a research direction tergnise interoperability: aligning
business and IT to support collaborations betwedergrises.

2) In order to align business and IT for enterprisélaborations, Chapter 2
analyzes the related research domains about esgrpnteroperability:
collaborative business process, MDA, SOA, ESB antblogy. Then, this
chapter proposes a framework for IT solutions terwperability problems. The
framework integrates closely the above five rede@@mains together to align
business and IT and meanwhile to satisfy entergofiaboration requirements.

3) In order to realize the framework proposed in Caagt Chapter 3 will propose
a “Process-Based Method for Enterprise Interopktgbi(PBMEI), which
employs collaborative processes to represent aolidion requirements
between enterprises. PBMEI transforms a collabaFaprocess to multiple
executable interoperability processes accordingvtoquantitative criteria: rank
of collaborative process and cooperation raterdieioto explain PBMEI, a case
named “ShoppingDrive” cooperation process is stilidie

4) Chapter 4 presents the ontology usage and coniterR8MEI. Collaborative
processes and process transformations in PBMEalagrounded in ontology.
In PBMEI, collaborative process is annotated widmantic information. As
collaborative process is expressed in BPMN2.0efoee this chapter proposes
our ontology-based methods to annotate semanicniation into BPMN2.0-
based business processes. Such semantic annotatiensised in process
transformations. During process transformation, r@wology information is
added into processes and such ontology informatidincontribute to process

execution.
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5) In order to support execution of interoperabilitpgesses generated in PBMEI,
Chapter 5 designs an ontology-based and goal-d{@&GD) architecture for
enterprise interoperability. The core of the amsttire is OBGD semantic
service bus. This service bus is based on a synumagchanism for OBGD
service invocation. The symmetric mechanism isgiexi according to OBGD
Simple Object Access Protocol (SOAP) which is cosgabof OBGD message
format definition, SOAP module definition and SOABrocessing model
definition. In collaborations, enterprises are Uigumdependent of each other,
SO semantic service buses for enterprises arelysarglanized in a federated
style. The federated deployment of semantic semvicges is also discussed in
this chapter. At last, this chapter analyzes tHatiomship between ontology-
based PBMEI and OBGD architecture.
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Interoperability has been widely studied in manyndms, such as e-Health (Stegwee
and Rukanova 2003; NEHTA 2005), e-Government (E0842 Gottschalk 2009), enterprise
software applications (Chen and Doumeingts 2008yefing and simulation domain (Wang,
Tolk et al. 2009) and military domain (C4ISR-Intgenability-Working-Group 1998), etc. In
different domains, researchers have described &fided interoperability from different
viewpoints and they have not achieved a generabarus. In order to study further,
researchers have also constructed different inéeadylity frameworks. The purpose of the
frameworks is to provide an organizing mechanisrthab concepts, problems and knowledge
on interoperability can be represented in a monecttred way (Chen, Doumeingts et al.
2008). Beside interoperability frameworks, researshhave also studied evaluation
mechanisms of interoperability. The mechanisms uatal the extent to which the
interoperability can be achieved. The evaluationclmeisms are named differently in
different academic papers, for example stages-idr (Gottschalk 2009), maturity levels
(Gottschalk  2009), maturity model (C41SR-Interofdiey-Working-Group 1998),
conceptual model (Tolk and Muguira 2003; Tolk, [madt al. 2007) (Wang, Tolk et al. 2009)
or reference model (NATO 2003). This section valimmarize some definitions and
frameworks and maturity models about interopembiliespecially about enterprise

interoperability. This section will also positionrowork in these research domains.

I. WHAT ISINTEROPERABILITY?

During researching enterprise interoperability, ynkteratures have proposed their own
definitions of interoperability, some of which alisted in Table 1-1. According to the
definitions in Table 1-1, the interoperability e can be components, devices or
communicating entities. All of them can be regarded systems at different levels. So,
interoperability between enterprises can be reghedea system of systems, and enterprise
interoperability will have some emergency propertid-isher 2006), such as location
transparency, semantics transparency and techtrigigparency and these properties will be
discussed in more details in Chapter 4. In additextept (Chen and Doumeingts 2003), all
of the definitions are focused on informatiaexchange and use at the ICT (Information

Communication Technology) level. That is becausenterprise interoperability, information

! Information is data equipped with meaning (Scheeitt al 1999). The information can be simple, such
as a message (SOAP message), or complex, sucimaded (a business process model in BPMN, or dai@eino
in database). The information can be little, sushtte value of a person’s salary, or very largehsas the

information of all the books in a library. The infioation can be plaintext, or can be encrypted/cesged.

29



Chapter 1 Enterprise Interoperatyil

system$ (IS) from different enterprises are usually dimted and heterogeneous, and in
order to resolve interoperability problem, how tak®a such information systems exchange
information and understand and use the exchangidmation is the first encountered

problem.
Table 1-1. Definitions of Inter oper ability
Reference Definition
(IEEE 1990) Interoper ability is the ability of two or moreystems or components to

exchange information and to use the information ltlag been exchanged.

(1ISO-14258 1998) | Interoperability may occur between two (or morehtities that are

related to one another in one of three ways:

» Integratedwhere there is a standard format for all constitsgstems

» Unified where there is a common meta-level structure agros
constituent models, providing a means for estainlishsemantid
equivalence

* Federatedwhere models must be dynamically accommodatecerath
than having a predetermined meta-model.

(IEC-TC65/290/DC | Interoperability is the ability of two or moredevices, regardless of

2002) manufacturer, to work together in one or more ihisted applications.
The application data, their semantic and applicatielated functionality
of each device is so defined that, should any @etie replaced with p
similar one of different manufacture, all distribdtapplications involving
the replaced device will continue to operate asiegethe replacement, but
with possible different dynamic responses.

(Chen and Doumeingts I nteroperability is considered as achieved only if the interactietween
2003) two systems can, at least, take place at the three ledsals, resourceand
business processith the semantics defined in a business context.

(Morris, Levine et al. | Interoperability is defined as: the ability of & sécommunicatingntities

2004) to (1) exchange specified state data and (2) opeyatthat state data
according to specified, agreed-upon, operationabsgics.
(Fisher 2006) Interoperation, also callednteroperability, has to do with the exchange
and use of information necessary for effective apen of a system of
systems.

For the aspect of information exchange (see Figut®, numerous netwotldevices
(e.g., hub, switch, router, gateway, etc) have messtructed and deployed all over the world
to connect devices (e.g., personal computers, ctanmervers) of different enterprises.
Meanwhile, some protocols and standards for dasgriinformation transport and

information format have also been proposed and Iwidsed, for example, TCP/IP, HTTP,

2 This article follows the definition of informatisystem in (Alter 1999).
% Networks can be computer networks, wireless conication networks or TV/telephone networks, but

this paper will focus more on computer networks.
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JMS, XML and SOAP and so on; especially, to supploet information exchange at the
enterprise-level, some middleware and architecstykes have also been proposed, such as
EAI, CORBA, ESB, P2P, SOA (web service, RESTfulviry (Fielding 2000)) and SMDA
(Service Model Driven Architecture) (Xu, Mo et &007). For the aspect of information
understanding and using, numerous ontology langugee been proposed, for example,
OKBC, OIL, OWL-S', WSMCO’, WSDL-S, SAWSDL’, PIF (Polyak, Lee et al. 1998), some
of which are XML-based, some are not and some afhwvare used to represent knowledge,
some are used to describe Internet resources ame swe used to describe business

processes. Ontology will be discussed in detahapter 2-Section V.

Application B Informatior R Application
) Exchang -
Transport Transport
Protocols < Date R Protocols
(Protocol family) Transpor (Protocol family)
Physical Device B Signa R Physical Device
B Transmissio g

Figure 1-1. Information Exchange between Enterprises

II. INTEROPERABILITY FRAMEWORK

With further study, enterprise interoperability dake place not only at ICT level but
also at other levels, such as process level, bssileyel. Therefore, relevant interoperability
frameworks have been proposed, some of which aersin Figure 1-2. In Figure 1-2, the
first framework is proposed in (Chen and Doumein@803). In this framework,
interoperability must be achieved at three levelsan enterprise, including business
environment and business processes at busines§ Enganizational roles, skills and
competencies of employees and knowledge assetsoatlddge level, and applications, data
and communication components at ICT level. Semsautitaoserse the three levels and provide
necessary mutual understanding between enterfg@ées and Doumeingts 2003). (Chen and
Doumeingts 2003) also proposed a roadmap for eigernteroperability research, which

integrates three main research domains:

* http://www.daml.org/services/owl-s/

® http://www.wsmo.org/

® http://www.w3.org/Submission/WSDL-S/

" http://Isdis.cs.uga.edu/projects/meteor-s/SAWSDL/
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a) enterprise modeling (EM) dealing with the representation of the imetworked
organization to establish interoperability requiess;

b) architecture & platform (A&P) defining the implementation solution to aehe
interoperability;

c) ontologies addressing the semantics necessary to assuregatability.

The roadmap is then supported by several Europeajects, such as ATHENA
CROSSWORK(Mehandjiev, Stalker et al. 2006), INTEROECOLEAD', etc. INTEROP
has enriched the work of (Chen and Doumeingts 2@6d)proposed its own interoperability
framework in (Kosanke 2006) (described in Figur2 @B)); this framework identifies three
categories of barriers at four levels. The “bafrimeans “incompatibility”, “mismatch” or
“heterogeneity” which impede the sharing and exgeaaf information (Chen and Daclin
2006). The three kinds of barriers are explainetbl®vs (Chen and Daclin 2006):

» Conceptual barriersinclude syntactic and semantic incompatibility.r Fexample,
different people or systems use different strusture represent information and
knowledge; or information in models or software Imasclearly defined semantics to
avoid misunderstanding.

* Technical barriersare concerned with ICT level. They can be inconbgay of
communication protocols, operating systems, infugstires, IT architecture &

platforms or techniques used to represent exchainf@nation, etc.

» Organizational barriersare related with the incompatibility of organizatistructures
and management techniques performed in differcetjenses.

The relationship among the three kinds of bariei@thogonal: conceptual barriers are
oriented to business information problems; techHnigarriers are oriented to machine
problems; organizational barriers are orienteduméan problems. Instead, the four levels in
the framework: data, service, process and businags a dependency relationship between
them at the functional aspetiata is used by serviceservices are employed iprocesses to
realize business objectives of enterprises. The four levels arewshan the following list
(adapted from (Chen and Daclin 2006)):

8 http://www.athena-ip.org
® http://www.interop-vlab.eu/
Yhttp://ecolead.vtt.fi/
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» Data interoperability operate together different data models/basesgudifferent
query languages.

» Service interoperabilityidentify, compose and operate together varioydicgtion
services.

» Process interoperabilitymake various processes work together.

* Business interoperabilitynake organizations or companies work in a haraezhivay
in spite of different modes of decision-making, hoets of work, legislations, company

cultures and commercial approaches etc.

In the above framework, developing interoperabibgiutions means to remove the
barriers according to enterprises’ ability (Chem @waclin 2006). But how can we develop
interoperability solutions? There are three poss#dgproaches defined in (ISO-14258 1998):
integrated, unified and federated approaches. Thheetapproaches have been narrated in
Table 1-1. The integrated approach demands congdnieshare the same information
models; the unified approach requires the same-metkel; however, the federated approach
needs no common models or meta-models but it magd nentology to establish
interoperability. Generally speaking, each of theeé approaches makes companies
increasingly more flexible to cope with interopeligépproblems.

When adding the three approaches into Figure 1;2Hbn (Chen and Daclin 2006) has
generated a new enterprise interoperability frantewbown in Figure 1-2 (c). Figure 1-2 (c)
makes the three approaches as the third dimer@ianwork is focused on the conceptual and
technical barriers at the data, service processldeV¥or the third dimension, our work is
associated with the federated approach (see blamsan Figure 1-2 (c)).

Enterprise A Enterprise B

Business l [—--—-— | Business
o 0
= 3
L = 5l g

knowledge i E < ¥ 3 | Knowledge
! a =
| » o

ICT Systems < > (ICT Systems

| |

1 i

(a) Simplified Interoperability Framework from (ChendaBoumeingts 2003)
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Levels/barriers conceptual technological organizational
Business Semantic Org. structure
mcompatibilities mcompatibilies

Process Semantic and IIC Incompatibilities

Service syntactical incompatibilities | of authorities and
mcompatibilities responsibilities

Data Semantic Incompatibilities

incompatibilities of responsibilities

(b) Enterprise interoperability framework from INTER@Rosanke 2006)

Interoperability
barriers

Interoperability

approaches _——— Integrated

Unified \

Federated \

\\ Interoperability’
) /‘ concerns

Business /
/

Process ,/

Service

Data

Conceptual

Organisational
Technological

(c) Enterprise Interoperability Framework (with thremensions) from INTEROP (Chen and
Daclin 2006; Chen, Doumeingts et al. 2008)

Figure 1-2. Enterprise I nteroperability Frameworks

ITI. FEDERATION

As our work is more about federation, this thesit escuss more about it. In (ISO-
14258 1998), three interoperability approacheggrated, unified and federated are defined,
and then they are adopted into the interoperadidaynework Figure 1-2 (c). However, the
three approaches are defined conceptually as thefinitions are based on models of
exchanged information (model, meta-model, no maugiA-model). Their definitions are not
practical in a real project, so (Berre, Hahn et 2004) defines them as follows and

distinguishes them from the viewpoint of systemhdecture topology in Figure 1-3:

» Integrated approaches ensure interoperability liygushared execution environments
and shared communication conventions.
» Unified approaches ensure interoperability by usihgred meta-models and concepts

and shared specification environments;
» Federated approaches establish and maintain cadlidio between autonomous local

services, each of which runs a local business psoce
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Common model Mapping to common model Coupled individual models

‘ Unification Bus ‘

(a) Integrated (b) Unified (c) Federated

Figure 1-3. The Integrated, Unified and Feder ated Approaches (Berre, Hahn et al. 2004)

In this thesis, we propose five criteria in Tabl 1o distinguish the three kinds of
approaches. In Table 1-2, “problem scope” descnidesther the scope of a problem to be
treated is fixed or not. “Adaptability to changetscribes how a new system will influence
original systems when it is added. “Result” desesihfter the integrated, unified or federated
approaches are applied, which kind of system valfibally generated from original systems.
“Connector” means how to connect two different abdrators/participants. “Translator”
means how to do translation between different bolators/participants as different
collaborators/participants may use different modieldescribe their business information.

In Table 1-2, for the approaches from integratetetterated, the boundary of problem
scopes becomes increasingly ambiguous. The resutt the three kinds of approaches
become from a monolithic system to an autonomostery. The three kinds of approaches
become increasingly adaptable to changes.

In Table 1-2, as the integrated approaches use commodel (same vocabulary)
between collaborators/participants, hence they meetranslator but they should construct
connectors (a kind of software components) to dstabconnections between them.
Connectors in integrated approaches t@ahnique-specific and vendor-specific. Besides,
information delivered by connectors is all basecommon model.

In unified approaches, collaborators/participangsehtheir own information models
(different vocabularies) and their collaborationsigpported by mappings from individual
models to a common model. Since mappings from iddal models to common model or
vice versa can be done by a unification bus, colators/participants are not required to
definitely know the common model. Therefore, ondlatmration activity between two
collaborators/ participants will need two connestand two translators (see Figure 1-3).
However, in unified approaches, it is not necesdarymake the common model and
individual models have the same meta-m&deThis is in conflict with the definitions of
unified approaches in (ISO-14258 1998) and (Béten et al. 2004). In fact, meta-model in

1 Meta-model means the model of a modeling langirm®#DA (see in Chapter 2-Section 11.1).
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definitions of unified approaches in (ISO-14258 8pand (Berre, Hahn et al. 2004) is more
concerned with common model, not with meta-moddindd in MDA. Besides, in unified
approaches, all systems to be unified must be texgid in a unification bus to facilitate
system management or governance. The registratimnmation can be regarded b®jic
connections between the unification bus and collaboratorsigipgnts.

In federated approaches, connections between oodledys/participants are supported
by standard transport protocols in their environtnea connectivity are no longer the focus,
and connections are established when needed. Relesanectors are technique-independent
and protocol-specific. In federated systems, atistituent systems are autonomous and they
can freely join or leave from the federated systesnst is unreasonable to ask all constituent
systems to use the same common model. As diffedl@borators/participants use different
models (vocabularies), so each collaborator/paditi must have a translator. In federated
approaches, if N collaborators/participants wantdtbaborate directly with others, there are
at most N*(N-1)/2 translatot$between them.

According to Table 1-2, integrated and unified agghes are focused more on
syntactic and technical problems; instead, feddrapgroaches are focused more on semantic
problems. In fact, there is no clear boundary betwimtegrated and unified approaches or
between unified and federated approaches. Thegmaghes are proposed in different
evolutionary phases of information systems in otderesolve interoperability problems. In
some cases, they even share some common pointexgorple, connectors in integrated
approaches can also be used in unified approaahesstablish connections between
collaborators/participants. However, this makes wWiwle system tightly coupled. Some
traditional middlewares or EAI are examples undsshssituation (Bernstein 1996; IONA
2006). Since SOA and web service came out, thecatidn buses become more and more
service-oriented, such as the Enterprise Service (B$B) Celtix®, Petal*, Mule'® or the
grid computing platform Globd8 SOA/Web service makes the whole unification syste
loosely coupled. Under this situation, connectomstwieen the unification bus and

collaborators/participants can be based on stangiatcols, so they anerotocol-specific

12t collaborators/participants don't share a tratmi between each other, then at most there ars-)(
translators between them.

B http://celtix.ow2.org/

¥ http://petals.ow2.org/

15 hitp://www. mulesoft.org/

18 hitp://www.globus.org/
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and technique-independent, and they do not need to be constructed specitdty

collaborators/ participants. Currently, some ESBehtne above two kinds of connectors at

the same time, such as Petals. The second kindnofectors (protocol-specific) can also be

used in federated approaches because systems fedéeated must be autonomous and

loosely coupled. For example, (Baude, Filali et20110) has proposed an ESB federation

architecture for large-scale SOA. The work of Baadd his colleagues is at the conceptual

level and it does not discuss in detail how to semantic technologies to resolve semantic

problems. In this thesis, we will discuss ESB fedien in Chapter 5.

Table 1-2. Difference between I ntegrated, Unified and Federated Approaches

Integrated

Unified

Federated

Problem Scope

Scope is fixed
(Systems to be
integrated have bee
determined before)

N

Scope is manageable (all
systems must be registered
a unification bus)

Scope is not fixed and
imot manageable. (Ther
is no central manager

[¢)

Adaptability to If a new system is | any new system to be unified If a new system is
changes integrated, then all| needs to be registered in & added, it can make other
other systems will be  unification bus; no other systems know itself
modified. systems will be influenced gradually
Result Generate a Generate a loosely coupled Generate an

monolithic system

system (all unified systems
are managed but not

autonomous system (al
constituent systems ar

4%

controlled by unification bus autonomous)
Collaboration One connector Two connectors No technique-specific
0 between two | (technique-specific) connector
3 collaborators _ _
@ | Collaboration | At most N(N-1)/2 N connectors No technique-specific
o between N technique-specific connector
collaborators connectors
Collaboration No translator Two translators One translator
= | between two
8 | collaborators
?._% Collaboration No translator N translators At most N(N-1)/2
S between N translators
collaborators

IV. MATURITY

INTEROPERABILITY

MODELS

FOR

ENTERPRISE

Besides the above interoperability frameworks, éhare some other interoperability

frameworks which have been resumed in (Chen, Daugteiet al. 2008). When applying

enterprise interoperability frameworks to solvirggsaciated problems, it is better to evaluate

the extent to which interoperability can be achtevEhat is to say, interoperability is not a
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level (degree) as defined in compatibility levels(leC-TC65/290/DC 2002), but it is a
spectrum including several levels (degrees). Tla@eemany terms to describe such extent
(degree), such as, stages of growth, measuremeselmoaturity model, maturity levels and
reference model, etc. This thesis prefers usnagurity model to measure interoperability.
Many maturity models have been proposed during utaol of interoperability. (Ford,
Colombi et al. 2007) has summarized 14 interopétalbneasurement (maturity) models and
it has also analyzed their types, strengths andkmess. Unfortunately Ford and his
colleagues have not identified mappings of matuetwels between different maturity models.
But two of the 14 maturity models have been alignedTolk and Muguira 2003). This
chapter will discuss and align another two matumtydels: interoperability maturity model in
e-government (Gottschalk 2009) and LCIM (Level adnCeptual Interoperability Model)
(Wang, Tolk et al. 2009). At last, this chapterlwlilscuss the relationship between maturity
model and our work.

When researching interoperability in digital goveent, Petter Gottschalk defined five
maturity levels for interoperability (Gottschalk@9):

1) Computer interoperability based on physical connectivity and communication,
different systems can directly exchange messagesraaningful, context-driven
data;

2) Process interoperabilityit aligns processes (sub-processes, completegses and
sets of processes) in inter-operating organizati®&esnantic interoperability must
be examined and resolved at computer and processperability levels;

3) Knowledge interoperability knowledge about interoperating organizations is
collected and stored together by following a flavategy;

4) Value interoperability it is concerned with interactions between primacyivities
in different value configurations (e.g., value cisi value shops and value
networks) present in different interoperating oligations;

5) Goal interoperability synergy among interoperating organizations isartgmnt and

there are no conflicting goals.

Amongst the five maturity levels, goal interopelidpiis the highest and computer
interoperability is the lowest. The five levels &éisted in Table 1-3.

LCIM (Level of Conceptual Interoperability Modely ianother maturity model of
interoperability. It is originally proposed in (koand Muguira 2003) and then it evolves to a

more mature model which is illustrated in (Wang|kTet al. 2009). LCIM has seven levels:
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LO-No Interoperability, L1-Technical Interoperabjli(defining bits and bytes), L2-Syntactic
Interoperability (defining structured data), L3-Sartic Interoperability (defining meaning of
data), L4-Pragmatic Interoperability (defining usé data), L5-Dynamic Interoperability
(defining effect of data), and L6-Conceptual Infaability (defining assumption,
constraints, etc). LCIM concentrates on and istkohito information (data) exchange. It can
be regarded as a maturity model to evaluate tleedaperability and composability of existing
systems; in the maturity model, higher levels ofiMQvill not be achieved until lower levels
are all satisfied (L6 is higher than L0O). LCIM cafso be used as a guidance model to
prescribe and guide the interoperability and corapiisy design and implementation of
future systems. The above seven levels are listdable 1-3.

Table 1-3 also lists the barriers proposed in titeroperability framework Figure 1-2
(c) and establishes the mappings to levels of lee@two maturity models. In fact, achieving
interoperability means removing barriers. The maggietween barriers and the two maturity
models is not precise and the mapping can alsdaqgbrecise because, different maturity
models are established from different viewpointsndéroperability. The maturity model of
(Gottschalk 2009) can be regarded as proposeddiogaio organization management (goal,
value, knowledge, process and computer); instdedaturity model of (Wang, Tolk et al.
2009) can be regarded as proposed in terms ofi$itigs! (Syntactic, semantic and pragmatic).
Two examples for the imprecise mappings are asviali

» process interoperability in (Gottschalk 2009) wikeal with conceptual and
technical barriers and it is also relative to L2#sgtic, L3-semantic, L4-pragmatic
and L5-dynamic in (Wang, Tolk et al. 2009).

» L2-syntactic and L3-semantic in (Wang, Tolk et 2D09) are related with
conceptual and technical barriers and they are atswciated with computer
interoperability in (Gottschalk 2009).

Generally speaking, when collaboration/interopéitgbi between enterprises is
supported by IT’, a higher maturity level of interoperability mube based on the
achievement of all lower levels. If a certain mayulevel of interoperability is achieved, the
corresponding barriers will be eliminated by foliag interoperability approaches (see Figure
1-2 (c)). Our work is interested in the maturityde“Process Interoperability” in Table 1-3.

However, our work is not limited to this level andwvill also study problems at “Computer

" Interoperability between enterprises may be suppoonly by humans, not by IT. Then conceptual or

organizational barriers will be coped with only lmymans.
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Interoperability” level. As “Goal Interoperability’is very important to collaborative
enterprises, this thesis will introduce the concégual” into lower levels: process and

computer interoperability levels.

Table 1-3. Approximate M apping between Two Maturity Models of I nter oper ability

Sources | (Gottschalk 2009) (Wang, Tolk et al.
Maturity levels 2009)
Barriers
Different definitions about responsibility, Goal Interoperability
Q authorization, organizational structures - —
w g ey Value interoperability|
05 and organizational goals, etc.
=N Knowledge
Q = -
» 9 Interoperability
L
Different terminologies or dictionaries L6-Conceptual
different description of assumptions of Interoperability
constraints in business, etc.
Modeled in different languages; executed Process L5-Dynamic
o in different methods (in series or parallel) Interoperability Interoperability
% L4-Pragmatic
8 Interoperability
c
2 L3-Semantic
i'? Interoperability
= Different terminology definitions; Computer
3 different representation methods for interoperability
semantics
Data may be structured in different L2-Syntactic
methods and in different modeling Interoperability
languages.
Incompatibility of programming L1-Technical
E? languages, coding formats (e.g., UTF-8, Interoperability
3 | 1S0-8859-1), platforms /infrastructures,
g etc; Incompatibility of operating systems;
w | Incompatibility of network devices and
%_ network protocols, etc
g No connectivity device LO-No Interoperability

V. CONCLUSIONS

To resolve enterprise interoperability problemsg thost important thing is to identify
technical, conceptual and organizational barriens heterogeneity) and then to align the
heterogeneity to achieve a certain maturity ledahteroperability. Figure 1-4 positions the
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barriers (heterogeneity) in an enterprise envirammé&n enterprise environment has business
environment and IT environméftConceptual barriers come from business enviromnagxl
they are caused by different understanding andeseptation to the same world from
different humans/enterprises. Technical barrieesnstrom IT environment. Some technical
barriers are not related with business, such asmpatibility of different operating systems or
communication protocols. Some technical barriere eglated with business, such as
incompatibility of different implementation of busgiss concepts, and they are situated in “IT
solutions”. IT solutions occupy the overlap betwdeisiness and IT environments and they
support business activities with the help of ITteafe and hardware. In fact, IT solutions
confront the barriers from IT and business envirents. That is why some papers, such as
(Tolk and Muguira 2003; Wang, Tolk et al. 2009)nhwat evade the discussion about
technical interoperability when talking about caqpicel interoperability. Finally,
organizational barriers originate from enterprisevimnment, such as difference of
organization structures. Some of organizationatiéar are related with business, such as
different authorizatio® of employees, so they are located in businessramwient.
Organizational barriers will influence all collaladion/ interoperability activities in enterprise

environment.

Enterprise Environment
(Org. Barriers)

Figure1-4. ThreeKinds of Barriersin Enterprise Environment

Our work is to find an IT solution to enterpriseteroperability problem. The IT
solution will align business and IT environmentsstgport collaboration between different

enterprises. In order to construct our IT solutitms thesis will study related research

18 Besides business and IT environments, an enterpli® has social, economic and legal environments.
They are not close to my work, so they are notign 3.
¥ For example, some employees are authorized tochawn business process, but others may not.

Different enterprises may have different authorirat
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domains: collaborative business process, SOA, M@#iplogy and ESB. After their study,
this chapter will conclude the landscape for ITusoh to enterprise interoperability
problems.
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CHAPTER 2: State-of-the-Art for the Research
Domains Related With Enterprise

Interoperability
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Although (Chen and Doumeingts 2003) have propokeeetmain research domains
about interoperability, but it also points out thia¢ three main research domains are lack of
integration and one critical task is to developraegrated view and approach that link three
domains together to find interoperability solutiomfis chapter will provide an answer to the
above problem. It will study the research domaklated with enterprise interoperability:
collaborative business process, MDA/MDI, SOA, ESHl @ntology, and it will position the
roles of the research domains in a solution torprite interoperability problems.

I. BUSINESS PROCESS AND COLLABORATIVEBP TOOLS

In order to resolve business collaboration andrmss agility, collaborative business
process (CBP) is widely studied in the scientifteréin and industrial domain. Collaborative
business process aims to define business collatoraequirements, not only between
different enterprises but also between differemagenents of one enterprise. Evidently CBP
includes inter- and intra-organizational workflows.

For business collaboration and agility, Service e@ed Architecture (SOA) is
recognized as the leading architectural approachitaalso facilitates technical agility and
interoperability between information systems (IS) emterprises (OMG 2008). So our
researches focus on collaborative business pracéss SOA environment.

So far, there have been many languages for modetiltgoorative business process, for
example, WSFL, XLANG, ebXML BPSS, WPDL, XPDL, BPMMWS-CDL, BPDM and so
on. In order to model and execute the CBP expresstte above languages, there are also
some CBP tools such as BizAgi, jBPM, BONITA, Oradi#EGA and so on. This chapter
will compare them. The comparison work is the Haseur further study.

Section 1.1 will provide a brief history of busimeprocess and it will also resume the
research result of comparison between differeriabotative business process languages. In
Section 1.2, we will propose a comparison framew&iction 1.3 will list the CBP tools to be
compared and Section 1.4 will give the comparisesutt. At last, Section 1.5 concludes this

section.
I.1. Literature study of Collabor ative Business Process

I.1.a. Emergence of Collaborative Business Process

In order to discuss the appearance of CBP, wedigtiuss the brief history of business

processes. This thesis divides the history of lmssiprocesses into four phases:
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1)

2)

3)

4)

The first phase is before 1970’s - the advent &rmation systems in computer
science domain (Avgerou 2000). Business processs written in papers and
performed by human beings.

The second phase is from 1970’s to 1990’s. In thhase, before 1980’s, all
information and control flows about business precasere hard-coded in
applications; and then in late 1980’s and early0l€%usiness processes could be
expressed by flexible scripts (Dayal, Hsu et al01)0 In this phase, if business
processes were not able to be realized by IT agjwits, most enterprises wrote
them down into policy and procedure manuals, wiighie as hard to modify as
business processes encoded in applications (BRaser et al. 2005). In general,
implementation of business processes in this pleseimproved management
efficiency and productivity of companies. Howevbusiness processes were not
observable or visible in information systems arelyttvere not easy to monitor by
managers in companies.

The third phase is from the early to mid 1990’s.ribg this phase, business
processes were realized and managed by workflonagement systems (WMS),
which were used to integrate applications, data@ndedures. In this phase, there
was another important event — business procesgireaming, which was promoted
by Hammer (Hammer 1990) and Davenport (Davenp@8)L& improve customer
service and cut operational costs. However, WMS mlidl support simulation,
verification and validation (V&V), analysis and opization of business processes
(van der Aalst, ter Hofstede et al. 2003).

The fourth phase is up to now. In this phase, tiS& were relabeled as Business
Process Management (BPM) system, suites or plasf¢van der Aalst, ter Hofstede
et al. 2003) (Bartonitz 2010). The first appearaot&PM on the Internet is from
1997 in an announcement about the annual repothefAmerican firm EDS
(Bartonitz 2010). BPM systems (BPMS) can desigmlément, simulate, execute,

manage and analyze business processes (van dertéaldofstede et al. 2003).

The third phase focuses on the intra-organizatidmeliness processes; instead, the

fourth phase focuses more on the inter-organizatidiusiness process. To realize the

objective of business processes, numerous langueayesbeen proposed and standardized in

the research domain of WMS/BPMS. Most business gas®s description languages are

derived from the traditional programming languagewl they are difficult for business
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analysts to learn and use (Jenz 2003). It mearistliree is a wide gap between business
domain and IT domain. During the alignment of basgand IT, BPMS and SOA go together
to realize business agility (Ling and Xin 2009) eimpanies can be more rapidly adapted to
business changes from customers, market or theesselks web service is de-facto
implementation protocol of SOA, nowadays BPMSs arere and more based on web
service-based XML execution languages (OMG 201Dweler, these languages such as
WS-BPEL (Alve and Arkin 2007) are still orientedl@engineers, not to business people. In
order to address the interoperation of businessegs®es at human-level (OMG), BPMN
Version 1.1 was created and published out by OM@0id8. In order to model collaborations
between companies, some important concepts suc¢hoasersation” and “choreography”
were added into BPMN2.0 released in January 2011.

Section I.1.b will discuss some languages for kessnprocesses, especially for
collaborative business processes. And it will alpee some existent comparison results
between the languages. Section I.1.c will introd8¢VN in detail and our study about
enterprise interoperability will be based on BPMN.

I.1.b. Comparison between Specification Lanquages of Goiktive

Business Processes

In order to describe and formalize the collabortikusiness processes, many
enterprises have proposed their own specificamguages, such as Microsoft, IBM, SAP,
etc. Some specification languages have been detlvey standard organizations, such as
OASIS, W3C, OMG, WfMC and so on and have been ghblil as standards. In November
2009, (Bartonitz 2010) described the relationshtepMeen some specification languages and
the related organizations. (Bartonitz 2010) alkesitated the development of the past decade
for these languages. This section extends thetres(Bartonitz 2010) in Figure 2-1.

In 2003, (Bernauer, Kramler et al. 2003) comparedves specification
languages/approaches (WSDL, WSFL, ebXML, BPML, XLGNBPEL, WSCL, WSCI and
WPDL) according to a framework of requirements wWhicas the seven perspectives:
functional perspective, operational perspectivehaberal perspective, informational
perspective, interaction perspective, organizatipeaspective and transactional perspective.
Each perspective defines detailed criteria, fomgxa, interaction perspective defines three
criteria: interaction primitives, interaction imphentation and interaction independence. The
comparison shows that none of seven languaged fallfirequirements of the framework.

And (Bernauer, Kramler et al. 2003) proposed twahods to solve the above problem:
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extending some language to address all of the negents or combining several languages
together. It also pointed out that Model Driven Witecture (MDA) will be a research

direction about CBP for generating processes autoatly.
2000 2001 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 _

Sm ARIS 5 ARIS 6 ARIS 7 ARIS 7.1 ARIS uBPM
[a] EPK " EPK T EPK " BPMN BPMN 2.0
bl
i) WF-XML 1.0 + WEXML 2.0 >
=
E WPDL 1.0 ———» XPDL 1.0 » XPDL 2.0 » XPDL 2.1 » XPDL 2.2 » XPDL 3.0
B
g » UML 1.4 » UML 1.5 » UML 2.0 » UML21 — UML22 » UML23 ————
o]
= BPMN 0.9 » BPMN 1.0 » BPMN 1.0 » BPMN 1.1 » BPMN12—» BPMN 2.0
= BPML
m abandoned & BPEL4People BPEL4People __ BPEL4People
to WS_BPEL | Whitepaper 1.0 11

=
"0 » ebXML » ebXML >
2 BPSS 1.01 BPSS 2.04
@]

1BM IBM, MS, BEA |1y pE| AWS 1.1 > WS.-BPEL 2.0 >

WSFL BPELAWS 1.0
Microsoft
XLANG

Figure 2-1. Historical development of technical standardsin CBP (adapted from
(Bartonitz 2010))

Figure 2-1 also implies that, over time, some dmation languages are merged
together, some are replaced with new languagessame are created for the first time, for
example XLANG and WSFL were merged to WS-BPEL, WRiAs replaced officially with
XPDL v1.0 by the WfMC in 2002, and BPDM came ou003 and was finalized by OMG
in 2008. So in 2005, (Roser and Bauer 2005) condpaamd classified eight
languages/techniques (ARIS, BPDM, BPML, BPMN, ebXBPSS, WS-BPEL, WS-CDL
and J2EE) from five perspectives: MDA'’s abstractievel (CIM, PIM, PSM), modeling of
business processes, notation, standardization aoteswpport. Their research surrounded a
methodology for developing collaborative businesspsses from CIM to PIM and to PSM,

i.e., integrated collaborative business procesguages into software engineering process.

I.1.c. BPMN

There are many languages for CBP and each landuegyés own supporting tool set.
However, we will focus on the CBP tools in BPMN. Wiho we focus on BPMN? In Section
l.1.a, the evolutionary history of business proesshas offered some reasons. Besides,

BPMN itself has some advantages. BPMN (OMG 2013 ggaphical notation whose aim is
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to model enterprise processes. It was developeBusiyness Process Management Initiative
(now a part of the OMG).

BPMN can be used to capture the business procésaesan be shared between the
stakeholders. BPMN is very expressive and provale®tation that is intuitive to business
users. The latest BPMN specification (Version Za@§ls enhancements to BPMN so that
execution engines would be able to interpret aretete business process models (Buelow,
Das et al. 2010). BPMN 2.0 permits business andlidnment: Process analyst can use
BPMN 2.0 for modeling and models can be refinedlbydevelopers so that the process
models can be executable. Contrariwise, IT devetopan create lower processes which can
be combined by business users to support fasteratet requirements. The enhancements
of BPMN 2.0 are as follows:

 BPMN 2.0 includes both diagram interchange as a&lnodel interchange. It provides
a standard XML schema for interchanging BPMN madetth executable and non-
executable. Indeed, it is the same schema for. béthexecutable model just has more
technical details. (Buelow, Das et al. 2010)

* Non-interrupting events: interrupting Event Subde&sses and boundary Events
interrupt normal execution of their parent actestiand after their completion, the
parent activities are immediately terminated. Hogvefor non-interrupting Events,
during execution of a non-interrupting Event Subéess, the execution of the parent
activity continues as normal. For instance, a tireeent permits do specify a task
deadline, but if the deadline expires we do notessarily want to interrupt the task.
We can send a reminder to the performer, whilengthe task continue (Silver 2009 ).

* As BPMN2.0 defines the formal execution semanticsBPMN elements, hence it can
be used to capture process models and to implemaxi¢ls (Buelow, Das et al. 2010).

» BPMN2.0 extends the definition of human interactemmd aligns BPEL4people with
itself(Buelow, Das et al. 2010).

 BPMN2.0 defines new diagrams: Conversation Diag@hgreography Diagram.

I.2. Comparison Framework

There are many views about BPM lifecycle. For exianfvan der Aalst, ter Hofstede
et al. 2003; Brahmandam 2008) has proposed thairBRM lifecycle. In (van der Aalst, ter
Hofstede et al. 2003), a BPM lifecycle has four g@sa process design ((re)modeling &
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simulation)®, system configuration (implementation), processacément (execution),
diagnosis (monitoring and analysis). In (Brahmand20®8), business process lifecycle
contains six phases: business process discovefiyi{® & modeling), business process
analysis and modeling (modeling & implementatidm)siness process simulation, business
process development (implementation), business epsocexecution, business process
monitoring and optimization (monitoring, analy&islefinition).

Definition
(optimization)

itoring &

Analﬁs

I Modeling I

“ Execution ' Simulation

\\

N ’ |
Deployment ’Implementation

Figure 2-2. BPM lifecycle

This thesis prefers the BPM lifecycle depicted iigufe 2-2. The preferred BPM
lifecycle includes seven phases: “definition”, “netidg”, “simulation”, “implementation”,
“deployment”, “execution”, “monitoring and analysiand at last back to “definition (with
optimization)”. In the “Definition” phase, requiremts for business processes are defined,
including optimization requirements. In the “Modw)i phase, business processes are
modeled in a process language. In the “Simulatjgmése, business processes are configured
with simulation parameters, such as expected tiakent by a task, and then they are
simulated to find out process bottlenecks and perdmce. In the “Implementation” phase, all
necessary information for execution is integratatb ibusiness processes, such as data
models, business rules, web services, etc. Imptiase, business processes will be represented
in an executable process language. In the “Deployhphase, executable business processes
are deployed into a software infrastructure/platforin the “Execution” phase, the
infrastructure/platform executes deployed busimpessesses. In the “Monitoring & Analysis”

phase, the infrastructure/platform will monitor mess process execution and analyze

% The explanation in parenthesis is the correspanglirases in Figure 2-2.
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monitoring information to generate correspondinglgsis reports. The reports will be used to
optimize business processes in the next life cycle.

When comparing CBP tools, this thesis is conceraledut the phases “modeling”,
“simulation”, “implementation”, “deployment”, “exetion” and “monitoring & analysis”.
For each phase, some related criteria will be addlsdome CBP tools (e.g., BizAgi Studio,
Bonita Open Solution) combine together the modephgse and the implementation phase,

hence in the comparison framework, we combine ttogather.

1.2.a. Modeling & Implementation

Coverage of BPMN. In BPMN v1.x, it defines four basic categoriesetédments: flow
objects (events, activities, and gateways), commgaibjects (sequence flow, message flow,
and association), swimlanes (pools, lanes) anthetdi (data objects, group, and annotation).
And in BPMN 2.0, it adds new elements and attributeor example, choreography,
collaboration and conversation. So to what exteatBPMN tools support these elements and
attributes is a problem.

Persistence. Now, CBP can be stored in XPDL, BPDM, BPEL and 8PMN 2.0
XML format. The CBP files can be managed by filsteyns (FS) of operating systems (OS)
or by database management systems (DBMS). The &Rt JPG, DOC or HTML will be
ignored in this thesis.

Types of CBP. In this thesis, CBPs are more aboobrdination business processes
(CrBP) and cooperation business processes (CpBP) defined in Chapter 3-Section I. A
coordination business process is composed of tiates some of which take place between
enterprises, but the process execution is ownedcanttolled by only one enterprise. Figure

2-3 shows an example of CrBP, in which Enterprises@s services provided by Enterprises

B and C.
bl service of B
&
« Task 1 invoke invoke Task 4
service of B service of C

=
i
;

kv
[$] service of C

Figure 2-3. Example of Coordination Business Process
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A cooperation business process is composed ofdindgties some of which take place
between enterprises. The process execution is oanectontrolled by enterprises, but each
enterprise can only control the execution of iti@ativities. There are two expression views
for CpBP: centralized view and distributed viewr leentralized view, the activities of all
enterprises in CpBP are modeled in one businessegso For example, in Figure 2-4, the
activities of enterprises A and B are in the samoegss. This view was proposed and used by
(Qiming and Meichun 2001) and (Liu and Bourey 201B9r the distributed view, the
activities of each enterprise are included in i dusiness process, and the collaboration
between enterprises is expressed by their messataree. For example, in Figure 2-4 the
activities of A or B are included in their own pesses, and their collaboration is the message
exchange. This view has been studied by (van dést Aad Weske 2001) and (Chebbi,
Dustdar et al. 2006).

ATask 2

Figure 2-4. Examplefor centralized view of Cooperation Business Process

‘Z
/
) w

Figure 2-5. Examplefor distributed view of Cooperation Business

B.Task 1

Process

Human Tasks. In a collaborative business process, not alldaskn be performed
automatically by an IS. Some of them may be relatgti human beings and even only
manipulated by human beings, and they are calleshhuasks, for example, a task may ask a
person to input some information into IS, or a tasky ask a telephone technician to install a
telephone at a customer location. So a CBP mustemledman tasks. It can provide a
graphical user interface (GUI) for human beingsmt some data into IS, or it can send out

a notification (for example an e-mail) to a desigadaperson.
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Business Rules. Business Rules are necessary in CBP, espeaalthéir gateways and
script tasks. During the modeling phase, formaihéwrmal business rules must be provided
in CBP. More information about business rules cagdtten in Appendix A.

Web Services. As de facto implementation of SOA, web servica ba used as one

kind of implementations for service tasks in BPMNZ2.

1.2.b. Simulation

In CBP, some objects or attributes can be predgfioe flow objects, such as the
instance number of CBP, the execution durationtask or an input object for a “start” event.
After these configurations, the CBP can be simdlaide simulation process can be started,
stopped, paused and restarted. The simulation e&easncan be stored in file systems or

databases.

I.2.c. Deployment

Deployment Style. If BPMN modeler can provide a “deploy” button andhen the
button is clicked, the CBP is deployed on procesgirees automatically, this isutomatic
deployment method. The automatic deployment method is ussailbported by a database. If
the constructed CBP and relevant configuratiorsfiteust be copied manually onto process
engines, this is themanual deployment method.

Deployment Topology. If a CBP is deployed only on one server which lsarmanaged
by one of collaborators (organizations participgtin CBP) or by a neutral third party, such
deployment is theentralized deployment. CrBP and CpBP can be deployed centrally.

If a CBP is deployed on servers of all collaborat@nterprises), such deployment is the
distributed deployment. Only CpBP can perform dingributed deployment. There are two
modes for distributed deployment correspondingmo views of CpBPuniform mode and
discrete mode.

» If a CBP is under the centralized view, all collediors’ servers will deploy the same
copies of CBP, and this situation is defined @sform mode of distributed
deployment. For example, in Figure 2-4, on the exarof Enterprises A and B, there
will be a copy of the whole CBP. Under uniform mpéach collaborator can have a
global view of their collaboration.

» If a CBP is under the distributed view, each callalbor’s server will deploy part of the
CBP which belongs to the collaborator. This sitwatis defined asliscrete mode of

distributed deployment. For example, in Figure 2H®, process in the rectangle A will
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be deployed on Server A and the process in thangle B will be deployed on Server
B. Under discrete mode, each collaborator can bale its local (partial) view of their
collaboration.

1.2.d. Execution

Coverage of BPMN. Not all the process engines execute all of themehts and
attributes defined in BPMN 2.0.

Persistence. During the execution of process engines, runtsteges and history
information of CBP instances and warning or errdoimation can be made persistent into
files managed by file systems of OS or by DBMS.ifSmy failure occurs in process engines,
the CBP instances can be restored when processesngie restarted and the administrators
of process engines can follow logs to locate pmoisland find corresponding solutions.

Transaction. Transaction in business process is derived fromat tn database
management systems. There are three kinds of t@wmsamodels: traditional ACID
(Atomicity, Consistency, Isolation, Durability), extended transaction models (Sheth,
Rusinkiewicz et al. 1992; Shet and Rusinkiewicz 3)9fbr long-running workflows and
interoperable transaction model (Weigand and N@8)1.9

» According to (Dayal, Hsu et al. 2001) and (Bernaueramler et al. 2003),

traditional ACID is not suitable to treat an entigsiness process as a transaction;

» Extended transaction models are suitable for iotganizational workflows;

» Only interoperable transaction model is a suitéddnique for CBP.

During the execution of an interoperable transactgieps have to be rolled back, or
compensated, and sometimes different alternativest e tried and negotiated to fulfill the
given task instead of aborting the whole transactior example, BPMN provides
Transaction sub-processes. A transaction has tuemmes (OMG 2011): (1) successful
completion, (2) failed completion: the activitieside the transaction will be subjected to the
cancellation actions (rollback or compensation), {8zard: something went terribly wrong
and that a normal success or cancel is not pogsielano rollback nor compensation).

Execution Modes of CBP. The execution mode of CBP depends on its deplayme
topology. If a CBP is under centralized deploymémn the execution mode of CBP will be
centralized mode, i.e., there is only one execution engine who aetecthe CBP, especially
if a CBP is a CpBP, then the execution of each tasily controlled by its owner, i.e., no

enterprise can control the execution of the aatisithat do not belong to it.
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If a CBP is under distributed deployment, then é&xecution mode of CBP will be
distributed mode.
» Under the distributed execution mode, if a CBPndar centralized view, then the
CBP will be under uniform mode of distributed dgpient and the server of each
collaborator (enterprise) in CBP will execute thieole CBP, but if it encompasses
the activities that do not belong to it, it willguwait notifications from the
activities’ owners and then skip them.
» Under the distributed execution mode, if a CBPnrdar distributed view, then the
CBP will be under discrete mode of distributed dgpient and the server of each
collaborator will execute its local part in CBP ahé servers will be responsible for
message exchange between collaborators.
Human Task. When a process execution engine comes acrossiarhtask in CBP, it
parses and executes the associated code or sangtthen it interacts with people.
Business Rules. When a gateway in CBP is executed, related bssingles must be
parsed and executed.

1.2.e. Monitoring & Analysis

The persistence of the monitoring information (fotample, runtime states of CBP
instances, events during the execution of CBP)ssudsed in Section 1.2.d “Persistence”, so
this section will discuss the visualization of moning.

During execution of a CBP, the CBP management syst@n monitor the execution
progress of CBP visually by providing a GUI, foraexple a webpage or a dynamic picture. In
order to make monitoring information more meanihgfbe CBP management system can

generate statistic reports after analyzing the tang information.

1.3. Comparison of Collaborative Business Process Tools
According to the comparison framework defined inctidem 1.2, this section will
compare six CBP tools: BizAgi Xpress, BPM, Boni@sacle BPM, ADONIS and MEGA.
Their graphical user interfaces (GUI) can be seeAppendix C. The comparison result is

concluded in Section 1.4, which also provides theamtages and disadvantages of these tools.

1.3.a. BizAqgi Xpress
BizAgi is one of the BPM Solutions, and it can mipaxecute and improve business

processes through a graphic environment and wittteitneed of programming. BizAgi is
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available in multiple editions to support the vargyineeds of organizations. This section
focuses on the Xpress edition, which consists oéeghmain modules: Process Modeler,
BizAgi Studio and BizAgi BPM Server.

Process Modeler is used to draw process flowcharBPMN 2.0. It supports most of
the elements and attributes defined in BPMN 2.0itodbes not support “conversation”, and
“choreography”, etc. It can construct CrBP and twews of CpBP. The processes can be
managed by file systems of OS.

BizAgi Studio is used to implement modules: inplit reecessary information for
process execution: required data types, web foon&iiman tasks, business rules, actors of
activities, invocation information of web servic€see Figure 2-6). After that, business
processes are deployed automatically on the taBfeM Server (under centralized
deployment), and in fact, business processes aredsin a database (ENIX 2006), and then

used at runtime for process execution by BizAgi BBéfver.

Edit business process in BPMN

Create data models

Construct forms for normal tasks, user tasks
and related events

Create business rules for the gateways;
construct assignment expressions and scripts

Assign tasks to performers

Integrate web services

Figure 2-6. BizAgi Method for Automatic Execution of BPMN Processes

The BizAgi BPM Server directly executes BPMN prams stored in a database and
provides a work portal for end users. When it exesilhuman tasks in business processes, it
will show out web pages for predefined actors ardseut a notification to a designated
person. The execution mode is centralized. All mgrstates and historical logs of business
processes are stored in a database.

The work portal provided by BizAgi BPM Server caangrate a report to indicate
which tasks or processes are on-time, overdue mglatlt can also generate statistical reports
to help business managers to find out bottleneelsgurce performance in business processes
(BizAgi 2009).
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L.3.b. BPM

JBPM is an open-source BPM project from JBoss Comigu It is based on
BPMNZ2.0.and it bridges business analysts and dpeeto This section focuses on the version
jBPM5.1.0.

JBPM5.1 provides three options to model businesegsses: two Eclipse plug-ins and
one web-based editor. One of the three modelersMBRisual Editor) can support almost
all of the BPMN2.0 constructs and attributes, idahg collaboration, conversation,
choreography, etc. This is quite different from ttker CBP tools. The created processes are
stored in the BPMN 2.0 XML format and they can banaged by file systems of OS or by
DBMS. BPM prefers storing/deploying business pesss into a knowledge database
“Guvnor”; hence, the deployment of processes idrabred and automated. So far, none of
the three modelers can simulate processes.

The process engine of |BPM5.1 can support a sianfi subset of elements and
attributes defined in BPMN2.0, which have beenetistin (JBPMCommunity 2011).
However, the process engine does not support “rgesfiaw”, so it cannot execute the
distributed view of CpBP (collaboration diagrams BPMN2.0). During its running, the
process engine can store running states and lestonformation into files on disks or in
tables of databases. It can make a task’s execascgn atomic transaction. As the process
engine can support compensation events, so ituapost the interoperable transaction mode
to a certain extent. The process engine supportghuasks during the execution of CBP. It
can execute web pages for a human task, and dlsarsend out emails to designated persons
for human tasks. Evidently, the execution modeB&fl is centralized.

Based on the running states of processes, jBPMilketrate execution progress of
business progresses. According to historical in&drom for execution of processes, jBPM5.1
can generate statistic reports for a process.

1.3.c. Bonita

Bonita Open Solution is a complete open source BEFWition. Our work focuses on
Bonita Open Solution V5.5, which includes threeegrated modules: Bonita Studio, Bonita
User Experience and Bonita Execution Engine. Bo8iiadio is used to construct business
processes in BPMN 2.0. It implements most of imgatrelements and attributes defined in
BPMN 2.0 and the implemented elements and attrshare listed in (BonitaSoft 2011).
Bonita Studio does not implement “conversation™adroreography”. It can construct CrBP

and two views of CpBP. Bonita Studio also provi@&dl to create web pages for human
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tasks. After creation, a process is stored ineadit disks. Bonita Studio can also simulate a
business process after configuring simulation patars corresponding to processes, events,
tasks and transitions, etc. Bonita Studio can ntalginess processes deployed automatically,
and the deployment topology is centralized.

Bonita Execution Engine is in charge of executingibess processes and it can support
all elements and attributed used by Bonita Stullioan store all running states and history
information of business processes into files okgslist can also execute the webpage codes
for human tasks and send out notifications to agdased person. It adopts the centralized
mode to execute business processes and espetiaby iexecute centrally the distributed
view of CpBP.

Bonita User experience provides a web consolederaito view the processes currently

executed and the finished processes. It can alsergee statistic reports for users.

1.3.d. Oracle BPM Suite 11g

Oracle BPM Suite 11g provides an integrated platfdor SOA-enabled BPM. It
delivers in the same platform a treatment of &clycle phases of business processes in an
organization (Buelow, Das et al. 2010).

Oracle BPM 11g provides modeling tools that alldwe business users to model and
manage their business processes. It includes taigrdéools: JDeveloper-based BPM Studio
and web-based Process Composer. Each tool prodifesent users with a different
experience: BPM Studio is targeted at process atsafirchitects and developers; Process
Composer is targeted at process owners, business, umnd business analysts. The two
designer tools can support most important elemamdsattributes defined in BPMN 1.2/2.0.

Oracle BPM Studio enables simulation for a givewocpss by specifying various
metrics including cost, unit and time. It can alsonitor and analyze interesting business
indicators during process execution. Oracle BPMeSdilg includes many out-of-the-box
dashboards to analyze common business indicatats @i cycle time, work distribution,
work performance, and so on. Oracle BAM (Businessivly Monitoring) is a real-time
monitoring product which enables modeling of vasioaspects of processes and their
supporting environments.

Oracle BPM products leverage a Service Componenhifecture (SCA) server that
provides a unified service and event infrastructdiieere are several service engines that
provide direct execution for different model typdor example, BPMN service engine

executes processes in BPMN 2.0, BPEL service erggieeutes processes in BPEL, business
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rules service engine executes business rules, &#&d server provides optimized binding
between these service engines. Moreover all aspe8BM and related software components
can be managed from a web-based console. Actualyracle BPM, created models are not
just business requirement documents, but partesf dwn implementations (Buelow, Das et
al. 2010). In addition, Oracle BPM 11g providessthoptions for automatic deployment: by
using JDeveloper, web-based console or using aiptsc

Finally, in Oracle BPM Human Tasks are managed H®/ HHuman Task workflow
engine. When the BPMN component triggers a Humask,Tthe Human Workflow Service is
responsible for routing the task to users and yiatif them. Once a last user approves or
completes the task, the Human Workflow Service rretuto resume the corresponding

process.

I.3.e. ADONIS

ADONIS from BOC*is a BPM toolkit for the design of products/seesic processes,
organizational structures and information technplogADONIS’s philosophy is the
continuous improvement of business processes, @ajenal structures as well as resources
and technologies. A successful implementation ofONDS Model is ensured by open
interfaces such as XPDL, BPEL/WSDL, BPMN and XMDhe professional edition of
ADONIS contains the following components: acquasitimodeling, analysis, import/export,
simulation, evaluation and documentation. Unfortalya the functions “simulation” and
“evaluation” are just for business process modeéscribed by another notation language),
not for BPMN models.

Graphic representations of processes lean on aeneke database and the database
stores the graphical elements (process, eventaetod) and their attributes. The attributes are

helpful to realize the simulation and evaluatiorbo$iness processes.

L.3.f. MEGA

MEGA#is a set of integrated tools (MEGA Suite) used rfiwodeling, controlling,
transforming and communicating. We will focus oa thodeling tools covering from process
analysis to risk and control mapping to applicateoralysis and design, and more especially
on the process modeling (MEGA Process). It makgsofisible to model processes using

BPMN 1.2. MEGA distinguishes four types of processe

2 http://www.boc-group.com/

2 http://lwww.mega.com/en
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a) business processes specifying a high-level structural view of the enprrise product
and service offerings, and the breakdown of thegsses producing them;

b) organizational processes describing the sequence of operations executed by
enterprise organizational units;

c) functional processes describing a summary view, independent of orgaioisal
structure, to represent steps in the value chamexed to enterprise business and
common to all organizational variants;

d) system processes describing the IT system process implemented wis@ng an
application or service.

Organizational charts and business data modeliegaéso available with MEGA
processes. One of the main advantages of MEGA ascttmmon multi-user repository
making it possible to link each model element vettother one and to bridge all the tools of
the MEGA Suite. Therefore it is possible to navigat one modeling element or view to
another one. It provides also the users with pawestistomisable documentation tools.
Although it does not cover the process deployméiasp MEGA Suite provides a simulation
tool for evaluating the organizational impacts aodts of a process improvement proposal
and for calculating the anticipated return on invest (MEGA Simulation BPMN Edition).

It also provides a synchronization of MEGA Processlels with a SAP implementation.

‘E = Rule Engine H | MonitoringAndAnalysis H = ProcessLifeCycleManagement |

- rule Eng) - monitorAfidAnalysis - process nagement
‘ | ProcessEngine £ Scheduler = WehConsole |
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Figure 2-7. Conceptual Model for CBP Tools
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L.3.g. Relationship between comparison framework and quned

model for CBP tools

According to the research about the architectures implementations of the 6 CBP
tools, we can obtain a partial conceptual modelG8P tools in Figure 2-7. In Figure 2-7,
BPM Suite contains three environments: modelingyugtion and execution environments.
Each environment has its own components. For ex@negkecution environment has process
engine(s), rule engine(s), monitor and analysisction, process lifecycle management,
scheduler(s) and a web console. The function oh &aenponent is indicated by its name.
Especially, scheduler is used to schedule executiomultiple business processes/rules.
Process life cycle management means starting, sdsjg restarting and stopping instances
of business processes. This is the micro definifiiwrprocess lifecycle management, which is
different from its macro definition in Section .BPM Suite is based on SOA. That is to say
in its environments BPM Suite will use “service’noepts and follow SOA protocols (e.qg.,
web service standards). BPM Suite must also depend persistence model in its three
environments. For example, constructed processesjlation parameters or information
about monitoring must be stored in databases bleisystems. Besides, Figure 2-7 indicates
that the different CBP tools become more and mooendgenous but they can be

implemented in different technologies.

Comparison Framework Conceptual model for CBP Tools
Modeling
Coverage of BPMN Persistence Model
Persistenc Modeling Environment
Types of CBP— Process Modeling Tool (Rule/Data Editor)

Human Task

. Web Form Editor
Business Rule

Simulation Environment

Simulation
Execution Execution Environment
Coverage of BPMN rocess Engine
Persistence/ Scheduler
Transaction.

Process lifecyle management

Web Console

Execution Model

Human Task
Business Rules Rule Engine
Monitoring W Monitoring and Analysis
Figure 2-8. Relation between Comparison Framework and Partial
Conceptual Model for CBP Tools
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The corresponding relationship between the coneéptuodel and the comparison
framework is provided in Figure 2-8. For examplag tcriterion “transaction” in the
comparison framework can be related with proceggnen scheduler and process lifecycle
management in the conceptual model. Besides, pganedeling tool in the conceptual model
can be evaluated according to the criteria: cover@agBPMN, persistence, types of CBP,
human task and business rules. In a word, onerionten the comparison framework is
related with one or several concepts in the con@phodel; one concept in the conceptual

model can be evaluated from one or several criteribe comparison framework.

I.4. Comparison Result

According to the introduction to six CBP tools iecBon 1.3, we can summarize their
comparison result, shown in Table 2-1. In Table, P& CBP tools can be divided into two
kinds: one kind can only model (and simulate) C8¥,other kind can model (and simulate)
and also execute and monitor CBP. In the followanglysis, we focus on the second kind.

For the criterion of coverage of BPMN, none of thé&sols can support all elements and
attributes defined in any version of BPMN, but tleay support the important elements and
attributes in BPMN. The execution engines of thieeds are almost in the same situation as
their CBP modeling tools.

For the persistence criterion, these tools carest@P in XPDL, BPDM or BPMN 2.0
XML format, which can make CBP easily exchangedvieen different CBP designers. Some
tools, the storage of BPMN processes can be manage®BMS, which makes CBP
manageable and easily shared by other informagetems. At the execution phase of CBP,
persistence can also be supported by two methibelsystems of OS or DBMS.

Human tasks are supported in two phases: modetidggecution phases. They can be
modeled and executed by CBP management systens.midkes BPMN suitable to create
and automate human-centric CBP.

For the transaction criterion, BPMN itself can soippnteroperable transaction model
at the modeling phase, but not all of CBP tools sigwport such model. When executing basic
tasks in CBP, some CBP tools can make sure thainiatexecution, for example jBPM and
Oracle BPM.

Execution mode of CBP depends on deployment topolal of these tools can only

support centralized deployment and execution.
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For the monitoring criterion, all of these toolsncaupport to visualize execution
progress of CBP instances and they can also genstadtstical reports for further analysis of
CBP.

Generally speaking, since these CBP tools can atbpt centralized deployment and
centralized execution of CBP, in others words CBR lse deployed on and executed by only
one (logic) server, hence collaborators in CBP Hhavselect one delegate among them or a
trusted third party to run their CBP. This limiketautonomy of collaborators.

In these tools, as CBP is executed on one seivisravoids technical interoperability
problem between information systems of collabosatdn such situation, the semantic
heterogeneity in business collaborations is resbhtethe modeling phase by human being,
not automatically tackled by information systems.

Instead, the deployment and execution of CBP utitkerdistributed mode will make
collaborators have more autonomy and will also mak#éaborators more dynamically
participate in CBP. How to realize the distributedde of deployment and execution of CBP
will introduce new problems: semantic heterogenaityl negotiation mechanism between

collaborators, etc. This will be a hot researcimpi the future.

1.5. Conclusions

After analyzing the historical development of CBRgpearance, we summarize the
existent CBP specification languages and their @mepn result. This chapter focuses on
comparing implementation tools of CBP which arecloasn BPMN. In order to compare CBP
tools, we have proposed a framework inspired frdd# fecycle. After introducing six CBP
tools: BizAgi Xpress, jBPM, Bonita, Oracle BPM, AINIS and MEGA, we have compared
them and obtained a comparison result. In termhi@fcomparison result, we point out that
how to solve semantic heterogeneity and interoplésaproblems during the realization of
distributed deployment and execution of CBP willdbleot research point.

In order to solve the above problem, MDA will begaod framework. MDA is
introduced in detail in Section Il. From the vieviqoof MDA, CBP can be regarded as
models, and after some transformation, they caaxeeutable. This can improve enterprise
business agility. Besides, as MDA can make CBP msodertable, collaborators of one
enterprise can also generate corresponding CBPhvdaic help these enterprises collaborate
with each other. A possible MDA-based methodologyhte problem has been proposed in
Chapter 3 and 4.
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II. MODEL DRIVEN ARCHITECTURE AND MODEL
DRIVEN INTEROPERABILITY

Model Driven Architecture (MDA) was firstly propaddy OMG in 2001 and the final
specification was adopted in 2003. It is an apgndaasing models in software development.
Its primary goal is to improve portability, interability and reusability of software solutions
through architectural separation of concerns andaiiwansformations.

MDA divides models in three levels (Miller and Muke&003):

» Computation Independent Model (CIM): a view of a system from its
environment and its business requirements.

» Platform Independent Model (PIM): a view of a system which focuses on the
operation of the system but hides the details rsacgdor a particular platform.

» Platform Specific Model (PSM): a view of a system which combines the
specifications in the PIM with the details of theewf a specific platform.

MDA uses model transformation to generate modedslawer level from models at an
upper level. For example, MDA can use transfornmatidles to generate PSM models from
PIM models. During the model transformation, addiél information may be added, such as
target platform description information capturedaifrlatform Model. At last, MDA will
generate executable code from PSM models. So, Mbgraves degree of automation of
software development.

According to the above narration, model transforomats a key part of MDA, which
will be discussed in Section Il.1. Section 1.2 Imdiscuss how MDA supports enterprise
interoperability. This problem is studied in the search domain Model-Driven

Interoperability (MDI).

I1.1. Model transfor mation

Figure 2-9 provides an abstract architecture déelicato “model to model”
transformation. In Figure 2-9, models have threstrabtion levels: Model (M1), MetaModel
(M2) and MetaMetaModel (M3). Models at M1 level émm to models at M2 level and
models at M2 level conform to models at M3 leveofiform™ means that both the elements
of a model at Mlevel are instances of elements of a model @t Isvel and the well-formed
rules are satisfied). That is to say M3 and M2rkfithe structure and semantics of metadata
for M2 and M1. In Figure 2-9, source mode at Mlelesonforms to source metamodel at M2
level and source metamodel conforms to the metanoetal at M3 level. Target model and
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target metamodel are in the same situation as somadel and source metamodel. The
transformation from source model to target modelbssed on transformation rules

(mappings) between source metamodel and targetmmodil. The transformation rules

conform to a rule language. In addition, source tmdet metamodels are not necessary to
share the same metametamodel. In fact, there anenous model transformation approaches
which have been studied in (Czarnecki and Helsé8R(qCzarnecki and Helsen 2003) has
characterize the design features of the approaateshen classified the approaches into two

kinds: model-to-model approaches and model-to-eqgeoaches.

M3 MetaMetaModel

Rule
Conforms to Language Conforms to

‘Conforms to

Mapping
M2 Source MetaModel | (Tranformation # Target MetaModel
Rules)

Conforms tof 4 fConfomls to

Transformation
Mi Source Model > Target Model

Figure 2-9. Abstract Architecturefor Model-to-Model Transformation

Nowadays, ATL*® language Atlas TransformationLanguage) is prevalent as the
transformation rule language. ATL is supportedgrample by Topcaséll an eclipse-based
platform which provides a development environmerd an execution environment for ATL
transformation rules (see Figure 2-10). When ATlassessed by design features of model
transformation proposed in (Czarnecki and Helse@d3p0the following characteristics of
ATL can be outlined:

» ATL can be used to create declarative and imperdtansformation rules; rules
are organized into modules;

» During execution, rules are selected by explicihditons; and execution of
rules is deterministic;

» The model transformation is unidirectional andahwnly create new targets;

the transformation has no traceability links.

2 http://www.eclipse.org/m2m/atl/doc/

24 http://www.topcased.org/
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Figure 2-10. Examplefor ATL transformation rules developed in Topcased v4.3.0

I1.2. Model Driven Interoperability
Model Driven Interoperability Method (MDI Method) is based on MDA and it can be

used for two enterprises that need to interopenateonly at the code level but also at
Enterprise Modeling level with an ontological sugp@Bourey, Grangel et al. 2007).
Jean-Pierre Bourey and his colleagues have repessdehis method in Figure 2-11 as
Reference Model for MDI.

In this reference model, CIM level in MDA has bemriched and it is divided in two
levels: Top CIM level, which represents businesgir@ments from the viewpoint of business
users, and Bottom CIM level, which represents ssirequirements from the viewpoint of
software developers. Besides, in order to solveraperability problems, interoperability
model is established at each abstraction levedrapierability model will be transformed from
upper level to lower level with the help of commiateroperability ontology constructed by
two enterprises. In this reference model, the foansation from upper level to lower level is
defined awertical transformation. Meanwhile, the transformation at the same leeglvben
different enterprises is defined &®rizontal transformation. Vertical transformation is
primarily for code generation; instead, horizontansformation is primarily for model

exchange or consistency verification between dffeenterprises.
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Enterprise E1 Enterprise E2
Top CIM ESA T | Interoperability |_ ESA 2
Level Model (TCIM)
$ transformation $ transformation $transformat\on
Bottom CIM i
Interoperability
ESA 1 < &> ESA 2
Level Model (BCIM) /
L \ L \
/ \ /A 4 \
4 qbtransformahoh \t transformation| £ 4D transformatn
PIM ESA 1 > '”l\t/legggf(r;f’l\'/'[';y <> ESA2
Level
N 4
Y transformation Y transformation transformation
Interoperability
PSM <> <>
Level ESAT Model (PSM) ESA2
N 4
7 transformation \ transformation transformation
Code Interoperability | [
ESA 1 <> <> ESA2
Level code

Figure2-11. Reference Model for MDI (Bourey, Grangel et al. 2007)

I1.3. Conclusions

In theory, MDA can provide software developers witle benefits of reusability,
portability and interoperability. However, in preet, MDA is still far from its expectation. In
addition, MDA is doubted by some researchers, ssscBcott W. Ambler. He is afraid of that
MDA will suffer from the same problem of its pre@ssor “Integrated Computer-Aided
Software Engineering (I-Case)” (Ambler 2003). Frample, the I-Case tools generated 80 to
90 percent of the code, but the rest 10 percentinea) 90 percent of the efforts (Ambler
2003). So, when MDA/MDI is employed to solve entep interoperability problems, it is
better to generatexecutable models instead ofcodes. The target models can leeecutable
collaborative business processes which can be executed by business process engines.
Therefore, when modeling enterprise interoperabiitoblems, MDA can be used as the
skeleton of related solutions (see Figure 2-15).

ITI. SOA

Service Oriented Architecture (SOA) is a paradigm for organizing and utilizing
distributedcapabilities that may be under the control of different owngrsfomains (OASIS
2006). SOA was firstly described by Gartner in 1996 (Natis 200n order to make
enterprises agilely adapted to business changeseVés, at that time, SOA just stayed at the

ideological levelWith the development of XML, SOAP and WSDL, webvéez was widely
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used in e-business domain, and many organizatiens aware of that web service could not
only provide capability of distributed software &pations, but it could also be regarded as an
architecture foundation. Therefore, web serviceabex popular as an implementation
technology of SOA, and moreover the emergence obUMrther enriched SOA. SOAP,
WSDL and UDDI are regarded as the first generatbnveb service protocols. These
protocols can guarantee web service interoperglbdits certain extend.

Consequently, with active collaboration of many twafe vendors, the second
generation of web service protocols (WS-* protdewmhily) was gradually proposed, such as
WS-Addressing, WS-ReliableMessaging, WS-Policy, B&surity, WS-Eventing, WS-BPEL
and WS-CDL, etc. These protocols provide some itapbrand necessary capabilities for
enterprise software applications. Especially, WEBRNd WS-CDL can implement intra-
/inter-organizational business processes throughcgecomposition. This makes enterprises
easily adapted to business changes. So, SOA/weiresaains attentions from more and
more enterprises, and the research about SOA/weltedias been shift from registry-based
pattern to enterprise service Bubased pattern (see Figure 2-12).

With the development of SOA/web services, many rpnies have published their
business logic as web services, but SOA is notgestices. Danny Sabbah, general manager
of IBM Rational, said SOA is 1% services and 99% governdn&o, governance is very
important in SOA and some aspects of SOA governbhage been implemented by enterprise
service buses, such as JSSOA (Liu 2008).

Service

Service Consumer
Broker
(Registry)
- - SO Service Message
Service Provider Service ) g ; S
v v publiatidh discovery Enterprise Service Bus ?ﬂ%’
S Service
Service FE| X - .
Implementation g’% Consumer Service | Service | Service 9
° Provider Invocation Consumer Implementation Registry
(a) Client-Server Pattern (b) Ragittased Pattern (c) ESB-basattemn

Figure 2-12. SOA evolution

Around our research theme in this thesis, this@eetill concentrate on some SOA and

service characteristics which are relevant to enits interoperability.

% The research about enterprise service bus isiinted in Section IV.
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II1.1. SOA and service

The core of SOA is the notion “service”. S&rvice is a mechanism to enable access to
one or more capabilities, where the access is geovusing a prescribed interface and is
consistent with constraints and policies as spetifiy the service description (OASIS 2006).
According to the above definition, a service hateast three aspects (see Figure 2-12.a): a)
service implementation (capabilities, such as kmssnfunctions), b) service description
including service interface, constraints and pelciand c) service interaction. The separation
of service implementation and service descriptioak@s services have several important
characteristics: autonomy, loose coupling, interapiity and reusability.

» Autonomy: as service interface is the only access way geavifor a service
consumer, so any changes outside of services caimfloience service
implementations.

» Loose coupling: as service interface separates service impleriemtérom
service consumers, so service consumers just mekdow the address of the
service interface, do not need to know the addvetise service implementation.
Furthermore, interaction between a service consameéra service provider can
be asynchronous, that is to say, the consumer mmteiseed to ask the provider
to immediately respond to his request. Besides, eémgnge in a service
implementation will not influence service consumefsthe corresponding
service interface is not changed.

» Interoperability: Service interfaces hide heterogeneity of service
implementations and service running environmentherdfore, service
consumers do not need to know how service is impiged and they just need
to follow service interface to access service. &wise interface is usually based
on standards, such as WSDL, so the interoperaltiétyveen service providers
and service consumers can be guaranteed.

» Reusability: as business functions (including business funstiin legacy
systems) can be published as services and seraree$oosely coupled and
interoperable, so services can be reused by diffeservice consumers.

The above service characteristics bring up someitapt characteristics for SOA, such

ascomposability andloose coupling.
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» Composability: as services are loosely coupled and interoperéidy can be
easily composed together to satisfy complex busirreguirements. Service
composition can make enterprises have businessyagil

» Loose coupling: as services are loosely coupled, therefore irS@#h-based
information system, different software componentsrbt closely depend on
each other and the relationship between them isingled in their service
interfaces. So, the whole system is loosely coupled has flexibility. This
characteristic will be discussed in detail in Satill.2.

SOA use services to establish mappings betweenndsmssi environment and IT
environment (see Figure 1-4). Services can be dedaas a modeling method for business
requirements. SOA provides some principles forvgafé design; meanwhile it can also be

regarded as an architecture style to react ageastges from business or IT environments.

I11.2. Loose coupling in SOA

Loose coupling for services and SOA makes origmaholithic systems developed and
deployed in a distributed method in computer nekaoAn SOA-based information system
can be loosely coupled in one aspect but tightlypted in another aspect. (Schmelzer 2007)
has proposed seven levels of loose coupling. Tiienskevels are shown in Table 2-2. For
each level of loose coupling, Table 2-2 lists cepranding objective, encountered difficulties
and possible solutions. As the implementation tepha of SOA, web service can realize
loose coupling at the implementation and processlde but it cannot achieve loose coupling
at service contract/policy levels and semantic lleBecause in web service, any service
invocation will ask service consumers to know WSdHfinition (including service interface
and related data types) of the target web serfiog. change of service interface or related
data types (for input or output messages) will uaefice service invocation of service
consumers. Hence, this tightly couples service woress and service providers. In Chapter 5,
we will propose an SOA-based semantic service busdlize loose coupling at the service

contract and semantic levels.

II1.1. Conclusions

SOA and service are important to enterprise interaplity. On one hand, SOA and
service can provide loose coupling and interopétgabbbetween information systems of
different enterprises; on the other hand, SOA amdice can react rapidly against changes of

collaboration requirements between different emiseg.
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Table 2-2. Seven Levels of L oose Coupling (adapted from (Schmelzer 2007))
Levels Objective Difficulties solutions
_ Service consumers are Different implementations: | Service contract (standardt
g blind to the Java, .NET, PHP, C++, or based, interoperable
cBT implementation technology Basic. Service implementation specifications or protocols
Q used by service providers may be changed (XML, Web service, REST
o and vice-versa service)
=
=)
o Contract changes do nof A simple change to acceptable Service contract change
9 _VQ’ cause service consumer| inputs or functional behavior gf management (late-binding
§ é- breakage the system can have profound intermediary-enabled,

impact on service consumers.

registry-based systems)

Policy changes do not

A small change to a Service

Service policy versioning

E _YQ’ cause service consumer policy can have tremendous and deprecation
2= breakage repercussions
8 ®
Service consumer shoulg Expose a composite servic
-30 not have to know at all as a service
@ when a process is
reconfigured.
Organizations need to If a service consumer and Exception management,
o | further their loose coupling provider need to have a transformations, service
% goals by enabling dynamic common understanding about intermediaries, and Data
@ | and heterogeneous change data schema, we have tight Services.
§ to the data schema shargd coupling as defined above.
o between Service
consumers and providers.
s Service implementation ig If loose coupled systems move Many vendors promise this
= infrastructure neutral their implementation from one sort of interchangeability,
§ ESB or Service infrastructure but few deliver.
s to another, then all hell will
% break loose.

D

e

alluewsS

Provide the promise of
seamless data integratio

If the data structures of servig
providers are imposed on

service consumers, the result

as tightly coupled as previou

L

eDynamic service definitions
(the definition of a service

b

on the context of a service

ignterface must change base

2d

architectural approaches.

consumer.)

IV. ENTERPRISE SERVICE BUS (ESB)

In order to effectively integrate systems distrdalitn computer networks, middlewares

emerged (Schantz and Schmidt 2001). However, toadit middlewares focus primarily on

the technical interoperability level, so in orderresolve syntactic, semantic and pragmatic

% A policy is a form of metadata, as are contracts, anddh the only difference between a service

policy and a contract is that a policy can applatg number of Services. Because policies contesliynaspects

of the non-functional parts of a Service. (Schnekt07)
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interoperability problems, Enterprise Applicatiomtdgration (EAI) was proposed

(Puschmann and Alt 2001). EAI can be used to iategdistributed and heterogeneous
information systems in an enterprise or across thaues of enterprises. EAl has been
researched, implemented and used in many entespieeschmann and Alt 2001; Losavio,
Ortega et al. 2002; Reiersgaard, Salvesen et @b)26lowever, EAI has at least two inherent
limitations (IONA 2006):

» Central control feature of its architecture caudss performance bottleneck.
Although central controller can be deployed in anpater cluster, the improved
performance is limited and a computer cluster isegexpensive.

» Continuous addition of new features makes EAI langdéexible and hard to
manage.

The limitations of EAI have hampered its own depeb@nt. As the next generation of
enterprise integration technology, Enterprise ®erdus (ESB) came out (see Figure 2-12.c).
ESB has some advantages over traditional EAI (I(X086):

» ESB is service-oriented and grounded in many op@amdards; all business
functionalities are published as services.

» ESB is light-weight and it is easy to be deployedaidistributed method. Hence,
there is no performance bottleneck caused by syserhitectures. Business
functionalities can be deployed into multiple ESBslike in EAI, all of them can
only be deployed into one centralized hub.

So far, there is no precise definition about ESBJ enany enterprises or researchers
have their own viewpoints about ESB. Generally kpep ESB usually has the following
features:

» Support service creation, registration, discovarypcation and composition. (ESB
examples: Celti®, Mule'®, JSSOA (Liu 2008), Petdf§

» Support message transformation from three aspelst types in messages,
message formats (such as SOAP, XML) or messagspwanprotocols (such as
HTTP, JMS); support message routing. (ESB exampMese and Petals)

» Support ESB governance (authorization/authentinatiaccess control, service
deployment, monitoring service running, monitoriiSB nodes, etc). (ESB
examples: JSSOA)

» Support event-driven architecture (asynchronousiymtion and consumption of

messages). (ESB examples: Celtix and Mule)
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The above features make ESB more loosely coupledeasier to integrate legacy
systems and they also make enterprises more aghe tadapted to business changes. Most
importantly, an ESB is an open system, that isalg the ESB can invoke services provided
by other ESBs and the ESB can also make its owvicssr invoked by other ESBs. So
collaborations between different enterprises carsuygported by their ESBs. However, the
above ESBs (Celtix, Mule, Petals or JSSOA) canneal dvith problems of semantic
heterogeneity when they are used to integrate nmition systems or realize collaborations
between enterprises. Therefore, new ESB: semaatiice bus has come out. Semantic
service bus has been studied in (Karastoyanovazaté@t et al. 2007; BEDNAR, FURDIK et
al. 2009). In (Karastoyanova, Wetzstein et al. 20@&mantic service bus is generated
through integration of a conventional ESB and tweonantic web service platforms. This
semantic service bus uses semantic descriptionsefices and exchanged messages to
automate service discovery, selection and invooatand message transformation and
routing. The semantic service bus also annotatesposite services with semantic
information and executes them according to the sémaformation. (BEDNAR, FURDIK
et al. 2009) has proposed a design of a semanticsebus (hamed SPIKE) for networked
enterprises. SPIKE platform uses a semantic managerdo semantic information
manipulation, such as semantic search, matchingliatien, mapping and reasoning. In
Chapter 5 of this thesis, after analysis of sencangb services and goals, we will propose

our own semantic service bus for enterprise interalplity.

V. ONTOLOGY

The word “ontology” comes from the Greek “ontosbdr(tbeing) + “logos” (for word)
(Gasevic, Djuric et al. 2006). In philosophy, itaes to the subject of existence, i.e., the study
of being as such (Gasevic, Djuric et al. 2006).dligy emerged in the domain of computer
science and technology some time ago as a meansh&ing knowledge in Artificial
Intelligence (Gruber 1993). In (Gruber 1993), iffides ontology as a specification of a
conceptualization. This definition is the most wWidecited one. There are also other
definitions, for example:

* Ontology can be seen as the study of the orgaaizatnd the nature of the world
independently of the form of our knowledge aboyGtiarino 1995).

* Ontology is the basic structure or armature arowhech a knowledge base can be
built (Swartout and Tate 1999).
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 Ontology is a set of knowledgeerms including the vocabulary, the semantic
interconnections, and some simpldes of inference and logic for some particular
topic (Hendler 2001).

* An ontology is an explicit representation of shatedlerstanding of the important

concepts in some domain of interest (Kalfoglou Soorlemmer 2003).

V.1. Why do we need ontology?

Research on ontologies has turned into an intepliisary subject including
Philosophy, Linguistics, Logics, and Computer Smée@arrar and Meersman 2008). In
computer sciencegntologiesare becoming increasingly essential for nearlyapflications.
Particularly, the Internet and other open connégtenvironments create a strong demand for
sharing semantics of data (Jarrar and Meersman)2008

Within computer science, the research on ontologiesrged “mainly” within two sub-
communitiesartificial intelligence anddatabase (Jarrar and Meersman 2008). For example,
in the Al community, ontologies have gained poptyaas a means for establishing explicit
formal vocabulary to share between applicationsy(R@04). In the fields oflatabases and
information integration, researchers and practitioners have produced ge lapdy of
research to facilitate interoperability betweenfatdnt systems. Among these studies,
ontology is one discipline that deals widemantic heterogeneity in structured data (Noy
2004).

Nowadays, the distributed and heterogenenfm mation systems between enterprises
also depend on “ontology” to make themeaningfullycommunicate to exchange data and
thus make their transactioimgeroperateindependently of their internal technologies (Jarra
and Meersman 2008). This is the problem of entegpsemantic interoperability. In order to
achieve semantic interoperability between hetereges information systems, the meaning of
interchanged information has to be understood acsgstems (Wache, Végele et al. 2001).
The use of ontologies for the explication of impliand hidden knowledge is a possible

approach to overcome the problem of semantic hgeeety.

V.2. Resear ch domains of ontology

When evaluating the approaches to ontology-bastmniation integration, (Wache,
Vogele et al. 2001) has proposed four main criteake/architecture of ontologies, ontology
representation, ontology mapping and ontology esgging. Appendix B elaborates each

criterion in detail. The following sections will stiuss relationship between ontology and
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other research domains, such as information intiegvanteroperability and MDA. The
relationship between ontology and business prosesde be discussed in Chapter 4. The
relationship between ontology and SOA/ESB will Iscdssed in Chapter 5.

V.2.a. Relationship between Ontology and information indtign

The problem of bringing together heterogeneous disttibuted computer systems is
known asinteroperability problem(Wache, Vdgele et al. 2001). Interoperability hadbe at
least provided at technical and informational lsvéh short, information sharing not only
needs to provide full accessibility to data, bualgo requires that the accessed data may be
processed and interpreted by remote systems. RPmebtbat might arise owing to data
heterogeneity can be divided into two levels: sci@m heterogeneity and semantic
heterogeneity. Schematic heterogeneity (Goh 199 be caused by data type conflicts,
labeling conflicts, aggregation conflicts, generafion conflicts between different
databases/information systems. Semantic heteragg@oh 1997) primarily comes from the
naming conflicts, scaling and units conflicts armhfounding conflicts between different
systems. In order to achieve semantic interopetgbibntologies and semantics-based
technologies in general will play a key role to mommne the problem of semantic
heterogeneity (Wache, Vogele et al. 2001; Uschald &runinger 2004). Uschold and
Griuninger mentiomnter oper ability as a key application of ontologies, and many ontology-
based approaches (Uschold and Grininger 1996) foomation integration in order to
achieve interoperability have been developed. (Wavdtbgele et al. 2001) has reviewed the
use on ontologies for the integration of heterogeseinformation sources. Based on the
results of its analysis, it summarizes that: ig@dal system, integration should be done at the
ontology level using either a common ontology taktsource ontologies are related to or

fixed mappings between different ontologies.

V.2.b. Relationship between Ontology and Models

V.2.b.i. Ontology modeling with modeling language

RDFS, OWL, and Topic Maps (TM) are commonly usedtle semantic web
community for expressing vocabularies, ontologaas] topics, respectively. The Ontology
Definition Meta-models (ODM) (OMG-ODM 2009), stamdezed by OMG, defines the
meta-models and UML profiles of the above threelogly languages in the modeling space
MOF. These meta-models and profiles enable theafise ML notation (and tools) for
ontology modeling and facilitate generation of egponding ontology descriptions in RDF
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(Resource Description Framework), OWL, and TM, eespely. In addition, to support the
use of legacy models as a starting point for ogipldevelopment, and to enable ODM users
to make design trade-offs in expressivity basedmplication requirements, mappings among
a number of the meta-models are provided, sucheasppings from UML and TM to OWL
and from RDFS/OWL to Common Logic (CL).

In order to develop ontology, besides the abovehatkgt(Héon, Paquette et al. 2008)
also provides another methodology. Appendix B hgdained it in detail. In general, the

above two methods are all based on MDA.

V.2.b.ii. Model transformation based on ontology

(Roser and Bauer 2006) has proposed an ontologdbagpproach to model
transformation, depicted in Figure 2-13 and Figev®4. This approach needs the following
parts to achieve ontology-based model transformatio

» Semantic Transformation A semantic transformationis a transformation
specification describing a transformation betweevo tontologies. A semantic
transformation is specified between a source ogioland a target ontology (see
Figure 2-13), but it can also be bidirectional.

» Syntax-semantic Binding The syntax-semantic bindingpecifies the connection
between syntax (metamodels) and semantics (onespgi

* MO-Binding: (Metamodel-ontology)MO-Bindings specify how semantic

information can be derived from model elements.

* OM-Binding: (Ontology-metamodelYOM-Bindings specify how ontology
elements are expressed in models.

In Figure 2-14a combination of one semantic transformation, o RBinding and one
OM-Binding form atransformation configurationA generator for model transformations
takes a transformation configuration as well asrgmpate metamodel- and ontology-
definitions as input. The generator outputs a mottahsformation specified in an
intermediate model transformation languadg&ich model transformation will be translated

into a specific transformation language.
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Figure 2-13. Concept of ontology- based modé transformation (Roser and Bauer 2006)
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Figure 2-14. Overall approach of ontology-based model transformation (Roser and Bauer
2006)

V.3. Conclusions

In (Wache, Vogele et al. 2001), after the analy#fis25 approaches to intelligent
information integration, it finds that there ardldtvo important problems that should be
solved. For the first problem, there is a needtestigate mappings on a theoretical and an
empirical basis. That is because most of approachiegegration systems still use ad-hoc or
arbitrary mappings especially for the connectionlifferent ontologies. There are approaches
that try to provide well-founded mappings, but theather rely on assumptions that cannot
always be guaranteed or they face technical prabldfor the second problem, (Wache,
Vogele et al. 2001) finds a striking lack of sopicsted methodologies supporting the
development and use of ontologies. Such methoddhagyto be language-independent and
includes an analysis of the integration task.dbdlas to support the process of defining roles

of ontologies with respect to the requirements.
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In order to achieve fully automatic semantic inpEn@bility among independently
developed and heterogeneous agents, individuaanasers and practitioners will have to
initially make many assumptions, and then relaxnttamne by one as technology progresses
(Uschold and Gruninger 2004).

Many semantic mapping, integration and/or interap#ity projects take place more or
less in a vacuum becauselad¢king some generahfrastructurein place where one can easily
register, access and use various things such astogres, mappings between ontologies,
mapping languages, and translation engines.

It is also prevalent that ontology is closely corted with models. Nowadays, MDA
has been researched by numerous enterprises awersities, and how to add semantic
information into models and how to transform modeith the help of ontology will be very
interesting and they are important in order toireaénterprise semantic interoperability. In
Chapter 4, we will provide a way to add ontologjormation into collaborative business
processes (models) and to transform collaborativ&@nless processes with the help of the
added ontology information.

VI. CONCLUSIONS

According to the study of business processes, MB®A, ESB and ontology, we
propose a framework for IT solutions to enterpiigeroperability problems in Figure 2-15.
Figure 2-16 provides an individual view of the freawork. In Figure 2-16, for only one
enterprise, business requirenféifteplaced with collaboration requirement in Fig@r&5) is
proposed from business environments.

The realization of business requirement is thenatignt between business environment
and IT environment. During the alignment,

» MDA is adopted as thekeleton of the IT solution framework. There are three
levels: CIM, PIM and PSM. Models at lower level Wlile transformed from
models at upper level. Model transformation wilpded on information from
ontology. All results generated in different levetsist respect and conform to
business collaboration requirement.

» Business process is adopted as theepresentation method for business

requirement. Business process will be annotateshibglogy information.

%" Figure 2-16 uses “business requirement” insteaticollaboration requirement”. This makes Figure

2-16 more general, not only for collaboration bgbdor general business purpose.

79



Chapter 2 Stalf the Art for Related Research Domains

» SOA is adopted as the modelipginciples. Information about services used in
business processes will be stored in ontology.

Ontology used in the above three techniques istagted from business and IT
environments by following an ontology engineeringthodology.Ontology is employed to
solvesemantic problems about data, service and process.

After modeling business requirements accordingh® above three techniques, we
obtain executable collaborative business procesBes. processes will be executed on a
platform or an infrastructureSemantic service bus will be a good choice for the
platform/infrastructure as discussed in Section IV. Meanwhile, ontologil e also used
in IT environment when semantic service bus death wxchanged messages, discovers

services or executes processes.

Enterprise A Enterprise B

Business Business
Environment Environment

usalinbay
uoleloqe||0d
uoljew. o suel|

usaJinbay
uoneloqe||o)

uollew.Jojsuel|

A3ojojup
A8ojojup

IT Environment IT Environment
(Platform/Infrastructure) (Platform/Infrastructure)

Figure 2-15. Framework for I T Solutionsto Enterprise I nteroperability Problems

In Figure 2-15, collaboration requirement (replgciousiness requirement in Figure
2-16) is generated from business environments ofamterprises. The interaction between the
two business environments means that their colilmor needs some human interactive
activities. Collaboration requirement is the mativa and the core of enterprise
interoperability because if there is no such rezaent, there is no need to realize enterprise
interoperability.

In Figure 2-15, once collaboration requirement isdeled at CIM level in one

enterprise, the result models (collaborative bussnprocesses) will be delivered to its
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collaborator(s). The processes will be the blugptam their collaboration and then each

collaborator will generate their own collaboratiy®isiness processes. At last, each
collaborator will transform the processes to exalolet processes for their own

platform/infrastructure.

During execution of the target collaborative buste processes, the
platforms/infrastructures from different enterpsseill interact with each other and the
business environment (human) and IT environmerorgimation system) may also interact
with each other. The interaction between busin@ss|& environments is not indicated in
Figure 2-15 for the sake of clarity.

The process of modeling collaboration requiremeadsording to business process,
MDA and SOA will be discussed in detail in Cha@eaind 4. The platform/infrastructure for
running collaborative business processes will Beudised in Chapter 5.

During modeling and execution of collaborative bess processes, ontology will be

employed and its usage will be discussed in Ch&ptérand 5.

Business
Environment

uoljew.Jojsued|

(@)
=)
—+
o
Q
0Q
<

IT Environment
(Platform/Infrastructure)

Figure 2-16. Individual View of the Framework for I T Solutionsto Enterprise

I nteroper ability Problems
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CHAPTER 3: Process -Based Method for
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In order to realize the framework proposed in Céagtfor IT solutions to enterprise
interoperability problems, this chapter will propos “Process-Based Method for Enterprise
Interoperability” (PBMEI) in Section Il. PBMEI empys collaborative processes to represent
collaboration requirements between enterprises. PBk&nsforms a collaborative process to
multiple executable interoperability processes. @brerated interoperability process will be
deployed and executed in an infrastructure. In rotde explain PBMEI, a case named
“ShoppingDrive” cooperation process will be studie@&ection 11.2.

Before further discussion, some important termig@e widely used in the thesis will

be defined in Section | in order to avoid unnecgssasunderstanding.
I. TERMINOLOGY DEFINITION

I.1. Key concepts about enter prise collabor ation/inter oper ability

Collaborative business process is used to model collaboration requirements betwee
enterprises and it is implemented by interopergbilbrocesses after some steps of
transformation. According to the MDA framework, wan see that collaborative business
process belongs to the level CIM and interopengpiiocess belongs to PIM and PSM. The
actorsin collaborative business process can be entegpasdepartments, and such actors are
defined ascollaborators; the actors in interoperability process can berimftion systems,
sub-systems, components or services, they areediefisparticipants. The above concepts
are positioned in MDA framework in Figure 3-1.

- activit

% |
Ea PIM/PSH

= Collaboratgf l
1

— Collaborative

mapping

s
’"*‘”“9/ fici i_;_r\

Participant

i®

[T

Process

=l M ods
interg’pP,c]r — InteroperabilityProcess |

1
- interopActivity - iptefoppctivity
. ﬁ ] InteroperabilityActivity |

1 /
- EolabAetivity

| ] Collaborative Activity i

mappin

Figure 3-1. Position of collabor ation/inter operability conceptsin the MDA framework
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I1.2. Classification of business processes

To further analyze enterprise interoperability peofis, we analyze the classification of
business processes. (Dumas, van der Aalst et@b) 2@s proposed several criteria to classify
business processes. We will classify business pseseaccording to the following criterion:
the quantitative relationship between th@wners andcontrollers of business activities. The
relationship between owners and controllers isciatgid in Figure 3-2.

» The owner of business activity is the actor whoesponsible for implementing

and performing this activity;
» The controller is the actor who starts the activity

Following the above criterion, there are three Kkinaf processes in or between
enterprise information systems:

1) Theinternal process: it is composed of the activities which belonghe same
IS of an enterprise;

2) Thecoordination process. it is composed of the activities some of whicketa
place between several IS and/or enterprises, leuptbicess execution is owned
and controlled by only one IS and/or enterprise;

3) Thecooperation process: it is composed of the activities some of whiclppen
between several IS and/or enterprises and the ggo®eecution is owned and
controlled by several IS and/or enterprises, buhe& and/or enterprise can

only control the execution of its own activities.

=] Controller

] CoordinationProcess |

=l Process |<]—| = InternalProcess |

] CooperationProcess |

|
£ CiM =1 PIM/PSM

=]

Collaborator
= chntroller  * -Jownet
start implement
* gpllabAct  * gpllabAct

| £ Collaborative Activity I

Figure 3-2. Position of the concepts: owner, controller and threetypes of processes
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According to Figure 3-1, Figure 3-2 and the deifomtof collaborative business process,
a collaborative process in the CIM package canepeesented as each of the three types of
business processes. If the collaborative proceskeisnternal process, i.e., the process is
across different departments in one enterprisegoliaborator is just the enterprise itself; if it
is the coordination process, the collaborator whitrols the process execution is hamed the
coordinator (or mediator), other collaborators are nampdssive collaborators; if it is the
cooperation process, the collaborator who contritle process is namegrincipal
cooperator and the collaborator who controls its own actdstibut does not control the
process is namedecondary cooperator. The relationship between these concepts is
described in Table 3-1.

Table 3-1. Relationship between roles of collaboratorsin Collabor ative Business Processes

Collaborator | Controlsitsown activity in the process | Has no activity in
no yes the process
Controls | no | Passive Secondary cooperator X
process collaborator
yes | X Coordinator, Principall Coordinator
cooperatd?

Note: “X” means no definition.

Table 3-2. Roles of Actorsin Business Processes

Business process Collaborator® Participant
Internal process X X
Coordination Coordinator (mediator)] Requester, Providel
process Passive collaborator
Cooperation Principal cooperator, | Requester, Provider,,
process Secondary cooperator] Subscriber, Publisher

Note: “X” means no definition.
According to Figure 3-1and Figure 3-2, in the PIBINP package, for each of the last
two types of business processe®né of its activities is the interoperability activity, then
the process is an interoperability process. In addition, with regard to an internal process,
will be necessary to implement information exchanigetween some modules of enterprises’
IS. These exchanges are carried out by the aesvitihat can be considered as internal

interoperability activities. Hence, the three typefs processes can be implemented as

2f in a business process, there is only one cotiaior who not only controls its own activity ineth
process but also controls the process’ executiooh ollaborator is coordinator; otherwise, it isnpipal
cooperator. So we can see that the quantity o€ipdh cooperators must be more than or equal to 2.

#n a collaborative business process, roles chéserollaborators are determined by collaboration

requirements between enterprises.
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interoperability processes. For an interoperabpitocess, if it is the coordination process, its
participants can play the roles “requester” anavpder”; if it is the cooperation process, its
participants can play the roles “requester” andvpder”, “subscriber” and “publisher”; if it

is the internal process, it can be executed asdowation process or cooperation process and

its participants can be that of coordination orpmration process. So we can get Table 3-2.

I.3. Rank of collabor ative process, NCA and NCP

To characterize the complexity of enterprise caltabion/interoperability, we
distinguish two essential characteristics: the nemdf owners for collaborative activities
(called theRank of collaborative process, noted afk) and theNumber of Controllers for
collaborative Activities (noted asNCA). As each activity in a collaboration process must
belong to a collaborator, however, the executiontha activity may not necessarily be
controlled by its owner, therefore the number aftoallers for a collaborative activity will be
less than or equal to R. If the number of contrslls 1, i.e., if only one enterprise is
responsible for controlling execution of all thetigties in a collaborative process, the
process is actually an internal process or a coatdin process. If the rank is greater than 1
and the NCA is 1, the process is a coordinatiorcgss. In a coordination process, the
collaborator corresponding to the controller isimed as anactive collaborator (or
coordinator, or mediator), and the other collaborators are defined as plassive

collaborators. Table 3-3 shows the above relationship.

Table 3-3. Relationship between three kinds of processes and their rank

Business Process Rank NCA
Internal Processus R=1 NCA=1
Coordination Processus R>1 NCA=1
Cooperation Processus R>1 NCA<=R but NCAx1

For a cooperation process, if NCA is also equdRtdhe process is defined apare
cooperation process. In fact, the pure cooperation process is theiainitefinition of
cooperation process defined in Section 1.2. If NGAess than R, the cooperation process is
defined as aybrid cooperation process, where there are passive collaborators. In a pure
cooperation process, if a cooperator not only @stits own activities but also controls the
execution of the process, the cooperator is defasgutincipal cooperator. If a cooperator
does not control the execution of the processthagrnitrols its own activities, it is defined as a
secondary cooperator. A secondary cooperator is different from a passiedaborator
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because the passive collaborator controls neitierekecution of the process nor its own
activities: a passive collaborator only providesvges for others. ThBlumber ofControllers
for Processes is noted &$CP (evidently NCP <= NCA). In order to make the above
concepts easily understood, Figure 3-3 providesctimeeptual models for coordination and
cooperation processes. In addition, the requgstevjder, subscriber and notifier are defined
in (Berre, Hahn et al. 2004) and (OMG 2006).

| El CoordinationProcess |

£ RoleOfActor | |
it ¢

evanito | releanto | et mentio
E—— ] — s
| Bcm = | EaPIMPSM |
i 14 L i
Coordinator Passive Collaborator Requester Provider
q
| QROIEOfCrIIahnratar | |  RoleOfParticipant |
I

(a) Conceptual model for coordination processes

- =] HybrideCooperationProcess |
| =| CooperationProcess

=] PureCooperationProcess |

b I RoleOfActor
releyant to

relgvant to .
I i ireldvant to
.
£ CIM =S L £ PIM/PSM
Y\ !
| E PrincipalCooperator || | SecondaryCooperator i
| | :
| = RoleOfCollahorator | | = RoleOfParticipant | £ Subscrbar

(b) Conceptual model for cooperation processes

Figure 3-3. Conceptual model for coordination and cooper ation processes

I.4. Cooperation rate

In a cooperation process, we define a concept ‘e@tjpn rate” as:

occurrence nunber for activities ot a cooperator

Cooperation rate = - —
number of all the activities

The concept indicates to which extent a coopefaddicipates in a cooperation process.

It will be used during decomposition of a collaliora process in Section Il.1.
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II. PROCESS BASED METHOD FOR ENTERPRISE
INTEROPERABILITY

In order to realize the framework for IT solutions enterprise interoperability
framework, we propose the following method to sohteroperability problems, illustrated in
Figure 3-4. PBMEI describes a transformation metiooh a collaborative process to a set of
interoperability processes. This method starts frorodeling collaboration requirements
between enterprises with collaborative processerAdeveral steps of transformation, it ends

up with executable interoperability processess & method in the modeling environment.

Level 1 Collaborative Process

Collaborative Process Annotated with information of |
Level 2 collaborators (Divided into N sub-processes)

Level 3 Local Collaborative Process

PoIM- Interoperability Process

Level 4 . >
(Fix message types. map collaborators to participants)

PoSM- Interoperability Process

(Fix message transport protocol)

Level 5

“~» Execution engine of business process
"f.\‘_j)} (Process specification language: execution algorithm )
-

Infrastructure (Semantic Service Bus)
Figure 3-4. Process-Based M ethod for Enterprise I nteroperability
There are 5 levels (steps) in this method:

1) The first level defines a collaborative process;

2) At the second level, the activities in the procass annotated with information
about collaborators. After that, we merge the ag)aactivities which belong to
the same collaborators, and then we integrate thigitees which belong to
different collaborators to generate a simplifiedgll process and several sub-
processes;

3) At the third level, each collaborator transforme {sub-)collaborative processes
to its own collaborative processes based on its @wsiness terminology
definition;

4) At the fourth level PolM Rrotocol IndependenModel), each collaborator fixes
data types for all the messages in its own prosemse transforms collaborators
at CIM level to participants at PIM/PSM level; aist, each collaborator will

obtain its own interoperability processes.
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5) At the fifth level PoSM Protocol Specific M odel), the interoperability processes
are implemented in an executable specificationdagg of business processes.
At this level, message transport protocol must bedf When executing
interoperability processes, all the collaboratorsstirespect the same execution
algorithm.

The above five levels all depend closely on ontpldgodel transformations between
the adjacent levels, except the model transformabetween Level 1 and Level 2, will also
depend on ontology. The two kinds of dependenaticeiships will be discussed in detail in
Chapter 4. Instead, in this chapter, we will foomsthe transformation between Level 1 and
Level 2. The transformation between Level 1 andele¥ is about decomposition of a
collaborative process. The decomposition is vergartant because after the decomposition,
the generated sub-processes will be reusable ier atbllaborations. In addition, the

decomposition will reduce the number of messagbgeailed between enterprises.

I1.1. Decomposition of collaborative business process

Before continuing our study, we encounter the fimbblem: how to express
collaborative business processes. As the developmede of information systems has been
shifted from “programming” to “assembly” and fronadta-centric” to “process-oriented”
(Dumas, van der Aalst et al. 2005), hence, busipessess will be a trend for information
(software) system development. In addition, adogrtb the evolutionary history of business
processes in Chapter 2-Section I.1.a, BPMN isréedtin business process research domain.
Meanwhile BPMN itself has some advantages (elabdrat Chapter 2-Section 1.1.c), so in
our study about enterprise interoperability, cadlated business process will be expressed in
BPMN. Furthermore, as described in Chapter 2-Sedti@PMN can also be regarded as an
executable specification language for business gss®s. That is to say, interoperability
processes in PBMEI will also be expressed in BPMN.

The second problem encountered is how to constaitdaborative process at the first
level in PBMEI. Rajsiri and his colleagues havepgmsed a semi-automated way to construct
collaborative process at CIM level (Rajsiri, Log€al. 2008; Rajsiri, Lorre et al. 2009). The
semi-automated way starts from a collaboration Kadge base and at last it will generate a
BPMN collaborative process. This method is suppbbig a prototype. However, this method
has some limitations: 1) the method needs humdfost® such as creation of collaboration

knowledge base and verification of generated colative process; 2) the generated
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collaborative process is possibly not valid. Sahrs thesis, we prefer manual creation of
collaborative processes at the first level of PBMEI

In the following subsections, a method to decompaseollaborative process is
proposed. This method is based on annotated BP@tains.

As the execution of internal business processesoordination business processes is
controlled by only one enterprise, and it is ordlated with a series of information exchanges
between their partners, so such processes candenmanted with the help of WS-BPEL or
workflow models. Instead, in the following subsens, collaborative processes will focus
more on cooperation processes. In addition, inror@eimplify our discussion, we assume
that: collaborative processes in the following ®dbi®ns only contain their business flow

(data flow is omitted).

I1.1.a. Decomposition of a collaborative business process

In a cooperation process (a collaborative busipessess), it is assumed that

1) there are N cooperators in the process, N>=2;

2) if the process is launched, all the cooperators falilow the process to carry out
corresponding activities, so all cooperators musdvk clearly the state of the
process execution;

3) the adjacent activities that belong to the sameeior can be merged into one

activity node who delegates a sub-process for ¢theesponding cooperator.

Following the above assumptions, the cooperati@tgss can be changed into a new
process with “sub-process” nodes and the new psohas the following property: in the
process,each two neighboring activity nodes belong to different cooperators. A
transformation example is given in Figure 3-5.b akhis obtained from Figure 3-5.a by
merging B.T11 and B.T12 into B.T1 and merging C.B8H C.T32 into C.T3. In Figure 3-5,
the name of each activity has the format X.YZ, veh¥rindicates the owner of the activity, Y

indicates the activity type and Z is the identifiéithe activity.

(a) A collaborative process with the adjacentvétatis that belong to the same cooperator
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(b) An collaborative process without any two adjatcactivities that belong to the same cooperator

Figure 3-5. Cooperation Processesin BPMN

Then the following question will be more interegtirhow to reduce the rank of the
interoperability process? In Figure 3-5.b, its Regguial to 4 and the designer has defined A
and B as principal cooperators, and C and E ashdacyp cooperators. The two branches of
the gateway G1 are related with cooperators B an@ih@y can be replaced with two sub-
processes (cf. Figure 3-6), and the 4 interopatabslub-processes of Figure 3-5.b (i.e.
B.T1>C.T2>B.T3/C.T4, C.T®B.T2->C.T3, ATI>E.T1 and E.T2A.T2) are replaced
with B.P1, B.P2, A.P1 and A.P2, so the rank of dlitained process is 2 (cf. Figure 3-6).
Finally, the cooperators A and E have two sub-mses corresponding to (A.PE.T1) and
(E.T2>A.T2). Meanwhile, the cooperators B and C have tvgob-processes
(B.T1>C.T2>B.T3/C.T4) and (C.T$B.T2>C.T3). The cooperators B and C have one
internal process separately: (B.F2B.T12) and (C.T3PC.T32). The cooperators A and B

also have one cooperation process illustratedgargi 3-6.

Figure 3-6. Simplified cooperation processin BPMN

The process transformation from Figure 3-5.a taufeg3-5.b and then to Figure 3-6

must respect the following principles:

1) The rank of generated (target) collaborative preeganust be less than that of the
source collaborative process;

2) The rank of any new generated collaborative sulcgs® must be less than or equal to
that of the target collaborative process;

3) The rank of the target collaborative process mashbre or equal to 2.
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4) If in a generated sub-process, there are seveildbocators who influence the
execution of the sub-process, the following crgemust be respected to choose one
collaborator as the representative in the sub-gce

» If the collaborators are already defined as a jgalccooperators or secondary
cooperators, the principal cooperator is selectetth@ representative ;

» If there are several principal cooperators, theaggntative can be chosen by the
sub-process.

» If all the collaborators are the secondary coopesatheir cooperation rates will
be compared. The cooperator whose cooperationisatee greatest will be
selected as the representative; if the cooperatre the same cooperation rate,

the representative can be selected arbitrarily fitoencooperators.

According to the transformation described previpuste can see that the global
cooperation process (Figure 3-6) becomes simpled, meanwhile new sub-processes are
generated. The transformation simplifies the im@etation of cooperation process, but
meanwhile, it will increase the management compyexif the interoperability process
because more collaborative processes will be toam&fd to interoperability processes. Are
there other benefits brought from the transforrm&idfo answer this question, we will

analyze the execution of cooperation process betweterprises in the following section.

11.1.b. Execution of interoperability process

To illustrate the execution of the cooperation pss; consider the cooperation sub-

process B.P1 in Figure 3-6, whose detail is giveRigure 3-7.

Figure 3-7. Cooperation sub-process - B.P1

As B.P1 is owned and controlled by cooperators B &y this thesis offers the

following execution process of the process B.P1:

1. When B.P1 is invoked, a participant, for examplevBl, create the instance of B.P1, and
meanwhile it informs all the other cooperators (merator C) to create the instance of P1

in their own IS;
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2. After all the cooperators have completed the ing#don of P1, then execute the
following steps;

3. Each cooperator will check which cooperator exexthe next activity, if B finds that it
charge the execution of B.T1, then it will exectitend all the other cooperators (C) will
wait for the notification from B;

4. If all the other cooperators (C) receive the ncéifion from B, then each cooperator will
check which cooperator executes the next actiifity,finds that it charges the execution
of C.T2, then it will execute it and all other caoators (B) will wait for a notification
from C;

5. If all the other cooperators (B) have received tiwification from C, then each
cooperator will check which cooperator will execttie next activities (B.T3 and C.T4),
if B finds that it will execute B.T3 and C findsathit will execute C.T4, then all the other
cooperators (C and B) will wait for notification®i B and C;

6. If all the other cooperators (C and B) have reaginetifications from B and C, then the

execution process ends.

As described earlier, the executions of the codjmergrocess at different cooperators
are synchronized and collaborative. All the reléveooperators follow the same method to
execute the cooperation process, but in the 1Sacl €ooperator, the execution behaviour is
different. If any cooperator retreats from cooperatprocess or if any notification is not
received by a target cooperator, the executiomefprocess will be blocked or abort. If any
kind of failures comes out during the process etieoy some measures must be taken to
make the process execution recover from the faiburenake the process execution stop
elegantly. So, the execution engine of cooperapimtess should be based on distributed
computing and message-oriented computing (Berrentdéaal. 2004).

In addition, as all cooperators have been detemnibefore the design and
implementation of cooperation process, the coomerairocess can satisfy the requirements
of “static” collaboration between enterprises, ,i.all the collaborators have the fixed
relationship. If the collaboration is dynamic, . gome collaborators can often be replaced by
other candidates, the cooperation process in ligisig is not able to meet such requirement
directly. However, the cooperation process canxdbeneled to support dynamic collaboration.
Firstly, at the level of business modeling, thepmration activity belongs to a role, not to a
cooperator, and a role can have several cooperatatidates; secondly, during the execution
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of the cooperation process, if a member quits,etkecution promoter will choose another
candidate whose role is the same as that of thergucooperator.

After the introduction of the interoperability pess execution, we can see, the
transformation which reduces the rank of the coamjpam process can reduce many

notifications between cooperators. This will beified in a case study in Section 11.2.

I1.2. Case study for decomposition of collaborative business

process

The decomposition and the execution of cooperagtimeess will be explained further
by the example ShoppingDrive. In this example, wk mvodel a cooperation process and
then apply onto it the transformation (decomposjtimethod whose principles have been
presented in Section Il.1.a.

ShoppingDrive is an online shopping solution. Asces its website, and then choose
products with the same prices as those offeredanmaal shop “Shopping”. We can then fetch
the chosen products from ShoppingDrive very quicKllge concrete collaborative business
process is shown in Figure 3-8. In the processethee three cooperators: the Client, the CS
(central server of “Shopping”) and Drive (Shoppimgy®). The “Client” can be considered as
a cooperator (who logins the website (CS), subtwnibrder, and pay by its bank card). The
Drive is also a cooperator. In the process, we goon cooperators. However, bank is a
passive collaborator (just providing financial seey, so it is omitted.

Before analyzing the process, we define the CS ted Drive as the principal
cooperators and the client as a secondary coopemyotraversing the process, we can
calculate the rank of the process which is equd. tth we reduce the rank, the rank of each
new generated sub-process and the rank of thet {@lgéal) process must be 2 according to
the third principle in Section Il.1.a.

In the process, before the “fork parallel gatewayie rank is 2 and after the “join
parallel gateway”, the rank is 3. Hence, our mettrexhrds the part before the “fork parallel
gateway” as a sub-process: it is the sub-procesS, {Client}.P1 (Figure 3-9.a). Here,
{xi}.PID means that each elemeninfluences the execution of the process PID.

For the part between the two “parallel gatewaysg, tank is 3, but for each branch, the
rank is 2. Therefore, our method generates anttfeesub-processes: {CS, Drive}.P2 (Figure
3-9.b) and {CS, Client}.P3 (Figure 3-9.c).
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(a) Global Process (b) Internal Process CS.P6

Figure 3-10. Simplified Cooper ation Process for ShoppingDrive

For the rest of the process in Figure 3-8, the renkqual to 3. According to the
definition of the cooperation rate, the rates ftiet, CS and Drive are 20%, 40% and 40%.
So, it must integrate the Client’s activities witte others’ during generating new processes.
At the same time, the “Client” is defined as a s®l@ary cooperator. So, in the process, the
activity “Client. Tpay for the goods” is integratedth “CS.Tinvoice for the goods”. Before
the first nearest gateway and after the secondesegateway, the two activities belong to
“Drive”, not to CS. Therefore, the sub-process {C3Hent}.P4 (Figure 3-9.d) is generated.
Then, the sub-process {CS, Drive}.P5 (Figure 3-&e&enerated. The representatives for the
five sub-processes are indicated in Figure 3-9 raaeog to the fourth principle in Section
Il.1.a.

After generating the 5 sub-processes, the originatess is transformed into the target
global process illustrated in Figure 3-10.a by getieg an internal process CS.P6 (Figure
3-10.b). Why do we generate the internal proces®€5Because the transformation must
respect the third assumption at the beginning afi&@e 1l.1.a. Finally, the process in Figure
3-8 is transformed into a simple global processesgnted in Figure 3-10.a, whose rank is
equal to 2, and for all the sub-processes theksane all equal to 2.

We analyze the quantity of messages sent betwempecators. In Figure 3-8, the rank
of the process is 3, and each activity sends aages® the other two cooperators, so a total
of 15 * 2 = 30 messages are sent out. To calctitegequantity of messages sent out by the
simplified process, we must consider all sub-preessIn Figure 3-9.a, Figure 3-9.b and
Figure 3-9.c, there are a total of 6 +2 +2 = 103agses sent out, and in Figure 3-9.d, Figure
3-9.e, there are 2+4 = 6 messages sent out. Imré=Bp10.b, there is no message sent out
(internal process in the enterprise), and in Fidifd.a there are 2 messages sent out.

In all, for the simplified process Figure 3-10.here are 18 messages sent during its
execution. The above calculation method does nosider messages that are irrelevant to
business transactions. We can see that after theegs transformation from Figure 3-8 to

Figure 3-10.a, the number of business messagearieasly been reduced.
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ITI. RELATED WORK

Different methods have been proposed to solvedpsrability problems, especially for
enterprise collaboration, such as, WISE (Alons@dkir et al. 1999), ebXM, XLANG
(Thatte 2001), WSCH! etc. However, many existing approaches are naibile (Chebbi,
Dustdar et al. 2006). In addition, almost all s suppose the homogeneity of data
structures and business logic between differertiggaaints (Chebbi, Dustdar et al. 2006). In
these solutions, the inter-visibility of internabpesses of organizations is not well controlled:
internal processes of organizations are either ¢etely hidden or completely open (Chebbi,
Dustdar et al. 2006). (Chebbi, Dustdar et al. 20 proposed an approach for dynamic
inter-organizational workflow cooperation, and tlpproach can resolve the above three
problems: flexibility, heterogeneity and inter-\asity.

In this section, we compare ebXML and the appraddbhebbi with our method.

II1.1. ebXML
The goal of ebXML is to provide an XML-based franwelv to enable XML to be

utilized in a coherent and uniform manner for exgeof electronic business data in order to
create a single global electronic market (ebXML P00 he framework of ebXML is covered
by a set of specifications, which are “core commbrtechnical specification”, “Registry
Service” (OASIS-ebXML 2002b), “Business ProcesscHmation Schema” (BPSS) (OASIS-
ebXML 2006) and “Collaboration Protocol Profile aAgreement” (CPP&CPA) (OASIS-
ebXML 2002a) etc.

The cooperation process in our method PBMEI is lamwith ebXML BPSS but
different. The similarity is that in collaboratiygocess, all cooperators execute one identical
copy of cooperation process. The primary differercdocated at the execution level of
cooperation process: all cooperators know execigiate of the other cooperators but in the
execution of BPSS, just the directly associatedpecators know mutually their execution
state (OASIS-ebXML 2001) and the direct collabanmatrelationship is determined by the

CPA which is generated from the CPPs of cooperators

I11.2. Approach of Chebbi

The objective of the approach of Chebbi is to pitevsupport for organizations which

are involved in a shared but not pre-modeled cadjwer workflow across organizational

30 http://ebxml.org
3L http://www.w3.0rg/TR/wscl10/
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boundaries (Chebbi, Dustdar et al. 2006). The amtras inspired by SOA and it contains
three steps: workflow advertisement, workflow ictanection and workflow cooperation.
The approach depends on the transformation fromtamal process to a cooperative process
and then to public processes.

This approach supposes that interactions betweekflads in virtual organizations
cannot be specified before. However, in our metheaterprise collaboration must be
described at the beginning of modeling phase, hisdsttuation is also supported by (Van der
Aalst 1999%2. In addition, in this approach, all enterprises@ie their own workflows and
send messages if necessary; however, in our m&BMEI, all enterprises execute the same

interoperability process and send out messages.

IV. CONCLUSIONS

In this chapter, we have proposed and elaboratedPitocess-Based Method for
Enterprise Interoperability (PBMEI). As PBMEI is quess-based, it makes relevant
enterprises more responsive to collaboration requént changes.

In this chapter, before elaboration of PBMEI, werdalefined some key concepts
widely used in the thesis and meanwhile we have pésitioned the concepts in the MDA
framework. Consequently, we discussed why we s8B8IN as the representation language
for collaborative business processes. With the hedlpBPMN, we have presented the
decomposition method for a collaborative procedse @lecomposition method is based on
two quantitative criteria: the rank of collabor&iyprocess and the cooperation rate. This
method allows making information exchanges betweerarchical processes. To explain the
transformation method, we have taken a collabogatprocess of the enterprise
“ShoppingDrive” as an example. The case study at®luwppingDrive” has indicated that the
decomposition of a collaborative business procesis readuce the number of exchanged
messages during the execution of the process.

In the next chapter, we will research how ontologluences our proposed method. We
will analyze the ontology content and then we vgtudy how to do business process
transformation with the help of ontology. The ootp}-based business process transformation
will be used between Level 2, Level 3, Level 4 asdel 5.

% (van der Aalst 1999) says that “there are numesiustions where the organizations participatingaishared

workflow process feel the need to specify the cowtibn structure explicitly”.
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CHAPTER 4. Ontology-based PBMEI and its

Model Transformation
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The “Process-Based Method for Enterprise Interdpknd (PBMEI) proposed in
Chapter 3 is a method in modeling environment dnd inspired by MDA and ontology.
However, in Chapter 3, the use of ontology in PBNh&akn't been studied. The dependent
relationship between PBMEI and ontology will beadissed in this chapter. Section | shows
how ontology influences each level in PBMEI. It Mdiscuss two variants of PBMEI thanks
to different uses of ontology. This section wills@l present the concrete content in the
dependent ontology of PBMEI. Section Il will stuthe relationship between ontology and
collaborative processes in PBMEI. This section withpose four ontology-based methods for
semantic annotations in BPMN-based collaborativecggses. Semantic annotations in
collaborative processes will be beneficial to pescransformations in PBMEI, which will be

discussed in Section Ill.

I. ONTOLOGY-BASED PBMEI

In order to solve enterprise interoperability peshk, a “Process-Based Method for
Enterprise Interoperability” (PBMEI) has been prepo in Chapter 3. In PBMEI, business
requirements about enterprise interoperability eepresented in collaborative processes
among which the enterprises involved. As elaborate@hapter 3-Section 11.1, our method
employs the service-related process specificaBmguage BPMN (OMG 2011) to describe
collaborative processes. The collaborative proge8BMEI will finally be achieved through
interoperability processes which are still exprdsseBPMN. In this section, we will discuss
how to apply ontology to PBMEI: ontology-based PBME

I.1. Ontology-based PBMEI
The ontology-based PBMEI is illustrated in Figurd.4This section will study how

ontology influences each level of PBMEI.

At the first level, collaborative process must ledimed from two aspects: business flow
and data/message flow, which is inspired by théclart((Hamilton and Catania 2003).
According to (Hamilton and Catania 2003), US Armgpgosed an expansion of the system
architecture into three further sub-architectusesftware architecture, data architecture and
network architecture. Software architecture defittess functionality of each modular, and
data architecture is related to data definitiord aatwork architecture is related to software
deployment requirement. Furthermore, all businegsirements must be mapped into system
architecture to be implemented. Collaborative psede one kind of business requirements,

so collaborative process must also be mapped hetalbove three sub-architectures, that is to
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say collaborative process must have some aspeaitsdn be mapped into the above three
sub-architectures. However, the network sub-archite is determined by concrete business
requirements and related to the whole system, isotllesis will consider this problem in
Section 1.3 from overall point of view, not in caliorative processes. Finally, collaborative
process will be constructed from two aspects: fonelity and data. The business flow
describes the functionality of the collaborativeqess; and the data flow describes the data
exchanged in the process.

Level 1 Collaborative Process
ollaborative Process otated with information of |
Collaborative P Annotated with infi t f
Level 2 collaborators (Divided into N sub-processes)
Level 3 Local Collaborative Process
Level 4 PoIM- Interoperability Process
(Fix message types; map collaborators to participants)
Level 5 PoSM- Interoperability Process
(Fix message transport protocol)

™~y Execution engine of business process
’&)} (Process specification language; execution algorithm)
-

Infrastructure (Semantic Service Bus)
Figure 4-1. Ontology-based and Process-Based M ethod for Enter prise I nter operability

At the second level, collaborative process will aenotated with collaborators’
information, i.e., each activity in collaborativeopess must be charged by one collaborator.
This task depends on ontology. When searching e¢levant collaborators for an activity,
ontology will be inspected to determine which cotleator can do such activity. If several
candidates are selected, the target candidate bsillselected according to collaboration
policy/requirements, or according to predefined dittons, such as QoS, trust rank/belief
value etc. So ontology must contain such infornmatabout all collaborators (such as,
collaborator's name, historical information aboetvéce running, responsibility, etc). After
being annotated with information of collaboratothe collaborative process will be
transformed into a set of collaborative sub-proessgcording to a transformation method.

At the third level, collaborative processes (inahgdthe generated collaborative sub-
processes) will be transformed into local collabiveaprocesses by each collaborator. During
this transformation, the business terminologied Wwé transformed from global to local
terminologies and the process specification languai) also be transformed from global to

local if necessary.
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At the fourth level “PolM” Protocol IndependentModel), message types in
collaborative process must be determined accorttingiessages context (messages sender
and receiver, and relevant business context). Somesages types may also be partially
declared in collaboration requirement. The abowe dases of message type determination are
ontology-based. So, the ontology must contain mssinmessages definitions, which may
have some business context specifications.

After the determination of messages types, collatioos in a collaborative process will
be mapped into participants. The key of the mappiegses on functionality and context of
an activity. After the mapping from collaborators participants, the collaborator’s
information in the process must also be kept, b@sauch information has semantics that is
not implied in participants. For example, semanfas roles of collaborators cannot be
represented by participant roles. The above taskbis level also rely on ontology. As a
participant is an element of system architectunéglogy must also contain information about
each collaborator’s system architecture. At lai$&éranessage types are fixed and the mapping
from collaborator to participant is done, collaliv@ processes become interoperability
processes.

At the fifth level “PoSM” Protocol Specific Model), interoperability process will be
implemented in an executable process specificdiinguage: BPMN. All message transport
protocols are explicitly specified at this level.

According to the above description, PBMEI closegpends on ontology and SOA. It
also has one assumption: interoperability procatsdly depends on original functions of each
collaborator’'s information system. Of course, PBM&$0 relies on a process execution
engine and a given infrastructure, such as semaatigce bus. Semantic service bus will be
studied in Chapter 5.

1.2. Two variants of PBMEI

In Chapter 3-Section 1.2, collaborative businesgesses are classified into three types:
internal process, coordination process, and cotipargprocess. As internal process and
coordination process can be easy to implement thiéhhelp of WS-BPEL or workflow
model, this thesis will focus on cooperation prec@sPBMEI.

When using PBMEI to solve interoperability problerige first encountered problem is:
who will create cooperation process and in whicyle®t In practice, if there is a core
cooperator, the cooperation (collaborative) prodesseated by the core cooperator. It will
not negotiate with any others. If there is no comeperator, the cooperation (collaborative)
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process is created through negotiation of all coaipes. When applying PBMEI into the
above two cases, two variants of PBMEI are generatel they are described below.

1.2.a. Ontology-based PBMEI for collaboration without cemperator

If a collaborative process has no core cooperd&MEI becomes the following
variant, see Figure 4-2. At Level 1, all collaborat negotiate to create a collaborative
process. At Level 2, the collaborative processisogated with collaborators’ information and
divided into several sub-processes. The first @oorsd levels and the transformation between
them are global, which depends on the global oggol@he third, fourth and fifth levels and
the transformations between them are done locallyedch separate collaborator, which
depends on the local ontology. After all collaboratgenerate their own interoperability

processes, they can execute them through an ideakiecution algorithm.

—_
-
— - Ontology
Level 1 Collaborative Process 01083
7 , _ , ©1y|  Global
Level 2 Collaborative Process Annotated with information of |&—
collaborators (Divided into N sub-processes)
Level 3 Local Collaborative Process Local

@

Level 4 PoIM- Interoperability Process

(Fix message types; map collaborators to participants) < » fM "
odc.

PoSM- Interoperability Process
Level 5 Fix message transport protocol < »
2 port { Network
3 . . ~ .
U Execution engine of business process
- . ~ K K . ~— .
SF (process specification language; execution algorithm ) L )

Infrastructure (Semantic Service Bus)
Figure 4-2. Ontology-based PBMEI for collaboration without core cooper ator

The global ontology includes common sense necesshgn collaborators negotiate
with each other to create collaborative procese @lobal ontology will also define the
syntax and semantics of collaborative process. Auwness expressions in all elements of
collaborative process must also respect businessinglogy definitions in the global
ontology. The global ontology must also containamdrators’ information because which is
needed when collaborative process is annotated.

The local ontology contains all information abouttezprise architecture for a
corresponding collaborator. It includes three basmtologies: business ontology, model
ontology and network ontology. Business ontologytams all terminologies related with

local business requirements. Model ontology costaith models (architecture models and
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data models) in different software development pbhasNetwork ontology contains
information about software deployment.

Of course, there must be mappings between the Ighoibalogy and the local ontologies
for all collaborators and such mappings will be dud®y each collaborator when they
transform the global collaborative process intartben collaborative process. The mapping

between the global and local ontology will be stoa@d maintained in local ontologies.

1.2.b. Ontology-based PBMEI for collaboration with coreperator

If a collaborative process in PBMEI has a core evafor, once the core cooperator
finishes Level 1 and Level 2 in Figure 4-3, it waléliver them to its collaborators, and the
other collaborators will transform the receivedgasses into processes described in their own
languages. For the core cooperator, it will folloewel 3 and Level 4 in the PBMEI described
in Figure 4-3. For all other collaborators, theylollow Level 3 to Level 5 in the PBMEI
described in Figure 4-2.

—’-—___—_—\

e —-
Ontology
- R e R |
Level 1 Collaborative Process | Local
Collaboration
Level 2 Collaborative Process Annotated with information of  |q—{p ——
collaborators (divided into N sub-processes) @
Business
ey \______/
Level 3 PoIM- Interoperability Process PR N
iX message types; map collaborators to participants
Fi ge types; map collab particip B R —
Model
\_______/
Level 4 PoSM- Interoperability Process L L & =)
(Fix message transport protocol) b Network
N_,_‘____—d
Execution engine of business process —_—

wZe (processspecificationlanguage: execution algorithm)

Infrastructure (Semantic Service Bus)
Figure 4-3. Ontology-based PBMEI for collaboration with cor e cooper ator

Since collaborative process is created by the cooperator, the process is only based
on the core collaborator’s ontology, and thereasiaed to transform the global collaborative
process into local collaborative process, whictvliy the variant depicted in Figure 4-3 does
not have the level “Local collaborative process”.

Note that besides the business ontology, modellaytoand network ontology, the
ontology of the core cooperator also contains tb#algoration ontology which offers

information about collaborators and their services.
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1.3. Content of ontologiesin PBMEI

As Section I.1 proposes suggestions about confemitologies in PBMEI, and Section
1.2 provides the categories of ontologies in PBM#his section will present which ontology
should contain what. Table 4-1 gives a proposak d¢nstruction of Table 4-1 is also based
on the study in Chapter 2-Section | (about busimasgesses and relevant tools) and in

Appendix A (about business rules).

Table4-1. Content of ontologiesin PBMEI

Ontology Content Mapping

Global * information about all the collaborators: name,
business roles, and postal address, email address,
network address, offered business servigces,
published web services and related statistical
information about their offered services (e.g., QoS
trust rank), etc

* common business object model

« gpecification language for collaborative procegses
and business policies

e collaborative process, collaboration policies

Collaboration | » information about all the collaborators: name,
business roles, and postal address, email address,
network address, offered business servigces,
published web services and related statistical
information about their offered services (e.g., QoS
trust rank), etc

* common business object model

e collaborative process, collaboration policies

Business » all business concepts in its own domain amdapping to global

relationships or collaboration
« local business policies ontology;
- * local collaborative process Mapping to mode
8 e organizational information ontology;
= Model » formal descriptions of business concepts, théfrapping to
relationships business
« formal descriptions of business rules and technicaitology;
rules Mapping to

« formal descriptions at different levels about thsetwork ontology;
architecture of an enterprise information system
« formal descriptions about all physical components
of enterprise software systems
« Interoperability processes at “PolM” and “PoSM”
levels
Networ k * deployment information of all softwareMapping to mode
components of an enterprise information system ontology
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In Table 4-1, there are mappings between globadlogy/collaboration ontology and
business ontology, between business ontology andeimontology and between model
ontology and network ontology. These mappings shbelmaintained and managed and they
will be used when transforming business process $&etion Il1).

According to Table 4-1, the ontology contains infation about collaboration,
business, model and deployment. In fact, data géowra ontology can be real or virtual. That
is to say, data can be directly stored in the agigl but they can also be stored in remote
professional servers. In the latter case, the ogjobnly stores ontology-based description
about remote data. For example, business rulebeatored in Business Rule Management
System (BRMS) (Graham 2005) and the ontology oolyt&@ins ontology-based descriptions

about business rules.

1.4. Conclusions

This section has presented how ontology influereaesh step of PBMEI. Because of
different uses of ontology, two variants of PBMEMe been analyzed. During analysis of the
two variants, categorization of ontology in PBMEshbeen proposed: global ontology, local
ontology, collaboration ontology, business ontologydel ontology and network ontology.
At last, content for each ontology has been coredudccording to studies about PBMEI,
business processes and business rules.

This section has primarily studied the relationdtgpween ontology and PBMEIL. In the
following two sections, we will discuss the relatship between ontology and collaborative
processes in PBMEI and study how to use the onydbaged relationship to do process

transformation.

II. ONTOLOGY-BASED ANNOTATION FOR
COLLABORATIVE BUSINESS PROCESS

I1.1. Literature study

In order to research semantic information of bussngrocesses, two aspects should be
considered: which kind of information should be adogized and how to represent the
information. For the first aspect, the work of {pawska, Hepp et al. ; Filipowska,
Kaczmarek et al.), which is based on European SUBERect (Semantics Utilised for

Process management within and between EnteRptisd)as proposed three kinds of

33 http://www.ip-super.org/
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ontologies: process ontology, organisational omgpland domain ontology. Process ontology
describes the structure of business processes agherganisation ontology describes the
artifacts involved in business processes (suclcessa resources etc), and domain ontology
provides information specific to a company. (Filyska, Hepp et al. 2009) also shows that
the three kinds of ontologies have different cotgém different phases of BPM lifecycle.

For the second aspect, we have two choices: firsjyresent whole business processes
as ontologies including structures and contentsusiness processes; secondly, add semantic
annotations for contents of business processes.ghd Ding 2005) has proposed a General
Process Ontology and an application domain ontotogyntologize the structure and content
of business processes. In order to do the expetsn@nsemantic process retrieval, (Kiefer,
Bernstein et al.) has transformed approximately03@@siness processes into OWL described
by the concepts of MIT Process Handb8okSUPER-Project) has proposed semantic BPMN
which constructs BPMN concepts in OWL and usesettdefinitions to instantiate BPMN
processes. (SUPER-Project) has also proposed deniRPEL (sBPEL), semantic Event
Process Chain (sEPC) to describe business procasse# wants to transform business
processes based on these ontologies into that lbasB&MO and at last it hopes BPMO can
bridge sBPMN, sePC and sBPEL together. To achibeegbal, (Norton, Cabral et al.) has
done the ontology-based translation of businesgs® models from Business Process
Modeling Ontology (BPMO) to sBPEL and from sBPELB®MO. This thesis will discuss
the second choice, like SAWSBlrealized by WSMO Studit

I1.2. Semantic Annotationsfor Business Processesin BPMN

In this thesis, semantic annotations for businessgsses are based on ontologies, i.e.,
the annotations will refer to concepts, propertesnstances in ontologies (shown in Figure
4-4). However, the construction and distributionootologies are beyond the scope of this
thesis, so this thesis will just focus on how tsamsate ontology with BPMNZ2.0-based
business processes. Before that, we provide a enekample that indicates why a semantic
annotation is necessary to business processes: domgpany, for the preparation of an
anniversary celebration, there are numerous taskit one of which is to buy 5 beautiful
notebooks as awards. To the organisers of the m@ta activity, “notebook” maybe means

3 http://ccs.mit.edu/ph/
% http://www.w3.org/TR/sawsdl/

% http://www.wsmostudio.org
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“book with blank pages for recording notes or meanda®’. However, if the preparation
process of the celebration is supported by infoimnatsystems and the task, “buy 5
notebooks”, is implemented by IT engineers as “findotebook provider on the Internet and
send electronic request”, to IT engineers, “notébonay be “notebook computer (a small
compact portable computet}” That is to say “notebook” has ambiguity in theejparation”
process. However, this is just one case for semaetierogeneity (Xu and Lee 2002; Wang
and Liu 2009). So contents in business processest e annotated with semantic
information for disambiguation between differenopke. The following will explain how to

realize semantic annotations for BPMN2.0-basednessi processes.

Business Process in BPMN2.0

Semantic w
Annotations

Figure 4-4. Ontology-based Semantic Annotationsfor Business

Pr ocesses

BPMNZ2.0 metamodel provides atension mechanism (see Figure 4-5). This allows
business process metamodel to be extended but sbilbBPMN-compliant. In BPMNZ2.0
metamodel, such extensibility is implied in theidgbns of “baseElement” (Page 64 of
(OMG 2011)), “rootElement” (Page 65 of (OMG 201Xfocumentation” (Page 64 of (OMG
2011)), and “extension” (Page 60 of (OMG 2011))isT$ection proposes the following four
ontology-based methods of semantic annotationsrBehe elaboration of the four methods,
the outline of BPMNZ2.0 files is provided in Figutes (a). BPMNZ2.0 files are based on XML,
and their root element is “definitions” (Page 540MG 2011)), and normally it contains two
scopes: one for the structure of collaborationstebgraphies/processes and the other for the

visualization of all graphical notations in busisesllaborations/choreographies/ processes.

] tExtension | * 1| [ tpefinitions | tBaseElement
- EExtension -
« () OO
, )
- tDocumentation
1y * JtDocumentation 1- tExtensionElements
] tDocumentation ] tExtensionElements

Figure 4-5. Extensibility M odel of BPMN2.0

37 http://wordnetweb.princeton.edu/perl/webwn
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<definitions ...>

Scope of structure

Scope of visualization

<definitions ...>

<definitions ...>

<definitions ...>

Scope of structure

Scope of semantics

Scope of extension

Scope of
structure&semantics

Scope of structure

Scope of visualization

</definitions> - </definitions>
Scope of visualization Scope of visualization
</definitions> </definitions>
@ (b) (©) (d)

Figure 4-6. Structures of BPMN2.0 Files

I1.2.a. “rootElement”’-based Semantic Annotation

According to BPMN2.0 metamodel, “rootElement” iglaild element of “definitions”
and it can be replaced by its subclasses, so walefame a subclass of rootElement’s data
type and create a corresponding element to replem®Element”. Part of the schema
definition for the scope of semantics is as folloWwhie complete schema definition is
provided in Appendix D.

Schema definition for semantic annotations of BPNIN2

<xs:conpl exType nane="t Senmanti cAnnot ati on">
<xs: conpl exCont ent >
<xs:extensi on base="bpm20:t Root El enent ">
<XS:seguence>
nane="detail" type="tSenanticDetail"
maxQccur s="1"/ ></ Xs: sequence>
<xs:attribute nane="bpmeEl enment" type="xs: QNane"/ >
<xs:attribute name="ontol ogyRef" type="xs:anyURl "/>
<xs:attribute nane="|evel" type="t MDALevel "/>
</ xs: ext ensi on></ xs: conpl exCont ent >
</ xs: conpl exType>
<xs:conpl exType nane="t Semanti cAnnot ati onLi st">
<xs: conpl exCont ent >
<xs:extensi on base="bpm20:t Root El enent ">
<Xs:sequence>
<xs: el ement nane="semanti cAnnotation" type="t Sermanti cAnnotation"
m nCccur s="0" maxCOccur s="unbounded"/ > </ xs: sequence></ xs: ext ensi on>
</ xs: conpl exCont ent >
</ xs: conpl exType>

<xs: el enent m nCccur s="0"
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<xs: el enent nane="senmanti cAnnot ati onLi st"
type="t Semant i cAnnot ati onLi st"
substitutionG oup="bpm20: root El enent"/ >

In the above code, the typeSemanticAnnotation” defines which attributes should be
included in the semantic annotation for an elenme®PMN2.0-based business processes. Its
attribute ‘opmnElement” points to a corresponding element in the scopstafcture. The
attribute ‘ontologyRef” points to a concept defined in an ontology anel ¢bncept explains
what the above “bpmnElement” means. The attribigeel” means an MDA level at which
the semantic annotation is. The sub-elemedétdil” contains the detailed semantic
information of the annotated element and it caneappt most one time in a semantic
annotation, for example, for a certain task in asitess process, there is not any
corresponding concept/instance in the dependeotagyt, then the task can be described by
its actors, action, resources and other conditiovisich may have corresponding
concepts/instances. Besides, the lisemfanticAnnotationList” contains all required
semantic annotations for elements in business psese

After applying the above schema into a businessga®in BPMN2.0, the BPMN2.0
files will be like Figure 4-6 (b). The following ges an example of the scope of semantics
(thenamespacen Italic is the namespace of the dependent ogydlo

Example of “rootElement”’-based semantic annotation

<bpmmsa: semant i cAnnot ati onLi st id="sid-1">

<bpmsa: senanti cAnnot ati on id="sid-2_s" bpmEl enent ="si d- 2"
ont ol ogyRef =" {namespacéd}l ogi sti cOnt 0. ow #Not ebook"

| evel ="CI M/ >

</ bpmmsa: senant i cAnnot ati onLi st >

However, this method requires that the new schemdalze original BPMN2.0 schema
(metamodel) share the same “targetNamespace”, BIMNZ.0 schema must include the new
schema. That is to say the original BPMN2.0 schewiabe modified, and this is the
drawback of the method.

I1.2.b. “extension’-based Semantic Annotation

According to BPMN2.0 metamodel, “extension” is d-wlement of “definitions”, and
it can be extended. So this method is to add seéenannhotations into the “extension”
element. The definition of semantic annotationthessame as that in the first method. After

applying this method into a business process, PkIB2.0 files will be like Figure 4-6 (c).
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The following gives an example of the scope of saina. In this method, the scope of
semantics is included in the scope of “extensiowt, directly stored as the sibling scope of
business processes’ structures like “rootElemeaseld method, so the representation style of
semantic annotations in this method is less clesn that in “rootElement”-based method.

Example of “extension”-based semantic annotation

<extension definition="senmanti cAnnotati on">

<docunent ati on>

<bpmmsa: semant i cAnnot ati onLi st id="sid-1">

<bpmmsa: semanti cAnnotation id="sid-2_s" bpmEl enent ="si d- 2"
ont ol ogyRef ="{ nanespace} /| ogi sti cOnt o. ow #Not ebook"/ >

</ bpmsa: sermant i cAnnot at i onLi st >

</ docunent at i on></ ext ensi on>

11.2.c. Attribute/Element-based Semantic Annotation

In BPMN2.0 metamodel, the type of “baseElement” esalt possible to add new
attributes or new elements into it, and fortunatmilaboration, choreography, process, task,
artefact, event, message, gateway, participanteapcession are extended based on the type
of “baseElement”, so all of the above concepts adah a new attribute to point to a concept
defined in an ontology. The attribute can be defias follows.

Attribute definition for semantic annotation

<xs:attribute nane="ontol ogyRef" type="xs:anyURl" />

So after apply such annotation method, the extetdsthess process is obtained and
the following shows one fragment:

Example of attribute-based semantic annotation

<dat aCbj ect id="sid-2" isCollection="fal se" nane="ticket"
bpmmsa: ont ol ogyRef = " { nanmespace}/| ogi sti cOnt 0. oM #Not ebook" / >

In this method, all semantic annotations are setten BPMNZ2.0 files, not like the
above two methods where all semantic annotatioesaltected in one scope. The structure
of BPMN2.0 files is like Figure 4-6 (d). This meth similar to SAWSDL.

11.2.d. “textAnnotation’-based Semantic Annotation

As “textAnnotation” is extended from the type ofadeElement”, so it has extensibility
inherently. And “textAnnotation” can be associatgth activities, events, gateways, message
flows, sequence flows and other objects whose tigpederived from the type of
“baseElement”. So “textAnnotation” can be used asnethod of semantic annotations.
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However, “textAnnotation” is associated with an atated element by an association, not like
the above three methods which associate semamtataions and annotated elements by ID
mappings (“bpmnElement” in Section Il.2.a). In asimess process, the usage of
“textAnnotation”™-based semantic annotation is deves and the structure of BPMNZ2.0 files
will be like Figure 4-6 (d).

Example of “textAnnotation”-based semantic annatati

<text Annot ation id="sid-3" textFormat="text/plain">

<t ext>

<bpmmsa: semanti cAnnot ati on i d="sid-2_s"
ont ol ogyRef =" { nanespace}/ | ogi sti cOnt 0. ow #Not ebook"/ >

</text>
</t ext Annot ati on>

In terms of the above elaboration of four methddls, first two methods collect all
semantic annotations together in the scope of sérsannstead the second two methods
merge semantic annotations within the scope ofnlegsi processes’ structures. Table 4-2

compares the four methods in detalil.

Table 4-2. Comparison between four semantic annotation methods of business processes

Semantic Annotation advantages disadvantages
“rootElement”-based Keep all semantic/ Modify the meta-model of
annotations together; BPMNZ2.0;
“extension”-based Keep all semantic Less clear than

annotations together; “rootElement’-based SA
attribute/element- | Semantic annotations All semantic annotations are
are attached directly to scattered in the structure

based
designated BPMN scope of BPMN files;
elements;
“textAnnotation”- Semantic annotations  Not directly mapped;
based are attached to “textAnnotation” appears
designated; BPMN everywhere in BPMN
elements graphical diagrams;

The above four ontology-based semantic annotati@thods can be adopted by
BPMNZ2.0 Tools such as BizAgi Xpreé§sOracle BPM Suit&, Bonita Open Solutidf etc.
According to Table 4-2, the second method is padfier If BPMN2.0 tools want to add

semantic annotations into business processes, sy provide a graphical user interface

38 http://www.bizagi.com/index.php?option=com_conganew=article&id=19&Itemid=100
39 http://www.oracle.com/us/corporate/press/079865

“0 http://www.bonitasoft.com/
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(GUI), which could show all concepts/instances @p&hdent ontologies and which should

also easily associate them with graphical elemantsusiness processes. Of course, these
tools should also provide a GUI for IT engineerscteate detailed semantic annotations --
“detail” in Section 11.2.a, which can help generatew concepts/instances in dependent

ontologies.

I1.1. Conclusions

Business processes need semantic information dtlimglignment between business
and IT. In order to supplement semantic informatiBPMN2.0-based business processes,
this section has presented four methods of onteb@ped semantic annotations and these
methods are all built on the existent extensibilihechanism of BPMN2.0. After the
comparison of the four methods, the “extension’gdasemantic annotation method will be
preferable to the other three methods.

Apart from bringing benefits to BPMN2.0-based bes# processes, semantic
annotations are also beneficial to ontologies. T¥@stion has indicated that the detailed
semantic annotations will help to generate new eptstinstances to enhance contents of
ontologies. Furthermore, semantic annotations intpky reversible associations between
business processes and ontologies, hence some pt&mtd#ances in ontologies have
corresponding structural elements in business pesese and they can find their
preconditions/post-conditions through business ggses. In fact, business processes can be
regarded as contexts for some concepts/instanaagaogies. So, BPMN2.0-based business
processes are one kind of structural annotationgrftmlogies.

ITI. SEMANTIC ANNOTATIONS AND MODEL
TRANSFORMATION

Besides facilitating process (or process fragmeh$covery and reuse, semantic
information in business processes can also helpemwmdnsformation in MDA research
domain. In Chapter 3, PBMEI has been proposed taisdntegrated with MDA. At the CIM
level, this method uses collaborative business ga®®s to describe collaboration
requirements between enterprises and after sewexdé! (business process) transformations,
it is expected to generate several executable éssiprocesses. The business process
transformations, especially between Level 2, Lé&ydlevel 4 and Level 5, will need semantic

information retrieved from ontologies and add nevioimation into generated business
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processes. Semantic Annotations for business esasan be a suitable method to support
such business process transformation.

Figure 4-7 shows a general model transformatiofBMEI and the transformation
takes advantage of semantic annotations. In Figtife Business Process i has the existing
semantic annotations which point to ontology, esdgcpoint to Ontology i, and the newly
generated Business Process j contains new senamiatations besides the originals. The
new semantic annotations also point to ontologgeeislly points to Ontology j. During the
transformation from Business Process i to j (fro@AMhigh level to MDA low level), the
mapping between Ontology i and j will be neededthWhe help of the mapping, the
transformation will find the concepts/instances @ntology | corresponding to
concepts/instances in existing semantic annotabbisisiness Process i. The new semantics
will be added into Business Process j.

From the above description, semantic annotatiortsueiness processes are very useful

for vertical model transformation (from MDA highviel to low level).

Business Process i

Ontology

Scope of Semantics

Existing
Semantics

Ontology i

'

Model transformation ——— ] mapping

Business Process j

Scope of Semantics

Existing N Ontology j

Semantics

New Semantics

[

Figure 4-7. Semantic Annotationsin Business Process

Transformation

IV. CONCLUSIONS

This chapter has presented some first developnadrdat the method ontology-based
PBMEI, which uses ontology in modeling environmémtsolve enterprise interoperability

problems. This method also makes collaboratorsoitalworative process easily adapted to
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collaboration requirement changes. After analyzhregdependant information in PBMEI and
its two variants, the global ontology, local ontpyo business ontology, model ontology and
network ontology are introduced and their contanéspresented.

In order to associate collaborative business psssesh PBMEI with ontologies, four
methods of ontology-based semantic annotationdd@iginess processes in BPMN2.0 have
been proposed in this chapter. These methods areudt on the existent extensibility
mechanism of BPMN2.0. After the comparison of tbarfmethods, the “extension’-based
semantic annotation method will be preferable ®dther three methods. This paper has also
shown that, in ontology-based PBMEI, semantic aatimmis are helpful to vertical
transformation of collaborative business procegsedusiness process is regarded as a
model).

According to the above discussion, ontology ieflces PBMEI from two aspects:
representation of collaboration process and protrassformation. In fact, ontology can not
only influence vertical process transformation BMEI, but it can also influence horizontal
transformation in PBMEI. In Section I.2, when wesdliss two variants of PBMEI, the
generated collaborative processes will be delivaei@dother collaborators. During this
procedure, horizontal transformation of collabamtprocesses is necessary. How to support
ontology-based horizontal transformation will bealissed in Chapter 5.

The research in this chapter is the foundatiorfddiher research on the way of using
ontology-based PBMEI in a concrete application césa word, our method ontology-based
PBMEI is ontology-based, process-based and modedrdiand it is also ontology-language-

independent.
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CHAPTER 5: Goal-driven and Ontology-based
architecture for enterprise

Interoperability
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Ontology-based PBMEI studied in Chapter 3 and designed to realize the modeling
space of the framework illustrated in Figure 2-Chdpter 2-Section VI). In this chapter, we
will propose anOntologyBased andGoal-Driven (OBGD) architecture for enterprise
interoperability. This architecture is designedréalize the platform/infrastructure in the
framework.

In order to design the OBGD architecture, Sectiovilll analyze problems existing in
semantic web services and in goal-based researthes. in Section Il, we will propose a
goal model. Based on the goal model, we will designrOBGD SOAP and OBGD service
invocation. Based on the research result in Sectipnve will propose a symmetric
mechanism for OBGD service invocation in Sectioh Mhe symmetric mechanism is
implemented by OBGD semantic service bus, and tiseidthe core of our proposed OBGD
architecture. In Section 11, we will study deplognt methods of OBGD semantic service bus
for intra- or inter- enterprise interoperabilityy Bection IV, we will study the relationship

between this chapter and the above two chapters.

I. LITERATURE STUDY

I.1. Semantic Web Service

Semantic web service comes out from two domainstaséic web and web services
(Mcllraith, Son et al. 2001; Mcllraith and Marti®@3). Originally, on the World Wide Web,
there were only static contents (web pages). Mbsh® web contents were designed for
humans to read, not for computer programs to méatg@uneaningfully. So in 2001, semantic
web was proposed by Tim Berners-Lee to structugentbaningful content of web pages and
to create an environment where software agents fo@m page to page (Tim, Hendler et al.
2001). Besides semantic extension of web, contd@niseb are also extended, from static web
pages to web-accessible programs/sensors/devindssuch extension is realized by web
services. Web services are supported by the spatbifns WSDL, SOAP, UDDI. These
specifications are at the syntactic level withoellwdefined semantics. So they are obviously
not powerful enough to support semantic interogbtabof web services or automatic
discovery, selection and composition of web ser:i&@o, like the shift from web to semantic
web, in order to manipulate web services meanihgfgemantic extension of web services
should also be defined. This is studied in the am@ihsemantic web services. There are two
kinds of methods to extend web services semantiaatle is to add semantic annotations into
existing specifications, such as WSDL-S (W3C 20@AWSDL (semantic annotations for
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WSDL) (Farrell and Lausen 2007) and SAWS (SalorGikifu et al. 2008); the other is to
provide independent semantic descriptions for wetvises, such as OWL-S (The-OWL-
Services-Coalition 2003), WSMO (Roman, Lausen .e2@06).

OWL-S (formerly DAML-S (Ankolenkar, Burstein et &2001)) was proposed in order
to support automatic discovery, invocation, compasiand interoperation of semantic web
services. It includes three main parts: servicdilpralescribing what a service does (web
service capability), service model describing hoseevice works (web service programs) and
service grounding describing how to access it (wetvice access) (Mcllraith and Martin
2003). Execution semantics of OWL-S is formalizgddifferent methods in different papers
(Ankolekar, Huch et al. 2002; Narayanan and Mdir&002). OWL-S is implemented by a
loose collection of individual tools like OWL-S ¢ali, OWL-S matchmaker, OWL-S virtual
machine, OWL-S IDE, etc (Shafig, Moran et al. 200R@ference (Paolucci, Ankolekar et al.
2003) also shows that use of OWL-S does not produymerformance penalty.

Following the research line of OWL-S, a more corhpresive framework named Web
Service Modeling Framework (WSMF) was proposed ¢$Eerand Bussler 2002). Then
WSMF was refined and extended by Web Service Moddbntology (WSMO). WSMO has
four main elements to describe semantic web sesva®ology that provides the terminology
used by other elements, goals that define the gnablthat should be solved by web services,
web service description that defines various aspetia web service, and mediators which
bypass interoperability problems. WSML is selectéedthe ontology language of WSMO.
WSMO has been implemented by two systems: IRSBibnjingue, Cabral et al. 2004;
Hakimpour, Sell et al. 2005) and Web Service ExeauEnvironment WSMX (Cimpian,
Vitvar et al. 2005).

In fact, semantic annotation methods of web sesviaee used more to improve
automatic discovery and composition of servicesydwer, besides service discovery and
composition (Sycara, Paolucci et al. 2003; da SHaatos, da Silva et al. 2009), independent
semantic description of web services also paysitate to automatic service invocation. For
example, OWL-S defines service grounding and WSMfinds “choreography” for web
services and “goal” for clients. Furthermore, (Bens 2004) discusses dynamic invocation of
semantic web services described by OWL-S, and @erequesters and providers use
different ontologies. In this dynamic invocation tined, a service requester must do
numerous things in order to send out a requestagess

a) reading semantic description of a target servieklaading related ontologies from

the service provider;
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b) transforming service description to its own ontglagcording to mappings between
ontologies of the service requester and provider;
c) transforming its own request into ontologies of taeget service and transforming

the request ontology to a WSDL message.

But it is unreasonable for a service requestelotso many things. This thesis believes
that a service requester just needs to send outdtgest expressed by ontologies of service
provider, and when the service provider receivesréguest, it can understand and deal with
the request.

Besides, another invocation mechanism of semangb gervices is realized by the
WSMO-based project, IRS-Ill, and the invocation haadsm is goal-centric (Domingue,
Cabral et al. 2004; Domingue, Cabral et al. 2008)the invocation mechanism, a service
request is expressed as a goal and sent out tdlliREBtform and the platform, as a broker,
will discover, select and invoke the most apprdpriervice (Cabral, Domingue et al. 2006).
This research work is excellent, but the clienesahd server side in IRS-Ill use the same
ontology; furthermore its “goal” definition is lindd to IOPE (input, output, precondition and
effect) as defined in WSMO, and it is not precisewgh for describing a web service

semantically. This will be further discussed in t8ectl.2.

1.2. Goal

In different domains, goal has different definiorin some sports, goal can be game
equipment consisting of the place toward which @tayof a game try to advance a ball or
puck in order to score poifits In enterprises, goal can have several types:ionissision,
strategic goal, tactical goal and operative goah(@el, Chalmeta et al. 2008). In computer
science domain, a goal also has different defimitian different branches, e.g. artificial
intelligence (Russell and Norvig 2003) and requieatrengineering (Lamsweerde and Letier
2004; Lapouchnian 2005). Especially, in SOA/sentanib service domain, a goal is defined
as a representation of an objective for which Hatient is sought through execution of a web
service (Roman, Lausen et al. 2006).

When modeling goals, some researchers model aetengoal (e.g. “book a flight”) as
a concept (da Silva Santos, Pires et al. 2008; g&fachalmeta et al. 2008; da Silva Santos,
da Silva et al. 2009); some model it as an inst§Roenan, Lausen et al. 2006); some model

it as a prescriptive assertions (Lamsweerde aneén2004). Researchers also model goals in

“L http://wordnetweb.princeton.edu/perl/webwn
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different methods, such as, in UML/UML Profile (Sdgul and Chung 2005; da Silva
Santos, Pires et al. 2008; Grangel, Chalmeta @088; da Silva Santos, da Silva et al. 2009)
or in ontology (Roman, Lausen et al. 2006; Jokldi09). Some goals are just identified by
their namel/id; and some goals have propertiesexample, in (Roman, Lausen et al. 2006)
goals have the properties: capability, interfade, i different domains, there are different
related concepts surrounding the concept “goat/, ia. (da Silva Santos, Pires et al. 2008; da
Silva Santos, da Silva et al. 2009), the conceplated with “goal” are task, service and
agent: a “goal” is supported by a “task”, a “task’performed by a “service” and a “service”
is provided by an “agent”; however, in (Supakkutahung 2005; Abid 2008), concepts
related with “goal” are about goals’ compositiorable 5-1 provides a short overview of

“Goal” in some domains of computer science.

Table 5-1. Overview of Goal-Based Resear ch

Related Work Viewpoints of goal-based research
Domain Representation Form of a Modeling Method Goal's properties Related Concepts
Style concrete goal
(Lamsweerde | Requirement | Hybrid assertion Informal (natural N/A Agent, capability
and Letier Engineering language); formal
2004) (proposition logic)
(Supakkul and | Requirement | Partially class UML (Profile) name, criticality} Softgoal, contribution,
Chung 2005) | Engineering | explicit satisfaction level,| claim, decomposition
offspring  goals,| etc
parent
(Abid 2008) Requirement | Hybrid class URN/GRL/ Goal type,| Decomposition,
Engineering UML (Profile) decomposition dependency,
type, important| contribution, actor,
type, etc. etc.
(Grangel, Enterprise Hybrid class UML (Profile) goal type, goal Strategy, plan, variable
Chalmeta et al.| modeling level, children,
2008) parent
(da Silva WS Partially class UML (Profile) N/A Task, service, agent,
Santos, Pires et Discovery & | explicit etc.
al. 2008; da | Composition
Silva Santos,
da Silva et al.
2009)
(Roman, WS Modeling | Implicit instance WSMO/WSML Capability, Service, Mediator,
Lausen et al. | & Testing interface, etc. Ontology
2006; Jokhio
2009)

According to related work listed in Table 5-1, aajgan be represented from three
aspects: 1) from its context, such as, IOPE or tcaimés of a goal, like descriptions in
(Lamsweerde and Letier ; Roman, Lausen et al. 200i0); 2) from its natural properties,
such as, its name, criticality and relationshiphwither goals, etc, like that described in
(Supakkul and Chung 2005; Abid 2008; Grangel, Cletdnet al. 2008); 3) from its capability
requirement, i.e., it wants to achieve what. Cdpgbiequirement of a goal can be expressed
by its identifier and the relationship with othdentifiers, like description in (da Silva Santos,

Pires et al. 2008; da Silva Santos, da Silva €@019). As a goal's context does not describe
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its semantics directly, so this representationestfl a goal ismplicit; although a goal’s
properties can directly describe its semanticsshah information cannot semantically reflect
its real purpose, so such representation stypaigally explicit; a goal’s real purpose can be
represented by its identifier and relationship vather identifiers, but such identifier is just a
string, meaningful to people, but less meaningfut@mputers, so this representation style is
alsopartially explicit. Of course, a goal can also be represented by iocatidn of the above
representation styles, and this is thbrid representation style. But no above representation
styles can directly define a goal’s real purpose:capability requirement. So in Section II,

this chapter will propose axplicit representation style of a goal to solve this probl

II. ONTOLOGY-BASED AND GOAL-DRIVEN SERVICE
INVOCATION

I1.1. Goal M odel

After studies about goals in Section 1.2, this ¢ceaproposes goal ontology described in
Figure 5-1. In order to graphically represent thedel, Figure 5-1 adopts UML rather than
ontology languages. The representation of the goablogy in OWL can be gotten in
Appendix E. In Figure 5-1, &oal can beachieved by severalTasksand a Task can be
performed by severalActors The actors can be adrganization a Person Softwareor
Hardware The multiplicity relationship between the three concepts has been identified in
Figure 5-1. There is an example to explain the iplidity relationship between Goal and
Task. The Goal “translate French to Chinese” caadigeved by the task “translate French to
Chinese” and it can also be achieved by two tasks$late French to English” and “translate
English to Chinese”.

In Figure 5-1l.a, a goal's real purpose is describbg its property
capabilityRequirementwhich is an instance of the concept “Capabilitgapability provides
a description of a certain capability or functiotyal*do what”) by a list ofverb and an
object so capability must depend on a semantic dictipbh@arexplain meaning of verbs and
objects used in Capability. This is tbeplicit representation style of a “Goal”. In this model,
a goal can also be described by its contemplfcit style), such as, IOPE. But its precondition
(P) and effect (E) are not emphasized like thathim state-based goal model described in
(Stollberg and Hepp 2006; Stollberg and Norton 20@&cause precondition and effect
describe the state of the world before and aftgrad’s achievement but the state of the world

at a certain time may not be known (Stollberg andtdh 2007). Furthermore, the state of the
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world will be a significant burden on system designand it will cause some issues during
collaboration of different information systems (Arékar, Huch et al. 2002). So in the goal
model of Figure 5-1, precondition and effect aredutor mappings to other goal ontologies.
Besides, Goal has the propecategorywhich is based on a classification mechanismtliee
North American Industry Classification System (NAXQUS-Census-Bureau 2007). A goal’s
category will limit research scope during the disay of targeted tasks or actors. In a world,
Goal in Figure 5-1 has a hybrid representationesfgbmbining explicit style and implicit
style).

A goal is created and sent out from client sidegmvteceiving it, a server side will find
an appropriate task to satisfy the required capglahd then deliver the task to an actor to
realize the corresponding capability. Some tasks lsa performed by organizations or
persons and the others can be performed by soft{gage web services) or hardware (e.g.,

printers or sensors).

£ Goal * - subGoal
[ cateqgory @ string ¥
L B ; : : E taal
0.1 " " = céEegory i s.ti'i.ng ;.:__.';;_EQ.T-E“':
/! achieved IW—U"T‘- | | "
_V¥ ) : 1 [» ——————
. Q Ennteul: context . " \pask - cape.itz!l!_[.:yReqmremenI: abiveitby i
Eginput : Class [*] _D_fl'l ElTask | - satisfiedCapabilty | capability )
i output : Class [*] cc;-r.1text L B 0.1 "= verb; Class [1,*] | Cltask | -parent
=1 preconditim_w : Object 0.1 | A |'ea||zedCapab|1}F?rEl_:,l object ; Class = b~
T effect : Object e perntmedlh_y I B ‘ . | *
- context | o spactor] Lxl
Q Actor <——— @ performed by |
x | T - subActor
PN N\ N VR »* I
FiY 2 ) e ._tractf:r
. | "~ E Organization = Actor | -parent
pi | 1§ ﬁ i ) . o
- I"|.ard\.'\.|a|r-‘= 7] : & 4 5]
a W ] ] L # épftware * -\haerspn |
| % Hardware EL| webService 5[~ ZL| Software | 2L Person
(a) reeal Model (b) Composition Model

Figure5-1. Goal Model

Figure 5-1.b is a composition model for goal mot¢tahcludes Goal composition, Task
composition and Actor composition. A goal can haeweral sub-goals, a task can have
several subtasks and an actor may have severactols. For example, a goal “Organize a
trip” can have four sub-goals “find flight”, “findhotel”, “book flight” and “book hotel”
(Stollberg and Norton 2007); an actor, e.g., “oigaton” or “web service” can be composed
of sub-organizations (departments or branchesylomgeb services. In fact, through analysis
of goal's composition (Supakkul and Chung 2005;IIB¢og and Norton 2007), task
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composition (business process) (OMG 2011) and welice composition (Sycara, Paolucci
et al. 2003; da Silva Santos, da Silva et al. 2008 can find that these three kinds of
compositions all revolve on capability compositigast from different viewpoints. Goal
composition is constructed from clients’ viewpotot describe clients’ requirements; task
composition (business process) is constructed raganizations’ viewpoint to satisfy clients’
requirements and achieve business agility; webiergomposition is constructed from
software developers’ viewpoint to realize taskspatailities and increase web services’
reusability and at the same time web service coitippsmproves software development
efficiency and productivity. Goal is helpful to seautomatic composition of web services as
described in (Hakimpour, Sell et al. 2005). But veelovice composition, like WS-BPEL2.0,
lacks human interactions, so BPEL4Pedpésd WS-HumanTaékare proposed. The two
new specifications make web service compositiomerea task composition like BPMN2.0.
In fact, a composite task (business process) in BRPBI can use atomic/composite web

services as implementation of some of its sub-tasks

I1.2. Ontology-based and Goal-driven SOAP

After construction of goal ontology in Section |lthis section will discuss how to use
it to invoke target web services to realize tagks.SOAP (Simple Object Access Protocol)
has been widely used as transport protocol of webices, the transport protocol in this
thesis is based on SOAP. Traditionally, when inagka web service, a client will send out a
SOAP message to the web service server: the steustihe message is defined in SOAP and
information contained in the message is defined sorresponding WSDL file. This means
that before invoking a wanted web service, a cliem$ to manually find its location and
download its WSDL file and understand meaning gjureed information for its invocation
and then write invocation code. This will resulttight coupling between clients and web
services. Because if a web service operation clsaitgj@ame or its input parameters for some
reasons, clients’ invocation code has to be chamgedespondingly. How to solve the
problem about tight coupling is critical to entesgrinteroperability.

After making full advantage of the extensibility ah@nism of SOAP (W3C 2007), this
chapter proposes OBGD SOAP message illustratedigard- 5-2. It contains three main
scopes. SCOPE 1 is in the “Header” element ansl dkefined in Figure 5-3. It contains the

elements that point to referenced ontologies. Thw#elogies are the foundation for the

“2 http://www.0asis-open.org/committees/bpel4people/

“3 http://docs.oasis-open.org/bpel4people/ws-humbritaks html
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definition of goals and they are also necessarySGOPE 2 and 3. SCOPE 2 contains a
concrete goal. The concrete goal is an instandbeotoncepGoal in Figure 5-1. SCOPE 3

contains all the information required to achieve tpal in SCOPE 2. The referenced
(dependent) ontology of OBGD SOAP messages camdwded by service requester, service

provider or third party. This will be discussedts end of this section.

<?xml version='1.0"' ?>
<env:Envelope xmlIns:env="http://www.w3.0rg/2003/05/soap-envelope">
<env:Header>

SCOPE 1: Elements about Referenced ontology locations

</env:Header>
<env:Body>

SCOPE 2: A Concrete Goal

SCOPE 3: Information necessary to achieve the goal

</env:Body>
</env:Envelope>

Figure 5-2. Ontology-Based and Goal-Driven SOAP
M essage

When a web service provider receives an OBGD SOASsayge, it must tackle the
message by the following steps:

STEP 1

For an inbound message: If the referenced ontologies in SCOPE 1 come fremice
provider, then go to STEP 2; if the referenced twges in SCOPE 1 are defined by others
but service provider has mappings from these ogtefoto its own ontologies, then service
provider will transform SCOPE 2 and SCOPE 3 of teeeived message to its own
ontologies; otherwise, service provider will retuanfault message to indicate that it cannot
understand the request.

For an outbound message: SCOPE 2 and SCOPE 3 of the message from STEP 2 will
be transformed to original ontology of the relaiadound message; the corresponding SOAP
header block defined in Figure 5-3 will be updaiethe outbound message if necessary.

STEP 2:

For an inbound message: Find an appropriate target task/service (operation)
according to the goal included in the inbound mgssaand go to STEP 3; if there is no
satisfied task/service, then return a fault messtagendicate that it cannot satisfy the
requested capability.

For an outbound message: Just deliver the message to STEP 1.

STEP 3:
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For an inbound message: Transform the message of STEP 2 from ontology ihéiscr
to the XML description which is defined in the WSl of the target service. This step
depends on mappings between domain ontology andeveizces’ definitions.

For an outbound message: The message will be transformed from XML data types
domain ontology and the referenced ontology locettiavill be added into the outbound
message, and then the message will be deliverSaE 2.

STEP 4.

For an inbound message: The message from STEP 3 is tackled as a normal SOAP
message by some SOAP implementations, such aseApaidf or CXF*. The message will
be transformed from XML message to a techniqueHspaenessage, for example, a java
object. The new generated message is deliverduettatget service component.

For an outbound message: After execution of a target service component,spoase
(an outbound message) will be returned. The respas transformed from a technique-

specific message to a normal SOAP message andidhligared to STEP 3.

<xs:schema xmlns:xs="http://www.w3.0rg/2001/
XMLSchema" xmins="http://Im2oserver.ec-lille.fr/
LM2OserverPloneSite/Members/LiuH/OBGDSOAP"
targetNamespace="http://Im2oserver.ec-lille.fr/
LM2OserverPloneSite/Members/LiuH/OBGDSOAP"
elementFormDefault="qualified"
attributeFormDefault="unqualified">

<xs:element name="ontologyRef" type="ontologyRefType"/>
<xs:complexType name="ontologyRefType">
<xs:attribute name = "location" type="xs:anyURI"/>
</xs:complexType>

</xs:schema>

Figure 5-3. Schema of SOAP modulefor locations of
referenced ontology

The above steps are positioned in an ontology-basddjyoal-driven service invocation
mechanism described in Figure 5-4. They forrRracessor Chain including Processor 1,
Processor 2, Processor 3 and SOAP Processtiocessor 1 corresponds to STEP 1,
Processor 2 corresponds to STEP 2; Processor 8spomds to STEP 3; SOAP Processor
corresponds to STEP 4. In addition, in Figure Sdatology base will contain domain
ontology, ontology-based service descriptions, meggpto external ontologies and mappings
to data types defined in WSDL files.

“ http://axis.apache.org/axis/

“ http://cxf.apache.org/
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In Figure 5-4, an OBGD message sent out from aicerequester respects the format
defined in Figure 5-2. After it (as an inbound na&gs is received by a service provider, it
will be treated by Processors 1, 2 and 3 and SOwEeBsor. At the end, it will be delivered
to a target service component. After the executibthe service component, a response (an
outbound message) will be returned and then it bl treated by SOAP Processor and
Processor 3, 2 and 1. Finally, the response willsbat back to the service requester.
Furthermore, Processors 1, 2 and 3 have #uhission conditionan inbound message, as a
request message, must have SCOPE 1; otherwissbibiend message will bypass the three
processors and it will be directly treated by SGABcessor as a normal SOAP message. The
admission condition makes the service invocatiorclraeism in Figure 5-4 also support
normal SOAP-based service invocation.

This invocation mechanism has two assumptions:

Assumption 1: All service providers must understand the headeclofor locations of
referenced ontology defined in Figure 5-3.

Assumption 2: Although service requesters do not need to knowcrets service
addresses, they must at least know service pra/ideidresses. The difference between

service address and service provider’'s addressheiltliscussed further in Section Ill.1.

Service Provider
@

Processor |— | Processor | — | Processor —V‘ SOAP
- 1 B 2 - 3 - Processor

e

Ontology base

-«

Service
component

Service
Requester

Figure 5-4. Ontology-based and Goal-driven serviceinvocation

From the above elaboration, it is evident that \wetbvice requesters just need to send
OBGD SOAP messages and do not need to know detdaéiditions of web services.
Therefore, it makes service requesters and welcsedefinitions loosely coupled. This
realizes loose coupling at service contract legtefified in Table 2-2).

In addition, when an OBGD SOAP message is senffroat a service requester, the
message can depend on ontologies from the seeaeeester, a third party or a target service
provider. If the service requester makes surettieatarget service provider can understand its
own ontology, then OBGD SOAP message can be catsttbased on its own ontology
(Figure 5-5.a). If the service requester and theise provider have negotiated and decided to

use a common ontology, which may be created by sebras or come from a third party,
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then during their communication, OBGD SOAP messege depend on such ontology
(Figure 5-5.c). If the service requester is noedhiat the service provider can understand its
ontology, and meanwhile the service requester staleds the service provider’'s ontology,
then OBGD SOAP message can be constructed basekeoservice provider's ontology
(Figure 5-5.b). No matter which ontology the OBGDAP messages depends on, the service
provider can tackle it by Processor 1. So loosepliog at semantic layer (defined in Table
2-2) can be achieved by OBGD service invocation.

However, there is another problem: how is OBGD SOAfssage generated by a

service requester, especially if the service retgués an enterprise? This will be discussed in

Section 111.1.
OBGD SOAP OBGD SOAP
Message @ Messag,e
Ser\lce requester | Service Prov 1de1 Service requester Servlce Provlder
gDepends on @ @ Depends on_
Ontology A Ontology B Ontology A Ontology B
(a)
OBGD SOAP
Messag,e
Serv1ce requester Depends on Servwe Prov1der
Ontology A Common Ontology B
Ontology
(c)
Figure 5-5. Dependent ontology of OBGD SOAP message
III. ONTOLOGY-BASED AND GOAL-DRIVEN

ARCHITECTURE FOR ENTERPRISE INTEROPERABILITY

Section Il has proposed an ontology-based anddypsdn method of message transport
between web service requesters and providers. $uethod can make requesters and
providers loosely coupled and make them unders¢aott other, which is the foundation to
realize enterprise interoperability. If serviceuwesgters and providers are different enterprises,
then how to make them seamlessly interoperate witbansidering definitions or locations of

web services? Section Il just discusses the prolilem the viewpoint of service providers;
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instead, this section will provide a full landscape supplementation of the viewpoint of

client providers.

II1.1. Generation M echanism of OBGD SOAP M essages

In order to make a service requester generate OBGBP messages automatically,
this section proposes a symmetric mechanism for DB&rvice invocation in Figure 5-6. In
Figure 5-6, Enterprise A (as a service requestartsvto send a request to Enterprise B (as a
service provider). Enterprise B supports the OBgebvice invocation mechanism described
in Figure 5-4. Enterprise A uses the similar medranto generate OBGD SOAP message
automatically and send the message to EnterprisehB.mechanism used by Enterprise A

seems the same as that used by Enterprise Bnlagtailed aspects, they are different.

Processor
1

Processor |- | Processor || SOAP
2 - 3 | Processor

Configuration
@ On;zlzgy @ Information
Database
Configuration
Ongzizgy Information
Database

Processor | g | Processor | —p| Processor |- »| SOAP
1 -+ 2 -+ 3 & | Processor

ty

Service
component

Enterprise B
Service Provider

Service

Enterprise A
Service Requester
component

Figure 5-6. Symmetric mechanism for OBGD service invocation

In Figure 5-6, a service component executed inrfgrig® A depends on another service
provided by a service component in Enterprise Biguits execution, the service component
in Enterprise A will generate a technique-specrquest message, such as, a java object,
including a concrete goal and necessary informabaachieve the goal. Then the request (an
outbound message) will be tackled by the followsteps:

STEP Ol -4:

For an outbound message: The message will be transformed from a techniqeeiBp
message to a SOAP message and then it will beededito STEP OI-3. As the goal model is
not defined by WSDL files, and related informatiaaty also not be defined by WSDL files, so
there must be a mapping of data types between anoming language and XML. Such
mapping is stored in @onfigurationl nformationDatabase (CI-DB).

For an inbound message: The message is transformed from a SOAP message to a

technique-specific message and then deliverecetoetated service component.
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STEP OI-3:

For an outbound message: The message is transformed from XML data types to
domain ontology; the referenced ontology locatiwilé be added into the message. Then the
message will be delivered to STEP OI-2.

For an inbound message: The message is transformed from domain ontolog¥Ma
data types and then delivered to STEP Ol-4.

STEP OI-2:

For an outbound message: Find out which service provider offers correspomgin
capability to satisfy the goal in the message, #rah deliver the message to STEP OI-1; if
there is no such service provider, then return altfanessage. This step needs information
about all available service providers, includingngee providers’ addresses and their
capabilities; such information is stored in CI-DB.

Four an inbound message: Just deliver the message to STEP OI-3.

STEPOI-1.

For an outbound message: Check which ontology the OBGD SOAP message depends
on. If the message depends on ontology of servicéder or a common ontology, then
SCOPE 2 and SCOPE 3 of the message will be transfbrand meanwhile referenced
ontology locations will be updated. Finally, the ssage will be sent out to the service
provider designated in STEP OI-2. This step depeamdgonfiguration information about
ontology usage and such information is stored DBl

For an inbound message: If the message is based on external ontology, 8@&0OPE 3
of the message will be transformed onto internablagy and meanwhile referenced ontology
locations will be updated. Then the message ivel@d to STEP OI-2.

In Figure 5-6, for the service requester, SOAP &sar corresponds to STEP OlI-4.
Processor 3 corresponds to STEP OI-3. Processorr@sponds to STEP OI-2. Processor 1
corresponds to STEP OI-1. Ontology base includdisiten of external service providers.
CI-DB stores configuration information about ontpfausage, mapping of data types between
programming languages and XML, etc. Obviously, fiomality of the processors for the
service requester is not the same as but complanyeid that for the service provider
(Enterprise B).

In Figure 5-6, a request message (indicatedrday thick arrows) is an outbound
message for the service requester but it is anumtbonessage for the service provider. A

response message (indicated dye thin arrowy is an outbound message for the service
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provider but it is an inbound message for the servéquester. So, the same request/response
message plays opposite roles for the service réguasd provider.

Furthermore, when the service component in EntegpA produces (generates) a
request, a processor chain in Enterprise A is etedividently, the creation of the processor
chain is driven bynternal request. The processor chain transforms the request ©OB@D
SOAP message and sends the message to the semmwwgep When the service provider
consumes(receives) an OBGD SOAP message, a processor chain is atsted: But the
creation of the processor chain is drivenelter nal request. Evidently, the execution order
of processor chains for the service requester aomder is opposite.

Generally speakinggeneration mechanisnand consumption mechanism (OBGD
service invocation mechanisrigr OBGD SOAP messages are different and compleangn
Their combination is defined in Figure 5-6 sgmmetric mechanism for OBGD service
invocation

In addition, in Figure 5-6, Enterprises A and B maxchange their roles (service
requester, service provider) in some situatioms,Enterprise A can also provide its services
to others, especiall§gnterprise A can provide its services to its@éliereby, for an enterprise,
it must implement symmetric mechanism for OBGD &®rvinvocation, not just one
mechanism (generation or consumption mechanism).

Symmetric mechanism for OBGD service invocation &raassumption:

Assumption 3: API for goal model and related business conceptstiine implemented
by the techniques corresponding to service comgeneh Enterprises. The API helps
software developers to create concrete goals angessary information in programming
languages.

According to symmetric mechanism of OBGD servicewvonation, if a service
component wants to invoke a service, software dg@ezb just need to write some code to
send a concrete goal and related information teoagssor chain and they do not need to
know what or where the target service is, whicholmgly the target service depends on or
how the target service is implemented. Hence, syimenenechanism of OBGD service
invocation has the following propertiegcation transparency, semantics transpareacyl
technique transparency

Location transparency is support by service disgowe symmetric mechanism for
OBGD service invocation. The service discoveryepidted in Figure 5-7. Enterprise A is a

service requester and Enterprise B is a serviceigen A request message is sent out from a
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service componefftin Enterprise A (generation mechanism). At theiieigg, the request
message does not declare the address of the samy&te provider. After Processor 2 (STEP
Ol-2: For an outbound message), the target sepricader (target Enterprise) is determined
according to the goal of the request message. VEmégrprise B (consumption mechanism)
receives the request message, Processor 2 (STE# an inbound message) will determine
the target service component according to the gbtile request message. Through the above
analysis, a service requester (service componeBniarprise A) does not need to know the
address of the target service provider (servicepmrant in Enterprise B). It just needs to

send out its request including its goal and necgsaformation. This is defined decation

transparency
Service Requester Enterprise A Enterprise B Service Provider
- e
g

% 3 [ SOAP | [ Processor |- [ Processor | [ Processor || ——pm Proc]essor > Proczessor ‘: P“"’;SSO‘ > PSOAP ‘: g é
28 < | Processor | <#— 3 - 2 - 1 -+ IDCSSS0L 2 g
E' o
No address - Target Enterprise E. Target service.

declared Address determined component determined

Generation Mechanism Consumption Mechanism

Figure5-7. Service discovery in symmetric mechanism for OBGD service invocation

Semantic transparency is supported by message fdraradions in symmetric
mechanism of OBGD service invocation. The messagesformations are depicted in Figure
5-8. Figure 5-8 just analyzes a request messageoseifrom Enterprise A and received by
Enterprise B. In Enterprise A (generation mechahismrequest message sent out from a
service component, and the message is techniquéfispt will be transformed to an XML-
based message by SOAP Processor (STEP OI-4: Fautound message), and then
transformed to OBGD message by Processor 3 (STER ©br an outbound message). In
this moment, the message is based on the ontolmggtracted by Enterprise A. Finally, the
message will be sent out from Enterprise A. In Eirtee B (consumption mechanism), the
received message will be transformed by Procesg&TEP 1: For an inbound message) to
another OBGD message. The message now is basedheomntology constructed by
Enterprise B. Then, the message will be transfortoeath XML-based message by Processor
3 (STEP 4: For an inbound message). Through asatyshe above message transformations,

service requester (service component in Entergyjsgoes not need to know its own ontology

“®In fact, a service component in Enterprise A is thal service requester. Enterprise A is just the

representative of the service component when dkeg external services.
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and service provider’'s ontology; it just needs émds out its request including its goal and

necessary information. This is definedsasnantic transparency

Enterprise A - Service Requester Enterprise B — service provider

8 i
] W 0 o
-g 3 | SOAP | | Processor |- | Processor | —pm-| Processor || ——pm Processory i [Erocessor ¢. BEoces50n : RIOAL ": E §_
% 8 < | Processor | -#— 3 - 2 -t 1 - 1 2 3 Processor 3 E
a o
Technique-specific g XML-based OBGD Message . OBGD Message . XML-based Technique-specific
message message (based on Ontology A) based on ontology B message message
Generation Mechanism Consumption Mechanism

Figure 5-8. Message transformationsin symmetric mechanism for OBGD service

invocation

Figure 5-8 also implies technique transparency.lémpntation techniques of a service
provider and a service requester are separatedntptogy and SOAP protocols. When
sending a request message, a service requesterndbeseed to know implementation
technique of a service provider. This is definedexhnique transparencyror example, a
service requester can use JAVA technique and &sgowovider can use C# technique.

According to the above study, the three propedresrealized by service requesters and
providers with the help of their processor cham#plogies, ontology mappings and related

configuration information. These properties ar@sigant to enterprise interoperability.

I11.2. OBGD Architecturefor Enterprise I nteroperability

After the above research, we propose tinéologybased andgoal-driven (OBGD)
architecture for enterprise interoperability in Giig 5-9. The core of the architecture is
semantic service bus (SSB). SSB implements the symmetric mechanism of OB@kise
invocation. SSB is in charge of construction, mamaince and destruction of processor chains.

In Figure 5-9, service components are managed Inypooent containers from the
aspects: life-cycle management, instance poolind @stance persistence, etService
components can be software components, business ruledbusness processes, etc.
Component containers can be software containers, business rule engimeBusiness
process engines, etc. Ontology base used in an enterprise contindomain ontologies,
ontology-based service descriptions, ontology-basedcriptions of other enterprises,
mappings to ontologies of other enterprises, mapito its own XML-based business
concepts, etc. Configuration information databd3eB) contains mappings of data types
between in programming languages and in XML, andlsb contains locations of service

components and configuration information about lmgfp usage, etc. Normally, an enterprise
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authenticates service requesters and controls #ueiess, so CI-DB also contains service
requesters’ authentication information, access robninformation, etc. Such security

functionality can be implemented by processors thieth added into processor chains. SSB,
component containers, ontology base and CI-DB eadeployed together or dispersedly. For
example, containers can be deployed with SSB qrsao§SB must be able to invoke local or

remote containers. This will be further discusse8eaction II1.3.

@ REERSE

Semantic Service Bus

Processor
3

Processor
2

Processor
1

QO O —i_

Ontology base Configuration Information .
Service
Database
component

Component container

4>
-

4>
-

— ‘ SOAP
| Processor

Figure5-9. OBGD architecturefor enterprise
inter oper ability

As the above architecture realizes the symmetrichas@sm of OBGD service
invocation, therefore, it can support the propsrtidocation transparency, semantic
transparency and technique transparency. That $aypit can make enterprises collaborate
with others transparently in the above three aspdantthe above architecture, containers
make service components more manageable and neikéntrocation more efficient.

Besides, the above architecture is flexible. Newcfionalities can be added as
processors into processor chains. New containersatso be added as long as SSB can
invoke such new containers locally or remotely rffrahis viewpoint, SSB can also be
regarded as a container manager). New service aoemp® can also be deployed in

corresponding service containers.

II1.3. Deployment of OBGD-SSB  for Intra-Enterprise
I nter oper ability
OBGD-SSB can be used to support intra-enterprigeraperability. For a small

enterprise, the OBGD-SSB can be deployed oerdralized method. That is to say, SSB,

containers, service components, ontology base anflgaration information database are
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deployed just on a server. But if an enterpriskbigsand its departments/affiliates have their
own service containers and service components,tttee@BGD architecture has at least three
other deployment methods described in Figure 5Th@ three deployment methods are all

decentralized.

Enterprise/Organization Enterprise/Organization
(service provider) service provider)
Department/Affiliate « Department/Affiliate
@ m (service provider) | ©n (service provider)
1)
< %) — Service -
4 - <> Departrlnent/Atlhllate requester @ Department/Afﬂllate
Service (service provider) %} (service provider)
requester @
(@) (b)

Enterprise/Organization
,,,,,,,,, (service provider)

Department/Affiliate
—i 2 e (p : "
¢ A service provider)

Service 2 Department/Affiliate
requester 1%} (service provider)

\J

(©

Figure 5-10. Deployment of OBGD ar chitecturefor enterprise
inter oper ability

The first method is amtegral style for decentralized deployment, described in Figure
5-10.a. In Figure 5-10.a, service containers deggoyn all departments or affiliates are
registered into SSB. A service requester just needend a request message to SSB, and then
SSB will find an appropriate service and invokeatotely. In this method, SSB looks like
glue to integrate all service containers (includisgrvice components) from different
departments/affiliates. Of course, one departmiiillte can use services offered by other
departments/affiliates through SSB, as describe&kkution I11.1.

The second method isdecentralized style for decentralized deployment, described in
Figure 5-10.b. SSB is deployed for each departraffiiite, but all SSB share the same
information base (including ontology base and apnfation information database), and this
will generate a virtual SSB (indicated by a dastesdiangle in Figure 5-10.b) among different
departments/affiliates. When a service requestemntsvéo send a request message to the
enterprise, it can send the message to any depdfafidiate of the enterprise. If one
department/affiliate receives a message and fiids requested service is on another
department/affiliate, then the message will bevéed#id from the current SSB to the target

SSB, but the whole transfer process is transpaoethie service requester. In fact, this is also
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a level of location transparency. In this method, service components in different
departments/affiliates are invokeatally by their own SSB.

Comparing the above two styles for decentralizqulayenent, the first style physically
integrates information systems of all departmefftséies by a single SSB. But, if SSB fails,
all departments/affiliates are disconnected andsatvice requesters cannot use services
published by SSB. The second style logically irageg information systems of all
departments/affiliates by their own SSB, so eaclB $8n be implemented in different
techniques. Most importantly, if one SSB fails,esthvailable SSB can also interoperate, and
service requesters can also use services offereavéijable SSB. Evidently, the first style
does not influence original information system éach department/affiliate, but the second
style will influence them. In order to make fullausf the two styles’ advantage, the third
method for decentralized deployment is creatediguré 5-10.c and it is aybrid style:
combination of the integral and decentralized styleach department/affiliate has its own
SSB, and all SSB share the same information baseach SSB will remotely invoke its own
service components; if one SSB finds a requiredigeris provided by another SSB, then it
will deliver the request message to the target S®B.hybrid style has no single-point failure

like the integral style and does not influence io@a¢jinformation system.

I11.4. Federated Deployment of OBGD-SSB for Inter-Enterprise

I nter oper ability

Section 1ll.3 has analyzed deployment methods fBIGO-SSB in one enterprise to
realize intra-enterprise interoperability. In fa€@BGD-SSB can also be deployed in a
federated style to support inter-enterprise interability. The federated deployment is
depicted in Figure 5-11. In Figure 5-11, OBGD-SSBdeployed by each enterprise in the
Internet. Each SSB is controlled and managed bgdhesponding enterprise. Each SSB has
its own database (ontology base and CI-DB) forragerability. Any SSB can be attached to
or leave from the Internet. The attachment or legwf any SSB will not be managed or
controlled by a central manager. Therefore, eadB SSautonomous (see Figure 1-3.c and
Table 1-2 in Chapter 1-Section lll). SSB is theafd& of business functionalities for each
enterprise. That is to say, all internal businesxfionalities (service providers) have been
encapsulated by SSB. In the Internet, any senecgigster just sees a singfghysical or
logical) SSB for an enterprise, and it cannot see intamplementations of services. Any
request to services will be delivered to SSB, aB@ Svill invoke an appropriate service to

respond to the request.
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Enterprise A Enterprise B
OBGD-SSB \ \ OBGD-SSB

e e

Enterprise C

OBGD-SSB @

Figure5-11. Federated deployment of OBGD-SSB for I nter-Enter prise I nter oper ability

IV. OBGD ARCHITECTURE AND PBMEI

OBGD architecture for enterprise interoperabilsydesigned to realize the platform/
infrastructure in the framework for IT solutions eaterprise interoperability problems (see
Figure 2-15 in Chapter 2-Section VI). Ontology-lthd®@BMEI is designed to realize the
modeling space of the framework (see Figure 2-OBGD architecture can support PBMEI
from two aspects: horizontal transformation of abtirative business processes and execution
of interoperability processes generated in PBMEL.

As studied in Section I.2.b, at Level 2 of PBMBigtcore cooperator will deliver
collaborative processes and its sub-processeseteare collaborators. The deliverance can be
supported by OBGD architecture. As illustrated ilgufe 5-8, the core cooperator can
transform XML-based collaborative processes intod@DBmessage and send the message to
relevant collaborators. The message sent out isdbasa ontology of the core cooperator.
When the message is received by a collaborator,nteesage will be transformed by
Processor 1 (STEP 1: For an inbound message). Afeetransformation, the message is
described based on ontology of the collaboratoenTleollaborative processes in the message
can be transformed to the XML-based processesctrabe understood by the collaborator.
The above procedure is the horizontal transformatid collaborative processes. This
procedure is also required at CIM level in Figurgs2

Besides supporting horizontal transformation, OB@i2hitecture can also support
execution of interoperability processes generatedPBMEI. In OBGD architecture,
component container can be process engine andse&mmponent can be business processes.
So interoperability processes (in BPMN) can be agd into (BPMN) process engines (like
BPMN engines discussed in Chapter 2-Section |.®wéVer, process engine for (BPMN)
interoperability processes in OBGD architecturaiféerent from normal (BPMN) process

engines. Because in interoperability processese taee numerous semantic annotations for
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process elements, and process engine in OBGD actlié will use these annotations to help
generation of OBGD SOAP messages. It means thatBDBGAP messages sent out from
process engine will bypass “SOAP Processor” in OB&EB. Further study about process

engine in OBGD architecture will be done in theufet

V. CONCLUSIONS

After analyzing problems existing in semantic webvices and goal-based researches,
we have proposed a goal model which can directpress semantics of goals. Based on the
goal model, we have designed an ontology-basedgaatidriven SOAP which defines a
message format, a corresponding SOAP module (hebibek) and a related SOAP
processing model (OBGD service invocation mechanidinis makes a service requester be
able to invoke its desired services accordinggdagdal and related necessary information. In
fact, OBGD SOAP makes service requesters and sedaénitions loosely coupled at the
contract and semantic levels (see Table 2-2).

In order to facilitate generation of OBGD SOAP naegs for service requesters, we
have proposed a symmetric mechanism for OBGD serinwocation. This symmetric
mechanism makes service requesters invoke a deseamdce without knowledge of its
location, semantics or implementation technique.

Based on the symmetric mechanism of OBGD servigecation, OBGD architecture
for enterprise interoperability has been propoSdw architecture inherits properties of the
symmetric mechanism: location transparency, semgntransparency and technique
transparency. These properties are critical forerpnise interoperability. Besides these
properties, OBGD architecture also satisfies sosmeernl requirements, such as, making its
service components more manageable and makingiieration more efficient.

In order to deeply research usage of OBGD architectwe have also studied its
deployment. For intra-enterprise interoperabilitye have proposed three styles of
decentralized deployment. For inter-enterpriseragerability, we have proposed a federated
deployment method. The federated style is one thgeof our research as described in
Chapter 1-Section II.

At last, we have studied the relationship betwe@GO architecture and ontology-
based PBMEI (proposed in Chapter 3 and 4). OBGhitature can at least support PBMEI
in two aspects: horizontal transformation of callediive processes and execution of
interoperability processes.
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A prototype for OBGD SOAP should be constructedha future. An algorithm of
OBGD service discovery used in STEP 2 (Sectiorafiyl an algorithm of OBGD service
provider discovery used in STEP OI-2 (Section $lhould also be studied in the future. In
order to support PBMEI, the OBGD architecture sHoble integrated with business
process/rule engines. The architecture shouldralke human beings interact with business

processes during their execution.
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When enterprises collaborate with others to achiewsiness objectives, enterprise
interoperability problems will be encountered. A daor-based approach to enterprise
interoperability problems has been studied in (T@@H7) and (Truptil 2011). Instead, in this
thesis, we have proposed a federated approach téwpese interoperability problems at
methodological and technical levels.

In this thesis, firstly, we have summarized entsgorinteroperability in four
dimensions: its definition, framework, solutionsdamaturity models. Secondly, in order to
solve enterprise interoperability problems, we hamalyzed five related research domains:
collaborative business process, MDA, SOA, ESB amiblogy. Then, we have proposed a
framework for IT solutions to enterprise interopmlity problems, see Figure 6-1. The
framework integrates the above five research dosnaigether. Thirdly, in order to realize the
above framework at methodological and technicaklevwe have proposed an ontology-
based angrocessbasedmethod forenterpriseinteroperability (ontology-based PBMEI) and
an ontology-base and goal-driven (OBGD) architextdior enterprise interoperability.
Thereforethe main contribution of our work is the framework for IT solutions toterprise
interoperability problem and its realizations attinoelological and technical levels: ontology-
based PBMEI and OBGD architecture.

The framework (see Figure 6-1) starts from busin@sgronment and ends at IT
environment. At the methodological level (in thepap red rectangle), the framework
employs business process, MDA, SOA and ontologglign business and IT environments.
At the technical level (in the lower red rectangtbe framework employs ESB and ontology
(semantic ESB) as the platform/infrastructure ireivironment. This framework also covers
three key research domains about enterprise irgesbpity proposed in (Chen and
Doumeingts 2003): enterprise modeling, architec&matform and ontology. The three key
research domains have been identified in greeamgtds in Figure 6-1.

Ontology-based and Process-Based Method for Eigerpmteroperability (Ontology-
based PBMEI) is constructed to realize the fram&worFigure 6-1 at the methodological
level. This method has five levels. At the firstdé the method uses a collaborative process
to represent collaboration requirements betweeergnses. At the second level, collaborative
process is annotated with collaborator’s informratmd it is transformed into sub-processes.
The above two levels are global for all collaboratehile the rest steps are local for each
collaborator. The rest steps are affected by differuses of ontology in PBMEIL. If, in
enterprise collaboration, there is not a core caaipe then collaborative process is created

by negotiation of all collaborators. After the fiemnd second levels, collaborative process and
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its sub-processes are delivered to all relevarnalootators and they are transformed to local
collaborative processes (at the third level). A tburth level, message types in processes are
determined and mapping from collaborators to padits is finished. At the fifth level,
message transport protocols are fixed. At last,cetadle interoperability processes are
generated. The above levels constitute the firsiana of PBMEI. If, in enterprise
collaboration, there is a core cooperator, thehaborative process is created by the core
cooperator. After the first and second levels,dbee cooperator directly executes the fourth

and fifth levels of the first variant of PBMEI, bthe other collaborators execute the third to
the fifth levels of the first variant of PBMEI. T$constitutes the second variant of PBMEI.
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Figure 6-1. Individual View of the Framework for IT solutionsto Enterprise
I nter oper ability Problems

Ontology-based PBMEI also includes process transdtions. The transformation
between the first and second levels is based omtvantitative criteria: rank of collaborative
process and cooperation rate. The transformatiosn Ibeen studied base on a case
“ShoppingDrive”. The case study indicates that thensformation can reduce message
numbers between collaborators in enterprise coftmm and it can also improve reusability
of collaborative processes. In ontology-based PBMiahsformation between other levels is
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based on semantic annotations in collaborative gasEs. Semantic annotations in
collaborative processes have been studied bast#@xtension mechanism of BPMN2.0.

The ontology-based and goal-driven (OBGD) architextis designed to realize the
framework in Figure 6-1 at the technical level. Tdwe of the OBGD architecture is an
OBGD semantic service bus. This service bus iscbasea symmetric mechanism for OBGD
service invocation. The symmetric mechanism isgiesd according to OBGD Simple Object
Access Protocol (SOAP). The OBGD SOAP is made uphode parts: OBGD message
format definition, SOAP module definition and SOAWocessing model definition. Such
symmetric mechanism has three properties: locatersparency, semantics transparency and
technique transparency. The properties are critec@interprise interoperability, especially to
execution of interoperability processes. This asgture can deploy OBGD semantic service
bus in different styles to support intra- or intenterprise interoperability. Especially, it can
deploy OBGD semantic service bus in a federatede sty support inter-enterprise
interoperability.

Ontology-based PBMEI and OBGD architecture havisecrelationship. In ontology-
based PBMEI, at the second level, collaborativenmss processes and its sub-processes will
be delivered to other collaborators. This depend$arizontal process transformation. The
Horizontal transformation is supported by OBGD #&sstture. Besides, in PBMEI, executable
interoperability processes will be generated. Efenuof these processes is supported by
process engines in OBGD architecture.

Ontology-based PBMEI and OBGD architecture aregatiunded in ontology. The
influence of ontology on PBMEI and OBGD architeetis concluded in Table 6-1. We have
analyzed the influence of ontology from three iaparability concerns: data interoperability,
service interoperability and process interoperghilihe three concerns have been defined in
(Chen and Daclin 2006). According to Table 6-1, aapiual barriers in data, service and
process aspects can be removed by ontology-basMtEPEt the methodological level in
Figure 6-1). Technical barriers in data, service process aspects can be removed by OBGD
architecture (at the technical level in Figure 6-1)

Besides, ontology-based PBMEI and OBGD architedingether constitute a federated
approach to enterprise interoperability problemistly, as ontology-based PBMEI, except its
global levels, is respected and performed sepgrhatedll collaborators, and each collaborator
is autonomous, so this method is federated. Sego@®BGD semantic service bus in OBGD

architecture can be deployed in a federated stglesupport collaborations between
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enterprises, so this architecture can support &iderwhen solving enterprise interoperability

problems.

Table 6-1. Influence of ontology on ontology-based PBMEI and OBGD architecture

I nteroper ability Ontology-based PBMEI OBGD architecture
concerns
Process Ontology base (semantic descriptign ~ Component container
about processes, etc); (ontology-based process

semantic annotations in processes;, engine); OBGD semantic
Ontology-based vertical transformation service bus (ontology-baseg
horizontal transformation)

Service Ontology base (semantic description OBGD semantic service bus
about services, etc); semantic (STEP 2, and STEP OI-2)
annotations in processes;
Data Ontology base OBGD semantic service bug
(business terminology, etc); (STEP 1, STEP 3, STEP OI-1L
semantic annotations in processes; and STEP OI-3)

In a word, our work has proposed and designed ardéedd approach to enterprise
interoperability problems. The federated approamm @&chieve interoperability at conceptual
and technical level in three interoperability comse data, service and process.

In our work, there are also some limitations. Baareple, ontology-based PBMEI and
OBGD architecture all depend closely on ontologye Tinteroperability level they can
achieve is determined by quality of ontology angatality of ontology mapping. In addition,
OBGD architecture is based on OBGD SOAP, so itsspart protocol is limited to SOAP.

In our study, there is still much engineering anekrstific work to do in the future. In
engineering aspect, software tools and platformstrbe constructed to support ontology-
based PBMEI and OBGD architecture. In addition, A3hould be extended to invoke
external services during model transformation. Tikimecessary in ontology-based process
transformation. In scientific research aspect, glvslen service discovery and service
provider discovery should be studied. They are use@®BGD semantic service bus. In
OBGD architecture, ontology-based process engitesild also be studied to support
execution of interoperability processes. In additigoal-driven composition of business
processes should be studied. In our study, a godehhas been proposed, and the model will
be a good start to construct an approach to autcaigtcomposite (collaborative) business

processes.

150



ACRONYMS

ACRONYMS

151



ACRONYMS

API
BAL
BOM
BPDM
BPEL
BPM
BPMS

BPMN

BPML

BPMO

BPSS

BRLDF

CBP

CM

CORBA

CIM
CI-DB
CpBP
CrBP

DAML

DBMS
ebXML

Application Programming Interface
Business Action Language

Business Object Model

Business Process Definition Metamodel
http://www.omg.org/technology/documents/br_pm_spatalog.htm

Business Process Execution Language

Business Process Management

Business Process Management System (Suite)

Business Process Model and Notation

Business Process Modeling Langu

age

http://xml.coverpages.org/bpml.html

Business Process Modeling Ontology

Business Process Specification Schema
http://www.ebxml.org/specs/ebBPSS.pdf

Business Rule Language Definition Framework

Collaborative Business Process

Common Logic
http://cl.tamu.edu/

Common Object Request Broker Architecture

http://www.corba.org/
Computation Independent Model

Configuration Information DataBase

Cooperation Business Process

Coordination Business Process

DARPA Agent Markup Language
http://www.daml.org/

DataBase Management System
electronic business using XML
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EAI

ESB

XOM

XML

GUI

HTTP

IRL

ICT

IOPE

IDE

JMS

KP

MOF

MDA

OMG

ODM

OlIL

OBGD

OKBC

0Ss

Enterprise Application Integration

Enterprise Service Bus

eXecution Object Model

eXtensible Markup Language

Graphical User Interface

HyperText Transfer Protocol

ILOG Rule Language

Information and Communication Technology
Information Technology

Input, Output, Precondition and Effect

Integrated Development Environment

Java Message Service
http://jcp.org/aboutJava/communityprocess/finadjst/index.html

Knowledge Representation

Meta-Obejct Facility
http://www.omg.org/mof/

Model-Driven Architecture
http://www.omg.org/mda/

Object Management Group

Ontology Definition Metamodel

Ontology Inference Layer
http://www.cs.vu.nl/~frankh/abstracts/IEEE-ISO1.htm

Ontology-Based and Goal-Driven

Open Knowledge Base Connectivity
http://www.ai.sri.com/~okbc/

Operating System
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OCML

OASIS

P2P

PIM

PSM

PIF

PBMEI

QoS

REST

RDFS

RDF

RES

RIF

SAWSDL

SBPEL

SEPC

SUPER

SCA

SMDA

SOA

SHOE

SOAP

Operational Conceptual Modeling Language
http://technologies.kmi.open.ac.uk/ocml/

Organization for the Advancement of Structured imfation Standards
Peer-to-Peer

Platform Independent Model

Platform Specific Model

Process Interchange Format

Process-Based Method for Enterprise Interopergbilit

Quality of Service

Representational State Transfer

Resource Description Framework Schema
http://www.w3.org/TR/PR-rdf-schema

Resource Description Framework
http://www.w3.0rg/TR/PR-rdf-syntax

Rule Execution Server

Rule Interchange Format
http://www.w3.0rg/2005/rules/wiki/RIF_Working_Group

Semantic Annotations for WSDL
http://www.w3.0rg/2002/ws/sawsdl/

Semantic BPEL
Semantic Event-driven Process Chain

Semantics Utilised for Process management withthtetween EnteRprise

Service Component Architecture
http://www.osoa.org/display/Main/Service+Componéehitecture+Specifications

Service Model Driven Architecture

Service Oriented Architecture

Simple HTML Ontology Extensions
http://www.cs.umd.edu/projects/plus/SHOE/

Simple Object Access Protocol
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SSB

™

TCP/IP

TDS

TMS

UML

uDDI

OwL

WSCI

WSCL

WSMF

WSMO

WS-BPEL

WS-CDL

WSDL

WSFL

WiMC

WMS

WPDL

W3C

Semantic Service Bus

Topic Maps

Transmission Control Protocol/Internet Protocol
Transparent Decision Service

Truth Maintenance System

Unified Modeling Language

Universal Description Discovery and Integration
http://www.oasis-open.org/committees/uddi-spec/

Web Ontology Language
http://www.w3.org/TR/owl-features/

Web Service Choreography Interface

Web Service Conversation Language
http://iwww.w3.org/TR/wscl10/

Web Service Modeling Framework

Web Service Modeling Ontology
http://www.wsmo.org/

Web Service-BPEL
http://www.oasis-open.org/committees/tc_home.phpalgrev=wsbpel

Web Service-Choreography Description Language
http://www.w3.org/TR/ws-cdl-10/

Web Services Description Language

Web Services Flow Language
http://xml.coverpages.org/wsfl.html

Workflow Management Coalition
Workflow Management System
Workflow Process Definition Language

World Wide Web Consortium
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XPDL XML Process Definition Language
http://iwww.xpdl.org/nugen/p/xpdl/public.htm

XOL XML-based Ontology exchange Language

http://www.ai.sri.com/pkarp/xol/
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Appendix A Business Rule Management System

Appendix A:  Overview of Business Rule Management System

Introduction

Rule-languages and rule-based systems have plagmiha roles in the history of
computer science and the evolution of informatiechhology. From expert systems to
deductive databases, the theory and practice afmaiing inference based on symbolic
representations have had a rich history and coatiowe a key technology driver (w3C-RIF-
WG 2008). (W3C-RIF-WG 2005) lists many rule-basgdgtems, such as FLORA-2, Hoolet
and JenaRules.

Business Rule Management System (BRMS) is oneeoffule-based systems. As we know,
the periods of an application development and wdat much longer than that of business
rule development and update. BRMS mainly solvesrtisenatching between the application
development life cycle and the business rule mamagelife cycle.

Traditionally, the process of building an applioati system often requires freezing
business rules into software systems. This limitsiness sponsors’ flexibility to adapt their
operations to dynamic market conditions, individualstomer demands or regulatory
environment changes (Stineman 2009). Furthermbeetraditional programming style about
business rules also makes developers not alvkus®e business rules in other applications. If
a business rule is changed, it can’t be updatednaatically in other relevant applications.
This will make business ruleaconsistent However, BRMSs can get rid of the above
disadvantages. BRMSs enable business people toediir business policitand business
rules. BRMSs also provide clear communication betwpolicy managefsand developers.
BRMS has a business rule repository for all thdiegipon systems in a whole enterprise. The
repository guaranteegusability andconsistencyof business rules and meanwhile it avoids
redundancy of business rules.

Nowadays, there are many BRMSs (Graham 2005), asi¢tialeyAutority, ILOG JRules,
Blaze Advisor, Droofsand so on. ILOG JRules is much more widely usethbge of its
comprehensive feature set, reliability, customilzgbiextensibility, trace record and complete
offering (ILOG 2005b). Therefore this appendix veitalyze BRMS based on ILOG JRules.

BRMS

Generally speaking, a BRMS must at least haveits mle language, rule editor, rule
execution/management system and rule repositdkg, Figure A-1. ILOG JRules, as the
market leading of BRMS, has done much more. ILO@IdRV7.0 contains a collection of
modules that work together to provide a comprelvenBRMS, see Figure A-2. JRules V7.0
has three broad areas:

» Business rule applications Development: it is focused on design, Java development,
rule project development, and troubleshooting abolgs. It is supported by Rule
Studio and Decision Validation services;

» Business rule management and authoring: it is in charge of creation, maintenance,
testing, simulation and publication for businestesult is supported primarily by
Rule Team Server and Rule Solutions for Office;

! Business policies, business rules and their oalaliips are defined in (Stineman 2009).

2 (ILOG 2006) defines architects, developers, bissimmnalysts, policy managers and system admirissrat
also defines their responsibilities.

? http://www.jboss.org/drools/
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» Enterprise application: it executes, integrates, monitors and audit ssmules. It
is supported mainly by rule execution server.

scomponents
= | Business rule editor
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_| = rule language
artifacts |&desiribe
[=] business rules |
- T il P
j e
managed‘a;rjd.mbmtored by execitad by Stored.into
P v Ty
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Figure A-1. Basic Components for BRMS
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Figure A-2. Components in ILOG JRules V7.0

In order to support business rule application dgwalent, JRules proposes its own
conceptual model described in four figures (frongufe A-3 to Figure A-6). Figure A-3
shows two object models and vocabulary that ard bgeule artifacts. Figure A-4 shows two
rule languages in ILOG JRules: BAL (Business Acticeinguage) and IRL (ILOG Rule
Language). They are also defined by BRDLF (Busin€de Definition Language
Framework). Figure A-5 shows two rule models in léRubusiness and technical rule
artifacts. The business rule artifacts (not exdsla)aare created in BAL with the help of
BOM (Business Object Model) and vocabulary; théhtecal rule artifacts (executable) are
created in IRL with the help of XOM (eXecution OtjeModel). In fact, technical rule
artifacts can result from transformation of busmesle artifacts. Figure A-6 describes the
contents of a ruleset archive. The archive wiltkeployed in BRMS.

* http://publib.boulder.ibm.com/infocenter/brjrute®f1/index.jsp?topic=/com.ibm.websphere.ilog.jrudes/
Content/Business_Rules/Documentation/_pubskel/3hdeJRules_Global7.html
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- elemgn

£| BOM Element

- element

ated to

trans

Figure A-3. Relationships between BOM and XOM in JRles
- iBAL

CIIRL |

! =21 a4
= BRDLF Sefined by | =l rule language =y

- framework

Figure A-4. Rule Languages in JRules

£ vocabulary EIKAL Cl DecisionTable - definit
- vocabularF ' - conth'
bom 1 * .

L3
-
<t

1 i
e B T b ;

translated to : 5 point =
translated to Elintial action || Efinal action
| S le artifacts | i il acd 7

=l technical rule | E start point | 4

1
- start paint

mapping

ruleset 0.1 - tech artifact

archive

Figure A-6. Ruleset Archive in JRules

After establishing the concept model, how does d®kslupport business rule application
development? The following steps are the simplestgss: Firstly, business analysts create
the BOM, vocabulary and business rule artifact®ating to business policies with the help
of JRules Rule Studio; then the business ruleaatsfare translated automatically to technical
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rule artifacts in terms of their mapping definitiodf course, the relevant BOMs are also
translated into XOMs. Then ruleflows will be orctraged if necessary. After debug and test,
rulesets and relevant object models will be ardhifigure A-6) and deployed on Rule

Execution Server. After passing the test, rulesei be made available for relevant

applications. The rulesets can also be maintainedule Team Server by policy managers
after their deployment.

Application Server
Rule Execution Server
EC For || EC For
UDE J2SE I2EE
Ant task
XUJCA) Rule — Management/ .
engine Monitoring Rule Studio
Web
Persistence layer . console Rule Team Server
JMX Tools
Rule repositpry

Figure A-7. A Simple Architecture of the Rule Exection Server in JRules

For further study of business rule execution, tlle execution server and rule engine of
JRules are analyzed. Figure A-7 depicts a simuleitecture of the Rule Execution Seffr
JRules. In Figure A-7, the server provides othdéemanise information systems with several
invocation ways to execute required rules: therfate of J2SE, the interface of J2EE, the
interface of web service, the interface of tranepadecision service (TDS), etc. The server
also provides management/monitoring interfaceskadaby external applications (Ant task,
Rule Studio, Rule Team Server, JMX Server). Thee aifrthe server is the execution unit
(XU) and the persistence layer. When the servecwdrs rules, XU will retrieve required
ruleset from the persistence layer and then itiwilbke the rule engine to execute the ruleset.
Figure A-8 depicts the runtime environment of thke rengine in JRules.

Rule Engine Object

- I ¥ ?
i Warking Memory | l Agenda ( ‘
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Figure A-8. Runtime Environment of Rule Engine in Rules’

® http://publib.boulder.ibm.com/infocenter/brjrute®f1/index.jsp?topic=/com.ibm.websphere.ilog.jrudes/
Content/Business_Rules/Documentation/_pubskel/3hdeJRules_Global737.html

175



Appendix A Business Rule Management System

In Figure A-8, a rule engine object has a workingnmry and an agenda\Vorking
memory contains the objects used in the ruleset execusinoh as application objects and
parameter object#&genda contains the rule instances which are eligibleddired in an order.

If a rule engine object is created, it will load the relevant ruleset (amanpile the ruleset to
java byte code if required) and it will receive teplication objects and parameter objects.
When application objectare added into the rule engine, two things happen

1) References to the native Java application objaetsadded to the rule engine. These
references enable the rule engine to monitor tidicgbion objects;

2) The conditions of all rules in the ruleset archare evaluated. If the conditions of a
rule are met, the rule is declared eligible to keceted (added into agenda) or fired.

The following UML Class Diagram indicates the palrtoncepts used in the rule engine of
JRules.
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Figure A-9. Concepts in the Rule Engine of JRules

In Figure A-9, the rule engine has three executimteld: RetePlus Model, Sequential
Model and FastPath Model. The execution mode datestwhich rules to fire and in what
sequence. RetePlus Model follows the RetePlus ighgor Sequential Model follows the
sequential algorithm. FastPath model is a sequemiiale of execution, but it also detects
semantic relations between rule tests during theeqmamatching process, like RetePlus. So
FastPath Model depends on both of Rete algorithanSaguential algorithm.

Each execution model has its own advantages aaduwiistages. To make the best choice
of the execution model, the following questionscheebe answered: what type of application
do your rules implement, what types of objectsumed by your rules, what is the impact of
rule actions, what sort of tests do you find irerabnditions, and what priorities have you set
on your rules. (IBM 2009) has proposed some adafmrit how to make a good decision.

After analyzing rule engines, the following questie how to evaluate rule engines. There
are several academic benchmarks, such as Mannattz, &Y Fibonacci, but they are not very
representative of most eBusiness applications(Il2Z0@5a). Thus (ILOG 2005a) tests its rule
engine under some conditions determined by itslEh as hardware configuration, test

® Application data can be generated from java pmgexecution of rules, etc.
" http://publib.boulder.ibm.com/infocenter/brdotn@i/1/index.jsp?topic=/com.ibm.websphere.ilog.brétuioc
/Content/Business_Rules/Documentation/_pubskelfRfbe DotNET/ps_ RFDN_Global261.html
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content, working memory, the number of rules andrage evaluation time. (ILOG 2005a)
also offers some test results about several aesviof its rule engine under different
execution model.

After have evaluated rule engines, how to optinnide engines will be interesting. (ILOG
2005a) proposed some optimization methods aboatengine execution, such as adopting
auto-hashing, hashers and finders, dynamic rulepdation, selecting a proper execution
model for ruleset, using rule task runner, configgirule engine (caching, sharing working
memory, multi- threading and pooling, running inglkel, etc).

Rule Interchange Format

Rule Interchange Format (RIF) should enable intemge of ruleS. The basic usage
scenarid for RIF is as follows (see Figure A-10):

» a producer agent produces a set of rules in soledamiguage, serializes it in RIF
and publishes the resulting RIF document;

» a consumer agent gets the RIF document, desesdtizeto some rule language
and deals with it for some purpose.

The general architecture for a RIF-based intercharag thus be represented as in Figure
A-11. Nowadays, Rule Interchange Format (RIF)ilsl®ting constructed by W3C RIF
Working Group (W3C RIP-WG).

b ==

Rule Agreed-on Rule
system 1 /| vocabulary | system 2
/ \
N AN

Application A Application B

Figure A-10. A Basic Usage Scenario for R
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Figure A-11. General Architecture for RIF-based Inerchangé*
(The shared data model can be an XML schema, ah @Wblogy or RDF vocabulary, etc)

8 http://www.w3.0rg/2005/rules/wg/wiki/lUCR/What_is Rule_Interchange_Format_And_Why Create_One
® Usage scenarios may vary in many ways with redpettie basic scenario. The interchange model reay b
point-to-point, one-to-many and many-to-one. Anotlienension is whether the interchange works irhpus
mode (send/receive or broadcast/receive) or inmpatie (publish/retrieve).

10 http://www.w3.0rg/2005/rules/wg/wiki/Arch/Using_RI

M http://www.w3.0rg/2005/rules/wg/wiki/lUCR/Basic_RIProcessing_Model
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Relationship between BRMS and SOA/BPEL

SOA as an enterprise integration strategy has wégely used. In order to support SOA,
BRMS must be able to be accessed through SOA mistge.g., SOAP, WSDL) by other
information systems and meanwhile it must also lile 0 access the services deployed by
other information systems. For example, BRMS musable to publish its rules as services;
it must also be able to make its rules invoke #gises published out of its own system.

Currently, ILOG JRules can publish its rules avises through three ways: a simple web
service publish tool, hosted transparent decis@mice? and monitored transparent decision
service and it can also make the action part ofules invoke the web services. Further more,
JRules also extends SOA. As we know, traditionallBOA, services are not visible, and they
are black boxes. However, in JRules, all servicased on rules are visible and can be
changed easily and rapidly and they can also betared and audited (ILOG 2006).

WS-BPEL (Web Service-Business Process Executionglage) is one of the key
standards improving the wide adoption of SOA. WEBRengine can make enterprises
automatically execute business processes whiclt@rgosed of services. But if business
rules aren’t separated from business processeg, \ile also bring the same problems
elaborated in Section “Introduction” into the deymhent and maintenance of business
processes. So rule engines can be introducedhet&®A environment where BPEL engine
is running. In this case, when a BPEL process e=smehdecision point, it can invoke the
service corresponding to relevant business rutes. Very clear that rule engine and WS-
BPEL are complementary technologies. (Geminiuc 2@d6vided an architecture separating
business rules from business process and it dlstrdted how to implement the architecture
by integrating JRules rule engine with the OradREB Process Manager.

Relationship between BRMS/RIF and MDA/MDI

MDA provides a methodology to develop software eysty model transformation. In
fact, developing a business rule application islamio MDA. See Figure A-12, the top level
is about the business policies which are writtenatural language. The second level is about
business rule artifacts based on vocabulary and BBUMiness rule artifacts are modelled in
BAL and they are created from business policiespblcy mangers. The vocabulary and
BOM are also created from business policies byrtass analysts. All the outputs of this layer
are not executable. At the third level, technicée rartifacts written in IRL are generated from
transformation of the business rule artefacts. Mdsle XOM will be generated from BOM
according to the predefined mappings between BO#NEDM. Of course, in this level, some
of the technical rule artifacts will be createddsrelopers, such as functions or ruleflows. In
this level, all the outputs are executable. Thedmotlevel is the running environment for all
technical rule artefacts and XOMs. According to #®ve narration, the level structure for
JRules/BRMS implicitly practices the methodology MDA. Besides, RIF can also be
regarded as an application of MDI at the PSM let/edtm the side of MDA/MDI, model
transformation needs transformation rules which lsarcreated, executed and managed by
BRMS. So BRMS/RIF and MDA/MDI are associated clgseith each other.

12(IBM 2009) proposed a table to compare the featarel constraints of JRules web services and Hosted
monitored transparent decision services.
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Figure A-12. Level structure for JRules
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Appendix B: Research domains in ontology

Role/Architecture of ontologies

In (Wache, Vogele et al. 2001), the researchedcagpes of information integration use
ontologies not only for content explication, budakither as a global query model or for the
verification of integration description. When uded content explication, ontologies can be

employed in three possible ways (see Figure B-1Taide B-1).

Global
ontology

¢) hybrid ontology approach

Figure B-1. Three Ways for Employing Ontologies (Wahe, Vogele et al. 2001)

Table B-1. Three Ways for Employing Ontologies (adated from (Wache, Vogele et al. 2001))

Approach Feature Advantage Disadvantage

single ontology | Share the same view on a| It is straight-forward to | Subject to changes in

approach domain. implement. the information
sources.

multiple No common ontology with| This ontology architecture In reality, the lack of a

ontology the agreement of all sourcesan simplify the change, | common vocabulary

approach IS needed. I.e. modifications in one | makes it extremely

information source.

difficult to compare
different source
ontologies.

hybrid approach

Built upon one global
shared vocabulary which
contains the basic terms
(the primitives) and some
operators of a domain. The
operators combine the
primitives to construct

New sources can easily K
added without the need @
modification in the
mappings or in the share
2 vocabulary.

complex terms.

péExisting ontologies
fcannot be reused
easily, but have to be
dre-developed from
scratch because all
source ontologies hav
to refer to the shared

vocabulary.
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Ontology representation

There are lots of ontology languages, such as @gteh, OKBC, LOOM?®, OCML,
FLogic, XOL, RDF(S), SHOE, OIL, DAML-ONTO, DAML+OILOWL and so on. Some of
them are traditional ontology languages and soreenab-based ontology languages. All of
the web-based ontology languages are XML-bHqsee Figure B-2). Why do web-based
ontology languages are XML-based? Because theresamee advantages (Corcho and
GoOmez-Pérez 2000):

* They have the definition of a common syntactic #ppation;

* They can be easily read for human beings (compuaitd traditional ontology
languages);

» They represent distributed knowledge.

XML-based ontology languages also have some disadgas:

» lack of structure for information;
* no standard tools for making inference for suclglemge (Corcho and Gomez-
Pérez 2000).

OIL || DAML+OIL || OWL

RDFS
SHOE SHOE
(HTML) ooy || XOL RDF
HTML XML

Figure B-2. The Stack of Ontology Markup LanguagegCorcho, Ferndndez-Lépez et al. 2003)

Table B-2. Theories for Ontology languages (Corchand Gémez-Pérez 2000; Horrocks, Patel-
Schneider et al. 2003) (Gruber 1993; Chaudhri, Fanghar et al. 1997; Chaudhri, Farquhar et al.
1998) (MacGregor 1991; Kifer, Lausen et al. 1995; a&ssila and Swick 1999; Motta 1999; Luke
and Heflin 2000) (Brickley and Guha 1999) (Smith, Wty et al. ; Dean and Schreiber 2004;
Patel-Schneider, Hayes et al. 2004)

KR Traditional Ontology languages Web-based Ontologgduages
Paradigms | Ontolingua | OKBC| OCML| LOOM| FLogic/ XOL| RDF(S) SHOE DI| OWL

Description X X X
Logic

Object X X
Oriented

Frame X X X X X X X X
based

first/second X X
order
(predicate
calculus)

Model X X X
theory

Each ontology language has its own background ig®or “knowledge representation
paradigms”. Table B-2 provides the knowledge regmegtion paradigms for the traditional
and web-based ontology languages. There are fivadjgans for the ontology languages:
description logic, object-oriented, frame-baset/econd order predicate, model theory. In
fact, description logic is a subset of first-ordegic with well-known properties (Halpin

13 http://www.isi.edu/isd/LOOM/
14 Although SHOE was firstly an extension of HTML,wit is adapted in order to XML compliant.
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2004). Unlike first-order logic, description logidgave proved to be decidable and of a
tractable complexity class (Borgida 1996).

In a project, which ontology language should besein@ (Corcho and Goémez-Pérez 2000)
has proposed an evaluation framework (see Figu®fBr comparing the expressiveness and
inference mechanisms of potential ontology langaaljdnas applied the evaluation
framework to most of the ontology languages anddothat:

» the traditional ontology languages are more expresthan web-based ontology
languages;

» the inference capabilities of each language arg wdgferent. Corcho and his
colleague have concluded that different needs iowkexdge representation exist
nowadays for applications, and some languages are suitable than others.

R .
Evaluation framework
Knowledge Inference
Representation Mechanisms
. Classes
Metaclasses - . Exceptiglls o
Slots/Attributes *Automatic classifications
Facets
. Taxonomies 15— .Ipheritance
*Monotonic. Non monotonic
*Simple. Multiple
*  Procedures 00 E=—————="""— .Exccution of Procedures
. Relations/Functions o c Check
, L C———"">  -Constraint Checking
. Instances /Individuals / Facts A =
. Axioms
®  Production Rules 00 === :Recasoning with rules
* Backward chaining
* Forward Chaining

Figure B-3. Evaluation Framework for Ontology Languages (Corcho and Gémez-Pérez 2000)
Ontology mapping

According to (Wache, Vogele et al. 2001), theretare kinds of ontology mappings: the
mapping between ontology and information systemd @@ mapping between different
ontologies (inter-ontology mapping). For the fornmeapping, (Wache, Vogele et al. 2001)
lists four general approaches to establish the eciion between ontology and information
systems: structure resemblance, definition of testracture enrichment and meta-annotation.
For the inter-ontology mapping, it is caused by difeerences between ontologies, and such
mapping is researched in the contextseimantic integration'®/interoperability . Such
differences come from two levels (Noy 2004gnguage-levelandontology-level

» Language-level: the differences focus on the mismatching in esgik@ness and
semantics of ontology languages, e.g., differentasyand constructs.

» Ontology-level: even for the ontologies expressed in the samgukege, there are
also some ontology-level mismatches including tlanes linguistic terms to
describe different concepts; using different tetmslescribe the same concepts;
using different modeling paradigms; using differenbdeling conventions and

15 Semantic integration is an active area of reseiarskveral disciplines, such as databases,
information-integration, and ontologies (Noy 200Mlpst researchers agree that semantic
integration is one of the most serious challengeshie Semantic Web today (Noy 2004).
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levels of granularity; having ontologies with diféat coverage of the domain, and
SO on.

In order to research the problem of ontology magpifNoy 2004) starts from three
dimensions: mapping discovery, declarative fornegkesentations of mapping and reasoning
with mappings.

» Mapping discovery: (Noy 2004) identifies two major approaches forppiag
discovery between ontologies: usinghared ontologyand usindheuristics-based
or machine learning technique® . The second approach uses various
characteristics of ontology, such as concept namagsiyal-language description of
concepts, class hierarchy, property definitionstances of classes and class
descriptions.

» Mappings representation: (Noy 2004) has discussed three methods:
0 representing mappings exstancesin an ontology;
o definingbridging axioms in first-order logic to represent transformations;
0 usingviewsto describe mappings from a global ontology t@la@ntology.

» Reason with mappings: Naturally, defining the mappings between ontadsgieither
automatically, semi-automatically or interactivelg, not a goal in itself. The
resulting mappings are used for various integratasks:data transformation,
guery answeringor web-service composition

Ontology Engineering

After the discussion of role/architecture of ontpipontology representation and ontology
mapping, it is crucial to support ontology devel@mn- ontology engineering. In (Wache,
Vogele et al. 2001), ontology engineering contdimee aspects: development methodology,
development tools and ontology evolution.

Ontology engineering methodology

According to (Héon, Paquette et al. 2008), ontoldgyelopment implieshree main
activities which are generally conducted by a knowledge eregin

1) knowledge elicitation
2) formalization of the elicited knowledge into an ontology,
3) syntactic and semanticvalidation of the ontology.

The whole process is complicated and requires kedgd engineers with high
competencies. The goal of knowledge engineers iedoce as much as possible tap
betweenthe richness of the actual expertise ofdbenain expertsand its formal ontological
representation. (Héon, Paquette et al. 2008) hapoped its own approach to develop
ontology. Its approach has three steps as follows:

1) The domain experts participate directly to theitton operation through semi-
formal visual knowledge modelling;

2) The engineer transforms the semi-formal model formal one taking the form of
ontology. An expert system is developed in (Héaguette et al. 2008) to aid the
engineers in this transformation process. A “tramghtion ontology” serves as a

% The task of finding mappings (semi-)automatichlys been an active area of research in both datainals
ontology communities (Rahm E. et al, 2001) (Kalfagl. et al, 2003).

183



Appendix B Research domains about ontology

knowledge base for the transformation service tocheied out by the expert
system;

3) Finally, the knowledge engineer validates the tesith the domain experts.

Besides the above work about ontology engineerfdgirar and Meersman 2008) has
proposed its own ontology engineering methodolddgreanework and it points out the main
foundational challenge in ontology engineeritigade-off between ontology usability and
ontology reusability. The trade-off is caused by the fact thatre doesn’t exist a strict line
betweerspecificandgeneric knowledge (Chandrasekaran and Johnson 1898letail, from
a methodological viewpoint, if a methodology emphasizes usability perspectoresvaluates
ontologies based on how they fulfil specific apation requirements, the resulting ontology
will be similar to a conceptual data schema (orlassical knowledge base) containing
application specific and thus, less reusable kndgégJarrar and Meersman 2008). Likewise,
if a methodology emphasizes the independency oktlvevledge, the resulting ontology in
general will be lessisable, since it has no intended use by ignoring appboaperspectives
(Jarrar and Meersman 2008). To tackle such a fdiomd challenge, (Jarrar and Meersman
2008) proposes a methodological framework - DOGMAe idea of DOGMA is that:
ontology is doubly articulated into domain axiomatization and application axiomatization.

A domain axiomatization is primarily related witharacterizing the “intended meanings” of
domain vocabulary (typically shared and public); application axiomatization (typically
local) is primarily associated with the usabilitf these vocabularies. Theouble
articulation implies that all concepts and relationships iniet in an application
axiomatization are predefined in its domain axidmaion (Jarrar and Meersman 2008).
Multiple application axiomatizations share and eetiee same intended meanings in a domain
axiomatization (Jarrar and Meersman 2008). Thigaggh increases reusability of domain
axiomatization, as well as usability of applicatexiomatizations.

A general overview on ontology engineering methods is provided by (Gémez-Pérez,
Ferndndez-Lopez et al. 2004), including short dpsons of the methods.

Ontology Development Tools

(Wache, Vogele et al. 2001) has sketched thredadaitools at that time: OntoEdit,
SHOE'’s knowledge annotator and DWQ. The web'Siaé Michael K. Bergman lists 185
ontology development tools, 35 of which are regendwand 45 added at various times since
the first releaseFor these 185 toolshere is diversity both in terms of scope and fiomct
across the entire ontology development stadke web site of Michael K. Bergmaaiso
shows that nearly all of those 185 tools do not momicate with one anoth&r However,
recently, simpler, task-focused tools with intuitiinterface¥’ are more demanded in the
market. Therefore, the general tools architectusmde to be shifted from IDEs and
comprehensive toolkits to APIs and Web servicesshsas OWL API (Horridge and
Bechhofer 2009; Horridge and Bechhofer 2010).

Ontology evolution

Ontology evolution is the problem of modifying olatgy in response to a certain change
in the domain or its conceptualization (FlouriseX@®lusakis et al. 2006). There are several
cases where ontology evolution is applicable:

» An ontology, just like any structure holding infaatron, may need to change
simply because the world has changed (Stojanovaeddhe et al. 2003);

7 http://www.mkbergman.com/904/listing-of-185-ontgyebuilding-tools/
18 http://www.mkbergman.com/909/a-new-landscape-itviogy-development-tools/
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» We may need to change the perspective under wheldémain is viewed (Noy
and Klein 2004);

» We may discover a problem in the original concejaton of the domain
(Flouris, Plexousakis et al. 2006);

» We might also wish to incorporate additional fuantlity, according to a change
in users’ needs (Haase and Stojanovic 2005);

» Furthermore, new information, which was previousigknown, classified or
otherwise unavailable may become accessible, &erdiit features of the domain
may become important (Heflin, Hendler et al. 1999).

(Flouris, Plexousakis et al. 2006) argues thatctimeently used ontology evolution model
has several weaknesses, and it presents an alstaosition for a future research direction
that will hopefully resolve these weaknesses, basedhe related field of belief change
(Gardenfors 1992).
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Appendix C:  Graphical User Interfaces for Six CBP Tools

The following sections list the graphical user ifdees for six collaborative business
process tools: BizAgi, jBPM, Bonita Open SolutidDracle BPM Suit 11g, ADONIS and
MEGA. These figures illustrate the primary compdsdor each CBP tools, such as business
process modeler, simulation, system console, bssingrocess monitoring, dependent
database, etc. For example, in Section “jBPM V3,1Kgure C-5 depicts BPMN Visual
Editor for jBPM, which can construct conversatiolagiams, choreography diagrams and
collaboration diagrams, etc. Figure C-6 depictskhewledge base “Guvnor’ and the web-
based BPMN editor for jBPM. All business processefBPM are stored and deployed in
Guvnor. If JBPM creates an instance for a procéssill retrieve the corresponding process
from Guvnor. Figure C-7 depicts the console of jBRNMhich can configure, control and
monitor the JBPM process engine, execute persashdst and generate statistic report for
process execution. Figure C-8 shows the executiogress of a business process in jBPM,
and Figure C-9 illustrates a statistical reponpuafcess execution.

BizAgi

>
o 3
Flow = E
1
o] ~ F B
" ‘ - 3 Pl Q)| ] )
Figure C-1. BizAgi Process Modeler V2.0.0.2
@: i" :a]mzj e — BizAgi Studio: LIUHUIBIZAgiProject on ECLILLE-LH\SQLEXPRESS — m;”:' ;
= O&

Figure C-2. BizAgi Studio V9.1.6.1005
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Appendix D:  Schema definition for semantic annotations of
BPMN2.0

<?xml version="1.0" encoding="UTF-8"?>
<xs:schemamins="http://www.omg.org/spec/BPMN/20100524/MODEL
xmins:xs="http://www.w3.0rg/2001/XMLSchemia
xmins:bpmn2&"http://www.omg.org/spec/BPMN/20100524/MODEL
targetNamespae€http://www.omg.org/spec/BPMN/20100524/MODEL
elementFormDefaut'qualified’ attributeFormDefaut'unqualified>
<xs:includeschemal ocatios'Semantic.xst>
<xs:complexTypeame"tSemanticAnnotatidi»
<xs:complexContent
<xs:extensiorbase"bpmn20:tRootElemett
<xs:sequence
<xs:elemenname"detail' type="tSemanticDetall
minOccurs"0" maxOccurs"1"/>
</xs:sequence
<xs:attributename="bpmnElementtype="xs:QNamé&/>
<xs:attributename="ontologyRef type="xs:anyURT
use="optional/>
<xs:attributename="level' type="tMDALevel" use="optional/>
</xs:extension
</xs:complexContent
</xs:complexType
<xs:complexTypeame"tSemanticDetaib
<xs:sequence
<xs:elemenname"actot' type="tSemanticRef minOccurs"0"
maxOccurs"unbounded>
<xs:elemenname"effect' type="tSemanticRef minOccurs"0"
maxOccurs"unbounded>
<xs:elemenname"do" type="tSemanticRef minOccurs"1"
maxOccurs"unbounded>
<xs:elemenname"what' type="tSemanticRef minOccurs"0"
maxOccurs"unbounded>
<xs:elemenname"where' type="tSemanticRef minOccurs"0"
maxOccurs"unbounded>
<xs:elemenname"when' type="tSemanticRef minOccurs"0"
maxOccurs"unbounded>
<xs:elemenname"how' type="tSemanticRef minOccurs"0"
maxOccurs"unbounded>
</xs:sequence
</xs:complexType
<xs:simpleTypename"tMDALevel">
<xs:restrictionbase"xs:string>
<xs:enumeratiowalue="CIM"/>
<xs:enumeratiowvalue="PIM"/>
<xs:enumeratiowvalue="PSM'/>
</xs:restrictiorr
</xs:simpleType
<xs:.complexTypaame"tSemanticRef mixed="true">
<xs:sequence
<xs:anynamespace'##any processContersSlax’ minOccurs"0"/>
</xs:sequence
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<xs:attributename="ontologyRef type="xs:anyURT use="optional/>
</xs:complexType
<xs:complexTypeiame"tSemanticAnnotationList
<xs:complexContent
<xs:extensiorbase"bpmn20:tRootElemett
<xs:sequence
<xs:elemenname"semanticAnnotatich
type="tSemanticAnnotatichminOccurs"0" maxOccurs"unboundet>
</xs:sequence
</xs:extensior
</xs:complexContent
</xs:complexType
<xs:elemenname"semanticAnnotationListtype="tSemanticAnnotationList
substitutionGroug"bpmn20:rootElemeit>
<xs:attributename="ontologyRef type="xs:anyURI1/>

</xs:schema
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Appendix E:  Goal Ontology

This appendix explains the goal ontology definedCimapter 5. In Figure E-1, the goal
ontology is created in OWL by Protégé 4.2.1. Theesponding OWL document for the goal
ontology is shown behind Figure E-1.

i OntologyGoal.owl (http: .semanticweb.org/ontologies 3/0ntologyGoal.owl) - [F:\proteseworkspace\transfor... = B
B ontol L.owl (http:/fwww. icweb.orgfontologies/2011/3/0ntol Lowl) - [F:\ k A i (=

File Edit Orntologies Reasorner Tools  Refactor  Tabs  Miew  Window  Help

< || > |@ OritologyGoal.owl (htta: e samanticws b orgiortaloges 201 1 &0 mtolooySosl owl) '! ﬁ| |

Active Ortology | Entities | Classes | Object Properties | Data Properties | Individusls | OWLviz | DL Query |

Ini_/erled class hierarchy | ( Clazz Annotations r Class Uzage |
| | | o '

Annotations

‘Hardware

Y 0Organization
Software

D Webh Service
~@capability
~@ Context
¥ Goal
v @Enterprise_Goal
@ Missiohn D parentGoal some Goal
@ operative Goal
J Strategic_Goal
Tactical_Goal
@ ¥ision

it

IC

Equivalent classe

Superclasses

D eontext some Context

TsubGoal some Goal
@ capabilityRequirement exactly 1 Capability

Web_service_Goal Inferred ananymous superclasses
FWeb_Service_Operati| | @ description only string

Members

4

4] | [»

Figure E-1. Goal Ontology in Hierarchical style Deeloped by Protégé 4.2.1

OWL document for Goal Ontology:

<?xml version="1.0"?>

<IDOCTYPE owl2xml:Ontology [

<IENTITY owl "http://www.w3.0rg/2002/07/owl#" >

<IENTITY xsd "http://www.w3.0rg/2001/XMLSchemé#

<IENTITY owl2xml "http://www.w3.0rg/2006/12/0&@kxml#" >

<IENTITY rdfs "http://www.w3.0rg/2000/01/rdf-bema#" >

<IENTITY rdf "http://www.w3.0rg/1999/02/22-rddyntax-ns#" >

<IENTITY OntologyGoal "http://www.semanticwelgdontologies/2011/3/OntologyGoal.owl#" >
>

<owl2xml:Ontology xmins="http://www.semanticweb.éogtologies/2011/3/OntologyGoal.owl#"
xml:base="http://www.w3.0rg/2006/12/owl2-xml#"
xmins:owl2xml="http://www.w3.0rg/2006/12/owbmi#"
xmins:OntologyGoal="http://www.semanticweb fangfologies/2011/3/OntologyGoal.owl#"
xmins:xsd="http://www.w3.0rg/2001/XMLSchema#"
xmins:rdfs="http://www.w3.0rg/2000/01/rdf-sche#"
xmins:rdf="http://www.w3.0rg/1999/02/22-rdf+sax-ns#"
xmins:owl="http://www.w3.0rg/2002/07/owl#"
owl2xml:URI="http://www.semanticweb.org/ontglies/2011/3/OntologyGoal.ow!">
<owl2xml:SubClassOf>
<owl2xml:Class owl2xml:URI="&OntologyGoalptor"/>
<owl2xml:ObjectSomeValuesFrom>
<owl2xml:ObjectProperty owl2xml:URI="&®@ologyGoal;parentActor"/>
<owl2xml:Class owl2xml:URI="&Ontology@gActor"/>
</owl2xml:ObjectSomeValuesFrom>
</owl2xml:SubClassOf>
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<owl2xml:SubClassOf>
<owl2xml:Class owl2xml:URI="&OntologyGoalptor"/>
<owl2xml:ObjectSomeValuesFrom>
<owl2xml:ObjectProperty owl2xml:URI="&t@ologyGoal;subActor"/>
<owl2xml:Class owl2xml:URI="&Ontology@fActor"/>
</owl2xml:ObjectSomeValuesFrom>
</owl2xml:SubClassOf>
<owl2xml:SubClassOf>
<owl2xml:Class owl2xml:URI="&OntologyGoalptor"/>
<owl2xml:ObjectMinCardinality owl2xml:canality="1">
<owl2xml:ObjectProperty owl2xml:URI="&@ologyGoal;realizedCapability"/>
<owl2xml:Class owl2xml:URI="&Ontology@@Capability"/>
</owl2xml:ObjectMinCardinality>
</owl2xml:SubClassOf>
<owl2xml:SubClassOf>
<owl2xml:Class owl2xml:URI="&OntologyGoalapability"/>
<owl2xml:ObjectSomeValuesFrom>
<owl2xml:ObjectProperty owl2xml:URI="&t@ologyGoal;object"/>
<owl2xml:Class owl2xml:URI="&owl;Thing*
</owl2xml:ObjectSomeValuesFrom>
</owl2xml:SubClassOf>
<owl2xml:SubClassOf>
<owl2xml:Class owl2xml:URI="&OntologyGoalapability"/>
<owl2xml:ObjectExactCardinality owl2xml:chnality="1">
<owl2xml:ObjectProperty owl2xml:URI="&@@ologyGoal;verb"/>
</owl2xml:ObjectExactCardinality>
</owl2xml:SubClassOf>
<owl2xml:SubClassOf>
<owl2xml:Class owl2xml:URI="&OntologyGoalgbtext"/>
<owl2xml:ObjectSomeValuesFrom>
<owl2xml:ObjectProperty owl2xml:URI="&tologyGoal;effect"/>
<owl2xml:Class owl2xml:URI="&owl;Thing*
</owl2xml:ObjectSomeValuesFrom>
</owl2xml:SubClassOf>
<owl2xml:SubClassOf>
<owl2xml:Class owl2xml:URI="&OntologyGoalgdtext"/>
<owl2xml:ObjectSomeValuesFrom>
<owl2xml:ObjectProperty owl2xml:URI="&@@ologyGoal;input"/>
<owl2xml:Class owl2xml:URI="&owl;Thing*
</owl2xml:ObjectSomeValuesFrom>
</owl2xml:SubClassOf>
<owl2xml:SubClassOf>
<owl2xml:Class owl2xml:URI="&OntologyGoalgdtext"/>
<owl2xml:ObjectSomeValuesFrom>
<owl2xml:ObjectProperty owl2xml:URI="&@@ologyGoal;output"/>
<owl2xml:Class owl2xml:URI="&owl;Thing*
</owl2xml:ObjectSomeValuesFrom>
</owl2xml:SubClassOf>
<owl2xml:SubClassOf>
<owl2xml:Class owl2xml:URI="&OntologyGoalgdtext"/>
<owl2xml:ObjectSomeValuesFrom>
<owl2xml:ObjectProperty owl2xml:URI="&@ologyGoal;precondition"/>
<owl2xml:Class owl2xml:URI="&owl;Thing*
</owl2xml:ObjectSomeValuesFrom>
</owl2xml:SubClassOf>
<owl2xml:SubClassOf>
<owl2xml:Class owl2xml:URI="&OntologyGoalrEerprise_Goal"/>
<owl2xml:Class owl2xml:URI="&OntologyGoalmal"/>
</owl2xml:SubClassOf>
<owl2xml:SubClassOf>
<owl2xml:Class owl2xml:URI="&OntologyGoalgal"/>
<owl2xml:ObjectSomeValuesFrom>
<owl2xml:ObjectProperty owl2xml:URI="&@ologyGoal;context"/>
<owl2xml:Class owl2xml:URI="&Ontology@#Context"/>
</owl2xml:ObjectSomeValuesFrom>
</owl2xml:SubClassOf>
<owl2xml:SubClassOf>
<owl2xml:Class owl2xml:URI="&OntologyGoal@al"/>
<owl2xml:ObjectSomeValuesFrom>
<owl2xml:ObjectProperty owl2xml:URI="&@ologyGoal;parentGoal"/>
<owl2xml:Class owl2xml:URI="&Ontology@yGoal'/>
</owl2xml:ObjectSomeValuesFrom>
</owl2xml:SubClassOf>
<owl2xml:SubClassOf>
<owl2xml:Class owl2xml:URI="&OntologyGoalmal"/>
<owl2xml:ObjectSomeValuesFrom>
<owl2xml:ObjectProperty owl2xml:URI="&@@ologyGoal;subGoal"/>
<owl2xml:Class owl2xml:URI="&Ontology@§Goal"/>
</owl2xml:ObjectSomeValuesFrom>
</owl2xml:SubClassOf>
<owl2xml:SubClassOf>
<owl2xml:Class owl2xml:URI="&OntologyGoalmal"/>
<owl2xml:ObjectExactCardinality owl2xml:chnality="1">
<owl2xml:ObjectProperty owl2xml:URI="&@@ologyGoal;capabilityRequirement"/>
<owl2xml:Class owl2xml:URI="&Ontology@tCapability"/>
</owl2xml:ObjectExactCardinality>
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</owl2xml:SubClassOf>
<owl2xml:SubClassOf>
<owl2xml:Class owl2xml:URI="&OntologyGoalgidware"/>
<owl2xml:Class owl2xml:URI="&OntologyGoalptor"/>
</owl2xml:SubClassOf>
<owl2xml:SubClassOf>
<owl2xml:Class owl2xml:URI="&OntologyGoalihinan"/>
<owl2xml:Class owl2xml:URI="&OntologyGoalptor"/>
</owl2xml:SubClassOf>
<owl2xml:SubClassOf>
<owl2xml:Class owl2xml:URI="&OntologyGoal;skion"/>
<owl2xml:Class owl2xml:URI="&OntologyGoalrferprise_Goal"/>
</owl2xml:SubClassOf>
<owl2xml:SubClassOf>
<owl2xml:Class owl2xml:URI="&OntologyGoalfg@rative_Goal"/>
<owl2xml:Class owl2xml:URI="&OntologyGoalrEerprise_Goal"/>
</owl2xml:SubClassOf>
<owl2xml:SubClassOf>
<owl2xml:Class owl2xml:URI="&OntologyGoalr@anization"/>
<owl2xml:Class owl2xml:URI="&OntologyGoalptor"/>
</owl2xml:SubClassOf>
<owl2xml:SubClassOf>
<owl2xml:Class owl2xml:URI="&OntologyGoal&ware"/>
<owl2xml:Class owl2xml:URI="&OntologyGoalptor"/>
</owl2xml:SubClassOf>
<owl2xml:SubClassOf>
<owl2xml:Class owl2xml:URI="&OntologyGoak@tegic_Goal"/>
<owl2xml:Class owl2xml:URI="&OntologyGoalrferprise_Goal"/>
</owl2xml:SubClassOf>
<owl2xml:SubClassOf>
<owl2xml:Class owl2xml:URI="&OntologyGoaldEtical_Goal"/>
<owl2xml:Class owl2xml:URI="&OntologyGoalrierprise_Goal"/>
</owl2xml:SubClassOf>
<owl2xml:SubClassOf>
<owl2xml:Class owl2xml:URI="&OntologyGoaldaEk"/>
<owl2xml:ObjectSomeValuesFrom>
<owl2xml:ObjectProperty owl2xml:URI="&t@ologyGoal;parentTask"/>
<owl2xml:Class owl2xml:URI="&Ontology@4 Task"/>
</owl2xml:ObjectSomeValuesFrom>
</owl2xml:SubClassOf>
<owl2xml:SubClassOf>
<owl2xml:Class owl2xml:URI="&OntologyGoaldask"/>
<owl2xml:ObjectSomeValuesFrom>
<owl2xml:ObjectProperty owl2xml:URI="&tologyGoal;subTask"/>
<owl2xml:Class owl2xml:URI="&Ontology@4 Task"/>
</owl2xml:ObjectSomeValuesFrom>
</owl2xml:SubClassOf>
<owl2xml:SubClassOf>
<owl2xml:Class owl2xml:URI="&OntologyGoalask"/>
<owl2xml:ObjectExactCardinality owl2xml:chnality="1">
<owl2xml:ObjectProperty owl2xml:URI="&t@ologyGoal;context"/>
<owl2xml:Class owl2xml:URI="&Ontology@#Context"/>
</owl2xml:ObjectExactCardinality>
</owl2xml:SubClassOf>
<owl2xml:SubClassOf>
<owl2xml:Class owl2xml:URI="&OntologyGoalaBk"/>
<owl2xml:ObjectExactCardinality owl2xml:chnality="1">
<owl2xml:ObjectProperty owl2xml:URI="&t@ologyGoal;satisfiedCapability"/>
<owl2xml:Class owl2xml:URI="&Ontology@tCapability"/>
</owl2xml:ObjectExactCardinality>
</owl2xml:SubClassOf>
<owl2xml:SubClassOf>
<owl2xml:Class owl2xml:URI="&OntologyGoaljsion"/>
<owl2xml:Class owl2xml:URI="&OntologyGoalrierprise_Goal"/>
</owl2xml:SubClassOf>
<owl2xml:SubClassOf>
<owl2xml:Class owl2xml:URI="&OntologyGoal;@¥_Service"/>
<owl2xml:Class owl2xml:URI="&OntologyGoalp&ware"/>
</owl2xml:SubClassOf>
<owl2xml:SubClassOf>
<owl2xml:Class owl2xml:URI="&OntologyGoal;@¥_Service_Goal"/>
<owl2xml:Class owl2xml:URI="&OntologyGoalgal"/>
</owl2xml:SubClassOf>
<owl2xml:SubClassOf>
<owl2xml:Class owl2xml:URI="&OntologyGoal;@_Service_Operation_Goal"/>
<owl2xml:Class owl2xml:URI="&OntologyGoal@al"/>
</owl2xml:SubClassOf>
<owl2xml:SubClassOf>
<owl2xml:Class owl2xml:URI="&owl; Thing"/>
<owl2xml:DataAllValuesFrom>
<owl2xml:DataProperty owl2xml:URI="&OgsibgyGoal;description"/>
<owl2xml:Datatype owl2xml:URI="&xsd;stg"/>
</owl2xml:DataAllValuesFrom>
</owl2xml:SubClassOf>
<owl2xml:ObjectPropertyRange>
<owl2xml:ObjectProperty owl2xml:URI="&OntoyyGoal;Dependent_Resource"/>
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<owl2xml:ObjectSomeValuesFrom>
<owl2xml:ObjectProperty owl2xml:URI="&®@ologyGoal;Dependent_Resource"/>
<owl2xml:Class owl2xml:URI="&owl;Thing*
</owl2xml:ObjectSomeValuesFrom>
</owl2xml:ObjectPropertyRange>
<owl2xml:ObjectPropertyRange>
<owl2xml:ObjectProperty owl2xml:URI="&OntogyGoal;context"/>
<owl2xml:ObjectAllValuesFrom>
<owl2xml:ObjectProperty owl2xml:URI="&@ologyGoal;context"/>
<owl2xml:Class owl2xml:URI="&Ontology@@Context"/>
</owl2xml:ObjectAllValuesFrom>
</owl2xml:ObjectPropertyRange>
<owl2xml:ObjectPropertyDomain>
<owl2xml:ObjectProperty owl2xml:URI="&OntyyGoal;effect"/>
<owl2xml:Class owl2xml:URI="&OntologyGoalgdDtext"/>
</owl2xml:ObjectPropertyDomain>
<owl2xml:ObjectPropertyRange>
<owl2xml:ObjectProperty owl2xml:URI="&OntoyyGoal;effect"/>
<owl2xml:Class owl2xml:URI="&owl; Thing"/>
</owl2xml:ObjectPropertyRange>
<owl2xml:ObjectPropertyDomain>
<owl2xml:ObjectProperty owl2xml:URI="&OntogyGoal;input"/>
<owl2xml:Class owl2xml:URI="&OntologyGoalgdtext"/>
</owl2xml:ObjectPropertyDomain>
<owl2xml:ObjectPropertyRange>
<owl2xml:ObjectProperty owl2xml:URI="&OntogyGoal;input"/>
<owl2xml:Class owl2xml:URI="&owl; Thing"/>
</owl2xml:ObjectPropertyRange>
<owl2xml:ObjectPropertyRange>
<owl2xml:ObjectProperty owl2xml:URI="&OntoyyGoal;object"/>
<owl2xml:ObjectSomeValuesFrom>
<owl2xml:ObjectProperty owl2xml:URI="&t@ologyGoal;object"/>
<owl2xml:Class owl2xml:URI="&owl;Thing*
</owl2xml:ObjectSomeValuesFrom>
</owl2xml:ObjectPropertyRange>
<owl2xml:ObjectPropertyDomain>
<owl2xml:ObjectProperty owl2xml:URI="&OntogyGoal;output"/>
<owl2xml:Class owl2xml:URI="&OntologyGoalgdtext"/>
</owl2xml:ObjectPropertyDomain>
<owl2xml:ObjectPropertyRange>
<owl2xml:ObjectProperty owl2xml:URI="&OntoyyGoal;output"/>
<owl2xml:Class owl2xml:URI="&owl;Thing"/>
</owl2xml:ObjectPropertyRange>
<owl2xml:ObjectPropertyDomain>
<owl2xml:ObjectProperty owl2xml:URI="&OntoyyGoal;parentActor"/>
<owl2xml:Class owl2xml:URI="&OntologyGoalptor"/>
</owl2xml:ObjectPropertyDomain>
<owl2xml:ObjectPropertyRange>
<owl2xml:ObjectProperty owl2xml:URI="&OntoyyGoal;parentActor"/>
<owl2xml:Class owl2xml:URI="&OntologyGoalptor"/>
</owl2xml:ObjectPropertyRange>
<owl2xml:Declaration>
<owl2xml:ObjectProperty owl2xml:URI="&OntoyyGoal;parentActor"/>
</owl2xml:Declaration>
<owl2xml:ObjectPropertyDomain>
<owl2xml:ObjectProperty owl2xml:URI="&OntyyGoal;parentTask"/>
<owl2xml:Class owl2xml:URI="&OntologyGoalaEk"/>
</owl2xml:ObjectPropertyDomain>
<owl2xml:ObjectPropertyRange>
<owl2xml:ObjectProperty owl2xml:URI="&OntoyyGoal;parentTask"/>
<owl2xml:Class owl2xml:URI="&OntologyGoaldaEk"/>
</owl2xml:ObjectPropertyRange>
<owl2xml:Declaration>
<owl2xml:ObjectProperty owl2xml:URI="&OntoyyGoal;parentTask"/>
</owl2xml:Declaration>
<owl2xml:ObjectPropertyDomain>
<owl2xml:ObjectProperty owl2xml:URI="&OntoyyGoal;precondition"/>
<owl2xml:Class owl2xml:URI="&OntologyGoalgdtext"/>
</owl2xml:ObjectPropertyDomain>
<owl2xml:ObjectPropertyRange>
<owl2xml:ObjectProperty owl2xml:URI="&OntoyyGoal;precondition"/>
<owl2xml:Class owl2xml:URI="&owl;Thing"/>
</owl2xml:ObjectPropertyRange>
<owl2xml:ObjectPropertyDomain>
<owl2xml:ObjectProperty owl2xml:URI="&OntoyyGoal;subActor"/>
<owl2xml:Class owl2xml:URI="&OntologyGoalptor"/>
</owl2xml:ObjectPropertyDomain>
<owl2xml:ObjectPropertyRange>
<owl2xml:ObjectProperty owl2xml:URI="&OntoyyGoal;subActor"/>
<owl2xml:Class owl2xml:URI="&OntologyGoalptor"/>
</owl2xml:ObjectPropertyRange>
<owl2xml:Declaration>
<owl2xml:ObjectProperty owl2xml:URI="&OntogyGoal;subActor"/>
</owl2xml:Declaration>
<owl2xml:ObjectPropertyDomain>
<owl2xml:ObjectProperty owl2xml:URI="&OntyyGoal;subTask"/>
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<owl2xml:Class owl2xml:URI="&OntologyGoalask"/>
</owl2xml:ObjectPropertyDomain>
<owl2xml:ObjectPropertyRange>
<owl2xml:ObjectProperty owl2xml:URI="&OntyyGoal;subTask"/>
<owl2xml:Class owl2xml:URI="&OntologyGoalaEk"/>
</owl2xml:ObjectPropertyRange>
<owl2xml:Declaration>
<owl2xml:ObjectProperty owl2xml:URI="&OntyyGoal;subTask"/>
</owl2xml:Declaration>
<owl2xml:ObjectPropertyRange>
<owl2xml:ObjectProperty owl2xml:URI="&OntogyGoal;verb"/>
<owl2xml:ObjectSomeValuesFrom>
<owl2xml:ObjectProperty owl2xml:URI="&ologyGoal;verb"/>
<owl2xml:Class owl2xml:URI="&owl;Thing*
</owl2xml:ObjectSomeValuesFrom>
</owl2xml:ObjectPropertyRange>
<owl2xml:ObjectPropertyRange>
<owl2xml:ObjectProperty owl2xml:URI="&OntogyGoal;who"/>
<owl2xml:ObjectSomeValuesFrom>
<owl2xml:ObjectProperty owl2xml:URI="&@ologyGoal;who"/>
<owl2xml:Class owl2xml:URI="&owl;Thing*
</owl2xml:ObjectSomeValuesFrom>
</owl2xml:ObjectPropertyRange>
<owl2xml:DataPropertyDomain>
<owl2xml:DataProperty owl2xml:URI="&Ontolg@oal;description"/>
<owl2xml:Class owl2xml:URI="&owl;Thing"/>
</owl2xml:DataPropertyDomain>
<owl2xml:DataPropertyRange>
<owl2xml:DataProperty owl2xml:URI="&Ontolg@Goal;description"/>
<owl2xml:Datatype owl2xml:URI="&xsd;string*
</owl2xml:DataPropertyRange>
</owl2xml:Ontology>

<!l-- Generated by the OWL API (version 2.2.1.1188&p://owlapi.sourceforge.net -->
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Abstract

Résumé : Quand des entreprises collaborent entre elles ptteindre leurs objectifs métiers, des problemes
d'interopérabilité seront rencontrés. Afin de réseuces probléemes, nous étudions les domaines rgsivdes
processus métier collaboratifs, MDA, SOA, ESB entblogie. Nous proposons alors un cadre intégresatcing
domaines pour les solutions Tl (technologies diefdtmation) aux problémes d'interopérabilité. Poanstruire ce
cadre, nous proposons une Méthode Basée sur dessBus pour I'Interopérabilité d'Entreprise (MBRHR)i utilise

des processus collaboratifs pour représenter diegrees de collaboration. MBPIE transforme des ¢ssgs
collaboratifs en plusieurs processus d'interopéréléxécutables par des transformations de modElesViBPIE,
I'ontologie est utilisée pour annoter les processlisboratifs. Pendant la transformation des @egs, de nouvelles
informations ontologiques sont ajoutées dans lesgssus pour les rendre exécutables. Nous avogs conbus de
services sémantiques Basé sur I'Ontologie et Dpayédes Buts (BODB) pour supporter I'exécution glesessus
d'interopérabilité. Ce bus est basé sur un mécanisymétrique pour l'invocation de services sémagtiq Ce
mécanisme utilise I'extension de SOAP (Simple Obfaxess Protocol) qui est composée de trois garfie format
des messages BODB, le module BODB et le modéleraierhent BODB. Ce mécanisme a trois propriétés de
transparence (emplacement, sémantique et technique) sont essentielles a I'exécution des processus
d'interopérabilité. Ensemble, MBPIE et le bus cibmsht une approche fédérée pour résoudre les érad
d'interopérabilité.

Mots clés : interopérabilité d’entreprise, collaboration, preses métier, processus collaboratif, processus
d’interopérabilité, transformation, rang, taux deopération, ontologie, annotation sémantique, beisservices
sémantiques, MDA, MDI, SOA, BPMN2.0, approche diggar les buts, SOAP, cadre de comparaison

Abstract: When enterprises collaborate with others to aehibusiness objectives, enterprise interoperability
problems will be encountered. In order to solve pheblems, in this thesis, we analyze the fiveteglaresearch
domains: collaborative business process, MDA, SEB and ontology. Consequently, we propose a frasrefor

IT solutions to interoperability problems, whichtégrates the above five domains together. In otoleealize the
framework, we propose a Process-Based Method fderfise Interoperability (PBMEI), which employs
collaborative processes to represent collaboragqnirements between enterprises. PBMEI transfaataborative
processes into multiple executable interoperahiiycesses through model transformations. In PBMEtplogy is
used to annotate collaborative processes. Durimdehtoansformation, new ontology information wik ladded into
processes. Such information will contribute to s execution. In order to support execution cdrogerability
processes, an ontology-based and goal-driven (OB&&Djantic service bus is designed. This bus isdbasea
symmetric mechanism for OBGD service invocatione Tiechanism is designed according to OBGD Simpjeddb
Access Protocol (SOAP) which is composed of thragsp OBGD message format, OBGD module and OBGD
processing model. This mechanism has three pregeftication transparency, semantics transparamtyezhnique
transparency, which are critical to execution ofeiaperability processes. The bus also supporterdbed
deployment for inter-enterprise interoperabilitNPEl and the OBGD bus together constitute a federatpproach
for solving interoperability problems.

Keywords: Enterprise Interoperability, collaboration, busiseprocess, collaborative process, interoperability
process, transformation, rank, cooperation rat&glogy, semantic annotation, Semantic Service BUSA, MDI,
SOA, BPMN2.0, goal-driven, SOAP, comparison framewo
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