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# Médianes de mesures de probabilité dans les variétés riemanniennes et applications à la détection de cibles radar 

## Résumé

Dans cette thèse, nous étudierons les médianes d'une mesure de probabilité dans une variété riemannienne. Dans un premier temps, l'existence et l'unicité des médianes locales seront montrées. Afin de calculer les médianes aux cas pratiques, nous proposerons aussi un algorithme de sous-gradient et prouverons sa convergence. Ensuite, les médianes de Fréchet seront étudiées. Nous montrerons leur cohérence statistique et donnerons des estimations quantitatives de leur robustesse à l'aide de courbures. De plus, nous montrerons que, dans les variétés riemanniennes compactes, les médianes de Fréchet de données génériques sont toujours uniques. Des algorithmes stochastiques et déterministes seront proposés pour calculer les $p$ moyennes de Fréchet dans les variétés riemanniennes. Un lien entre les médianes et les problèmes de points fixes sera aussi montré. Finalement, nous appliquerons les médiane et la géométrie riemannienne des matrices de covariance Toeplitz à la détection de cible radar.

Mots-clés: statistiques robustes, moyenne, données sphériques, variétés de Riemann, théorème du point fixe, matrices de Toeplitz, analyse de covariance

## Medians of probability measures in Riemannian manifolds and applications to radar target detection


#### Abstract

In this thesis, we study the medians of a probability measure in a Riemannian manifold. Firstly, the existence and uniqueness of local medians are proved. In order to compute medians in practical cases, we also propose a subgradient algorithm and prove its convergence. After that, Fréchet medians are considered. We prove their statistical consistency and give some quantitative estimations of their robustness with the aid of curvatures. Moreover, we show that, in compact Riemannian manifolds, the Fréchet medians of generic data points are always unique. Some stochastic and deterministic algorithms are proposed for computing Riemannian $p$-means. A connection between medians and fixed point problems are also given. Finally, we apply the medians and the Riemannian geometry of Toeplitz covariance matrices to radar target detection.
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## Chapter 1

## Introduction

### 1.1 A short review of previous work

The history of medians can be traced back to 1629 when P. Fermat initiated a challenge (see [39]): given three points in the plan, find a fourth one such that the sum of its distances to the three given points is minimum. The answer to this question, which was found firstly by E. Torricelli (see [84]) in 1647, is that if each angle of the triangle is smaller than $2 \pi / 3$, then the minimum point is such that the three segments joining it and the vertices of the triangle form three angles equal to $2 \pi / 3$; and in the opposite case, the minimum point is the vertex whose angle is greater than or equal to $2 \pi / 3$. This point is called the median or the Fermat-Torricelli point of the triangle. Naturally, the question of finding the triangle median can be generalized to finding a point that minimizes the sum of its distances to $N$ given points in the plan and, if necessary, with weighted distances. This was proposed by J. Steiner in 1838 (see [81]) and was also considered by R. Sturm in 1884 (see $[83]$ ). The second author showed that the minimum point must be unique if the data points are not contained in a single line. This generalized Fermat's problem was also used by the economist A. Weber in 1909 (see [89]) as a mathematical model for the optimal location of a facility in order to serve several clients. From then on, the generalized Fermat's problem is also called Steiner's problem or Weber's problem or single facility location problem in economics and in the theory of operation research.

It is often very important to know the value of the median in practical cases. But in contrast to the barycenter, it is much more difficult to find the median of given points in the plan. For example, with the aid of Galois theory, C. Bajaj showed that (see [11]) if the number of generic data points is no less than five, then the generalized Fermat's problem cannot be solved by arithmetic operations and extraction of roots. The first algorithm intended to find medians in Euclidean spaces was proposed by E. Weiszfeld in 1937 (see [90]), whose original idea is to construct a sequence of weighted barycenters of data points which converges to the median. But this algorithm, which is essentially a gradient descent method, has a
vital flaw that it does not converge if the median coincides with some data point, which is clearly an event of positive probability. The first completely convergent algorithm for computing medians was proposed by L. M. Ostresh in 1978 (see [73]), whose key ingredient is to eliminate the singular term when the algorithm hits a data point. Since then various algorithms for computing medians in Euclidean spaces were proposed and improved by many authors.

The notion of median also appears in statistics since a long time ago. In 1774, when P. S. Laplace tried to find an appropriate notion of the middle point for a group of observation values, he introduced in [61] "the middle of probability", the point that minimizes the sum of its absolute differences to data points, this is exactly the one dimensional median. In this work he also established that for a probability distribution on the real line with density $f$, the median $m$ solves the equation

$$
\int_{-\infty}^{m} f(x) d x=\frac{1}{2},
$$

and the minimization problem

$$
\min _{y \in \mathbf{R}} \int_{-\infty}^{+\infty}|x-y| f(x) d x
$$

A sufficiently general notion of median in metric spaces was proposed in 1948 by M. Fréchet in his famous article [48], where he defined a $p$-mean of a random variable $X$ to be a point which minimizes the expectation of its distance at the power $p$ to $X$. This flexible definition allows us to define various typical values, among which there are two important cases: $p=1$ and $p=2$, corresponding to the notions of median and mean, respectively.

Apparently, the median and mean are two notions of centrality for data points. As a result, one may wonder that which one is more advantageous? In fact, this is a longstanding debate which propelled the development of early statistics. Perhaps the perspective that the mean is more advantageous than the median is due to the choice of error laws in the early days. Laplace perceived the obvious advantage of the mean over the median when he used the normal distribution as the error law. But for other distributions, the normal distribution is not always an appropriate error law, as noted by F. Y. Edgeworth (see [37]) who insisted that one would lose less by taking the median instead of the mean if the error observations are not normally distributed. Another example, which is given by R. A. Fisher in [44], is that the empirical mean for a Cauchy distribution has the same accuracy as one single observation. Consequently, it would be better to use the median instead of the mean in this situation. Probably the most significant advantage of the median over the mean is that the former is robust but the latter is not, that is to say, the median is much less sensitive to outliers than the mean. Roughly speaking (see [66]), in order to move the median of a group of data points to arbitrarily far, at least a half of data points should be moved. On the contrary, in order to move
the mean of a group of data points to arbitrarily far, it suffices to move one data point. So that medians are in some sense more prudent than means, as argued by M. Fréchet. The robustness property makes the median an important estimator in situations when there are lots of noise and disturbing factors.

The first application of the mean to Riemannian geometry is an ingenious artifice due to E. Cartan (see [30]), who used the uniqueness of means of measures on complete, simply connected Riemannian manifolds with non-positive curvature to show that every compact group of isometries of such manifolds has a common fixed point, which leads to the only known proof of the conjugacy of maximal compact subgroups of a semisimple Lie group. The first formal definition of means for probability measures on Riemannian manifolds was made by H. Karcher in [53] in order to generalize the mollifier smoothing techniques to the settings of Riemannian manifolds. To introduce Karcher's result concerning means, consider a Riemannian manifold $M$ with Riemannian distance $d$ and

$$
B(a, \rho)=\{x \in M: d(x, a)<\rho\}
$$

is a geodesic ball in $M$ centered at $a$ with a finite radius $\rho$. Let $\Delta$ be an upper bound of sectional curvatures in $\bar{B}(a, \rho)$ and inj be the injectivity radius of $\bar{B}(a, \rho)$. Under the following condition:

$$
\begin{equation*}
\rho<\min \left\{\frac{\pi}{4 \sqrt{\Delta}}, \frac{\text { inj }}{2}\right\} \tag{1.1}
\end{equation*}
$$

where if $\Delta \leq 0$, then $\pi /(4 \sqrt{\Delta})$ is interpreted as $+\infty$, Karcher showed that, with the aid of estimations of Jacobi fields, the local energy functional

$$
\begin{equation*}
F_{\mu}: \quad \bar{B}(a, \rho) \longrightarrow \mathbf{R}_{+}, \quad x \longmapsto \int_{M} d^{2}(x, p) \mu(d p) \tag{1.2}
\end{equation*}
$$

is strictly convex, thus it has a unique minimizer $b(\mu)$, which he called the Riemannian center of mass of the probability measure $\mu$. Moreover, $b(\mu)$ is also the unique solution of the following equation:

$$
\begin{equation*}
\int_{M} \exp _{x}^{-1} p \mu(d p)=0_{x}, \quad x \in \bar{B}(a, \rho) . \tag{1.3}
\end{equation*}
$$

From then on, local means of probability measures on Riemannian manifolds are also called Karcher means, meanwhile, global means are often called Fréchet means. A rather general result concerning the uniqueness of local means was proved by W. S. Kendall in [55], where the condition (1.1) was replaced by the following much weaker one:

$$
\begin{equation*}
\rho<\min \left\{\frac{\pi}{2 \sqrt{\Delta}}, \operatorname{inj}(a)\right\}, \tag{1.4}
\end{equation*}
$$

where $\operatorname{inj}(a)$ stands for the injectivity radius of the point $a$. But one should be aware that under the assumption (1.4) the ball $B(a, \rho)$ is only weakly convex: every pair
of points in $B(a, \rho)$ can be joined by one and only one geodesic lying in $B(a, \rho)$. So that the distance $d(x, p)$ in (1.2) should be understood as the length of the geodesic joining $x$ and $p$ in $B(a, \rho)$, which is not necessarily the distance induced by the Riemannian metric of $M$ in general. As a particular case of Kendall's result, the condition

$$
\begin{equation*}
\rho<\frac{1}{2} \min \left\{\frac{\pi}{\sqrt{\Delta}}, \text { inj }\right\} \tag{1.5}
\end{equation*}
$$

is sufficient to ensure the uniqueness of the Kacher means of $\mu$. Furthermore, Kendall's method for proving the uniqueness of Karcher means is also very ingenious and interesting. His basic observation, which he owed to M. Emery, is a relationship between Karcher means and the convex functions on $B(a, \rho)$ : for every Karcher mean $x$ of $\mu$, one has

$$
\begin{equation*}
\varphi(x) \leq \int_{M} \varphi(p) \mu(d p) \quad \text { for every convex function } \varphi \text { on } B(a, \rho) \tag{1.6}
\end{equation*}
$$

In view of this and the evident fact that the product of two Karcher means of $\mu$ is a Karcher mean of the product measure $\mu \otimes \mu$, the proof of the uniqueness of Karcher means of $\mu$ is reduced to the construction of some convex function on $B(a, \rho) \times B(a, \rho)$ which vanishes exactly on the diagonal. An example of such functions is given by Kendall in [55], detailed discussions on the construction can be found in [56]. Some generalizations of Karcher mean are given by many authors. For instance, M. Emery and G. Mokobodzki defined in [38] the exponential barycenters and convex barycenters for measures on affine manifolds with the aid of (1.3) and (1.6), respectively. They also showed that a point $x$ is a convex barycenter of a probability $\mu$ if and only if there exists a continuous martingale starting from $x$ with terminal law $\mu$. The uniqueness of exponential barycenters are generalized by M. Arnaudon and X. M. Li in [9] to probability measures on convex affine manifolds with semilocal convex geometry. Moreover, the behavior of exponential barycenters when measures are pushed by stochastic flows is also considered in [9]. In order to study harmonic maps between Riemannian manifolds with probabilistic methods, J. Picard also gave a generalized notion of barycenters in [75]. As we noted before, Karcher means are only local minimizers of the energy functional $f_{\mu}$ in (1.2), but it is easily seen that $f_{\mu}$ can be defined not only on the closed ball $\bar{B}(a, \rho)$ but also on the whole manifold $M$ as long as the second moment of $\mu$ is finite. This leads to the global minimizers of the second moment function of $\mu$, which is just the original definition of means made by Fréchet. Global minimizers are more useful in statistics than local ones, so that it is necessary to know whether or under which conditions the Karcher mean of $\mu$ is in fact the Fréchet mean. For the case when $\mu$ is a discrete measure supported by finitely many points in the closed upper hemisphere, S. R. Buss and J. P. Fillmore showed in [29] that if the support of $\mu$ is not totally contained in the equator then $\mu$ has a unique Karcher mean which lies in the open hemisphere and equals to the Fréchet mean. Inspired by the methods of Buss and Fillmore, B. Afsari showed in [1] that if the upper curvature bound $\Delta$ and the
injectivity radius inj in (1.5) is replaced by the ones of the larger ball $B(a, 2 \rho)$, then all the Fréchet $p$-means of $\mu$ lie inside $B(a, \rho)$. Particularly, the Karcher means coincide with Fréchet means. The key point of Afsari's proof is an ingenious comparison argument in which not only the geodesic triangles in the manifold are compared with the ones in model spaces but also the whole configurations. This very beautiful and creative idea also leads to a new geometric proof of Kendall's result on the uniqueness of Karcher means. Gradient descent methods for computing Karcher means of probability measures in Riemannian manifolds are proposed by many authors. For example, by H. Le in [63] and by X. Pennec in [74]. New stochastic and deterministic algorithms with explicit stepsizes and error estimates for computing the Fréchet $p$-means of probability measures are given in Chapter 4 of this dissertation.

Medians of discrete sample points on the sphere are studied by economists and operational research experts in the 1970s and 1980s, but they used the name "location problems on a sphere". For data points lying in a spherical disc of radius smaller than $\pi / 4$, Drezner and Wesolowsky showed in [35] that the cost function is unimodal in that disc and the Fréchet median is unique if the data points are not contained in a single great circle. A. A. Aly and his coauthors showed that (see [4]) the Fréchet medians are contained in the spherically convex hull of the sample points. Particularly, if all the sample points are contained in the open upper hemisphere, then all the Fréchet medians also lie in it. In order to show this particular case, they proposed in [4] an ingenious method using symmetry. More precisely, they observed that for every point outside the upper hemisphere the value of the cost function will be diminished if the point is replaced by its reflection with respect to the equator. This is just the method used by Buss and Fillmore in [29] and by Afsari in [1] to show the insideness of spherical means and Fréchet $p$-means. It is also shown by Z. Drezner in [36] that if all the sample points are contained in a great circle, then one of the sample points will be a Fréchet median. By the way, spherical medians also appears in statistical literature since the paper [43] of N. I. Fisher who proposed spherical analogues of spatial medians for unimodal, bipolar axial and girdle distributions on the sphere in order to carry out robust estimations for directional data. Perhaps the first work about Fréchet medians on Riemannian manifolds is the paper named "Generalized Fermat's problem" by R. Noda and his coauthors (see [72]). They proved the uniqueness, characterizations and position estimations of Fréchet medians for discrete sample points lying in a Cartan-Hadamard manifold. By the way, it seems that, probably due to its name which is very similar to that of the famous Fermat's last theorem, the article [72] is not known at all for people who work in the domain of nonlinear statistics, including me before 2011. In order to do robust statistics for data living in a Riemannian manifold P. T. Fletcher and his coauthors defined in [47] the local medians for discrete sample points. They showed the existence and uniqueness of local medians and gave a Riemannian analogue of Weiszfeld algorithm to compute it. But their algorithm is only proven to be convergent when the manifold is nonnegatively curved. A complete generalization
of their results to arbitrary probability measures on Riemannian manifolds without curvature constraint is given in Chapter 2 of this dissertation, where results concerning the existence, uniqueness, characterization and position estimation of medians are proved under condition (1.1). Moreover, a subgradient algorithm that always converges to medians without curvature condition is also proposed. It is shown in [1] that if the upper curvature bound $\Delta$ and the injectivity radius inj in (1.5) is replaced by the ones of the larger ball $B(a, 2 \rho)$, then all the Fréchet medians of $\mu$ are contained in $B(a, \rho)$. A generalization of this result is given in Chapter 3, where positions of Fréchet medians are estimated under the assumption that $\mu$ has more than a half mass lying in $B(a, \rho)$ and verifies some concentration condition. Moreover, we also show that if one takes data points randomly in a compact Riemannian manifold, then the Fréchet medians are almost surely unique.

### 1.2 The work of this dissertation

### 1.2.1 Motivation: radar target detection

Suggested by J. C. Maxwell's seminal work on electromagnetism, H. Hertz carried out an experiment in 1886 which validated that radio waves could be reflected by metallic objects. This provided C. Hüelsmeyer the theoretical foundation of his famous patent on "telemobiloscope" in 1904. He showed publicly in Germany and Netherlands that his device was able to detect remote metallic objects such as ships, even in dense fog or darkness, so that collisions could be avoided. Hüelsmeyer's "telemobiloscope" is recognized as the primogenitor of modern radar even though it could only detect the direction of an object, neither its distance nor its speed. This is because the basic idea of radar was already born: send radio waves in a predetermined direction and then receive the possible echoes reflected by a target. In order to know the distance and the radial speed of the target, it suffices to send successively two radio waves. In fact, it is easily seen that the distance $d$ of the target can be computed by the formula

$$
d=\frac{c \Delta t}{2},
$$

where $c$ is the speed of light and $\Delta t$ is the time interval between every emission and reception in the direction under test. Moreover, the radial speed $v$ of the target can be deduced by the Doppler effect which states that the frequency of a wave is changed for an observer moving relatively to the source of the wave. More precisely,

$$
v=\frac{\lambda \Delta \varphi}{4 \pi \Delta t},
$$

where $\lambda$ and $\Delta \varphi$ are the wavelength and the skewing of the two emitted radio waves, respectively. As a result, the direction, the distance and the speed of the target can all be determined.

For simplicity, from now on we only consider a fixed direction in which a radar sends radio waves. Since the range of emitted waves are finite, we can divide this direction into some intervals each of which represents a radar cell under test. The radar sends each time a rafale of radio waves in this direction and then receive the returning echoes. For each echo we measure its amplitude $r$ and phase $\varphi$, so that it can be represented by a complex number $z=r e^{i \varphi}$. As a result, the observation value of each radar cell is a complex vector $Z=\left(z_{1}, \ldots, z_{N}\right)$, where $N$ is the number of waves emitted in each rafale.

The aim of target detection is to know whether there is a target at the location of some radar cell in this direction. Intuitively speaking, a target is an object whose behavior on reflectivity or on speed is very different from its environment. The classical methods for target detection is to compute the difference between the discrete Fourier transforms of the radar observation values of the cell under test and that of its ambient cells. The bigger this difference is, the more likely a target appears at the location of the cell under test. However, the performance of these classical methods based on Doppler filtering using discrete Fourier transforms together with the Constant False Alarm Rate (CFAR) is not very satisfactory due to their low resolutions issues in perturbed radar environment or with smaller bunch of pulses.

In order to overcome these drawbacks, a lot of mathematical models for spectra estimation were introduced, among which the method based on autoregressive models proposed by F. Barbaresco in [13] is proved to be very preferable. We shall introduce this method in Chapter 6 of this dissertation. The main difference between this new method and the classical ones is that, instead of using directly the radar observation value $Z$ of each cell, we regard it as a realization of a centered stationary Gaussian process and identify it to its covariance matrix $R=\mathbf{E}\left[Z Z^{*}\right]$. Thus the new observation value for each radar cell is a covariance matrix which is also Toeplitz due to the stationarity of the process. As a result, the principle for target detection becomes to find the cells where the covariance matrix differs greatly from the average matrix of its neighborhood. Once such cells are determined we can conclude that there are targets in these locations. In order to carry out this new method, there are two important things which should be considered seriously. One is to define a good distance between two Toeplitz covariance matrices. The other is to give a reasonable definition of the average of covariance matrices, which should be robust to outliers so as to be adapted to perturbed radar environment, and develop an efficient method to compute it in practical cases. These works will be done in the following by studying the Riemannian geometry of Toeplitz covariance matrices and the medians of probability measures on Riemannian manifolds.

### 1.2.2 Main results

In Chapter 2 of this dissertation we define local medians of a probability measure on a Riemannian manifold, give their characterization and a natural condition to
ensure their uniqueness. In order to compute medians in practical cases, we also propose a subgradient algorithm and prove its convergence.

In more detail, let $M$ be a complete Riemannian manifold with Riemannian metric $\langle\cdot, \cdot\rangle$ and Riemannian distance $d$. We fix an open geodesic ball

$$
B(a, \rho)=\{x \in M: d(x, a)<\rho\}
$$

in $M$ centered at $a$ with a finite radius $\rho$. Let $\delta$ and $\Delta$ denote respectively a lower and an upper bound of sectional curvatures $K$ in $\bar{B}(a, \rho)$. The injectivity radius of $\bar{B}(a, \rho)$ is denoted by $\operatorname{inj}(\bar{B}(a, \rho))$. Furthermore, we assume that the radius of the ball verifies

$$
\begin{equation*}
\rho<\min \left\{\frac{\pi}{4 \sqrt{\Delta}}, \frac{\operatorname{inj}(\bar{B}(a, \rho))}{2}\right\}, \tag{2.7}
\end{equation*}
$$

where if $\Delta \leq 0$, then $\pi /(4 \sqrt{\Delta})$ is interpreted as $+\infty$.
We consider a probability measure $\mu$ on $M$ whose support is contained in the open ball $B(a, \rho)$ and define a function

$$
f: \quad \bar{B}(a, \rho) \longrightarrow \mathbf{R}_{+}, \quad x \longmapsto \int_{M} d(x, p) \mu(d p) .
$$

This function is 1-Lipschitz, hence continuous on the compact set $\bar{B}(a, \rho)$. The convexity of the distance function on $\bar{B}(a, \rho)$ yields that $f$ is also convex. Hence we don't need to distinguish its local minima from its global ones. Now we can give the following definition:

Definition 1.1. A minimum point of $f$ is called a median of $\mu$. The set of all the medians of $\mu$ will be denoted by $\mathfrak{M}_{\mu}$. The minimal value of $f$ will be denoted by $f_{*}$.

It is easily seen that $\mathfrak{M}_{\mu}$ is compact and convex. Moreover, by computing the right derivative of $f$ we can prove the following characterization of $\mathfrak{M}_{\mu}$, which is proved in [58] for a finite number of points in an Euclidean space.

Theorem 1.2. The set $\mathfrak{M}_{\mu}$ is characterized by

$$
\mathfrak{M}_{\mu}=\{x \in \bar{B}(a, \rho):|H(x)| \leq \mu\{x\}\},
$$

where for $x \in \bar{B}(a, \rho)$,

$$
H(x):=\int_{M \backslash\{x\}} \frac{-\exp _{x}^{-1} p}{d(x, p)} \mu(d p)
$$

is a tangent vector at $x$ satisfying $|H(x)| \leq 1$.
Observing that every geodesic triangle in $\bar{B}(a, \rho)$ has at most one obtuse angle, we can prove the following result which gives a position estimation for the medians of $\mu$.

Proposition 1.3. $\mathfrak{M}_{\mu}$ is contained in the smallest closed convex subset of $B(a, \rho)$ containing the support of $\mu$.

In Euclidean case, it is well known that if the sample points are not collinear, then their medians are unique. Hence we get a natural condition of $\mu$ to ensure the uniqueness for medians in Riemannian case:

* The support of $\mu$ is not totally contained in any geodesic. This means that for every geodesic $\gamma:[0,1] \rightarrow \bar{B}(a, \rho)$, we have $\mu(\gamma[0,1])<1$.

This condition implies that $f$ is strictly convex along every geodesic in $\bar{B}(a, \rho)$, so that it has one and only one minimizer, as stated by the theorem below.

Theorem 1.4. If condition $*$ holds, then $\mu$ has a unique median.
With further analysis, we can show a stronger quantitative version of Theorem 1.4, which is crucial in the error estimations of the subgradient algorithm as well as in the convergence proof of the stochastic algorithm for computing medians in Chapter 4.

Theorem 1.5. If condition $*$ holds, then there exits a constant $\tau>0$ such that for every $x \in \bar{B}(a, \rho)$ one has

$$
f(x) \geq f_{*}+\tau d^{2}(x, m),
$$

where $m$ is the unique median of $\mu$.
The main results of approximating medians of $\mu$ by subgradient method is summarized in the following theorem. The idea stems from the basic observation that $H(x)$ is a subgradient of $f$ at $x$ for every $x \in \bar{B}(a, \rho)$.

Theorem 1.6. Let $\left(t_{k}\right)_{k}$ be a sequence of real numbers such that

$$
t_{k}>0, \quad \lim _{k \rightarrow \infty} t_{k}=0 \quad \text { and } \quad \sum_{k=0}^{\infty} t_{k}=+\infty
$$

Define a sequence $\left(x_{k}\right)_{k}$ by $x_{0} \in \bar{B}(a, \rho)$ and for $k \geq 0$,

$$
x_{k+1}= \begin{cases}x_{k}, & \text { if } H\left(x_{k}\right)=0 \\ \exp _{x_{k}}\left(-t_{k} \frac{H\left(x_{k}\right)}{\left|H\left(x_{k}\right)\right|}\right), & \text { if } H\left(x_{k}\right) \neq 0\end{cases}
$$

Then there exists some constant $T>0$ such that if we choose $t_{k} \leq T$ for every $k \geq 0$, then the sequence $\left(x_{k}\right)_{k}$ is contained in $\bar{B}(a, \rho)$ and verifies

$$
\lim _{k \rightarrow \infty} d\left(x_{k}, \mathfrak{M}_{\mu}\right)=0 \quad \text { and } \quad \lim _{k \rightarrow \infty} f\left(x_{k}\right)=f_{*}
$$

Moreover, if the sequence $\left(t_{k}\right)_{k}$ also verifies

$$
\sum_{k=0}^{\infty} t_{k}^{2}<+\infty
$$

then there exists some $m \in \mathfrak{M}_{\mu}$ such that $x_{k} \longrightarrow m$.
Remark 1.7. We can choose the constant $T$ in Theorem 1.6 to be

$$
T=\frac{\rho-\sigma}{C(\rho, \delta) F(\rho, \Delta)+1},
$$

where $\sigma=\sup \{d(p, a): p \in \operatorname{supp} \mu\}$,

$$
F(\rho, \Delta)= \begin{cases}1, & \text { if } \Delta \geq 0 \\ \cosh (2 \rho \sqrt{-\Delta}), & \text { if } \Delta<0\end{cases}
$$

and

$$
C(\rho, \delta)= \begin{cases}1, & \text { if } \delta \geq 0 \\ 2 \rho \sqrt{-\delta} \operatorname{coth}(2 \rho \sqrt{-\delta}), & \text { if } \delta<0\end{cases}
$$

The proposition below gives the error estimation of the algorithm in Theorem 1.6.

Proposition 1.8. Let condition $*$ hold and the stepsizes $\left(t_{k}\right)_{k}$ in Theorem 1.6 satisfy

$$
\lim _{k \rightarrow \infty} t_{k}=0 \quad \text { and } \quad \sum_{k=0}^{\infty} t_{k}=+\infty .
$$

Then there exists $N \in \mathbf{N}$, such that for every $k \geq N$,

$$
d^{2}\left(x_{k}, m\right) \leq b_{k},
$$

where $m$ is the unique median of $\mu$ and the sequence $\left(b_{k}\right)_{k \geq N}$ is defined by

$$
b_{N}=(\rho+\sigma)^{2} \quad \text { and } \quad b_{k+1}=\left(1-2 \tau t_{k}\right) b_{k}+C(\rho, \delta) t_{k}^{2}, \quad k \geq N,
$$

which converges to 0 when $k \rightarrow \infty$. More explicitly, for every $k \geq N$,

$$
b_{k+1}=(\rho+\sigma)^{2} \prod_{i=N}^{k}\left(1-2 \tau t_{i}\right)+C(\rho, \delta)\left(\sum_{j=N+1}^{k} t_{j-1}^{2} \prod_{i=j}^{k}\left(1-2 \tau t_{i}\right)+t_{k}^{2}\right) .
$$

Chapter 3 is devoted to some basic results about Fréchet medians, or equivalently, global medians. We prove the consistency of Fréchet medians in proper metric spaces, give a quantitative estimation for the robustness of Fréchet medians in Riemannian manifolds and show the almost sure uniqueness of Fréchet sample medians in compact Riemannian manifolds.

In section 3.1, we work in a proper metric space $(M, d)$ (recall that a metric space is proper if and only if every bounded and closed subset is compact). Let $P_{1}(M)$ denote the set of all the probability measures $\mu$ on $M$ verifying

$$
\int_{M} d\left(x_{0}, p\right) \mu(d p)<\infty, \text { for some } x_{0} \in M
$$

For every $\mu \in P_{1}(M)$ we can define a function

$$
f_{\mu}: \quad M \longrightarrow \mathbf{R}_{+}, \quad x \longmapsto \int_{M} d(x, p) \mu(d p) .
$$

This function is 1-Lipschitz hence continuous on $M$. Since $M$ is proper, $f_{\mu}$ attains its minimum (see [76, p. 42]), so we can give the following definition:

Definition 1.9. Let $\mu$ be a probability measure in $P_{1}(M)$, then a global minimum point of $f_{\mu}$ is called a Fréchet median of $\mu$. The set of all the Fréchet medians of $\mu$ is denoted by $Q_{\mu}$. Let $f_{\mu}^{*}$ denote the global minimum of $f_{\mu}$.

By the Kantorovich-Rubinstein duality of $L^{1}$-Wasserstein distance (see [88, p. 107]), we can show that Fréchet medians are characterized by 1-Lipschitz functions. A corresponding result that Riemannian barycenters are characterized by convex functions can be found in [55, Lemma 7.2].

Proposition 1.10. Let $\mu \in P_{1}(M)$ and $M$ be also separable, then

$$
Q_{\mu}=\left\{x \in M: \varphi(x) \leq f_{\mu}^{*}+\int_{M} \varphi(p) \mu(d p), \text { for every } \varphi \in \operatorname{Lip}_{1}(M)\right\}
$$

where $\operatorname{Lip}_{1}(M)$ denotes the set of all the 1-Lipschitz functions on $M$.
The following theorem states that the uniform convergence of first moment functions yields the convergence of Fréchet medians.

Theorem 1.11. Let $\left(\mu_{n}\right)_{n \in \mathbf{N}}$ be a sequence in $P_{1}(M)$ and $\mu$ be another probability measure in $P_{1}(M)$. If $\left(f_{\mu_{n}}\right)_{n}$ converges uniformly on $M$ to $f_{\mu}$, then for every $\varepsilon>0$, there exists $N \in \mathbf{N}$, such that for every $n \geq N$ we have

$$
Q_{\mu_{n}} \subset B\left(Q_{\mu}, \varepsilon\right):=\left\{x \in M: d\left(x, Q_{\mu}\right)<\varepsilon\right\} .
$$

As a corollary to Theorem 1.11, Fréchet medians are strongly consistent estimators. The consistency of Fréchet means is proved in [25].

Corollary 1.12. Let $\left(X_{n}\right)_{n \in \mathbf{N}}$ be a sequence of i.i.d random variables of law $\mu \in$ $P_{1}(M)$ and $\left(m_{n}\right)_{n \in \mathbf{N}}$ be a sequence of random variables such that $m_{n} \in Q_{\mu_{n}}$ with $\mu_{n}=\frac{1}{n} \sum_{k=1}^{n} \delta_{X_{k}}$. If $\mu$ has a unique Fréchet median $m$, then $m_{n} \longrightarrow m$ a.s.

The framework of sections 3.2 and 3.3 is a complete Riemannian manifold $(M, d)$ whose dimension is no less than 2 . We fix a closed geodesic ball

$$
\bar{B}(a, \rho)=\{x \in M: d(x, a) \leq \rho\}
$$

in $M$ centered at $a$ with a finite radius $\rho>0$ and a probability measure $\mu \in P_{1}(M)$ such that

$$
\mu(\bar{B}(a, \rho))=\alpha>\frac{1}{2} .
$$

The aim of Section 3.2 is to estimate the positions of the Fréchet medians of $\mu$, which gives a quantitative estimation for robustness. To this end, the following type of functions are of fundamental importance for our methods. Let $x, z \in M$, define

$$
h_{x, z}: \quad \bar{B}(a, \rho) \longrightarrow \mathbf{R}, \quad p \longmapsto d(x, p)-d(z, p) .
$$

Obviously, $h_{x, z}$ is continuous and attains its minimum.
By a simple estimation on the minimum of $h_{x, a}$ we get the following basic result.
Theorem 1.13. The set $Q_{\mu}$ of all the Fréchet medians of $\mu$ verifies

$$
Q_{\mu} \subset \bar{B}\left(a, \frac{2 \alpha \rho}{2 \alpha-1}\right):=B_{*} .
$$

Remark 1.14. It is easily seen that the conclusions of Proposition 3.6 and Theorem 1.13 also hold if $M$ is only a proper metric space.

Remark 1.15. As a direct corollary to Theorem 1.13, if $\mu$ is a probability measure in $P_{1}(M)$ such that for some point $m \in M$ one has $\mu\{m\}>1 / 2$, then $m$ is the unique Fréchet median of $\mu$.

In view of Theorem 1.13, let $\Delta$ be an upper bound of sectional curvatures in $B_{*}$ and inj be the injectivity radius of $B_{*}$. By computing the minima of some typical functions $h_{x, z}$ in model spaces $\mathbb{S}^{2}, \mathbb{E}^{2}$ and $\mathbb{H}^{2}$, and then comparing with the ones in $M$, we get the following main result of section 3.2.

Theorem 1.16. Assume that

$$
\begin{equation*}
\frac{2 \alpha \rho}{2 \alpha-1}<r_{*}:=\min \left\{\frac{\pi}{\sqrt{\Delta}}, \operatorname{inj}\right\} \tag{2.8}
\end{equation*}
$$

where if $\Delta \leq 0$, then $\pi / \sqrt{\Delta}$ is interpreted as $+\infty$.
i) If $\Delta>0$ and $Q_{\mu} \subset \bar{B}\left(a, r_{*} / 2\right)$, then

$$
Q_{\mu} \subset \bar{B}\left(a, \frac{1}{\sqrt{\Delta}} \arcsin \left(\frac{\alpha \sin (\sqrt{\Delta} \rho)}{\sqrt{2 \alpha-1}}\right)\right) .
$$

Moreover, any of the two conditions below implies $Q_{\mu} \subset \bar{B}\left(a, r_{*} / 2\right)$ :
a) $\quad \frac{2 \alpha \rho}{2 \alpha-1} \leq \frac{r_{*}}{2} ; \quad$ b) $\quad \frac{2 \alpha \rho}{2 \alpha-1}>\frac{r_{*}}{2} \quad$ and $\quad F_{\alpha, \rho, \Delta}\left(\frac{r_{*}}{2}-\rho\right) \leq 0$,
where $F_{\alpha, \rho, \Delta}(t)=\cot (\sqrt{\Delta}(2 \alpha-1) t)-\cot (\sqrt{\Delta} t)-2 \cot (\sqrt{\Delta} \rho), t \in\left(0, \frac{\rho}{2 \alpha-1}\right]$.
ii) If $\Delta=0$, then

$$
Q_{\mu} \subset \bar{B}\left(a, \frac{\alpha \rho}{\sqrt{2 \alpha-1}}\right) .
$$

iii) If $\Delta<0$, then

$$
Q_{\mu} \subset \bar{B}\left(a, \frac{1}{\sqrt{-\Delta}} \operatorname{arcsinh}\left(\frac{\alpha \sinh (\sqrt{-\Delta} \rho)}{\sqrt{2 \alpha-1}}\right)\right) .
$$

Finally any of the above three closed balls is contained in the open ball $B\left(a, r_{*} / 2\right)$.
Remark 1.17. Although we have chosen the framework of this section to be a Riemannian manifold, the essential tool that has been used is the hinge version of the triangle comparison theorem. Consequently, Theorem 1.16 remains true if $M$ is a $\operatorname{CAT}(\Delta)$ space (see $[26$, Chapter 2$]$ ) and $r_{*}$ is replaced by $\pi / \sqrt{\Delta}$.

Remark 1.18. For the case when $\alpha=1$, the assumption (2.8) becomes

$$
\rho<\frac{1}{2} \min \left\{\frac{\pi}{\sqrt{\Delta}}, \operatorname{inj}\right\} .
$$

Observe that in this case, when $\Delta>0$, the condition $F_{1, \rho, \Delta}\left(r_{*} / 2-\rho\right) \leq 0$ is trivially true in case of need. Hence Theorem 1.16 yields that $Q_{\mu} \subset \bar{B}(a, \rho)$, which is exactly what the Theorem 2.1 in [1] says for medians.

Before introduce the results of section 3.3 we give some notations. For each point $x \in M, S_{x}$ denotes the unit sphere in $T_{x} M$. Moreover, for a tangent vector $v \in S_{x}$, the distance between $x$ and its cut point along the geodesic starting from $x$ with velocity $v$ is denoted by $\tau(v)$. Certainly, if there is no cut point along this geodesic, then we define $\tau(v)=+\infty$. For every point $\left(x_{1}, \ldots, x_{N}\right) \in M^{N}$, where $N \geq 3$ is a fixed natural number, we write

$$
\mu\left(x_{1}, \ldots, x_{N}\right)=\frac{1}{N} \sum_{k=1}^{N} \delta_{x_{k}} .
$$

The set of all the Fréchet medians of $\mu\left(x_{1}, \ldots, x_{N}\right)$, is denoted by $Q\left(x_{1}, \ldots, x_{N}\right)$.
The following theorem states that in order to get the uniqueness of Fréchet medians, it suffices to move two data points towards a common median along some minimizing geodesics for a little distance.

Theorem 1.19. Let $\left(x_{1}, \ldots, x_{N}\right) \in M^{N}$ and $m \in Q\left(x_{1}, \ldots, x_{N}\right)$. Fix two normal geodesics $\gamma_{1}, \gamma_{2}:[0,+\infty) \rightarrow M$ such that $\gamma_{1}(0)=x_{1}, \gamma_{1}\left(d\left(x_{1}, m\right)\right)=m, \gamma_{2}(0)=x_{2}$ and $\gamma_{2}\left(d\left(x_{2}, m\right)\right)=m$. Assume that

$$
x_{2} \notin \begin{cases}\gamma_{1}\left[0, \tau\left(\dot{\gamma}_{1}(0)\right)\right], & \text { if } \tau\left(\dot{\gamma}_{1}(0)\right)<+\infty ; \\ \gamma_{1}[0,+\infty), & \text { if } \tau\left(\dot{\gamma}_{1}(0)\right)=+\infty .\end{cases}
$$

Then for every $t \in\left(0, d\left(x_{1}, m\right)\right]$ and $s \in\left(0, d\left(x_{2}, m\right)\right]$ we have

$$
Q\left(\gamma_{1}(t), \gamma_{2}(s), x_{3}, \ldots, x_{N}\right)=\{m\} .
$$

Generally speaking, the non uniqueness of Fréchet medians is due to some symmetric properties of data points. As a result, generic data points should have a unique Fréchet median. In mathematical language, this means that the set of all the particular positions of data points is of Lebesgue measure zero. After eliminate all these particular cases we obtain the following main result of section 3.3:

Theorem 1.20. Assume that $M$ is compact. Then $\mu\left(x_{1}, \ldots, x_{N}\right)$ has a unique Fréchet median for almost every $\left(x_{1}, \ldots, x_{N}\right) \in M^{N}$.

Remark 1.21. In probability language, Theorem 1.20 is equivalent to say that if $\left(X_{1}, \ldots, X_{N}\right)$ is an $M^{N}$-valued random variable with density, then $\mu\left(X_{1}, \ldots, X_{N}\right)$ has a unique Fréchet median almost surely. Clearly, the same statement is also true if $X_{1}, \ldots, X_{N}$ are independent and $M$-valued random variables with density.

The Chapter 4 of this dissertation is a collaborative work of Marc Arnaudon, Clément Dombry, Anthony Phan and me. We consider a probability measure $\mu$ supported by a regular geodesic ball in a manifold and, for any $p \geq 1$, define a stochastic algorithm which converges almost surely to the $p$-mean $e_{p}$ of $\mu$. Assuming furthermore that the functional to minimize is regular around $e_{p}$, we prove that a natural renormalization of the inhomogeneous Markov chain converges in law into an inhomogeneous diffusion process. We give the explicit expression of this process, as well as its local characteristic. Finally, we show that the $p$-mean of $\mu$ can also be computed by the method of gradient descent. The questions concerning the choice of stepsizes and error estimates of this deterministic method are also considered.

In more detail, let $M$ be a Riemannian manifold whose sectional curvatures $K(\sigma)$ verify $-\beta^{2} \leq K(\sigma) \leq \alpha^{2}$, where $\alpha, \beta$ are positive numbers. Denote by $\rho$ the Riemannian distance on $M$. Let $B(a, r)$ be a geodesic ball in $M$ and $\mu$ be a probability measure with support included in a compact convex subset $K_{\mu}$ of $B(a, r)$. Fix $p \in[1, \infty)$. We will always make the following assumptions on $(r, p, \mu)$ :
Assumption 1.22. The support of $\mu$ is not reduced to one point. Either $p>1$ or the support of $\mu$ is not contained in a line, and the radius $r$ satisfies

$$
r<r_{\alpha, p} \quad \text { with } \begin{cases}r_{\alpha, p}=\frac{1}{2} \min \left\{\operatorname{inj}(M), \frac{\pi}{2 \alpha}\right\}, \quad \text { if } p \in[1,2) ; \\ r_{\alpha, p}=\frac{1}{2} \min \left\{\operatorname{inj}(M), \frac{\pi}{\alpha}\right\}, & \text { if } p \in[2, \infty) .\end{cases}
$$

Under Assumption 1.22, it has been proved in [1, Theorem 2.1] that the function

$$
\begin{aligned}
H_{p}: M & \longrightarrow \mathbb{R}_{+} \\
x & \longmapsto \int_{M} \rho^{p}(x, y) \mu(d y)
\end{aligned}
$$

has a unique minimizer $e_{p}$ in $M$, the $p$-mean of $\mu$, and moreover $e_{p} \in B(a, r)$. If $p=1, e_{1}$ is the median of $\mu$.

In the following theorem, we define a stochastic gradient algorithm $\left(X_{k}\right)_{k \geq 0}$ to approximate the $p$-mean $e_{p}$ and prove its convergence. In the sequel, let

$$
K=\bar{B}(a, r-\varepsilon) \quad \text { with } \quad \varepsilon=\frac{\rho\left(K_{\mu}, B(a, r)^{c}\right)}{2}
$$

Theorem 1.23. Let $\left(P_{k}\right)_{k \geq 1}$ be a sequence of independent $B(a, r)$-valued random variables, with law $\mu$. Let $\left(t_{k}\right)_{k \geq 1}$ be a sequence of positive numbers satisfying

$$
\begin{gathered}
\forall k \geq 1, \quad t_{k} \leq \min \left(\frac{1}{C_{p, \mu, K}}, \frac{\rho\left(K_{\mu}, B(a, r)^{c}\right)}{2 p(2 r)^{p-1}}\right), \\
\sum_{k=1}^{\infty} t_{k}=+\infty \quad \text { and } \quad \sum_{k=1}^{\infty} t_{k}^{2}<\infty
\end{gathered}
$$

where $C_{p, \mu, K}>0$ is a constant.
Letting $x_{0} \in K$, define inductively the random walk $\left(X_{k}\right)_{k \geq 0}$ by

$$
X_{0}=x_{0} \quad \text { and for } k \geq 0 \quad X_{k+1}=\exp _{X_{k}}\left(-t_{k+1} \operatorname{grad}_{X_{k}} F_{p}\left(\cdot, P_{k+1}\right)\right)
$$

where $F_{p}(x, y)=\rho^{p}(x, y)$, with the convention $\operatorname{grad}_{x} F_{p}(\cdot, x)=0$.
The random walk $\left(X_{k}\right)_{k \geq 1}$ converges in $L^{2}$ and almost surely to $e_{p}$.
The fluctuation of the random walk $\left(X_{k}\right)_{k}$ defined in Theorem 1.23 is summarized in the following theorem.

Theorem 1.24. Assume that in Theorem 1.23

$$
t_{k}=\min \left(\frac{\delta}{k}, \min \left(\frac{1}{C_{p, \mu, K}}, \frac{\rho\left(K_{\mu}, B(a, r)^{c}\right)}{2 p(2 r)^{p-1}}\right)\right), \quad k \geq 1,
$$

for some $\delta>0$. We define for $n \geq 1$ the Markov chain $\left(Y_{k}^{n}\right)_{k \geq 0}$ in $T_{e_{p}} M$ by

$$
Y_{k}^{n}=\frac{k}{\sqrt{n}} \exp _{e_{p}}^{-1} X_{k}
$$

Assume that $H_{p}$ is $C^{2}$ in a neighborhood of $e_{p}$ and $\delta>C_{p, \mu, K}^{-1}$. Then the sequence of processes $\left(Y_{[n t]}^{n}\right)_{t \geq 0}$ converges weakly in $\mathbb{D}\left((0, \infty), T_{e_{p}} M\right)$ to a diffusion process given by

$$
y_{\delta}(t)=\sum_{i=1}^{d} t^{1-\delta \lambda_{i}} \int_{0}^{t} s^{\delta \lambda_{i}-1}\left\langle\delta \sigma d B_{s}, e_{i}\right\rangle e_{i}, \quad t \geq 0
$$

where $B_{t}$ is the standard Brownian motion in $T_{e_{p}} M$ and $\sigma \in \operatorname{End}\left(T_{e_{p}} M\right)$ satisfying

$$
\sigma \sigma^{*}=\mathbb{E}\left[\operatorname{grad}_{e_{p}} F_{p}\left(\cdot, P_{1}\right) \otimes \operatorname{grad}_{e_{p}} F_{p}\left(\cdot, P_{1}\right)\right],
$$

$\left(e_{i}\right)_{1 \leq i \leq d}$ is an orthonormal basis diagonalizing the symmetric bilinear form $\nabla d H_{p}\left(e_{p}\right)$ and $\left(\lambda_{i}\right)_{1 \leq i \leq d}$ are the associated eigenvalues.

Gradient descent algorithms for computing $e_{p}$ are given in the following theorem. In view of Theorem 1.6, it suffices to consider the case when $p>1$.

Theorem 1.25. Assume that $p>1$. Let $x_{0} \in \bar{B}(a, r)$ and for $k \geq 0$ define

$$
x_{k+1}=\exp _{x_{k}}\left(-t_{k} \operatorname{grad}_{x_{k}} H_{p}\right),
$$

where $\left(t_{k}\right)_{k}$ is a sequence of real numbers such that

$$
0<t_{k} \leq \frac{p \varepsilon^{p+1}}{\pi p^{2}(2 r)^{2 p-1} \beta \operatorname{coth}(2 \beta r)+p \varepsilon^{p}}, \quad \lim _{k \rightarrow \infty} t_{k}=0 \quad \text { and } \quad \sum_{k=0}^{\infty} t_{k}=+\infty .
$$

Then the sequence $\left(x_{k}\right)_{k}$ is contained in $\bar{B}(a, \rho)$ and converges to $e_{p}$.
The following proposition gives the error estimations of the gradient descent algorithms in Theorem 1.25.

Proposition 1.26. Assume that $t_{k}<C_{p, \mu, K}^{-1}$ for every $k$ in Theorem 1.25, then the following error estimations hold:
i) if $1<p<2$, then for $k \geq 1$,

$$
\begin{aligned}
\rho^{2}\left(x_{k}, e_{p}\right) \leq & 4 r^{2} \prod_{i=0}^{k-1}\left(1-C_{p, \mu, K} t_{i}\right) \\
& +C(\beta, r, p)\left(\sum_{j=1}^{k-1} t_{j-1}^{2} \prod_{i=j}^{k-1}\left(1-C_{p, \mu, K} t_{i}\right)+t_{k-1}^{2}\right):=b_{k}
\end{aligned}
$$

ii) if $p \geq 2$, then for $k \geq 1$,

$$
\begin{aligned}
H_{p}\left(x_{k}\right)-H_{p}\left(e_{p}\right) \leq & (2 r)^{p} \prod_{i=0}^{k-1}\left(1-C_{p, \mu, K} t_{i}\right) \\
& +C(\beta, r, p)\left(\sum_{j=1}^{k-1} t_{j-1}^{2} \prod_{i=j}^{k-1}\left(1-C_{p, \mu, K} t_{i}\right)+t_{k-1}^{2}\right):=c_{k}
\end{aligned}
$$

where the constant

$$
C(\beta, r, p)= \begin{cases}p^{2}(2 r)^{2 p-1} \beta \operatorname{coth}(2 \beta r), & \text { if } 1<p<2 \\ p^{3}(2 r)^{3 p-4}(2 \beta r \operatorname{coth}(2 \beta r)+p-2), & \text { if } p \geq 2\end{cases}
$$

Moreover, the sequences $\left(b_{k}\right)_{k}$ and $\left(c_{k}\right)_{k}$ both tend to zero.
In Chapter 5 of this dissertation we show that, under some conditions, local medians can be interpreted as solutions to fixed point problems. It is also shown that the associated iterated sequences converge to the medians. As a result, this gives rise to another way for computing Riemannian sample medians. The idea to add the penalty term $\mu\{x\} d(y, x)$ in the definition of $h_{x}$ is to ensure that the fixed point mapping $T$ diminishes the value of $f$. The main results of Chapter 5 generalize those of [87], in which all the results are proved only in Euclidean spaces.

The framework of Chapter 5 is the same to that of Chapter 2, so I omit it here. Besides, we shall make some assumption on the probability measure $\mu$ :

1) $\mu$ is not a Dirac measure,
2) $\mu$ has a unique median $m$,
3) for every $x$ in the support of $\mu$,

$$
\int_{M \backslash\{x\}} \frac{1}{d(x, p)} \mu(d p)<\infty,
$$

4) for every convergent sequence $\left(y_{n}\right)_{n}$ in $B(a, \rho)$,

$$
\lim _{\mu A \rightarrow 0} \limsup _{n \rightarrow \infty} \int_{A \backslash\left\{y_{n}\right\}} \frac{1}{d\left(y_{n}, p\right)} \mu(d p)=0,
$$

5) the atoms of $\mu$ are isolated.

Remark 1.27. It is easily seen that if $N \geq 3, \sum_{k=1}^{N} \omega_{k}=1, \omega_{k}>0$ and $p_{1}, \ldots, p_{N}$ are distinct points in $B(a, \rho)$ which are not contained in a single geodesic, then the probability measure

$$
\begin{equation*}
\mu=\sum_{k=1}^{N} \omega_{k} \delta_{p_{k}} \tag{2.9}
\end{equation*}
$$

satisfies all the above conditions.
The following type of functions are important in the sequel. For every $x$ in the open ball $B(a, \rho)$, we define

$$
h_{x}: \bar{B}(a, \rho) \longrightarrow \mathbf{R}_{+}, \quad y \longmapsto \frac{1}{2} \int_{M \backslash\{x\}} \frac{d^{2}(y, p)}{d(x, p)} \mu(d p)+\mu\{x\} d(y, x) .
$$

Observe that $h_{x}$ is continuous, strictly convex. Hence it has a unique minimum point which is denoted by $T(x)$.

The following theorem says that the medians of $\mu$ coincide with the fixed points of the mapping $T$.

Theorem 1.28. The medians of $\mu$ are characterized by

$$
\mathfrak{M}_{\mu}=\{x \in B(a, \rho): T(x)=x\} .
$$

The main result of Chapter 5 is the following theorem:
Theorem 1.29. Let $x_{0} \in B(a, \rho)$, define a sequence $\left(x_{n}\right)_{n}$ by

$$
x_{n+1}=T\left(x_{n}\right), \quad n \geq 0 .
$$

Then $x_{n} \longrightarrow m$.
Example 1.30. Assume that $M$ is a Euclidean space. Let $N \geq 3, \sum_{k=1}^{N} \omega_{k}=1$, $\omega_{k}>0$ and $p_{1}, \ldots, p_{N}$ are distinct points in $M$ which are not contained in a single line, then Theorem 1.29 holds for the probability measure

$$
\mu=\sum_{k=1}^{N} \omega_{k} \delta_{p_{k}} .
$$

If the median of $\mu$ dose not coincide with any data point $p_{k}$, then by choosing an appropriate starting point, we may assume that $\mu\left\{x_{n}\right\}=0$ for every $n \geq 0$. As a result,

$$
h_{x_{n}}(y)=\frac{1}{2} \sum_{k=1}^{N} \omega_{k} \frac{\left\|y-p_{k}\right\|^{2}}{\left\|x_{n}-p_{k}\right\|} .
$$

It follows that

$$
x_{n+1}=\sum_{k=1}^{N} \frac{\omega_{k} p_{k}}{\left\|x_{n}-p_{k}\right\|} / \sum_{k=1}^{N} \frac{\omega_{k}}{\left\|x_{n}-p_{k}\right\|},
$$

which is exactly the Weiszfeld algorithm.
This dissertation is ended by its Chapter 6 , in which we study the Riemannian geometry of the manifold of Toeplitz covariance matrices of order $n$. The explicit expression of the reflection coefficients reparametrization and its inverse are obtained. With the Riemannian metric given by the Hessian of a Kähler potential, we show that the manifold is in fact a Cartan-Hadamard manifold with lower sectional curvature bound -4 . The geodesics in this manifold are also computed. Finally, we apply the subgradient algorithm introduced in Chapter 2 and the Riemannian geometry of Toeplitz covariance matrices to radar target detection.

In more detail, let $\mathcal{T}_{n}$ be the set of Toeplitz Hermitian positive definite matrices of order $n$. It is an open submanifold of $\mathbf{R}^{2 n-1}$. Each element $R_{n} \in \mathcal{T}_{n}$ can be written as

$$
R_{n}=\left[\begin{array}{cccc}
r_{0} & \bar{r}_{1} & \ldots & \bar{r}_{n-1} \\
r_{1} & r_{0} & \ldots & \bar{r}_{n-2} \\
\vdots & \ddots & \ddots & \vdots \\
r_{n-1} & \ldots & r_{1} & r_{0}
\end{array}\right]
$$

For every $1 \leq k \leq n-1$, the upper left $(k+1)$-by- $(k+1)$ corner of $R_{n}$ is denoted by $R_{k}$. It is associated to a $k$-th order autoregressive model whose Yule-Walker equation is

$$
\left[\begin{array}{cccc}
r_{0} & \bar{r}_{1} & \ldots & \bar{r}_{k} \\
r_{1} & r_{0} & \ldots & \bar{r}_{k-1} \\
\vdots & \ddots & \ddots & \vdots \\
r_{k} & \ldots & r_{1} & r_{0}
\end{array}\right]\left[\begin{array}{c}
1 \\
a_{1}^{(k)} \\
\vdots \\
a_{k}^{(k)}
\end{array}\right]=\left[\begin{array}{c}
P_{k} \\
0 \\
\vdots \\
0
\end{array}\right]
$$

where $a_{1}^{(k)}, \ldots, a_{k}^{(k)}$ are the optimal prediction coefficients and $P_{k}=\operatorname{det} R_{k+1} / \operatorname{det} R_{k}$ is the mean squared error.

The last optimal prediction coefficient $a_{k}^{(k)}$ is called the $k$-th reflection coefficient and is denoted by $\mu_{k}$. It is easily seen that $\mu_{1}, \ldots, \mu_{n-1}$ are uniquely determined by the matrix $R_{n}$. Moreover, the classical Levinson's recursion (see e.g. [86]) gives that $\left|\mu_{k}\right|<1$. Hence, by letting $P_{0}=r_{0}$, we obtain a map between two submanifolds of $\mathbf{R}^{2 n-1}$ :

$$
\varphi: \quad \mathcal{I}_{n} \longrightarrow \mathbf{R}_{+}^{*} \times \mathbf{D}^{n-1}, \quad R_{n} \longmapsto\left(P_{0}, \mu_{1}, \ldots, \mu_{n-1}\right),
$$

where $\mathbf{D}=\{z \in \mathbf{C}:|z|<1\}$ is the unit disc of the complex plane.
Using the Cramer's rule and the method of Schur complement (see e.g. [95]) we get the following proposition.

Proposition 1.31. $\varphi$ is a diffeomorphism, whose explicit expression is

$$
\mu_{k}=(-1)^{k} \frac{\operatorname{det} S_{k}}{\operatorname{det} R_{k}}, \quad \text { where } \quad S_{k}=R_{k+1}\binom{2, \ldots, k+1}{1, \ldots, k}
$$

is the submatrix of $R_{k+1}$ obtained by deleting the first row and the last column. On the other hand, if $\left(P_{0}, \mu_{1}, \ldots, \mu_{n-1}\right) \in \mathbf{R}_{+}^{*} \times \mathbf{D}^{n-1}$, then its inverse image $R_{n}$ under $\varphi$ can be calculated by the following algorithm:

$$
\begin{gathered}
r_{0}=P_{0}, \quad r_{1}=-P_{0} \mu_{1}, \\
r_{k}=-\mu_{k} P_{k-1}+\alpha_{k-1}^{T} J_{k-1} R_{k-1}^{-1} \alpha_{k-1}, \quad 2 \leq k \leq n-1,
\end{gathered}
$$

where

$$
\alpha_{k-1}=\left[\begin{array}{c}
r_{1} \\
\vdots \\
r_{k-1}
\end{array}\right], \quad J_{k-1}=\left[\begin{array}{cccc}
0 & \ldots & 0 & 1 \\
0 & \ldots & 1 & 0 \\
& \ldots & & \\
1 & \ldots & 0 & 0
\end{array}\right] \quad \text { and } \quad P_{k-1}=P_{0} \prod_{i=1}^{k-1}\left(1-\left|\mu_{i}\right|^{2}\right) .
$$

From now on, we regard $\mathcal{T}_{n}$ as a Riemannian manifold whose metric, which is introduced in [14] by the Hessian of the Kähler potential (see e.g. [12] for the definition of a Kähler potential)

$$
\Phi\left(R_{n}\right)=-\ln \left(\operatorname{det} R_{n}\right)-n \ln (\pi e),
$$

is given by

$$
\begin{equation*}
d s^{2}=n \frac{d P_{0}^{2}}{P_{0}^{2}}+\sum_{k=1}^{n-1}(n-k) \frac{\left|d \mu_{k}\right|^{2}}{\left(1-\left|\mu_{k}\right|^{2}\right)^{2}}, \tag{2.10}
\end{equation*}
$$

where $\left(P_{0}, \mu_{1}, \ldots, \mu_{n-1}\right)=\varphi\left(R_{n}\right)$.
The metric (2.10) is a Bergman type metric and it will be shown in the appendix of Chapter 6 that this metric is not equal to the Fisher information metric of $\mathcal{T}_{n}$. But J. Burbea and C. R. Rao have proved in [28, Theorem 2] that the Bergman metric and the Fisher information metric do coincide for some probability density functions of particular forms. A similar potential function was used by S. Amari in [5] to derive the Riemannian metric of multi-variate Gaussian distributions by means of divergence functions. We refer to [78] for more account on the geometry of Hessian structures.

With the metric given by (2.10) the space $\mathbf{R}_{+}^{*} \times \mathbf{D}^{n-1}$ is just the product of the Riemannian manifolds $\left(\mathbf{R}_{+}^{*}, d s_{0}^{2}\right)$ and $\left(\mathbf{D}, d s_{k}^{2}\right)_{1 \leq k \leq n-1}$, where

$$
d s_{0}^{2}=n \frac{d P_{0}^{2}}{P_{0}^{2}} \quad \text { and } \quad d s_{k}^{2}=(n-k) \frac{\left|d \mu_{k}\right|^{2}}{\left(1-\left|\mu_{k}\right|^{2}\right)^{2}} .
$$

The latter is just $n-k$ times the classical Poincaré metric of $\mathbf{D}$. Hence $\left(\mathbf{R}_{+}^{*} \times\right.$ $\mathbf{D}^{n-1}, d s^{2}$ ) is a Cartan-Hadamard manifold whose sectional curvatures $K$ verify $-4 \leq K \leq 0$. The Riemannian distance between two different points $x$ and $y$ in $\mathbf{R}_{+}^{*} \times \mathbf{D}^{n-1}$ is given by

$$
d(x, y)=\left(n \sigma(P, Q)^{2}+\sum_{k=1}^{n-1}(n-k) \tau\left(\mu_{k}, \nu_{k}\right)^{2}\right)^{1 / 2}
$$

where $x=\left(P, \mu_{1}, \ldots, \mu_{n-1}\right), y=\left(Q, \nu_{1}, \ldots, \nu_{n-1}\right)$,

$$
\sigma(P, Q)=\left|\ln \left(\frac{Q}{P}\right)\right| \quad \text { and } \quad \tau\left(\mu_{k}, \nu_{k}\right)=\frac{1}{2} \ln \frac{1+\left|\frac{\nu_{k}-\mu_{k}}{1-\bar{\mu}_{k} \nu_{k}}\right|}{1-\left|\frac{\nu_{k}-\mu_{k}}{1-\mu_{k} \nu_{k}}\right|} .
$$

The geodesic from $x$ to $y$ in $\mathcal{T}_{n}$ parameterized by arc length is given by

$$
\gamma(s, x, y)=\left(\gamma_{0}\left(\frac{\sigma(P, Q)}{d(x, y)} s\right), \gamma_{1}\left(\frac{\tau\left(\mu_{1}, \nu_{1}\right)}{d(x, y)} s\right), \ldots, \gamma_{1}\left(\frac{\tau\left(\mu_{n-1}, \nu_{n-1}\right)}{d(x, y)} s\right)\right)
$$

where $\gamma_{0}$ is the geodesic in $\left(\mathbf{R}_{+}^{*}, d s_{0}^{2}\right)$ from $P$ to $Q$ parameterized by arc length and for $1 \leq k \leq n-1, \gamma_{k}$ is the geodesic in $\left(\mathbf{D}, d s_{k}^{2}\right)$ from $\mu_{k}$ to $\nu_{k}$ parameterized by arc length. More precisely,

$$
\gamma_{0}(t)=P e^{t \operatorname{sign}(Q-P)},
$$

and for $1 \leq k \leq n-1$,

$$
\gamma_{k}(t)=\frac{\left(\mu_{k}+e^{i \theta_{k}}\right) e^{2 t}+\left(\mu_{k}-e^{i \theta_{k}}\right)}{\left(1+\bar{\mu}_{k} e^{i \theta_{k}}\right) e^{2 t}+\left(1-\bar{\mu}_{k} e^{i \theta_{k}}\right)}, \quad \text { where } \quad \theta_{k}=\arg \frac{\nu_{k}-\mu_{k}}{1-\bar{\mu}_{k} \nu_{k}} .
$$

Particularly,

$$
\gamma^{\prime}(0, x, y)=\left(\gamma_{0}^{\prime}(0) \frac{\sigma(P, Q)}{d(x, y)}, \gamma_{1}^{\prime}(0) \frac{\tau\left(\mu_{1}, \nu_{1}\right)}{d(x, y)}, \ldots, \gamma_{n-1}^{\prime}(0) \frac{\tau\left(\mu_{n-1}, \nu_{n-1}\right)}{d(x, y)}\right)
$$

Let $v=\left(v_{0}, v_{1}, \ldots, v_{n-1}\right)$ be a tangent vector in $T_{x}\left(\mathbf{R}_{+}^{*} \times \mathbf{D}^{n-1}\right)$, then the geodesic starting from $x$ with velocity $v$ is given by

$$
\zeta(t, x, v)=\left(\zeta_{0}(t), \zeta_{1}(t), \ldots, \zeta_{n-1}(t)\right),
$$

where $\zeta_{0}$ is the geodesic in $\left(\mathbf{R}_{+}^{*}, d s_{0}^{2}\right)$ starting from $P$ with velocity $v_{0}$ and for $1 \leq k \leq n-1, \zeta_{k}$ is the geodesic in $\left(\mathbf{D}, d s_{k}^{2}\right)$ starting from $\mu_{k}$ with velocity $v_{k}$. More precisely,

$$
\zeta_{0}(t)=P e^{\frac{v_{0}}{P} t}
$$

and for $1 \leq k \leq n-1$,

$$
\zeta_{k}(t)=\frac{\left(\mu_{k}+e^{i \theta_{k}}\right) e^{\frac{2\left|v_{k}\right| t}{1-\left|\mu_{k}\right|^{2}}}+\left(\mu_{k}-e^{i \theta_{k}}\right)}{\left(1+\bar{\mu}_{k} e^{i \theta_{k}}\right) e^{\frac{2\left|v_{2}\right| t}{1-\left|\mu_{k}\right|^{2}}}+\left(1-\bar{\mu}_{k} e^{i \theta_{k}}\right)}, \quad \text { where } \quad \theta_{k}=\arg v_{k}
$$

Numerical and radar simulations of the subgradient algorithme and the new detection method which are introduced respectively in Chapter 2 and in the subsection 1.2.1 can be found in section 6.4.

## Chapter 2

## Riemannian median and its estimation


#### Abstract

In this chapter, we define the geometric medians of a probability measure on a Riemannian manifold, give their characterization and a natural condition to ensure their uniqueness. In order to compute geometric medians in practical cases, we also propose a subgradient algorithm and prove its convergence as well as estimating the error of approximation and the rate of convergence. The convergence property of this subgradient algorithm, which is a generalization of the classical Weiszfeld algorithm in Euclidean spaces to the context of Riemannian manifolds, also improves a recent result of P. T. Fletcher et al. [NeuroImage 45 (2009) S143-S152].


### 2.1 Introduction

Throughout this chapter, $M$ is a complete Riemannian manifold with Riemannian metric $\langle\cdot, \cdot\rangle$ and Riemannian distance $d$. The gradient operator and the hessian operator on $M$ are denoted by grad and Hess respectively. Moreover, for every point $p$ in $M$, let $d_{p}$ denote the distance function to $p$ defined by $d_{p}(x)=d(x, p)$, $x \in M$.

We fix an open geodesic ball

$$
B(a, \rho)=\{x \in M: d(x, a)<\rho\}
$$

in $M$ centered at $a$ with a finite radius $\rho$. Let $\delta$ and $\Delta$ denote respectively a lower and an upper bound of sectional curvatures $K$ in $\bar{B}(a, \rho)$. The injectivity radius of $\bar{B}(a, \rho)$ is denoted by $\operatorname{inj}(\bar{B}(a, \rho))$. Furthermore, we assume that the radius of the ball verifies

$$
\begin{equation*}
\rho<\min \left\{\frac{\pi}{4 \sqrt{\Delta}}, \frac{\operatorname{inj}(\bar{B}(a, \rho))}{2}\right\}, \tag{1.1}
\end{equation*}
$$

where if $\Delta \leq 0$, then $\pi /(4 \sqrt{\Delta})$ is interpreted as $+\infty$. Hence $\bar{B}(a, \rho)$ is convex (see [33, Theorem 5.14]), that is, for every two points $x$ and $y$ in $\bar{B}(a, \rho)$, there is a unique shortest geodesic from $x$ to $y$ in $M$, and this geodesic lies in $\bar{B}(a, \rho)$. Moreover, the geodesics in $\bar{B}(a, \rho)$ vary continuously with their endpoints. As a consequence, the angle comparison theorem of Alexandrov (see for example [2], [3, p.3] and [26, Proposition II.4.9]) can be applied in $\bar{B}(a, \rho)$. Similarly, it is easy to check that the angle comparison theorem of Toponogov (see [33, Theorem 2.2]) can also be applied in $\bar{B}(a, \rho)$. Thus we have to introduce some notations of model spaces that provide us many geometric information.

Notation 2.1. Let $\kappa$ be a real number, the model space $M_{\kappa}^{2}$ is defined as follows:

1) if $\kappa>0$, then $M_{\kappa}^{2}$ is obtained from the sphere $\mathbb{S}^{2}$ by multiplying the distance function by $1 / \sqrt{\kappa}$;
2) if $\kappa=0$, then $M_{0}^{2}$ is the Euclidean space $\mathbb{E}^{2}$;
3) if $\kappa<0$, then $M_{\kappa}^{2}$ is obtained from the hyperbolic space $\mathbb{H}^{2}$ by multiplying the distance function by $1 / \sqrt{-\kappa}$.

The diameter of $M_{\kappa}^{2}$ will be denoted by $D_{\kappa}$. More precisely,

$$
D_{\kappa}= \begin{cases}\pi / \sqrt{\kappa}, & \text { if } \kappa>0 \\ +\infty, & \text { if } \kappa \leq 0\end{cases}
$$

The distance between two points $\bar{A}$ and $\bar{B}$ in $M_{\kappa}^{2}$ will be written as $\bar{d}(\bar{A}, \bar{B})$.
Moreover, we write for $t \in \mathbf{R}$,

$$
S_{\kappa}(t)= \begin{cases}\sin (\sqrt{\kappa} t) / \sqrt{\kappa}, & \text { if } \kappa>0 ; \\ t, & \text { if } \kappa=0 ; \\ \sinh (\sqrt{-\kappa} t) / \sqrt{-\kappa}, & \text { if } \kappa<0\end{cases}
$$

For the necessity of later comparison arguments, we recall some terminology about triangles (see [26, p. 158 and Lemma I.2.14]). A geodesic triangle $\triangle A B C$ in $M$ is a figure consisting of three distinct points $A, B, C$ of $M$ called the vertices and a choice of three shortest geodesics $A B, B C, C A$ joining them called the sides. A comparison triangle in $M_{\kappa}^{2}$ of $\triangle A B C$ is a geodesic triangle $\triangle \bar{A} \bar{B} \bar{C}$ in $M_{\kappa}^{2}$ such that $\bar{d}(\bar{A}, \bar{B})=d(A, B), \bar{d}(\bar{B}, \bar{C})=d(B, C), \bar{d}(\bar{C}, \bar{A})=d(C, A)$. Note that if the perimeter of $\triangle A B C$ is less than $2 D_{\kappa}$, that is, if $d(A, B)+d(B, C)+d(C, A)<2 D_{\kappa}$, then its comparison triangle in $M_{\kappa}^{2}$ exits, and it is unique up to an isometry. Hence every geodesic triangle in $\bar{B}(a, \rho)$ has its comparison triangles in $M_{\delta}^{2}$ and $M_{\Delta}^{2}$, respectively. Note that, by convexity of $\bar{B}(a, \rho)$, every geodesic triangle in it is uniquely determined by its three vertices.

The two estimations below are very useful in the following, which are direct corollaries to the classical Hessian comparison theorems.

Lemma 2.2. Let $p \in \bar{B}(a, \rho)$ and $\gamma:[0, b] \rightarrow \bar{B}(a, \rho)$ be a geodesic, then
i)

$$
\text { Hess } d_{p}(\dot{\gamma}(t), \dot{\gamma}(t)) \geq D(\rho, \Delta)\left|\dot{\gamma}_{p}^{\text {nor }}(t)\right|^{2}
$$

for every $t \in[0, b]$ such that $\gamma(t) \neq p$, where $D(\rho, \Delta)=S_{\Delta}^{\prime}(2 \rho) / S_{\Delta}(2 \rho)>0$ and $\dot{\gamma}_{p}^{\text {nor }}(t)$ is the normal component of $\dot{\gamma}(t)$ with respect to the geodesic from $p$ to $\gamma(t)$ in $\bar{B}(a, \rho)$.
ii)

$$
\text { Hess } \frac{1}{2} d_{p}^{2}(\dot{\gamma}(t), \dot{\gamma}(t)) \leq C(\rho, \delta)|\dot{\gamma}|^{2}
$$

for every $t \in[0, b]$, where the constant $C(\rho, \delta) \geq 1$ is defined by

$$
C(\rho, \delta)= \begin{cases}1, & \text { if } \delta \geq 0 \\ 2 \rho \sqrt{-\delta} \operatorname{coth}(2 \rho \sqrt{-\delta}), & \text { if } \delta<0\end{cases}
$$

Proof. Since in $\bar{B}(a, \rho)$ we have $\delta \leq K \leq \Delta$, by the classical Hessian comparison theorem (see [77, Lemma IV.2.9]) we get, for $\gamma(t) \neq p$,

$$
\frac{S_{\Delta}^{\prime}(d(\gamma(t), p))}{S_{\Delta}(d(\gamma(t), p))}\left|\dot{\gamma}(t)^{\mathrm{nor}}\right|^{2} \leq \operatorname{Hess} d_{p}(\dot{\gamma}(t), \dot{\gamma}(t)) \leq \frac{S_{\delta}^{\prime}(d(\gamma(t), p))}{S_{\delta}(d(\gamma(t), p))}\left|\dot{\gamma}(t)^{\mathrm{nor}}\right|^{2}
$$

Since $\theta \longmapsto S_{\Delta}^{\prime}(\theta) / S_{\Delta}(\theta)$ is nonincreasing for $\theta>0$ if $\Delta \leq 0$ and for $\theta \in(0, \pi)$ if $\Delta>0$, so the left inequality together with $d(\gamma(t), p) \leq 2 \rho$ proves the first assertion. To show the second one, let $\dot{\gamma}(t)^{\tan }$ be the tangential component of $\dot{\gamma}(t)$ with respect to the geodesic from $p$ to $\gamma(t)$ then

$$
\text { Hess } \begin{aligned}
\frac{1}{2} d_{p}^{2}(\dot{\gamma}(t), \dot{\gamma}(t)) & =d(\gamma(t), p) \text { Hess } d_{p}(\dot{\gamma}(t), \dot{\gamma}(t))+\left|\dot{\gamma}(t)^{\tan }\right|^{2} \\
& \leq d(\gamma(t), p) \frac{S_{\delta}^{\prime}(d(\gamma(t), p))}{S_{\delta}(d(\gamma(t), p))}\left|\dot{\gamma}(t)^{\mathrm{nor}}\right|^{2}+\left|\dot{\gamma}(t)^{\tan }\right|^{2} \\
& \leq \max \left\{d(\gamma(t), p) \frac{S_{\delta}^{\prime}(d(\gamma(t), p))}{S_{\delta}(d(\gamma(t), p))}, 1\right\}|\dot{\gamma}|^{2} .
\end{aligned}
$$

Observe that $\theta S_{\delta}^{\prime}(\theta) / S_{\delta}(\theta) \leq 1$ for $\theta>0$ if $\delta=0$ and for $\theta \in[0, \pi)$ if $\delta>0$, thus for the case when $\delta \geq 0$ we have

$$
d(\gamma(t), p) \frac{S_{\delta}^{\prime}(d(\gamma(t), p))}{S_{\delta}(d(\gamma(t), p))} \leq 1
$$

If $\delta<0$, then $\theta \longmapsto \theta S_{\delta}^{\prime}(\theta) / S_{\delta}(\theta) \geq 1$ and is nondecreasing for $\theta \geq 0$, thus we get

$$
d(\gamma(t), p) \frac{S_{\delta}^{\prime}(d(\gamma(t), p))}{S_{\delta}(d(\gamma(t), p))} \leq 2 \rho \frac{S_{\delta}^{\prime}(2 \rho)}{S_{\delta}(2 \rho)}=2 \rho \sqrt{-\delta} \operatorname{coth}(2 \rho \sqrt{-\delta}),
$$

hence the estimation holds for every $\delta \in \mathbf{R}$. Finally, the case when $\gamma(t)=p$ is trivial and the proof is complete.

### 2.2 Definition of Riemannian medians

As in [53], we consider a probability measure $\mu$ on $M$ whose support is contained in the open ball $B(a, \rho)$ and define a function

$$
f: \quad \bar{B}(a, \rho) \longrightarrow \mathbf{R}_{+}, \quad x \longmapsto \int_{M} d(x, p) \mu(d p) .
$$

This function is 1-Lipschitz, hence continuous on the compact set $\bar{B}(a, \rho)$. Moreover, by the first estimation in Lemma 2.2, it is also convex. The convexity of $f$ yields that its local minima coincide with its global ones, so that we don't need to distinguish the two. Now we give the following definition.

Definition 2.3. A minimum point of $f$ is called a median of $\mu$. The set of all the medians of $\mu$ will be denoted by $\mathfrak{M}_{\mu}$. The minimal value of $f$ will be denoted by $f_{*}$.

It is easily seen that $\mathfrak{M}_{\mu}$ is compact and convex. In order to give a characterization of $\mathfrak{M}_{\mu}$, we need the following proposition, which implies that $f$ is not differentiable in general.

Proposition 2.4. Let $\gamma:[0, b] \rightarrow \bar{B}(a, \rho)$ be a geodesic, then

$$
\begin{array}{ll}
\left.\frac{d}{d t} f(\gamma(t))\right|_{t=t_{0}+}=\left\langle\dot{\gamma}\left(t_{0}\right), H\left(\gamma\left(t_{0}\right)\right)\right\rangle+\mu\left\{\gamma\left(t_{0}\right)\right\}|\dot{\gamma}|, \quad t_{0} \in[0, b), \\
\left.\frac{d}{d t} f(\gamma(t))\right|_{t=t_{0}-}=\left\langle\dot{\gamma}\left(t_{0}\right), H\left(\gamma\left(t_{0}\right)\right)\right\rangle-\mu\left\{\gamma\left(t_{0}\right)\right\}|\dot{\gamma}|, \quad t_{0} \in(0, b],
\end{array}
$$

where for $x \in \bar{B}(a, \rho)$,

$$
H(x)=\int_{M \backslash\{x\}} \frac{-\exp _{x}^{-1} p}{d(x, p)} \mu(d p),
$$

is a tangent vector at $x$ satisfying $|H(x)| \leq 1$. Particularly, if $\mu\{x\}=0$, then $\operatorname{grad} f(x)=H(x)$. Moreover, $H$ is continuous on $\bar{B}(a, \rho) \backslash \operatorname{supp}(\mu)$.

Proof. We only prove the first identity since the proof of the second one is similar. Let $t_{0} \in[0, b)$ and $\varepsilon>0$ be sufficiently small, then

$$
\begin{aligned}
\frac{f\left(\gamma\left(t_{0}+\varepsilon\right)\right)-f\left(\gamma\left(t_{0}\right)\right)}{\varepsilon} & =\int_{M} \frac{d\left(\gamma\left(t_{0}+\varepsilon\right), p\right)-d\left(\gamma\left(t_{0}\right), p\right)}{\varepsilon} \mu(d p) \\
& =\int_{M \backslash\left\{\gamma\left(t_{0}\right)\right\}} \frac{d\left(\gamma\left(t_{0}+\varepsilon\right), p\right)-d\left(\gamma\left(t_{0}\right), p\right)}{\varepsilon} \mu(d p)+\mu\left\{\gamma\left(t_{0}\right)\right\}|\dot{\gamma}| .
\end{aligned}
$$

Letting $\varepsilon \rightarrow 0+$ and using bounded convergence we get

$$
\begin{aligned}
\left.\frac{d}{d t} f(\gamma(t))\right|_{t=t_{0}+} & =\left.\int_{M \backslash\left\{\gamma\left(t_{0}\right)\right\}} \frac{d}{d t} d(\gamma(t), p)\right|_{t=t_{0}} \mu(d p)+\mu\left\{\gamma\left(t_{0}\right)\right\}|\dot{\gamma}| \\
& =\int_{M \backslash\left\{\gamma\left(t_{0}\right)\right\}}\left\langle\dot{\gamma}\left(t_{0}\right), \operatorname{grad} d_{p}\left(\gamma\left(t_{0}\right)\right)\right\rangle \mu(d p)+\mu\left\{\gamma\left(t_{0}\right)\right\}|\dot{\gamma}| \\
& =\left\langle\dot{\gamma}\left(t_{0}\right), H\left(\gamma\left(t_{0}\right)\right)\right\rangle+\mu\left\{\gamma\left(t_{0}\right)\right\}|\dot{\gamma}| .
\end{aligned}
$$

Now we give the characterization of $\mathfrak{M}_{\mu}$ which is proved in [58] for a finite number of points in an Euclidean space.

Theorem 2.5. $\mathfrak{M}_{\mu}=\{x \in \bar{B}(a, \rho):|H(x)| \leq \mu\{x\}\}$.
Proof. ( $\subset$ ) Let $x \in \mathfrak{M}_{\mu}$. If $H(x)=0$, then there is nothing to prove. So we assume that $H(x) \neq 0$. Consider the geodesic in $\bar{B}(a, \rho)$ :

$$
\gamma(t)=\exp _{x}\left(-t \frac{H(x)}{|H(x)|}\right), \quad t \in[0, b] .
$$

By Proposition 2.4 and the definition of $\mathfrak{M}_{\mu}$ we get

$$
|H(x)|=\mu\{x\}-\left.\frac{d}{d t} f(\gamma(t))\right|_{t=0+} \leq \mu\{x\} .
$$

( $\supset$ ) Let $x \in \bar{B}(a, \rho)$ such that $|H(x)| \leq \mu\{x\}$. For every geodesic $\gamma:[0,1] \rightarrow$ $\bar{B}(a, \rho)$ with $\gamma(0)=x$ and $\gamma(1)=y$, by the convexity of $f$, Proposition 2.4 and Cauchy-Schwartz inequality, we get

$$
f(y)-f(x) \geq\left.\frac{d}{d t} f(\gamma(t))\right|_{t=0+} \geq|\dot{\gamma}|(-|H(x)|+\mu\{x\}) \geq 0,
$$

so that $x \in \mathfrak{M}_{\mu}$.

In order to describe the location of $\mathfrak{M}_{\mu}$, we need the following geometric lemma which is also useful in the next section.

Lemma 2.6. Let $\triangle A B C$ be a geodesic triangle in $\bar{B}(a, \rho)$ such that $\angle A \geq \pi / 2$, then $\angle B<\pi / 2$ and $\angle C<\pi / 2$.

Proof. We prove this for the case when $\Delta>0$. The proof for the cases when $\Delta \leq 0$ is similar. It suffices to show that $\angle B<\pi / 2$. Let $d(B, C)=a_{1}, d(C, A)=b_{1}$ and $d(A, B)=c_{1}$. Consider a comparison triangle $\triangle \bar{A} \bar{B} \bar{C}$ of $\triangle A B C$ in $M_{\Delta}^{2}$. Since $K \leq \Delta$ in $\bar{B}(a, \rho)$, Alexandrov's theorem yields that $\angle A \leq \angle \bar{A}, \angle B \leq \angle \bar{B}$. By the following identity in $M_{\Delta}^{2}$,

$$
\sin \left(\sqrt{\Delta} a_{1}\right) \cos \angle \bar{B}=\cos \left(\sqrt{\Delta} b_{1}\right) \sin \left(\sqrt{\Delta} c_{1}\right)-\sin \left(\sqrt{\Delta} b_{1}\right) \cos \left(\sqrt{\Delta} c_{1}\right) \cos \angle \bar{A}
$$

we get $\angle \bar{B}<\pi / 2$ and this completes the proof.
Proposition 2.7. $\mathfrak{M}_{\mu}$ is contained in the smallest closed convex subset of $B(a, \rho)$ containing the support of $\mu$.

Proof. Let $V$ be this set. By Theorem 2.5 it suffices to show that if $x \in \bar{B}(a, \rho) \backslash V$ then $H(x) \neq 0$. In fact, let $y$ be a point in $V$ such that $d(x, y)=\inf \{d(x, p): p \in V\}$, then the convexity of $V$ yields $\angle x y p \geq \pi / 2$ for every $p \in V$. Hence by Lemma 2.6 we get $\angle p x y<\pi / 2$ and this gives that

$$
\begin{aligned}
\left\langle H(x), \exp _{x}^{-1} y\right\rangle & =\int_{V} \frac{\left\langle-\exp _{x}^{-1} p, \exp _{x}^{-1} y\right\rangle}{d(x, p)} \mu(d p) \\
& =-d(x, y) \int_{V} \cos \angle p x y \mu(d p)<0 .
\end{aligned}
$$

The proof is completed by observing that $\exp _{x}^{-1} y \neq 0$.

### 2.3 Uniqueness of Riemannian medians

In Euclidean case, it is well known that if the sample points are not colinear, then the geometric median is unique. Hence we get a natural condition of $\mu$ to ensure the uniqueness for medians in Riemannian case:

* The support of $\mu$ is not totally contained in any geodesic. This means that for every geodesic $\gamma:[0,1] \rightarrow \bar{B}(a, \rho)$, we have $\mu(\gamma[0,1])<1$.

Before giving the uniqueness theorem for medians, we introduce a procedure of extending geodesics in $\bar{B}(a, \rho)$. Let $\gamma:[0,1] \rightarrow \bar{B}(a, \rho)$ be a geodesic such that $\gamma(0)=x$ and $\gamma(1)=y$. By the completeness of $M$ and the fact that the diameter of $\bar{B}(a, \rho)$ equals $2 \rho<\operatorname{inj}(\bar{B}(a, \rho))$, we can extend $\gamma$ from its endpoint $y$, along the direction of $\dot{\gamma}(1)$, to the point $\hat{y}$ where the extended geodesic firstly hits the boundary of $\bar{B}(a, \rho)$. Similarly, we can also apply this procedure in the opposite direction: extend $\gamma$ from its starting point $x$, along the direction of $-\dot{\gamma}(0)$, to the
point $\hat{x}$ where the extended geodesic firstly hits the boundary of $\bar{B}(a, \rho)$. Then we write $\hat{\gamma}:[0,1] \rightarrow \bar{B}(a, \rho)$ the geodesic such that $\hat{\gamma}(0)=\hat{x}$ and $\hat{\gamma}(1)=\hat{y}$. Obviously, $\gamma[0,1] \subset \hat{\gamma}[0,1]$. Furthermore, the strong convexity of $B(a, \rho)$ (see [33, Theorem 5.14]) yields $\dot{\gamma}_{p}^{\text {nor }}(t) \neq 0$ for every $p \in \bar{B}(a, \rho) \backslash \hat{\gamma}[0,1]$ and $t \in[0,1]$.

Theorem 2.8. If condition $*$ holds, then the median of $\mu$ is unique.
Proof. We will prove this by showing that $f$ is strictly convex, that is, for every geodesic $\gamma:[0,1] \rightarrow \bar{B}(a, \rho)$, the function $f \circ \gamma$ is strictly convex. By the first estimation in Lemma 2.2, for every $p \in \bar{B}(a, \rho) \backslash \hat{\gamma}[0,1]$ the function $t \mapsto d(\gamma(t), p)$ is strictly convex, and for $p \in \hat{\gamma}[0,1]$ it is trivially convex. Since the condition $*$ yields that $\mu(\bar{B}(a, \rho) \backslash \hat{\gamma}[0,1])>0$, by integration we obtain the strict convexity of $f$ and the proof is completed.

Remark 2.9. For the Riemannian barycenters of $\mu$ in $B(a, \rho)$ to be unique, Kendall showed that (see [55, Theorem 7.3] and [56]) the assumption

$$
\begin{equation*}
\rho<\min \left\{\frac{\pi}{2 \sqrt{\Delta}}, \operatorname{inj}(a)\right\} \tag{3.2}
\end{equation*}
$$

suffices (certainly, without condition $*$ ). Naturally, one may wonder that, under condition $*$, whether the median of $\mu$ remains unique if condition (1.1) is replaced by the weaker one (3.2). Unfortunately, this is not true. A counterexample may be found in [54], which shows that if three points on the upper hemisphere $\mathbb{S}_{+}^{2}$ symmetrically located in a circle which is parallel and close to the equator, then there are at least three medians.

In the proof of Theorem 2.8, we have seen that $f$ is strictly convex if condition * holds. However, under the same condition, we can show that $f$ is in fact strongly convex (see [85, Definition 6.1.1]): there exits a constant $\tau>0$ such that for every geodesic $\gamma:[0,1] \rightarrow \bar{B}(a, \rho)$, the following inequalities hold,

$$
\begin{equation*}
f(\gamma(t)) \leq(1-t) f(\gamma(0))+t f(\gamma(1))-\tau|\dot{\gamma}|^{2}(1-t) t, \quad t \in[0,1] . \tag{3.3}
\end{equation*}
$$

This is equivalent to say that for every geodesic $\gamma:[0,1] \rightarrow \bar{B}(a, \rho)$, the function $t \mapsto f(\gamma(t))-\tau|\dot{\gamma}|^{2} t^{2}$ is convex on $[0,1]$. To see this, we begin with an equivalent formulation of condition $*$.

Lemma 2.10. Condition $*$ holds if and only if there exist two constants $\varepsilon_{\mu}>0$ and $\eta_{\mu}>0$, such that for every geodesic $\gamma:[0,1] \rightarrow \bar{B}(a, \rho)$, we have

$$
\mu\left(B\left(\gamma, \varepsilon_{\mu}\right)\right) \leq 1-\eta_{\mu}
$$

where for $\varepsilon>0, B(\gamma, \varepsilon)=\{x \in \bar{B}(a, \rho): d(x, \gamma[0,1])<\varepsilon\}$.

Proof. We only have to show the necessity since the sufficiency is trivial. Assume that this is not true, then for every $\varepsilon>0$ and $\eta>0$, there exists a geodesic $\gamma$ : $[0,1] \rightarrow \bar{B}(a, \rho)$ such that $\mu(B(\gamma, \varepsilon))>1-\eta$. Then we obtain a sequence of geodesics $\left(\gamma_{n}\right)_{n \geq 1}:[0,1] \rightarrow \bar{B}(a, \rho)$ verifying $\mu\left(B\left(\gamma_{n}, 1 / n\right)\right)>1-1 / n$. Since the sequence $\left(\gamma_{n}(0), \dot{\gamma}_{n}(0)\right)_{n}$ is contained in the compact set $E=\{(x, v) \in T M: x \in$ $\bar{B}(a, \rho),|v| \leq 2 \rho\}$, there is a subsequence $\left(\gamma_{n_{k}}(0), \dot{\gamma}_{n_{k}}(0)\right)_{k}$ and a point $(x, v) \in E$, such that $\left(\gamma_{n_{k}}(0), \dot{\gamma}_{n_{k}}(0)\right) \rightarrow(x, v)$. Let $\gamma$ be the geodesic starting from $x$ with velocity $v$, by the classical theory of ordinary differential equations we know that $\gamma_{n_{k}} \rightarrow \gamma$ uniformly on $[0,1]$. Particularly, $\gamma[0,1] \subset \bar{B}(a, \rho)$. Then for every $j \geq 1$, $B\left(\gamma_{n_{k}}, 1 / n_{k}\right) \subset B(\gamma, 1 / j)$ for sufficiently large $k$, hence $\mu(B(\gamma, 1 / j)) \geq 1-1 / n_{k}$. By letting $k \rightarrow \infty$ and then letting $j \rightarrow \infty$, we get $\mu(\gamma[0,1])=1$. This contradicts condition $*$.

The lemma below gives a basic angle estimation, which is also useful in the next section. In the following, we write

$$
\sigma=\sup \{d(p, a): p \in \operatorname{supp} \mu\} .
$$

Note that $\sigma<\rho$, since the support of $\mu$ is contained in the open ball $B(a, \rho)$.
Lemma 2.11. Let $\triangle A B C$ be a geodesic triangle in $\bar{B}(a, \rho)$ such that $A=a$, $B \in \bar{B}(a, \sigma)$ and $C \in \bar{B}(a, \rho) \backslash \bar{B}(a, \sigma)$, then

$$
\cos \angle C \geq \frac{S_{\Delta}(d(C, A)-\sigma)}{S_{\Delta}(d(C, A)+\sigma)}
$$

Proof. We prove this lemma for the case when $\Delta>0$. The proof for the cases when $\Delta \leq 0$ is similar. Let $d(B, C)=a_{1}, d(C, A)=b_{1}$ and $d(A, B)=c_{1}$. Consider a comparison triangle $\triangle \bar{A} \bar{B} \bar{C}$ of $\triangle A B C$ in $M_{\Delta}^{2}$. Since $K \leq \Delta$ in $\bar{B}(a, \rho)$, Alexandrov's Theorem yields that $\angle C \leq \angle \bar{C}$. Hence, observing $c_{1} \leq \sigma$ and $b_{1}-\sigma \leq a_{1} \leq b_{1}+\sigma$, we obtain

$$
\begin{aligned}
\cos \angle C \geq \cos \angle \bar{C} & =\frac{\cos \left(\sqrt{\Delta} c_{1}\right)-\cos \left(\sqrt{\Delta} a_{1}\right) \cos \left(\sqrt{\Delta} b_{1}\right)}{\sin \left(\sqrt{\Delta} a_{1}\right) \sin \left(\sqrt{\Delta} b_{1}\right)} \\
& \geq \frac{\cos (\sqrt{\Delta} \sigma)-\cos \left(\sqrt{\Delta}\left(b_{1}-\sigma\right)\right) \cos \left(\sqrt{\Delta} b_{1}\right)}{\sin \left(\sqrt{\Delta}\left(b_{1}+\sigma\right)\right) \sin \left(\sqrt{\Delta} b_{1}\right)} \\
& =\frac{\sin \left(\sqrt{\Delta}\left(b_{1}-\sigma\right)\right)}{\sin \left(\sqrt{\Delta}\left(b_{1}+\sigma\right)\right)}=\frac{S_{\Delta}(d(C, A)-\sigma)}{S_{\Delta}(d(C, A)+\sigma)} .
\end{aligned}
$$

Lemma 2.12. Let $\triangle A B C$ be a geodesic triangle in $\bar{B}(a, \rho)$ such that $\angle A \geq \pi / 2$. Consider a geodesic triangle $\triangle A_{1} B_{1} C_{1}$ in $M_{\delta}^{2}$ such that $\bar{d}\left(A_{1}, C_{1}\right)=d(A, C)$, $\bar{d}\left(A_{1}, B_{1}\right)=d(A, B)$ and $\angle A_{1}=\angle A$. Then $\sin \angle C \geq \sin \angle C_{1}$.

Proof. We prove this for the case when $\delta>0$. The proof for the cases when $\delta \leq 0$ is similar. Firstly, observe that by Lemma 2.6 we have $\angle B<\pi / 2$ and $\angle C<\pi / 2$. Let $\triangle A_{2} B_{2} C_{2}$ be a comparison triangle of $\triangle A B C$ in $M_{\delta}^{2}$. Since $K \geq \delta$ in $\bar{B}(a, \rho)$, Toponogov's theorem yields that $\angle A_{2} \leq \angle A=\angle A_{1}$ and $\angle B_{2} \leq \angle B$. Assume that $d(B, C)=a_{2}, d(A, C)=b_{2}, d(A, B)=c_{2}$ and $\bar{d}\left(B_{1}, C_{1}\right)=a_{1}$. Since $\angle A_{2} \leq \angle A_{1}$, we have $a_{2} \leq a_{1}$. By the law of cosines in $M_{\delta}^{2}$ we obtain

$$
\begin{aligned}
\frac{d}{d a_{1}} \cos \angle C_{1} & =\frac{d}{d a_{1}} \frac{\cos \left(\sqrt{\delta} c_{2}\right)-\cos \left(\sqrt{\delta} a_{1}\right) \cos \left(\sqrt{\delta} b_{2}\right)}{\sin \left(\sqrt{\delta} b_{2}\right) \sin \left(\sqrt{\delta} a_{1}\right)} \\
& =\frac{\sqrt{\delta}\left(\cos \left(\sqrt{\delta} b_{2}\right)-\cos \left(\sqrt{\delta} a_{1}\right) \cos \left(\sqrt{\delta} c_{2}\right)\right)}{\sin \left(\sqrt{\delta} b_{2}\right) \sin ^{2}\left(\sqrt{\delta} a_{1}\right)} \\
& \geq \frac{\sqrt{\delta}\left(\cos \left(\sqrt{\delta} b_{2}\right)-\cos \left(\sqrt{\delta} a_{2}\right) \cos \left(\sqrt{\delta} c_{2}\right)\right)}{\sin \left(\sqrt{\delta} b_{2}\right) \sin ^{2}\left(\sqrt{\delta} a_{1}\right)} \\
& =\frac{\sqrt{\delta} \sin \left(\sqrt{\delta} a_{2}\right) \sin \left(\sqrt{\delta} c_{2}\right)}{\sin \left(\sqrt{\delta} b_{2}\right) \sin ^{2}\left(\sqrt{\delta} a_{1}\right)} \cos \angle B_{2}>0 .
\end{aligned}
$$

So that $\cos \angle C_{1}$ is nondecreasing with respect to $a_{1}$ when $a_{1} \geq a_{2}$. Hence $\cos \angle C_{1} \geq$ $\cos \angle C_{2}$, i.e. $\angle C_{1} \leq \angle C_{2}$. Then observing $\angle C_{2} \leq \angle C<\pi / 2$, we obtain $\sin \angle C \geq$ $\sin \angle C_{1}$. The proof is complete.

The following lemma is important for giving a lower bound of the Hessian of the distance function. Though the two estimations below are very simple, they are sufficient for our purposes.

Lemma 2.13. Let $\triangle A B C$ be a geodesic triangle in $\bar{B}(a, \rho)$.
i) If $\angle A=\pi / 2$, then

$$
\sin \angle C \geq L_{1}(\rho, \delta) d(A, B)
$$

where the constant

$$
L_{1}(\rho, \delta)= \begin{cases}2 \sqrt{\delta} / \pi, & \text { if } \delta>0 \\ 1 / 4 \rho, & \text { if } \delta=0 \\ \sqrt{-\delta} / \sinh (4 \rho \sqrt{-\delta}), & \text { if } \delta<0\end{cases}
$$

ii) If $A \in \partial \bar{B}(a, \rho), B \in \bar{B}(a, \sigma)$ and $\angle A \geq \pi / 2$, then

$$
\sin \angle C \geq L(\sigma, \rho, \delta, \Delta) d(A, B)
$$

where the constant

$$
L(\sigma, \rho, \delta, \Delta)=L_{1}(\rho, \delta) \frac{S_{\Delta}(\rho-\sigma)}{S_{\Delta}(\rho+\sigma)}
$$

Proof. We prove this lemma for the case when $\delta>0$. The proof for the cases when $\delta \leq 0$ is similar. Let $\triangle A_{1} B_{1} C_{1}$ be as in Lemma 2.12, then $\sin \angle C \geq \sin \angle C_{1}$. Let $\bar{d}\left(B_{1}, C_{1}\right)=a_{1}$ and $d(A, B)=c_{1}$, then the law of sines in $M_{\delta}^{2}$ yields

$$
\sin \angle C_{1}=\frac{\sin \left(\sqrt{\delta} c_{1}\right)}{\sin \left(\sqrt{\delta} a_{1}\right)} \sin \angle A \geq \frac{2 \sqrt{\delta} c_{1}}{\pi} \sin \angle A
$$

since $\sin \theta \geq 2 \theta / \pi$ for $\theta \in[0, \pi / 2]$. Hence the first estimation holds if $\angle A=\pi / 2$. To show the second one, by the convexity of $\bar{B}(a, \rho)$ we get

$$
\angle A \leq \angle C A a+\angle a A B<\frac{\pi}{2}+\angle a A B .
$$

Since $\angle A \geq \pi / 2$, by Lemma 2.11,

$$
\sin \angle A \geq \cos \angle a A B \geq \frac{S_{\Delta}(\rho-\sigma)}{S_{\Delta}(\rho+\sigma)}
$$

The second estimation follows immediately and the proof is completed.
We know that $f$ is convex, thus along every geodesic it has a second derivative in the sense of distribution, the following proposition gives its specific form as well as the Taylor's formulae.

Proposition 2.14. Let $\gamma:[0, b] \rightarrow \bar{B}(a, \rho)$ be a geodesic, then

$$
\begin{align*}
& \text { for } t_{0} \in[0, b) \text { and } t \in\left[t_{0}, b\right], \\
& f(\gamma(t))=f\left(\gamma\left(t_{0}\right)\right)+\left.\frac{d}{d s} f(\gamma(s))\right|_{s=t_{0}+}\left(t-t_{0}\right)+\int_{\left(t_{0}, t\right)}(t-s) \nu(d s) ;  \tag{3.4}\\
& \text { for } t_{0} \in(0, b] \text { and } t \in\left[0, t_{0}\right], \\
& f(\gamma(t))=f\left(\gamma\left(t_{0}\right)\right)+\left.\frac{d}{d s} f(\gamma(s))\right|_{s=t_{0}-}\left(t-t_{0}\right)+\int_{\left(t, t_{0}\right)}(s-t) \nu(d s),
\end{align*}
$$

with $\nu$ being the second derivative of $f \circ \gamma$ on $(0, b)$ in the sense of distribution, which is a bounded positive measure given by

$$
\nu=\left.\left(\int_{M \backslash \gamma[0, b]} \operatorname{Hess} d_{p}(\dot{\gamma}, \dot{\gamma}) \mu(d p)\right) \cdot \lambda\right|_{(0, b)}+\left.2|\dot{\gamma}| \cdot(\mu \circ \gamma)\right|_{(0, b)},
$$

where $\left.\lambda\right|_{(0, b)}$ and $\left.(\mu \circ \gamma)\right|_{(0, b)}$ denote the restrictions of Lebesgue measure and the measure $\mu \circ \gamma$ on $(0, b)$, respectively.

Proof. We shall only prove the first identity, since the proof of the second one is similar. Observe that since $\gamma$ is a homeomorphism of $(0, b)$ onto its image, $\mu \circ \gamma$ is a well defined measure on $(0, b)$. By Taylor's formula,

$$
\begin{aligned}
& \int_{M \backslash \gamma[0, b]} d(\gamma(t), p) \mu(d p) \\
= & \int_{M \backslash \gamma[0, b]}\left(d\left(\gamma\left(t_{0}\right), p\right)+\left.\frac{d}{d s} d(\gamma(s), p)\right|_{s=t_{0}}\left(t-t_{0}\right)+\int_{t_{0}}^{t}(t-s) \frac{d^{2}}{d s^{2}} d(\gamma(s), p) d s\right) \mu(d p) \\
= & \int_{M \backslash \gamma[0, b]} d\left(\gamma\left(t_{0}\right), p\right) \mu(d p)+\left\langle\dot{\gamma}\left(t_{0}\right), \int_{M \backslash \gamma[0, b]} \frac{-\exp _{\gamma\left(t_{0}\right)}^{-1} p}{d\left(\gamma\left(t_{0}\right), p\right)} \mu(d p)\right\rangle\left(t-t_{0}\right) \\
& +\int_{t_{0}}^{t}(t-s) d s \int_{M \backslash \gamma[0, b]} \operatorname{Hess} d_{p}(\dot{\gamma}(s), \dot{\gamma}(s)) \mu(d p) .
\end{aligned}
$$

It is easily seen that

$$
\int_{M \backslash \gamma[0, b]} d\left(\gamma\left(t_{0}\right), p\right)=f\left(\gamma\left(t_{0}\right)\right)-\int_{\gamma\left[0, t_{0}\right)} d\left(\gamma\left(t_{0}\right), p\right) \mu(d p)-\int_{\gamma\left(t_{0}, b\right]} d\left(\gamma\left(t_{0}\right), p\right) \mu(d p),
$$

and, by Proposition 2.4, that

$$
\begin{aligned}
& \left\langle\dot{\gamma}\left(t_{0}\right), \int_{M \backslash \gamma[0, b]} \frac{-\exp _{\gamma\left(t_{0}\right)}^{-1} p}{d\left(\gamma\left(t_{0}\right), p\right)} \mu(d p)\right\rangle \\
= & \left\langle\dot{\gamma}\left(t_{0}\right), H\left(\gamma\left(t_{0}\right)\right)\right\rangle-\left\langle\dot{\gamma}\left(t_{0}\right), \int_{\gamma\left[0, t_{0}\right) \cup \gamma\left(t_{0}, b\right]} \frac{-\exp _{\gamma\left(t_{0}\right)}^{-1} p}{d\left(\gamma\left(t_{0}\right), p\right)} \mu(d p)\right\rangle \\
= & \left\langle\dot{\gamma}\left(t_{0}\right), H\left(\gamma\left(t_{0}\right)\right)\right\rangle-|\dot{\gamma}| \mu\left(\gamma\left[0, t_{0}\right)\right)+|\dot{\gamma}| \mu\left(\gamma\left(t_{0}, b\right]\right) \\
= & \left.\frac{d}{d s} f(\gamma(s))\right|_{s=t_{0}+}-|\dot{\gamma}| \mu\left(\gamma\left[0, t_{0}\right]\right)+|\dot{\gamma}| \mu\left(\gamma\left(t_{0}, b\right]\right) .
\end{aligned}
$$

Since

$$
\left.f(\gamma(t))=\int_{M \backslash \gamma[0, b]} d(\gamma(t), p) \mu(d p)+\int_{\gamma[0, b]} d(\gamma(t), p) \mu(d p)\right),
$$

we obtain

$$
\begin{aligned}
& f(\gamma(t))-f\left(\gamma\left(t_{0}\right)\right)-\left.\frac{d}{d s} f(\gamma(s))\right|_{s=t_{0}+}\left(t-t_{0}\right) \\
& -\int_{t_{0}}^{t}(t-s) d s \int_{M \backslash \gamma[0, b]} \operatorname{Hess} d_{p}(\dot{\gamma}(s), \dot{\gamma}(s)) \mu(d p) \\
= & -\int_{\gamma\left[0, t_{0}\right)} d\left(\gamma\left(t_{0}\right), p\right) \mu(d p)-\int_{\gamma\left(t_{0}, b\right]} d\left(\gamma\left(t_{0}\right), p\right) \mu(d p)-|\dot{\gamma}| \mu\left(\gamma\left[0, t_{0}\right]\right)\left(t-t_{0}\right) \\
& +|\dot{\gamma}| \mu\left(\gamma\left(t_{0}, b\right]\right)\left(t-t_{0}\right)+\int_{\gamma[0, b]} d(\gamma(t), p) \mu(d p)
\end{aligned}
$$

$$
\begin{aligned}
= & \left(-\int_{\gamma\left[0, t_{0}\right)} d\left(\gamma\left(t_{0}\right), p\right) \mu(d p)-|\dot{\gamma}| \mu\left(\gamma\left[0, t_{0}\right)\right)\left(t-t_{0}\right)+\int_{\gamma\left[0, t_{0}\right)} d(\gamma(t), p) \mu(d p)\right) \\
& +\left(-\int_{\gamma\left(t_{0}, b\right]} d\left(\gamma\left(t_{0}\right), p\right) \mu(d p)+|\dot{\gamma}| \mu\left(\gamma\left(t_{0}, b\right]\right)\left(t-t_{0}\right)+\int_{\gamma\left(t_{0}, b\right]} d(\gamma(t), p) \mu(d p)\right) \\
= & \left(-\int_{\gamma\left[0, t_{0}\right)} d\left(\gamma\left(t_{0}\right), p\right) \mu(d p)-\int_{\gamma\left[0, t_{0}\right)} d\left(\gamma\left(t_{0}\right), \gamma(t)\right) \mu(d p)+\int_{\gamma\left[0, t_{0}\right)} d(\gamma(t), p) \mu(d p)\right) \\
& +\left(-\int_{\gamma\left(t_{0}, t\right)} d\left(\gamma\left(t_{0}\right), p\right) \mu(d p)+\int_{\gamma\left(t_{0}, t\right)} d\left(\gamma\left(t_{0}\right), \gamma(t)\right) \mu(d p)+\int_{\gamma\left(t_{0}, t\right)} d(\gamma(t), p) \mu(d p)\right) \\
& +\left(-\int_{\gamma[t, b]} d\left(\gamma\left(t_{0}\right), p\right) \mu(d p)+\int_{\gamma[t, b]} d\left(\gamma\left(t_{0}\right), \gamma(t)\right) \mu(d p)+\int_{\gamma[t, b]} d(\gamma(t), p) \mu(d p)\right) \\
= & 2 \int_{\gamma\left(t_{0}, t\right)} d(\gamma(t), p) \mu(d p)=2|\dot{\gamma}| \int_{\left(t_{0}, t\right)}(t-s)(\mu \circ \gamma)(d s) .
\end{aligned}
$$

Hence (3.4) holds. To show that $\nu$ is the second derivative of $f \circ \gamma$ on $(0, b)$ in the sense of distribution, let $\varphi \in C_{c}^{\infty}(0, b)$ and choose $t_{0}=0$ in (3.4), then Fubini's theorem and integration by parts yield

$$
\begin{aligned}
& \int_{(0, b)} f(\gamma(t)) \varphi^{\prime \prime}(t) d t \\
= & f(\gamma(0)) \int_{(0, b)} \varphi^{\prime \prime}(t) d t+\left.\frac{d}{d s} f(\gamma(s))\right|_{s=0+} \int_{(0, b)} t \varphi^{\prime \prime}(t) d t+\int_{(0, b)} \varphi^{\prime \prime}(t) d t \int_{(0, t)}(t-s) \nu(d s) \\
= & \int_{(0, b)} \nu(d s) \int_{(s, b)}(t-s) \varphi^{\prime \prime}(t) d t=\int_{(0, b)} \varphi(s) \nu(d s) .
\end{aligned}
$$

The proof is complete.
Now we are ready to show that condition $*$ yields the strong convexity of $f$. Certainly, this also gives a proof of the uniqueness of the median.

Theorem 2.15. If condition $*$ holds, then $f$ is strongly convex. More precisely, (3.3) holds for $\tau=(1 / 2) \varepsilon_{\mu}^{2} \eta_{\mu} D(\rho, \Delta) L(\sigma, \rho, \delta, \Delta)^{2}>0$. Moreover, with this choice of $\tau$, for every $x \in \bar{B}(a, \rho)$,

$$
f(x) \geq f_{*}+\tau d^{2}(x, m)
$$

where $m$ is the unique median of $\mu$.
Proof. Let $\gamma:[0,1] \rightarrow \bar{B}(a, \rho)$ be a geodesic, then by the first estimation in Lemma 2.2 we obtain that for every $s \in[0,1]$,

$$
\begin{aligned}
\int_{M \backslash \gamma[0,1]} \operatorname{Hess} d_{p}(\dot{\gamma}(s), \dot{\gamma}(s)) \mu(d p) & \geq \int_{\bar{B}(a, \sigma) \backslash B\left(\hat{\gamma}, \varepsilon_{\mu}\right)} D(\rho, \Delta)\left|\dot{\gamma}_{p}^{\text {nor }}(s)\right|^{2} \mu(d p) \\
& =D(\rho, \Delta)|\dot{\gamma}|^{2} \int_{\bar{B}(a, \sigma) \backslash B\left(\hat{\gamma}, \varepsilon_{\mu}\right)} \sin ^{2} \angle\left(\dot{\gamma}(s), \exp _{\gamma(s)}^{-1} p\right) \mu(d p)
\end{aligned}
$$

Then for every $p \in \bar{B}(a, \sigma) \backslash B\left(\hat{\gamma}, \varepsilon_{\mu}\right)$, let $q=q(p)$ be the metric projection of $p$ onto $\hat{\gamma}[0,1]$. If $q \in \hat{\gamma}(0,1)$ and $\gamma(s) \neq q$, then the geodesic triangle $\triangle p q \gamma(s)$ is a right triangle with $\angle p q \gamma(s)=\pi / 2$. Hence the first estimation in Lemma 2.13 yields that

$$
\sin \angle\left(\dot{\gamma}(s), \exp _{\gamma(s)}^{-1} p\right) \geq L_{1}(\rho, \delta) d(p, q) \geq L_{1}(\rho, \delta) \varepsilon_{\mu}
$$

If $q \in\{\hat{\gamma}(0), \hat{\gamma}(1)\}$ and $\gamma(s) \neq q$, then $\angle p q \gamma(s) \geq \pi / 2$. Hence by the second estimation in Lemma 2.13,

$$
\sin \angle\left(\dot{\gamma}(s), \exp _{\gamma(s)}^{-1} p\right) \geq L(\sigma, \rho, \delta, \Delta) d(p, q) \geq L(\sigma, \rho, \delta, \Delta) \varepsilon_{\mu}
$$

Since $L(\sigma, \rho, \delta, \Delta)<L_{1}(\rho, \delta)$, we always have

$$
\sin \angle\left(\dot{\gamma}(s), \exp _{\gamma(s)}^{-1} p\right) \geq L(\sigma, \rho, \delta, \Delta) \varepsilon_{\mu}
$$

Thus by Lemma 2.10 we obtain

$$
\int_{M \backslash \gamma[0,1]} \operatorname{Hess} d_{p}(\dot{\gamma}(s), \dot{\gamma}(s)) \mu(d p) \geq \varepsilon_{\mu}^{2} \eta_{\mu} D(\rho, \Delta) L(\sigma, \rho, \delta, \Delta)^{2}|\dot{\gamma}|^{2}=2 \tau|\dot{\gamma}|^{2} .
$$

Then for every $t \in[0,1)$ by Proposition 2.14,

$$
\begin{align*}
f(\gamma(1)) & =f(\gamma(t))+\left.\frac{d}{d s} f(\gamma(s))\right|_{s=t+}(1-t)+\int_{(t, 1)}(1-s) \nu(d s) \\
& \geq f(\gamma(t))+\left.\frac{d}{d s} f(\gamma(s))\right|_{s=t+}(1-t)+2 \tau|\dot{\gamma}|^{2} \int_{(t, 1)}(1-s) d s \\
& =f(\gamma(t))+\left.\frac{d}{d s} f(\gamma(s))\right|_{s=t+}(1-t)+\tau|\dot{\gamma}|^{2}(1-t)^{2} \tag{3.5}
\end{align*}
$$

Similarly, for every $t \in(0,1]$,

$$
\begin{equation*}
f(\gamma(0)) \geq f(\gamma(t))+\left.\frac{d}{d s} f(\gamma(s))\right|_{s=t-}(-t)+\tau|\dot{\gamma}|^{2} t^{2} \tag{3.6}
\end{equation*}
$$

It follows by (3.5), (3.6) and Proposition 2.4 that for every $t \in(0,1)$,

$$
\begin{aligned}
f(\gamma(t)) & \leq(1-t) f(\gamma(0))+t f(\gamma(1))-\tau|\dot{\gamma}|^{2}(1-t) t \\
& -\left(\left.\frac{d}{d s} f(\gamma(s))\right|_{s=t+}-\left.\frac{d}{d s} f(\gamma(s))\right|_{s=t-}\right)(1-t) t \\
& \leq(1-t) f(\gamma(0))+t f(\gamma(1))-\tau|\dot{\gamma}|^{2}(1-t) t .
\end{aligned}
$$

The strong convexity of $f$ is proved. To show the last inequality, let $\gamma:[0,1] \rightarrow$ $\bar{B}(a, \rho)$ be the geodesic such that $\gamma(0)=m$ and $\gamma(1)=x$. Then (3.5) yields

$$
f(x) \geq f(m)+\left.\frac{d}{d s} f(\gamma(s))\right|_{s=0+}+\tau|\dot{\gamma}|^{2} \geq f(m)+\tau|\dot{\gamma}|^{2}=f_{*}+\tau d^{2}(x, m) .
$$

The proof is completed.

### 2.4 A subgradient algorithm

To begin with, we recall the definition of the subgradient of a convex function on a Riemannian manifold. For our purpose, it suffices to consider this notion in a convex subset of the manifold.

Definition 2.16. Let $U$ be a convex subset of $M$ and $h$ be a convex function defined on $U$. For every $x \in U$, a vector $v \in T_{x} M$ is called a subgradient of $h$ at $x$ if for every geodesic $\gamma:[0, b] \rightarrow U$ with $\gamma(0)=x$, we have

$$
h(\gamma(t)) \geq h(x)+\langle\dot{\gamma}(0), v\rangle t, \quad t \in[0, b] .
$$

Our idea to approximate the median of $\mu$ by subgradient method stems from the following simple observation.

Lemma 2.17. For every $x \in \bar{B}(a, \rho), H(x)$ is a subgradient of $f$ at $x$.
Proof. Let $\gamma:[0, b] \rightarrow \bar{B}(a, \rho)$ be a geodesic such that $\gamma(0)=x$, then by Proposition 2.4 , together with the convexity of $f$, we get for every $t \in[0, b]$,

$$
\begin{aligned}
f(\gamma(t)) & \geq f(\gamma(0))+\left.\frac{d}{d s} f(\gamma(s))\right|_{s=0+}{ }^{t} \\
& =f(x)+(\langle\dot{\gamma}(0), H(x)\rangle+\mu\{x\}|\dot{\gamma}|) t \\
& \geq f(x)+\langle\dot{\gamma}(0), H(x)\rangle t .
\end{aligned}
$$

We proceed to give some notations which are necessary for introducing the subgradient algorithm.

Notation 2.18. If $x \in \bar{B}(a, \rho)$ and $H(x) \neq 0$, then we write

$$
\begin{aligned}
\gamma_{x}(t) & =\exp _{x}\left(-t \frac{H(x)}{|H(x)|}\right), \quad t \geq 0 . \\
r_{x} & =\sup \left\{t \in[0,2 \rho]: \gamma_{x}(t) \in \bar{B}(a, \rho)\right\}
\end{aligned}
$$

Note that for $x \in \bar{B}(a, \rho)$ such that $H(x) \neq 0$, by the convexity of $\bar{B}(a, \rho)$ and the fact that $2 \rho<\operatorname{inj}(\bar{B}(a, \rho))$, we have $\gamma_{x}\left[0, r_{x}\right] \subset \bar{B}(a, \rho)$.

The following simple lemma shows that every $r_{x}$ is strictly positive. More importantly, it ensures theoretically the possibility of the choice of stepsizes in the convergence theorem of the subgradient algorithm.

Lemma 2.19. $\inf \left\{r_{x}: x \in \bar{B}(a, \rho), H(x) \neq 0\right\}>0$.
Proof. Since the support of $\mu$ is contained in $B(a, \rho)$, for every $x \in \partial \bar{B}(a, \rho), H(x)$ is transverse to $\partial \bar{B}(a, \rho)$, and hence $r_{x}>0$ for every $x \in \bar{B}(a, \rho)$ such that $H(x) \neq 0$. Moreover, there exists $\varepsilon>0$ such that $\operatorname{supp}(\mu) \subset B(a, \rho-\varepsilon)$. Then for $x \in$
$B(a, \rho-\varepsilon)$ such that $H(x) \neq 0$ we have $r_{x} \geq \rho-d(x, a)>\varepsilon$. On the other hand, since $H$ is continuous on $\bar{B}(a, \rho) \backslash B(a, \rho-\varepsilon), r_{x}$ vary continuously with $x$ on this compact set. Thus there exists a point $x_{0} \in \bar{B}(a, \rho) \backslash B(a, \rho-\varepsilon)$ such that $\inf \left\{r_{x}: x \in \bar{B}(a, \rho) \backslash B(a, \rho-\varepsilon)\right\}=r_{x_{0}}$. Hence we get $\inf \left\{r_{x}: x \in \bar{B}(a, \rho), H(x) \neq\right.$ $0\} \geq \min \left\{\varepsilon, r_{x_{0}}\right\}>0$.

Now we introduce the subgradient algorithm to approximate the medians of the probability measure $\mu$.

Algorithm 2.20. Subgradient algorithm for Riemannian medians:
Step 1:
Choose a starting point $x_{0} \in \bar{B}(a, \rho)$ and let $k=0$.

## Step 2:

If $H\left(x_{k}\right)=0$, then $x_{k} \in \mathfrak{M}_{\mu}$ and stop. If not, then go to step 3 .
Step 3:
Choose a stepsize $t_{k} \in\left(0, r_{x_{k}}\right]$ and let $x_{k+1}=\gamma_{x_{k}}\left(t_{k}\right)$, then come back to step 2 with $k=k+1$.

Remark 2.21. It should be noted that, in the above algorithm, we have already restricted every stepsize $t_{k}$ to be in the interval $\left(0, r_{x_{k}}\right.$ ]. From now on, we shall always make this restriction implicitly to ensure that the sequence $\left(x_{k}\right)_{k}$ will never get out of the ball $\bar{B}(a, \rho)$.

Now we turn to the convergence proof of the above algorithm under some further conditions of the stepsizes. In Euclidean spaces, it is well known that the following type of inequalities are of fundamental importance to conclude the convergence of subgradient algorithms (see for example [34, 71]):

$$
\left\|x_{k+1}-y\right\|^{2} \leq\left\|x_{k}-y\right\|^{2}+\alpha t_{k}^{2}+\beta \frac{2 t_{k}}{\left\|v_{k}\right\|}\left(f(y)-f\left(x_{k}\right)\right) .
$$

For a nonnegatively curved Riemannian manifold, Ferreira and Oliveira obtained a generalization of the above inequality in [40] by using Toponogov's comparison theorem. But their method is not applicable in our case since $\bar{B}(a, \rho)$ is not assumed to be nonnegatively curved. However, we can still obtain a similar result using a different method.

Lemma 2.22. Let $\left(x_{k}\right)_{k}$ be the sequence generated by Algorithm 6.17. If $H\left(x_{k}\right) \neq 0$, then for every point $y \in \bar{B}(a, \rho)$,

$$
d^{2}\left(x_{k+1}, y\right) \leq d^{2}\left(x_{k}, y\right)+C(\rho, \delta) t_{k}^{2}+\frac{2 t_{k}}{\left|H\left(x_{k}\right)\right|}\left(f(y)-f\left(x_{k}\right)\right)
$$

Particularly,

$$
\begin{equation*}
d^{2}\left(x_{k+1}, \mathfrak{M}_{\mu}\right) \leq d^{2}\left(x_{k}, \mathfrak{M}_{\mu}\right)+C(\rho, \delta) t_{k}^{2}+2 t_{k}\left(f_{*}-f\left(x_{k}\right)\right) . \tag{4.7}
\end{equation*}
$$

Proof. By Taylor's formula and the second estimation in Lemma 2.2, there exists $\xi \in\left(0, t_{k}\right)$ such that

$$
\begin{aligned}
\frac{1}{2} d^{2}\left(x_{k+1}, y\right) & =\frac{1}{2} d^{2}\left(\gamma_{x_{k}}\left(t_{k}\right), y\right) \\
& =\frac{1}{2} d^{2}\left(\gamma_{x_{k}}(0), y\right)+\frac{d}{d t}\left[\frac{1}{2} d^{2}\left(\gamma_{x_{k}}(t), y\right)\right]_{t=0} t_{k}+\frac{1}{2} \frac{d^{2}}{d t^{2}}\left[\frac{1}{2} d^{2}\left(\gamma_{x_{k}}(t), y\right)\right]_{t=\xi} t_{k}^{2} \\
& =\frac{1}{2} d^{2}\left(x_{k}, y\right)+\left\langle\dot{\gamma}_{x_{k}}(0), \operatorname{grad} \frac{1}{2} d_{y}^{2}\left(x_{k}\right)\right\rangle t_{k}+\frac{1}{2} \operatorname{Hess} \frac{1}{2} d_{y}^{2}\left(\dot{\gamma}_{x_{k}}(\xi), \dot{\gamma}_{x_{k}}(\xi)\right) t_{k}^{2} \\
& \leq \frac{1}{2} d^{2}\left(x_{k}, y\right)+\frac{\left\langle H\left(x_{k}\right), \exp _{x_{k}}^{-1} y\right\rangle}{\left|H\left(x_{k}\right)\right|} t_{k}+\frac{C(\rho, \delta)}{2} t_{k}^{2} .
\end{aligned}
$$

By Lemma 2.17, $H\left(x_{k}\right)$ is a subgradient of $f$ at point $x_{k}$ and hence

$$
\left\langle H\left(x_{k}\right), \exp _{x_{k}}^{-1} y\right\rangle \leq f(y)-f\left(x_{k}\right) .
$$

Consequently,

$$
\frac{1}{2} d^{2}\left(x_{k+1}, y\right) \leq \frac{1}{2} d^{2}\left(x_{k}, y\right)+\frac{t_{k}}{\left|H\left(x_{k}\right)\right|}\left(f(y)-f\left(x_{k}\right)\right)+\frac{C(\rho, \delta)}{2} t_{k}^{2},
$$

the first inequality holds. The second one follows from $f_{*} \leq f\left(x_{k}\right)$ and $\left|H\left(x_{k}\right)\right| \leq$ 1.

As in the Euclidean case, once the fundamental inequality is established, the convergence of the subgradient algorithm is soon achieved and the proof is elementary. Since the fundamental inequality (4.7) in Lemma 2.22 is very similar to the Euclidean one, the proof of the following convergence theorem is also very similar to the one in Euclidean case.

Theorem 2.23. If the stepsizes $\left(t_{k}\right)_{k}$ verify

$$
\lim _{k \rightarrow \infty} t_{k}=0 \quad \text { and } \quad \sum_{k=0}^{\infty} t_{k}=+\infty
$$

then the sequence $\left(x_{k}\right)_{k}$ generated by Algorithm 6.17 satisfies

$$
\lim _{k \rightarrow \infty} d\left(x_{k}, \mathfrak{M}_{\mu}\right)=0 \quad \text { and } \quad \lim _{k \rightarrow \infty} f\left(x_{k}\right)=f_{*} .
$$

Moreover, if the stepsizes $\left(t_{k}\right)_{k}$ also verify

$$
\sum_{k=0}^{\infty} t_{k}^{2}<+\infty
$$

then there exists some $m \in \mathfrak{M}_{\mu}$ such that $x_{k} \rightarrow m$.

Proof. Without loss of generality, we may assume that $H\left(x_{k}\right) \neq 0$ for every $k \geq 0$. Our first step is to show that

$$
\liminf _{k \rightarrow \infty} f\left(x_{k}\right)=f_{*}
$$

If this is not true, then there exist $N_{1} \in \mathbf{N}$ and $\eta>0$ such that for every $k \geq N_{1}$ we have $f_{*}-f\left(x_{k}\right) \leq-\eta$. By Lemma 2.22, we get

$$
d^{2}\left(x_{k+1}, \mathfrak{M}_{\mu}\right) \leq d^{2}\left(x_{k}, \mathfrak{M}_{\mu}\right)+t_{k}\left(C(\rho, \delta) t_{k}-2 \eta\right)
$$

Since $\lim _{k \rightarrow \infty} t_{k}=0$, we can suppose that $C(\rho, \delta) t_{k}<\eta$ for every $k \geq N_{1}$ and hence

$$
d^{2}\left(x_{k+1}, \mathfrak{M}_{\mu}\right) \leq d^{2}\left(x_{k}, \mathfrak{M}_{\mu}\right)-\eta t_{k}
$$

by summing the above inequalities we get

$$
\eta \sum_{i=N_{1}}^{k} t_{i} \leq d^{2}\left(x_{N_{1}}, \mathfrak{M}_{\mu}\right)-d^{2}\left(x_{k+1}, \mathfrak{M}_{\mu}\right) \leq d^{2}\left(x_{N_{1}}, \mathfrak{M}_{\mu}\right)
$$

which contradicts with $\sum_{k=0}^{\infty} t_{k}=+\infty$, this proves the assertion.
Now for fixed $\varepsilon>0$, there exists $N_{2} \in \mathbf{N}$ such that $C(\rho, \delta) t_{k}<2 \varepsilon$ for every $k \geq N_{2}$. We consider the following two cases:
If $f\left(x_{k}\right)>f_{*}+\varepsilon$, then by Lemma 2.22 we obtain that

$$
\begin{aligned}
d^{2}\left(x_{k+1}, \mathfrak{M}_{\mu}\right) & \leq d^{2}\left(x_{k}, \mathfrak{M}_{\mu}\right)+C(\rho, \delta) t_{k}^{2}+2 t_{k}\left(f_{*}-f\left(x_{k}\right)\right) \\
& <d^{2}\left(x_{k}, \mathfrak{M}_{\mu}\right)+\left(C(\rho, \delta) t_{k}-2 \varepsilon\right) t_{k}<d^{2}\left(x_{k}, \mathfrak{M}_{\mu}\right)
\end{aligned}
$$

If $f\left(x_{k}\right) \leq f_{*}+\varepsilon$ then $x_{k} \in L_{\varepsilon}=\left\{x \in \bar{B}(a, \rho): f(x) \leq f_{*}+\varepsilon\right\}$ and if we write $l_{\varepsilon}=\sup \left\{d\left(y, \mathfrak{M}_{\mu}\right): y \in L_{\varepsilon}\right\}$, hence in this case we have

$$
d\left(x_{k+1}, \mathfrak{M}_{\mu}\right) \leq d\left(x_{k+1}, x_{k}\right)+d\left(x_{k}, \mathfrak{M}_{\mu}\right) \leq t_{k}+l_{\varepsilon}
$$

In conclusion, we always have that for $k \geq N_{2}$,

$$
d\left(x_{k+1}, \mathfrak{M}_{\mu}\right) \leq \max \left\{d\left(x_{k}, \mathfrak{M}_{\mu}\right), t_{k}+l_{\varepsilon}\right\}
$$

By induction we get for every $n \geq k$,

$$
\begin{aligned}
d\left(x_{n+1}, \mathfrak{M}_{\mu}\right) & \leq \max \left\{d\left(x_{k}, \mathfrak{M}_{\mu}\right), \max \left\{t_{k}, t_{k+1}, \ldots, t_{n}\right\}+l_{\varepsilon}\right\} \\
& \leq \max \left\{d\left(x_{k}, \mathfrak{M}_{\mu}\right), \sup \left\{t_{i}: i \geq k\right\}+l_{\varepsilon}\right\}
\end{aligned}
$$

thus we get

$$
\limsup _{n \rightarrow \infty} d\left(x_{n}, \mathfrak{M}_{\mu}\right) \leq \max \left\{d\left(x_{k}, \mathfrak{M}_{\mu}\right), \sup \left\{t_{i}: i \geq k\right\}+l_{\varepsilon}\right\}
$$

$\liminf _{k \rightarrow \infty} f\left(x_{k}\right)=f_{*}$ yields that $\liminf _{k \rightarrow \infty} d\left(x_{k}, \mathfrak{M}_{\mu}\right)=0$, by taking the inferior limit on the right hand side we obtain

$$
\limsup _{n \rightarrow \infty} d\left(x_{n}, \mathfrak{M}_{\mu}\right) \leq l_{\varepsilon}
$$

Now we show that $l_{\varepsilon} \rightarrow 0$ when $\varepsilon \rightarrow 0$. By monotonicity of $l_{\varepsilon}$, it suffices to show this along some sequence. In fact, observe that $L_{\varepsilon}$ is compact, thus for every $\varepsilon>0$, there exists $y_{\varepsilon} \in L_{\varepsilon}$ such that $l_{\varepsilon}=d\left(y_{\varepsilon}, \mathfrak{M}_{\mu}\right)$. Since $\bar{B}(a, \rho)$ is compact, there exist a sequence $\varepsilon_{k} \rightarrow 0$ and $y \in \bar{B}(a, \rho)$ such that $y_{\varepsilon_{k}} \rightarrow y$. Since $f\left(y_{\varepsilon_{k}}\right) \leq f_{*}+\varepsilon_{k}$, we have $f(y) \leq f_{*}$ and hence $y \in \mathfrak{M}_{\mu}$. Consequently $l_{\varepsilon_{k}} \rightarrow 0$. Thus we get $d\left(x_{k}, \mathfrak{M}_{\mu}\right) \rightarrow 0$ and this yields $f\left(x_{k}\right) \rightarrow f_{*}$.

If $\sum_{k=0}^{\infty} t_{k}^{2}<+\infty$, the compactness of $\bar{B}(a, \rho)$ and $f\left(x_{k}\right) \rightarrow f_{*}$ imply that the sequence $\left(x_{k}\right)_{k}$ has some cluster point $m \in \mathfrak{M}_{\mu}$, hence Lemma 2.22 yields

$$
d^{2}\left(x_{k+1}, m\right) \leq d^{2}\left(x_{k}, m\right)+C(\rho, \delta) t_{k}^{2}
$$

Then for every $n \geq k$, by summing the above inequalities we get

$$
d^{2}\left(x_{n+1}, m\right) \leq d^{2}\left(x_{k}, m\right)+C(\rho, \delta) \sum_{i=k}^{n} t_{i}^{2}
$$

Let $n \rightarrow \infty$ and we get

$$
\limsup _{n \rightarrow \infty} d^{2}\left(x_{n}, m\right) \leq d^{2}\left(x_{k}, m\right)+C(\rho, \delta) \sum_{i=k}^{\infty} t_{i}^{2}
$$

the proof will be completed by observing that the right hand side of the above inequality posseses a subsequence that converges to 0 .

Now we consider the problem of the choice of stepsizes. By Lemma 2.19 we can choose $\left(t_{k}\right)_{k}$ that verifies the conditions of the preceding theorem and hence yields the desired convergence of our algorithm. For example, we may take $t_{k}=r_{x_{k}} /(k+1)$ for every $k \geq 0$. But the drawback is that we do not know much about $r_{x_{k}}$. However, with further analysis we can obtain an explicit lower bound for it.

Lemma 2.24. For every $x \in \bar{B}(a, \rho) \backslash \bar{B}(a, \sigma)$,

$$
r_{x} \geq \frac{2 d(x, a) S_{\Delta}(d(x, a)-\sigma)}{C(\rho, \delta) S_{\Delta}(d(x, a)+\sigma)}
$$

Proof. Since $x \in \bar{B}(a, \rho) \backslash \bar{B}(a, \sigma)$, we have $H(x) \neq 0$ and hence $r_{x}$ is well defined. Moreover, the diameter of $\bar{B}(a, \rho)$ is $2 \rho<\operatorname{inj}(\bar{B}(a, \rho))$, thus the definition of $r_{x}$
yields that $\gamma_{x}\left(r_{x}\right) \in \partial \bar{B}(a, \rho)$. By Taylor's formula and the second estimation in Lemma 2.2, there exists $\xi \in\left(0, r_{x}\right)$ such that

$$
\begin{aligned}
\frac{1}{2} \rho^{2} & =\frac{1}{2} d^{2}\left(\gamma_{x}\left(r_{x}\right), a\right) \\
& =\frac{1}{2} d^{2}(x, a)+\frac{d}{d t}\left[\frac{1}{2} d^{2}\left(\gamma_{x}(t), a\right)\right]_{t=0} r_{x}+\frac{1}{2} \frac{d^{2}}{d t^{2}}\left[\frac{1}{2} d^{2}\left(\gamma_{x}(t), a\right)\right]_{t=\xi} r_{x}^{2} \\
& =\frac{1}{2} d^{2}(x, a)+\left\langle\dot{\gamma}_{x}(0), \operatorname{grad} \frac{1}{2} d_{a}^{2}(x)\right\rangle r_{x}+\frac{1}{2} \operatorname{Hess} \frac{1}{2} d_{a}^{2}\left(\dot{\gamma}_{x}(\xi), \dot{\gamma}_{x}(\xi)\right) r_{x}^{2} \\
& \leq \frac{1}{2} d^{2}(x, a)+\frac{\left\langle H(x), \exp _{x}^{-1} a\right\rangle}{|H(x)|} r_{x}+\frac{C(\rho, \delta)}{2} r_{x}^{2} .
\end{aligned}
$$

Gauss Lemma yields that $\left\langle\exp _{x}^{-1} p, \exp _{x}^{-1} a\right\rangle>0$ for $p \in \operatorname{supp} \mu$, hence

$$
\left\langle H(x), \exp _{x}^{-1} a\right\rangle=-\int_{\operatorname{supp} \mu} \frac{\left\langle\exp _{x}^{-1} p, \exp _{x}^{-1} a\right\rangle}{d(x, p)} \mu(d p)<0
$$

Combine this with $d(x, a) \leq \rho, C(\rho, \delta)>0$ and $r_{x}>0$, we obtain that

$$
\begin{aligned}
r_{x} & \geq \frac{1}{C(\rho, \delta)}\left\{-\frac{\left\langle H(x), \exp _{x}^{-1} a\right\rangle}{|H(x)|}+\sqrt{\frac{\left\langle H(x), \exp _{x}^{-1} a\right\rangle^{2}}{|H(x)|^{2}}+C(\rho, \delta)\left(\rho^{2}-d^{2}(x, a)\right)}\right\} \\
& \geq \frac{1}{C(\rho, \delta)}\left\{-\frac{\left\langle H(x), \exp _{x}^{-1} a\right\rangle}{|H(x)|}+\frac{\left|\left\langle H(x), \exp _{x}^{-1} a\right\rangle\right|}{|H(x)|}\right\} \\
& =\frac{-2}{C(\rho, \delta)} \frac{\left\langle H(x), \exp _{x}^{-1} a\right\rangle}{|H(x)|} \geq \frac{-2}{C(\rho, \delta)}\left\langle H(x), \exp _{x}^{-1} a\right\rangle \\
& =\frac{2}{C(\rho, \delta)} \int_{\operatorname{supp} \mu} \frac{\left\langle\exp _{x}^{-1} p, \exp _{x}^{-1} a\right\rangle}{d(x, p)} \mu(d p) \\
& =\frac{2 d(x, a)}{C(\rho, \delta)} \int_{\operatorname{supp} \mu}^{\cos \angle p x a \mu(d p) .}
\end{aligned}
$$

Now it suffices to use Lemma 2.11 to obtain that for every $p \in \operatorname{supp}(\mu)$,

$$
\cos \angle p x a \geq \frac{S_{\Delta}(d(x, a)-\sigma)}{S_{\Delta}(d(x, a)+\sigma)}
$$

We are ready to give the desired lower bound.
Lemma 2.25. For every $x \in \bar{B}(a, \rho)$ such that $H(x) \neq 0$ we have

$$
r_{x} \geq \frac{\rho-\sigma}{C(\rho, \delta) F(\rho, \Delta)+1},
$$

where the constant $F(\rho, \Delta) \geq 1$ is given by

$$
F(\rho, \Delta)= \begin{cases}1, & \text { if } \Delta \geq 0 \\ \cosh (2 \rho \sqrt{-\Delta}), & \text { if } \Delta<0\end{cases}
$$

Proof. We prove this for the case when $\Delta>0$. The proof for the cases when $\Delta \leq 0$ is similar. For every $x \in \bar{B}(a, \rho) \backslash \bar{B}(a, \sigma)$, by the preceding lemma we have

$$
r_{x} \geq \frac{2 d(x, a)}{C(\rho, \delta)} \frac{\sin (\sqrt{\Delta}(d(x, a)-\sigma))}{\sin (\sqrt{\Delta}(d(x, a)+\sigma))} .
$$

Note that $0<\sqrt{\Delta}(d(x, a) \pm \sigma)<2 \rho \sqrt{\Delta}<\pi / 2$ and that $(\sin u / \sin v) \geq(u / v)$ for $0<u \leq v \leq \pi / 2$, then we obtain

$$
r_{x} \geq \frac{2 d(x, a)}{C(\rho, \delta)} \frac{d(x, a)-\sigma}{d(x, a)+\sigma} \geq \frac{2 d(x, a)}{C(\rho, \delta)} \frac{d(x, a)-\sigma}{2 d(x, a)}=\frac{d(x, a)-\sigma}{C(\rho, \delta)} .
$$

On the other hand, we always have $r_{x} \geq \rho-d(x, a)$ and hence

$$
r_{x} \geq \max \left\{\rho-d(x, a), \frac{d(x, a)-\sigma}{C(\rho, \delta)}\right\} .
$$

Observe that

$$
\min \left\{\max \left\{\rho-d(x, a), \frac{d(x, a)-\sigma}{C(\rho, \delta)}\right\}: \sigma<d(x, a) \leq \rho\right\}=\frac{\rho-\sigma}{C(\rho, \delta)+1},
$$

then we obtain

$$
r_{x} \geq \frac{\rho-\sigma}{C(\rho, \delta)+1} .
$$

Moreover, for every $x \in \bar{B}(a, \sigma)$ such that $H(x) \neq 0$,

$$
r_{x} \geq \rho-\sigma>\frac{\rho-\sigma}{C(\rho, \delta)+1} .
$$

The proof is complete.
Thanks to the above estimation, we get a practically useful version of Theorem 2.23.

Theorem 2.26. Let $\left(a_{k}\right)_{k}$ be a sequence in $(0,1]$ such that

$$
\lim _{k \rightarrow \infty} a_{k}=0 \quad \text { and } \quad \sum_{k=0}^{\infty} a_{k}=+\infty
$$

Then we can choose

$$
t_{k}=\frac{(\rho-\sigma) a_{k}}{C(\rho, \delta) F(\rho, \Delta)+1}
$$

in Algorithm 6.17 and, with this choice of stepsizes, the generated sequence $\left(x_{k}\right)_{k}$ satisfies

$$
\lim _{k \rightarrow \infty} d\left(x_{k}, \mathfrak{M}_{\mu}\right)=0 \quad \text { and } \quad \lim _{k \rightarrow \infty} f\left(x_{k}\right)=f_{*} .
$$

Moreover, if $\left(a_{k}\right)_{k}$ also verifies that

$$
\sum_{k=0}^{\infty} a_{k}^{2}<+\infty
$$

then there exists some $m \in \mathfrak{M}_{\mu}$ such that $x_{k} \rightarrow m$.
Proof. This is a simple corollary to Lemma 2.25 and Theorem 2.23.
Now we turn to the questions of error estimates and the rate of convergence of the subgradient algorithm under condition $*$.

Proposition 2.27. Let condition $*$ hold and the stepsizes $\left(t_{k}\right)_{k}$ satisfy

$$
\lim _{k \rightarrow \infty} t_{k}=0 \quad \text { and } \quad \sum_{k=0}^{\infty} t_{k}=+\infty
$$

Then there exists $N \in \mathbf{N}$, such that for every $k \geq N$,

$$
d^{2}\left(x_{k}, m\right) \leq b_{k},
$$

where $m$ is the unique median of $\mu$ and the sequence $\left(b_{k}\right)_{k \geq N}$ is defined by

$$
b_{N}=(\rho+\sigma)^{2} \quad \text { and } \quad b_{k+1}=\left(1-2 \tau t_{k}\right) b_{k}+C(\rho, \delta) t_{k}^{2}, \quad k \geq N
$$

which converges to 0 when $k \rightarrow \infty$. More explicitly, for every $k \geq N$,

$$
b_{k+1}=(\rho+\sigma)^{2} \prod_{i=N}^{k}\left(1-2 \tau t_{i}\right)+C(\rho, \delta)\left(\sum_{j=N+1}^{k} t_{j-1}^{2} \prod_{i=j}^{k}\left(1-2 \tau t_{i}\right)+t_{k}^{2}\right) .
$$

Proof. Since $t_{k} \rightarrow 0$, there exists $N \in \mathbf{N}$ such that for every $k \geq N$ we have $2 \tau t_{k}<1$. By Theorem 2.15,

$$
f\left(x_{k}\right)-f_{*} \geq \tau d^{2}\left(x_{k}, m\right) .
$$

Combining this and Lemma 2.22 we obtain

$$
d^{2}\left(x_{k+1}, m\right) \leq\left(1-2 \tau t_{k}\right) d^{2}\left(x_{k}, m\right)+C(\rho, \delta) t_{k}^{2} .
$$

By Proposition 2.7, $d^{2}\left(x_{N}, m\right) \leq(\rho+\sigma)^{2}=b_{N}$. Then by induction it is easily seen that $d^{2}\left(x_{k}, m\right) \leq b_{k}$ for every $k \geq N$. To prove $b_{k} \rightarrow 0$, we first show

$$
\liminf _{k \rightarrow \infty} b_{k}=0
$$

If this is not true, then there exist $N_{1} \geq N$ and $\eta>0$ such that for every $k \geq N_{1}$ we have $b_{k}>\eta$ and $C(\rho, \delta) t_{k}<\tau \eta$. Thus

$$
b_{k+1}=b_{k}+t_{k}\left(C(\rho, \delta) t_{k}-2 \tau b_{k}\right) \leq b_{k}-\tau \eta t_{k} .
$$

By summing the above inequalities we get

$$
\tau \eta \sum_{i=N_{1}}^{k} t_{i} \leq b_{N_{1}}-b_{k+1} \leq b_{N_{1}}
$$

which contradicts $\sum_{k=0}^{\infty} t_{k}=+\infty$ and the assertion is proved.
For every $k \geq N$, we consider the following two cases:
If $b_{k}>C(\rho, \delta) t_{k} /(2 \tau)$, then

$$
b_{k+1}<b_{k}-2 \tau t_{k}\left(C(\rho, \delta) t_{k} /(2 \tau)\right)+C(\rho, \delta) t_{k}^{2}=b_{k}
$$

If $b_{k} \leq C(\rho, \delta) t_{k} /(2 \tau)$, then

$$
b_{k+1} \leq\left(1-2 \tau t_{k}\right) C(\rho, \delta) t_{k} /(2 \tau)+C(\rho, \delta) t_{k}^{2}=C(\rho, \delta) t_{k} /(2 \tau)
$$

Hence we always have

$$
b_{k+1} \leq \max \left\{b_{k}, C(\rho, \delta) t_{k} /(2 \tau)\right\}
$$

which yields by induction that for every $n \geq k$,

$$
b_{n+1} \leq \max \left\{b_{k},(C(\rho, \delta) /(2 \tau)) \max \left\{t_{k}, t_{k+1}, \ldots, t_{n}\right\}\right\}
$$

Then by taking the superior limit on the left hand side and then the inferior limit on the right hand side we conclude that $b_{k} \rightarrow 0$.

Finally, the explicit expressions of $\left(b_{k}\right)_{k}$ are obtained by induction.
We proceed to show that if $\left(t_{k}\right)_{k}$ is chosen to be the harmonic series, then the rate of convergence of our algorithm is sublinear. To do this, we use the following lemma in [70].

Lemma 2.28. Let $\left(u_{k}\right)_{k \geq 0}$ be a sequence of nonnegative real numbers such that

$$
u_{k+1} \leq\left(1-\frac{\alpha}{k+1}\right) u_{k}+\frac{\zeta}{(k+1)^{2}}
$$

where $\alpha$ and $\zeta$ are positive constants. Then

$$
u_{k+1} \leq \begin{cases}\frac{1}{(k+2)^{\alpha}}\left(u_{0}+\frac{2^{\alpha} \zeta(2-\alpha)}{1-\alpha}\right), & \text { if } 0<\alpha<1 ; \\ \frac{\zeta(1+\ln (k+1))}{k+1}, & \text { if } \alpha=1 ; \\ \frac{1}{(\alpha-1)(k+2)}\left(\zeta+\frac{(\alpha-1) u_{0}-\zeta}{\left.(k+2)^{\alpha-1}\right),}\right. & \text { if } \alpha>1 .\end{cases}
$$

Proposition 2.29. Let condition $*$ hold and we choose $t_{k}=r /(k+1)$ for every $k \geq 0$ with some constant $r>0$, then

$$
d^{2}\left(x_{k+1}, m\right) \leq \begin{cases}\frac{1}{(k+2)^{\alpha}}\left((\rho+\sigma)^{2}+\frac{2^{\alpha} r^{2} C(\rho, \delta)(2-\alpha)}{1-\alpha}\right), & \text { if } 0<\alpha<1 \\ \frac{r^{2} C(\rho, \delta)}{k+1}(1+\ln (k+1)), & \text { if } \alpha=1 \\ \frac{1}{(\alpha-1)(k+2)}\left(r^{2} C(\rho, \delta)+\frac{(\alpha-1)(\rho+\sigma)^{2}-r^{2} C(\rho, \delta)}{(k+2)^{\alpha-1}}\right), & \text { if } \alpha>1\end{cases}
$$

where $m$ is the unique median of $\mu$ and $\alpha=2 \tau r$.
Proof. As in the proof of Proposition 2.27, we have for every $k \geq 0$,

$$
d^{2}\left(x_{k+1}, m\right) \leq\left(1-\frac{2 \tau r}{k+1}\right) d^{2}\left(x_{k}, m\right)+\frac{r^{2} C(\rho, \delta)}{(k+1)^{2}} .
$$

Then it suffices to use the preceding lemma with $\alpha=2 \tau r$ and $\zeta=r^{2} C(\rho, \delta)$ by observing that $d\left(x_{0}, m\right) \leq \rho+\sigma$.

## Chapter 3

## Some properties of Fréchet medians in Riemannian manifolds


#### Abstract

The consistency of Fréchet medians is proved for probability measures in proper metric spaces. In the context of Riemannian manifolds, assuming that the probability measure has more than a half mass concentrated in a convex ball, the positions of its Fréchet medians are estimated in terms of the upper bound of sectional curvatures and the concentrated mass. It is also shown that, in compact Riemannian manifolds, the Fréchet sample medians of generic data points are always unique.


### 3.1 Consistency of Fréchet medians in metric spaces

Let ( $M, d$ ) be a proper metric space (recall that a metric space is proper if and only if every bounded and closed subset is compact) and $P_{1}(M)$ denote the set of all the probability measures $\mu$ on $M$ verifying

$$
\int_{M} d\left(x_{0}, p\right) \mu(d p)<\infty, \text { for some } x_{0} \in M
$$

For every $\mu \in P_{1}(M)$ we can define a function

$$
f_{\mu}: \quad M \longrightarrow \mathbf{R}_{+}, \quad x \longmapsto \int_{M} d(x, p) \mu(d p) .
$$

This function is 1-Lipschitz hence continuous on $M$. Since $M$ is proper, $f_{\mu}$ attains its minimum (see [76, p. 42]), so we can give the following definition:
Definition 3.1. Let $\mu$ be a probability measure in $P_{1}(M)$, then a global minimum point of $f_{\mu}$ is called a Fréchet median of $\mu$. The set of all the Fréchet medians of $\mu$ is denoted by $Q_{\mu}$. Let $f_{\mu}^{*}$ denote the global minimum of $f_{\mu}$.

Observe that $Q_{\mu}$ is compact, since the triangle inequality implies that $d(x, y) \leq$ $2 f_{\mu}^{*}$ for every $x, y \in Q_{\mu}$.

To introduce the next proposition, let us recall that the $L^{1}$-Wasserstein distance between two elements $\mu$ and $\nu$ in $P_{1}(M)$ is defined by

$$
W_{1}(\mu, \nu)=\inf _{\pi \in \Pi(\mu, \nu)} \int_{M \times M} d(x, y) d \pi(x, y)
$$

where $\Pi(\mu, \nu)$ is the set of all the probability measures on $M \times M$ with margins $\mu$ and $\nu$. As a useful case for us, observe that $f_{\mu}(x)=W_{1}\left(\delta_{x}, \mu\right)$ for every $x \in M$. The set of all the 1-Lipschitz functions on $M$ is denoted by $\operatorname{Lip}_{1}(M)$.

As is well known that Riemannian barycenters are characterized by convex functions (see [55, Lemma 7.2]), the following proposition shows that Fréchet medians can be characterized by Lipschitz functions.

Proposition 3.2. Let $\mu \in P_{1}(M)$ and $M$ be also separable, then

$$
Q_{\mu}=\left\{x \in M: \varphi(x) \leq f_{\mu}^{*}+\int_{M} \varphi(p) \mu(d p), \text { for every } \varphi \in \operatorname{Lip}_{1}(M)\right\}
$$

Proof. The separability of $M$ ensures that the duality formula of KantorovichRubinstein (see [88, p. 107]) can be applied, so that for every $x \in M$,

$$
\begin{aligned}
x \in Q_{\mu} & \Longleftrightarrow f_{\mu}(x) \leq f_{\mu}^{*} \\
& \Longleftrightarrow W_{1}\left(\delta_{x}, \mu\right) \leq f_{\mu}^{*} \\
& \Longleftrightarrow \sup _{\varphi \in \operatorname{Lip}_{1}(M)}\left|\varphi(x)-\int_{M} \varphi(p) \mu(d p)\right| \leq f_{\mu}^{*} \\
& \Longleftrightarrow \varphi(x) \leq f_{\mu}^{*}+\int_{M} \varphi(p) \mu(d p), \text { for every } \varphi \in \operatorname{Lip}_{1}(M),
\end{aligned}
$$

as desired.
We proceed to show the main result of this section.
Theorem 3.3. Let $\left(\mu_{n}\right)_{n \in \mathbf{N}}$ be a sequence in $P_{1}(M)$ and $\mu$ be another probability measure in $P_{1}(M)$. If $\left(f_{\mu_{n}}\right)_{n}$ converges uniformly on $M$ to $f_{\mu}$, then for every $\varepsilon>0$, there exists $N \in \mathbf{N}$, such that for every $n \geq N$ we have

$$
Q_{\mu_{n}} \subset B\left(Q_{\mu}, \varepsilon\right):=\left\{x \in M: d\left(x, Q_{\mu}\right)<\varepsilon\right\} .
$$

Proof. We prove this by contradiction. Suppose that the assertion is not true, then without loss of generality, we can assume that there exist some $\varepsilon>0$ and a sequence $\left(x_{n}\right)_{n \in \mathbf{N}}$ such that $x_{n} \in Q_{\mu_{n}}$ and $x_{n} \notin B\left(Q_{\mu}, \varepsilon\right)$ for every $n$. If this sequence is bounded, then by choosing a subsequence we can assume that $\left(x_{n}\right)_{n}$ converges to
a point $x_{*} \notin B\left(Q_{\mu}, \varepsilon\right)$ because $M \backslash B\left(Q_{\mu}, \varepsilon\right)$ is closed. However, observe that the uniform convergence of $\left(f_{\mu_{n}}\right)_{n}$ to $f_{\mu}$ implies $f_{\mu_{n}}^{*} \longrightarrow f_{\mu}^{*}$, hence one gets

$$
\begin{aligned}
\left|f_{\mu}\left(x_{*}\right)-f_{\mu}^{*}\right| & \leq\left|f_{\mu}\left(x_{*}\right)-f_{\mu_{n}}\left(x_{*}\right)\right|+\left|f_{\mu_{n}}\left(x_{*}\right)-f_{\mu_{n}}\left(x_{n}\right)\right|+\left|f_{\mu_{n}}\left(x_{n}\right)-f_{\mu}^{*}\right| \\
& \leq \sup _{x \in M}\left|f_{\mu_{n}}(x)-f_{\mu}(x)\right|+d\left(x_{*}, x_{n}\right)+\left|f_{\mu_{n}}^{*}-f_{\mu}^{*}\right| \longrightarrow 0 .
\end{aligned}
$$

So that $f_{\mu}\left(x_{*}\right)=f_{\mu}^{*}$, that is to say $x_{*} \in Q_{\mu}$. This is impossible, hence $\left(x_{n}\right)_{n}$ is not bounded. Now we fix a point $\bar{x} \in Q_{\mu}$, always by choosing a subsequence we can assume that $d\left(x_{n}, \bar{x}\right) \longrightarrow+\infty$, then

$$
\begin{align*}
f_{\mu}\left(x_{n}\right) & =\int_{M} d\left(x_{n}, p\right) \mu(d p) \geq \int_{M}\left(d\left(x_{n}, \bar{x}\right)-d(\bar{x}, p)\right) \mu(d p) \\
& =d\left(x_{n}, \bar{x}\right)-f_{\mu}^{*} \longrightarrow+\infty \tag{1.1}
\end{align*}
$$

On the other hand,

$$
\begin{aligned}
\left|f_{\mu}\left(x_{n}\right)-f_{\mu}^{*}\right| & \leq\left|f_{\mu}\left(x_{n}\right)-f_{\mu_{n}}\left(x_{n}\right)\right|+\left|f_{\mu_{n}}\left(x_{n}\right)-f_{\mu}^{*}\right| \\
& \leq \sup _{x \in M}\left|f_{\mu_{n}}(x)-f_{\mu}(x)\right|+\left|f_{\mu_{n}}^{*}-f_{\mu}^{*}\right| \longrightarrow 0 .
\end{aligned}
$$

This contradicts (1.1), the proof is complete.
Remark 3.4. A sufficient condition to ensure the uniform convergence of $\left(f_{\mu_{n}}\right)_{n}$ on $M$ to $f_{\mu}$ is that $W_{1}\left(\mu_{n}, \mu\right) \longrightarrow 0$, since

$$
\sup _{x \in M}\left|f_{\mu_{n}}(x)-f_{\mu}(x)\right|=\sup _{x \in M}\left|W_{1}\left(\delta_{x}, \mu_{n}\right)-W_{1}\left(\delta_{x}, \mu\right)\right| \leq W_{1}\left(\mu_{n}, \mu\right) .
$$

The consistency of Fréchet means is proved in [25, Theorem 2.3]. The consistency of Fréchet medians given below is a corollary to Theorem 3.3. A similar result can be found in [76, p. 44].
Corollary 3.5. Let $\left(X_{n}\right)_{n \in \mathbf{N}}$ be a sequence of i.i.d random variables of law $\mu \in$ $P_{1}(M)$ and $\left(m_{n}\right)_{n \in \mathbf{N}}$ be a sequence of random variables such that $m_{n} \in Q_{\mu_{n}}$ with $\mu_{n}=\frac{1}{n} \sum_{k=1}^{n} \delta_{X_{k}}$. If $\mu$ has a unique Fréchet median $m$, then $m_{n} \longrightarrow m$ a.s.
Proof. By Theorem 3.3 and Remark 3.4, it suffices to show that $\mu_{n} \xrightarrow{W_{1}} \mu$ a.s. This is equivalent to show that (see [88, p. 108]) for every $f \in C_{b}(M)$,

$$
\frac{1}{n} \sum_{k=1}^{n} f\left(X_{k}\right) \longrightarrow \int_{M} f(p) \mu(d p) \quad \text { a.s. }
$$

and for every $x \in M$,

$$
\frac{1}{n} \sum_{k=1}^{n} d\left(x, X_{k}\right) \longrightarrow \int_{M} d(x, p) \mu(d p) \quad \text { a.s. }
$$

These two assertions are trivial corollaries to the strong law of large numbers, hence the result holds.

### 3.2 Robustness of Fréchet medians in Riemannian manifolds

Throughout this section, we assume that $M$ is a complete Riemannian manifold with dimension no less than 2 , whose Riemannian distance is denoted by $d$. We fix a closed geodesic ball

$$
\bar{B}(a, \rho)=\{x \in M: d(x, a) \leq \rho\}
$$

in $M$ centered at $a$ with a finite radius $\rho>0$ and a probability measure $\mu \in P_{1}(M)$ such that

$$
\mu(\bar{B}(a, \rho))=\alpha>\frac{1}{2} .
$$

The aim of this section is to estimate the positions of the Fréchet medians of $\mu$, which gives a quantitative estimation for robustness. To this end, the following type of functions are of fundamental importance for our methods. Let $x, z \in M$, define

$$
h_{x, z}: \quad \bar{B}(a, \rho) \longrightarrow \mathbf{R}, \quad p \longmapsto d(x, p)-d(z, p) .
$$

Obviously, $h_{x, z}$ is continuous and attains its minimum.
Our method of estimating the position of $Q_{\mu}$ is essentially based on the following simple observation.

Proposition 3.6. Let $x \in \bar{B}(a, \rho)^{c}$ and assume that there exists $z \in M$ such that

$$
\min _{p \in \bar{B}(a, \rho)} h_{x, z}(p)>\frac{1-\alpha}{\alpha} d(x, z),
$$

then $x \notin Q_{\mu}$.
Proof. Clearly one has

$$
\begin{aligned}
f_{\mu}(x)-f_{\mu}(z) & =\int_{\bar{B}(a, \rho)}(d(x, p)-d(z, p)) \mu(d p)+\int_{M \backslash \bar{B}(a, \rho)}(d(x, p)-d(z, p)) \mu(d p) \\
& \geq \alpha \min _{p \in \bar{B}(a, \rho)} h_{x, z}(p)-(1-\alpha) d(x, z)>0
\end{aligned}
$$

The proof is complete.
By choosing the dominating point $z=a$ in Proposition 3.6 we get the following basic estimation.

Theorem 3.7. The set $Q_{\mu}$ of all the Fréchet medians of $\mu$ verifies

$$
Q_{\mu} \subset \bar{B}\left(a, \frac{2 \alpha \rho}{2 \alpha-1}\right) .
$$

Proof. Observe that for every $p \in \bar{B}(a, \rho)$,

$$
h_{x, a}(p)=d(x, p)-d(a, p) \geq d(x, a)-2 d(a, p) \geq d(x, a)-2 \rho .
$$

Hence Proposition 3.6 yields

$$
\begin{aligned}
Q_{\mu} \cap \bar{B}(a, \rho)^{c} & \subset\left\{x \in M: \min _{p \in \bar{B}(a, \rho)} h_{x, a}(p) \leq \frac{1-\alpha}{\alpha} d(x, a)\right\} \\
& \subset\left\{x \in M: d(x, a)-2 \rho \leq \frac{1-\alpha}{\alpha} d(x, a)\right\} \\
& =\left\{x \in M: d(x, a) \leq \frac{2 \alpha \rho}{2 \alpha-1}\right\}
\end{aligned}
$$

The proof is complete.
Remark 3.8. It is easily seen that the conclusions of Proposition 3.6 and Theorem 3.7 also hold if $M$ is only a proper metric space.

Remark 3.9. As a direct corollary to Theorem 3.7, if $\mu$ is a probability measure in $P_{1}(M)$ such that for some point $m \in M$ one has $\mu\{m\}>1 / 2$, then $m$ is the unique Fréchet median of $\mu$.

Thanks to Theorem 3.7, from now on we only have to work in the closed geodesic ball

$$
B_{*}=\bar{B}\left(a, \frac{2 \alpha \rho}{2 \alpha-1}\right) .
$$

Thus let $\Delta$ be an upper bound of sectional curvatures in $B_{*}$ and inj be the injectivity radius of $B_{*}$. Moreover, we shall always assume that the following concentration condition is fulfilled throughout the rest part of this section:

## Assumption 3.10.

$$
\frac{2 \alpha \rho}{2 \alpha-1}<r_{*}:=\min \left\{\frac{\pi}{\sqrt{\Delta}}, \text { inj }\right\}
$$

where if $\Delta \leq 0$, then $\pi / \sqrt{\Delta}$ is interpreted as $+\infty$.
In view of Proposition 3.6 and Theorem 3.7, estimating the position of $Q_{\mu}$ can be achieved by estimating the minimum of the functions $h_{x, z}$ for some $x, z \in B_{*}$. The following lemma enables us to use the comparison argument proposed in [1] to compare the configurations in $B_{*}$ with the ones in model spaces in order to obtain lower bounds of the functions $h_{x, z}$.

Lemma 3.11. Let $x \in B_{*} \backslash \bar{B}(a, \rho)$ and $y$ be the intersection point of the boundary of $\bar{B}(a, \rho)$ and the minimal geodesic joining $x$ and $a$. Let $z \neq x$ be another point on the minimal geodesic joining $x$ and $a$. Assume that $d(a, x)+d(a, z)<r_{*}$, then

$$
\operatorname{argmin} h_{x, z} \subset\left\{p \in \bar{B}(a, \rho): d(x, p)+d(p, z)+d(z, x)<2 r_{*}\right\} .
$$

Proof. Let $p \in \bar{B}(a, \rho)$ such that $d(x, p)+d(p, z)+d(z, x) \geq 2 r_{*}$, then

$$
\begin{align*}
h_{x, z}(p) & \geq 2 r_{*}-d(x, z)-2 d(z, p) \\
& >2(d(a, x)+d(a, z))-d(x, z)-2(d(a, z)+\rho) \\
& =d(x, y)-d(a, y)+d(a, z) . \tag{2.2}
\end{align*}
$$

If $d(a, y)>d(a, z)$, then (2.2) yields $h_{x, z}(p)>h_{x, z}(y)$, thus $p$ cannot be a minimum point of $h_{x, z}$. On the other hand, if $d(a, y) \leq d(a, z)$, then (2.2) gives that $h_{x, z}(p)>$ $d(x, y)+d(y, z) \geq d(x, z)$, which is impossible. Hence in either case, every minimum point $p$ of $h_{x, z}$ must verify $d(x, p)+d(p, z)+d(z, x)<2 r_{*}$.

As a preparation for the comparison arguments in the following, let us recall the definition of model spaces. For a real number $\kappa$, the model space $\mathbb{M}_{\kappa}^{2}$ is defined as follows:

1) if $\kappa>0$, then $\mathbb{M}_{\kappa}^{2}$ is obtained from the sphere $\mathbb{S}^{2}$ by multiplying the distance function by $1 / \sqrt{\kappa}$;
2) if $\kappa=0$, then $\mathbb{M}_{\kappa}^{2}$ is the Euclidean space $\mathbb{E}^{2}$;
3) if $\kappa<0$, then $\mathbb{M}_{\kappa}^{2}$ is obtained from the hyperbolic space $\mathbb{H}^{2}$ by multiplying the distance function by $1 / \sqrt{-\kappa}$.
Moreover, the distance between two points $\bar{x}$ and $\bar{y}$ in $\mathbb{M}_{\kappa}^{2}$ will be denoted by $\bar{d}(\bar{x}, \bar{y})$.
The following proposition says that for the positions of Fréchet medians, if comparisons can be done, then the model space $\mathbb{M}_{\Delta}^{2}$ is the worst case.
Proposition 3.12. Consider in $\mathbb{M}_{\Delta}^{2}$ the same configuration as that in Lemma 3.11: a closed geodesic ball $\bar{B}(\bar{a}, \rho)$ and a point $\bar{x}$ such that $\bar{d}(\bar{x}, \bar{a})=d(x, a)$. We denote $\bar{y}$ the intersection point of the boundary of $\bar{B}(\bar{a}, \rho)$ and the minimal geodesic joining $\bar{x}$ and $\bar{a}$. Let $\bar{z}$ be a point in the minimal geodesic joining $\bar{x}$ and $\bar{a}$ such that $\bar{d}(\bar{a}, \bar{z})=d(a, z)$. Assume that $d(a, x)+d(a, z)<r_{*}$, then

$$
\min _{p \in \bar{B}(a, \rho)} h_{x, z}(p) \geq \min _{\bar{p} \in \bar{B}(\bar{a}, \rho)} \bar{h}_{\bar{x}, \bar{z}}(\bar{p}),
$$

where $\bar{h}_{\bar{x}, \bar{z}}(\bar{p}):=\bar{d}(\bar{x}, \bar{p})-\bar{d}(\bar{z}, \bar{p})$.
Proof. Let $p \in \operatorname{argmin} h_{x, z}$. Consider a comparison point $\bar{p} \in \mathbb{M}_{\Delta}^{2}$ such that $\bar{d}(\bar{z}, \bar{p})=d(z, p)$ and $\angle \bar{a} \bar{z} \bar{p}=\angle a z p$. Then the assumption $d(a, x)+d(a, z)<r_{*}$ and the hinge version of Alexandrov-Toponogov comparison theorem (see [32, Exercise IX.1, p. 420]) yield that $\bar{d}(\bar{a}, \bar{p}) \leq d(a, p)=\rho$, i.e. $\bar{p} \in \bar{B}(\bar{a}, \rho)$. Now by hinge comparison again and Lemma 3.11, we get $\bar{d}(\bar{p}, \bar{x}) \leq d(p, x)$, which implies that

$$
h_{x, z}(p) \geq \bar{h}_{\bar{x}, \bar{z}}(\bar{p}) \geq \min _{\bar{p} \in \bar{B}(\bar{a}, \rho)} \bar{h}_{\bar{x}, \bar{z}}(\bar{p}) .
$$

The proof is complete.
According to Proposition 3.12, it suffices to find the minima of the functions $h_{x, z}$ when $M$ equals $\mathbb{S}^{2}, \mathbb{E}^{2}$ and $\mathbb{H}^{2}$, which are of constant curvatures 1,0 and -1 , respectively.

Proposition 3.13. Let $t, u \geq 0$ such that $u<\rho+t \leq 2 \alpha \rho /(2 \alpha-1)$.
i) If $M=\mathbb{S}^{2}$, let $x=(\sin (\rho+t), 0, \cos (\rho+t))$ and $z=(\sin u, 0, \cos u)$. Assume that $\rho+t+u<\pi$, then

$$
\min _{\bar{B}(a, \rho)} h_{x, z}= \begin{cases}t-\rho+u, & \text { if } \cot u \geq 2 \cot \rho-\cot (\rho+t) \\ \arccos \left(\cos (\rho+t-u)+\frac{\sin ^{2} \rho \sin ^{2}(\rho+t-u)}{2 \sin u \sin (\rho+t)}\right), \quad \text { if not. }\end{cases}
$$

ii) If $M=\mathbb{E}^{2}$, let $a=(0,0), x=(\rho+t, 0), z=(u, 0)$, then

$$
\min _{\bar{B}(a, \rho)} h_{x, z}=\left\{\begin{array}{lc}
t-\rho+u, & \text { if } u \leq \frac{(\rho+t) \rho}{\rho+2 t} \\
(\rho+t-u) \sqrt{1-\frac{\rho^{2}}{u(\rho+t)}}, & \text { if not. }
\end{array}\right.
$$

iii) If $M=\mathbb{H}^{2}$, let $a=(0,0,1), x=(\sinh (\rho+t), 0, \cosh (\rho+t))$ and $z=$ $(\sinh u, 0, \cosh u)$, then
$\min _{\bar{B}(a, \rho)} h_{x, z}= \begin{cases}t-\rho+u, & \text { if } \operatorname{coth} u \geq 2 \operatorname{coth} \rho-\operatorname{coth}(\rho+t) ; \\ \operatorname{arccosh}\left(\cosh (\rho+t-u)-\frac{\sinh ^{2} \rho \sinh ^{2}(\rho+t-u)}{2 \sinh u \sinh (\rho+t)}\right), \quad \text { if not. }\end{cases}$
We shall only prove the result for the case when $M=\mathbb{S}^{2}$, since the proofs for $M=\mathbb{E}^{2}$ and $M=\mathbb{H}^{2}$ are similar and easier. The proof consists of some lemmas, the first one below says that $h_{x, z}$ is smooth at its minimum points which can only appear on the boundary of the ball $\bar{B}(a, \rho)$.

Lemma 3.14. Let $x^{\prime}$ and $z^{\prime}$ be the antipodes of $x$ and $z$. Then $z^{\prime} \notin \bar{B}(a, \rho)$ and all the local minimum points of $h_{x, z}$ are contained in $\partial \bar{B}(a, \rho) \backslash\left\{x^{\prime}\right\}$.

Proof. It is easily seen that $d\left(z^{\prime}, a\right)=\pi-u>\rho$, so that $z^{\prime} \notin \bar{B}(a, \rho)$. Observe that $x^{\prime}$ is a global maximum point of $h_{x, z}$ which is not locally constant, so that $x^{\prime}$ cannot be a local minimum. Now let $p \in B(a, \rho)$ be a local minimum of $h_{x, z}$, then $h_{x, z}$ is smooth at $p$. It follows that $\operatorname{grad} h_{x, z}(p)=0$, which yields that $h_{x, z}(p)=d(x, z)$, this is a contradiction. The proof is complete.

The following lemma characterizes the global minimum points of $h_{x, z}$.

Lemma 3.15. The set of global minimum points of $h_{x, z}$ verifies

$$
\operatorname{argmin} h_{x, z}= \begin{cases}\{y\}, & \text { if } \cot u \geq 2 \cot \rho-\cot (\rho+t) ; \\ \left\{p \in \partial \bar{B}(a, \rho): \frac{\sin (\rho+t)}{\sin d(x, p)}=\frac{\sin u}{\sin d(z, p)}\right\}, & \text { if not, }\end{cases}
$$

where $y$ is the intersection point of the boundary of $\bar{B}(a, \rho)$ and the minimal geodesic joining $x$ and $a$.

Proof. Thanks to Lemma 3.14, it suffices to find the global minimum points of $h_{x, z}$ for $p=(\sin \rho \cos \theta, \sin \rho \sin \theta, \cos \rho)$ and $\theta \in[0,2 \pi)$. In this case,

$$
\begin{aligned}
h_{x, z}(p)= & d(x, p)-d(z, p) \\
= & \arccos (\sin (\rho+t) \sin \rho \cos \theta+\cos (\rho+t) \cos \rho) \\
& -\arccos (\sin u \sin \rho \cos \theta+\cos u \cos \rho) \\
:= & h(\theta)
\end{aligned}
$$

Hence let $p=(\sin \rho \cos \theta, \sin \rho \sin \theta, \cos \rho)$ be a local minimum point of $h_{x, z}$, then Lemma 3.14 yields that $h^{\prime}(\theta)$ exists and equals zero. On the other hand, by elementary calculation,

$$
\begin{aligned}
h^{\prime}(\theta)= & \sin \rho \sin \theta\left(\frac{\sin (\rho+t)}{\sqrt{1-(\sin (\rho+t) \sin \rho \cos \theta+\cos (\rho+t) \cos \rho)^{2}}}\right. \\
& \left.-\frac{\sin u}{\sqrt{1-(\sin u \sin \rho \cos \theta+\cos u \cos \rho)^{2}}}\right) \\
= & \sin \rho \sin \theta\left(\frac{\sin (\rho+t)}{\sin d(x, p)}-\frac{\sin u}{\sin d(z, p)}\right)
\end{aligned}
$$

where the second equality is because of the spherical law of cosines. Hence we have necessarily

$$
\theta=0, \pi \quad \text { or } \quad \frac{\sin (\rho+t)}{\sin d(x, p)}=\frac{\sin u}{\sin d(z, p)}
$$

Firstly, we observe that $w$, the corresponding point $p$ when $\theta=\pi$, cannot be a minimum point. In fact, let $w^{\prime}$ be the antipode of $w$. If $d(x, a)<d\left(w^{\prime}, a\right)$, then $h_{x, z}(w)=d(x, z)$. So that $w$ is a maximum point. On the other hand, if $d(x, a) \geq d\left(w^{\prime}, a\right)$, then $d(w, x)+d(x, z)+d(z, w) \equiv 2 \pi$. Hence Lemma 3.11 and the condition $\rho+t+u<\pi$ imply that $w$ is not a minimum point. So that the assertion holds.

Now assume that $p \neq w, y$ such that

$$
\begin{equation*}
\frac{\sin (\rho+t)}{\sin d(x, p)}=\frac{\sin u}{\sin d(z, p)} \tag{2.3}
\end{equation*}
$$

Let $\beta=\angle z p a$. Then by the spherical law of sines, (2.3) is equivalent to $\sin (\beta+$ $\angle z p x)=\sin \beta$, i.e. that $\angle z p x=\pi-2 \beta$. Applying the spherical law of sines to $\triangle z p x$ we get

$$
\begin{equation*}
\frac{\sin \angle x}{\sin d(z, p)}=\frac{\sin 2 \beta}{\sin (\rho+t-u)} \tag{2.4}
\end{equation*}
$$

By the spherical law of sines in $\triangle a p x$,

$$
\begin{equation*}
\frac{\sin \angle x}{\sin \rho}=\frac{\sin \beta}{\sin (\rho+t)} \tag{2.5}
\end{equation*}
$$

Then $(2.4) /(2.5)$ gives that

$$
\begin{equation*}
\sin d(z, p) \cos \beta=\frac{\sin \rho \sin (\rho+t-u)}{2 \sin (\rho+t)} \tag{2.6}
\end{equation*}
$$

By the spherical law of cosines in $\triangle a z p$,

$$
\begin{equation*}
\sin d(z, p) \cos \beta=\frac{\cos u-\cos \rho \cos d(z, p)}{\sin \rho} \tag{2.7}
\end{equation*}
$$

Then (2.6) and (2.7) give that

$$
\begin{equation*}
\cos d(z, p)=\frac{2 \cos u \sin (\rho+t)-\sin ^{2} \rho \sin (\rho+t-u)}{2 \cos \rho \sin (\rho+t)} . \tag{2.8}
\end{equation*}
$$

Moreover, by (2.8) and spherical law of cosines in $\triangle a z p$,

$$
\begin{equation*}
\cos \theta=\frac{\tan \rho}{2}(\cot u+\cot (\rho+t)) \tag{2.9}
\end{equation*}
$$

The condition $0<\rho+t+u<\pi$ and (2.9) give that

$$
\begin{equation*}
\cos \theta=\frac{\tan \rho \sin (\rho+t+u)}{2 \sin u \sin (\rho+t)}>0 \tag{2.10}
\end{equation*}
$$

Furthermore, considering $p \neq y$ we must have $\cos \theta<1$. By (2.9) this is equivalent to

$$
\begin{equation*}
\cot u<2 \cot \rho-\cot (\rho+t) \tag{2.11}
\end{equation*}
$$

which is also equivalent to

$$
\begin{equation*}
\frac{\sin (\rho-u)}{\sin u}<\frac{\sin t}{\sin (\rho+t)} \tag{2.12}
\end{equation*}
$$

For the case when $u \geq \rho$ it is easily seen that $y$ is a maximum point of $h_{x, z}$ and hence $p$ must verify (2.3) and the corresponding $\theta$ is determined by (2.9). Hence in this case, there are exactly two local minimum points of $h_{x, z}$ and obviously they are also global ones.

Now let $u<\rho$, then easy computation gives

$$
\begin{equation*}
h^{\prime \prime}(0)=\sin \rho\left(\frac{\sin (\rho+t)}{\sin t}-\frac{\sin u}{\sin (\rho-u)}\right) . \tag{2.13}
\end{equation*}
$$

Hence if $\frac{\sin (\rho+t)}{\sin t} \geq \frac{\sin u}{\sin (\rho-u)}$, then (2.12) yields that $y$ is the unique global minimum of $h_{x, z}$. In the opposite case, (2.13) implies that $y$ is a local maximum point. Hence the same argument as in the case when $u \geq \rho$ completes the proof of lemma.

We need the following technical lemma.
Lemma 3.16. If $\cot u<2 \cot \rho-\cot (\rho+t)$, then every $p \in \operatorname{argmin} h_{x, z}$ verifies $0<d(x, p)-d(z, p)<\pi$.

Proof. It suffices to show $d(x, p)>d(z, p)$. For the case when $u<\rho$, we firstly show that $d(z, p)<\pi / 2$. In fact, by (2.8) this is equivalent to show that

$$
\begin{equation*}
\left(1+\cos ^{2} \rho\right) \cos u \sin (\rho+t)+\sin ^{2} \rho \sin u \cos (\rho+t)>0 \tag{2.14}
\end{equation*}
$$

If $\rho+t \leq \pi / 2$, (2.14) is trivially true. Now assume $\rho+t>\pi / 2$. So that $\pi / 2<$ $\rho+t<\pi-u$, which implies $\sin (\rho+t)>\sin u$ and $\cos (\rho+t)>-\cos u$. Hence we get

$$
\begin{aligned}
& \left(1+\cos ^{2} \rho\right) \cos u \sin (\rho+t)+\sin ^{2} \rho \sin u \cos (\rho+t) \\
> & \left(1+\cos ^{2} \rho\right) \cos u \sin u-\sin ^{2} \rho \sin u \cos u \\
= & 2 \cos ^{2} \rho \cos u \sin u>0
\end{aligned}
$$

So that $d(z, p)<\pi / 2$ holds. Now if $d(x, p) \geq \pi / 2$, then obviously $d(x, p)>d(z, p)$. So that assume $d(x, p)<\pi / 2$. Observe that $\rho+t+u<\pi$ implies $\sin u<\sin (\rho+t)$, then (2.3) yields $d(x, p)>d(z, p)$.

For the case when $u \geq \rho$, it suffices to show that $\cos d(z, p)>\cos d(x, p)$ for every $p=(\sin \rho \cos \theta, \sin \rho \sin \theta, \cos \rho)$ with $\theta \in[0, \pi]$. Now let

$$
\begin{aligned}
g(\theta) & =\sin \rho \cos \theta(\sin u-\sin (\rho+t))+\cos \rho(\cos u-\cos (\rho+t)) \\
& =\cos d(z, p)-\cos d(x, p)
\end{aligned}
$$

Then $g^{\prime}(\theta)=-\sin \rho \sin \theta(\sin u-\sin (\rho+t))$. Observe that $\rho+t+u<\pi$ and $u<\rho+t$ imply that $\sin u<\sin (\rho+t)$, hence $g(\theta) \geq g(0)=\cos d(z, y)-\cos d(x, y)>0$. The proof is complete.

Proof of Proposition 3.13. By Lemma 3.15, it suffices to consider the case when $\cot u<2 \cot \rho-\cot (\rho+t)$. Let $p \in \operatorname{argmin} h_{x, z}$, then by (2.9) and the spherical law of cosines in $\triangle a p x$,

$$
\begin{equation*}
\cos d(x, p)=\frac{2 \cos (\rho+t) \sin u+\sin ^{2} \rho \sin (\rho+t-u)}{2 \cos \rho \sin u} . \tag{2.15}
\end{equation*}
$$

Now let $u=\rho-v$, then $\rho+t-u=t+v$. So that (2.8) and (2.15) become

$$
\begin{align*}
& \cos d(z, p)=\frac{2 \cos (\rho-v) \sin (\rho+t)-\sin ^{2} \rho \sin (t+v)}{2 \cos \rho \sin (\rho+t)}  \tag{2.16}\\
& \cos d(x, p)=\frac{2 \cos (\rho+t) \sin (\rho-v)+\sin ^{2} \rho \sin (t+v)}{2 \cos \rho \sin (\rho-v)} \tag{2.17}
\end{align*}
$$

It follows that

$$
\begin{align*}
\cos d(z, p) \cos d(x, p)= & (4 \cos (\rho-v) \sin (\rho+t) \cos (\rho+t) \sin (\rho-v) \\
& \left.+2 \sin ^{2} \rho \sin ^{2}(t+v)-\sin ^{4} \rho \sin ^{2}(t+v)\right) \\
& /\left(4 \cos ^{2} \rho \sin (\rho+t) \sin (\rho-v)\right) . \tag{2.18}
\end{align*}
$$

On the other hand, (2.3) and (2.16) yield that

$$
\begin{align*}
\sin d(z, p) \sin d(x, p)= & \left(1-\cos ^{2} d(z, p)\right) \frac{\sin (\rho+t)}{\sin (\rho-v)} \\
= & \left(4 \sin ^{2}(\rho+t)\left(\cos ^{2} \rho-\cos ^{2}(\rho-v)\right)-\sin ^{4} \rho \sin ^{2}(t+v)\right. \\
& \left.+4 \sin ^{2} \rho \sin (t+v) \sin (\rho+t) \cos (\rho-v)\right) \\
& /\left(4 \cos ^{2} \rho \sin (\rho+t) \sin (\rho-v)\right) \tag{2.19}
\end{align*}
$$

Then by (2.18) and (2.19) we obtain

$$
\begin{aligned}
& 4 \cos ^{2} \rho \sin (\rho+t) \sin (\rho-v)(\cos (d(x, p)-d(z, p))-\cos (t+v)) \\
= & 4 \cos ^{2} \rho \sin (\rho+t) \sin (\rho-v)(\cos d(x, p) \cos d(z, p)+\sin d(x, p) \sin d(z, p)-\cos (t+v)) \\
= & 4 \cos (\rho-v) \sin (\rho-v) \cos (\rho+t) \sin (\rho+t)+2 \sin ^{2} \rho \cos ^{2} \rho \sin ^{2}(t+v) \\
& \left.+4 \sin ^{2}(\rho+t)\left(\cos ^{2} \rho-\cos ^{2}(\rho-v)\right)+4 \sin ^{2} \rho \sin (\rho+t) \cos (\rho-v) \sin (t+v)\right) \\
& -4 \cos ^{2} \rho \sin (\rho+t) \sin (\rho-v) \cos (t+v) \\
= & \left(-4 \cos ^{4} \rho \cos ^{2} v \sin ^{2} t-4 \cos ^{4} \rho \sin ^{2} t \sin ^{2} v+4 \cos ^{4} \rho \sin ^{2} t\right) \\
& +\left(-8 \cos ^{3} \rho \cos t \cos ^{2} v \sin \rho \sin t-8 \cos ^{3} \rho \cos t \sin \rho \sin t \sin ^{2} v+8 \cos ^{3} \rho \cos t \sin \rho \sin t\right) \\
& +\left(-4 \cos ^{2} \rho \cos ^{2} t \cos ^{2} v \sin ^{2} \rho-2 \cos ^{2} \rho \cos ^{2} t \sin ^{2} \rho \sin ^{2} v+4 \cos ^{2} \rho \cos ^{2} t \sin ^{2} \rho\right) \\
& +4 \cos ^{2} \rho \sin ^{2} \rho \sin v \cos v \sin t \cos t+2 \cos ^{2} \rho \cos ^{2} v \sin ^{2} \rho \sin ^{2} t \\
= & 2 \cos ^{2} \rho \sin ^{2} \rho \cos ^{2} t \sin ^{2} v+4 \cos ^{2} \rho \sin ^{2} \rho \sin v \cos v \sin t \cos t+2 \cos ^{2} \rho \cos ^{2} v \sin ^{2} \rho \sin ^{2} t \\
= & 2 \cos ^{2} \rho \sin ^{2} \rho \sin ^{2}(t+v) .
\end{aligned}
$$

As a result,

$$
\begin{aligned}
\cos (d(x, p)-d(z, p)) & =\cos (t+v)+\frac{2 \cos ^{2} \rho \sin ^{2} \rho \sin ^{2}(t+v)}{4 \cos ^{2} \rho \sin (\rho+t) \sin (\rho-v)} \\
& =\cos (t+v)+\frac{\sin ^{2} \rho \sin ^{2}(t+v)}{2 \sin (\rho+t) \sin (\rho-v)} \\
& =\cos (\rho+t-u)+\frac{\sin ^{2} \rho \sin ^{2}(\rho+t-u)}{2 \sin u \sin (\rho+t)}
\end{aligned}
$$

Now it suffices to use Lemma 3.16 to finish the proof.
We also need the following lemma.
Lemma 3.17. Let $\kappa$ be real number and $1 / 2<\alpha \leq 1$. For $t \in(0, \rho /(2 \alpha-1)]$ define

$$
F_{\alpha, \rho, \kappa}(t)= \begin{cases}\cot (\sqrt{\kappa}(2 \alpha-1) t)-\cot (\sqrt{\kappa} t)-2 \cot (\sqrt{\kappa} \rho), & \text { if } \kappa>0 \\ (1-\alpha) \rho-(2 \alpha-1) t, & \text { if } \kappa=0 \\ \operatorname{coth}(\sqrt{-\kappa}(2 \alpha-1) t)-\operatorname{coth}(\sqrt{-\kappa} t)-2 \operatorname{coth}(\sqrt{-\kappa} \rho), & \text { if } \kappa<0\end{cases}
$$

Assume that $1 / 2<\alpha<1$, then there exists a unique $t_{\kappa} \in(0, \rho /(2 \alpha-1))$ such that

$$
\left\{t \in\left(0, \frac{\rho}{2 \alpha-1}\right]: F_{\alpha, \rho, \kappa}(t) \geq 0\right\}=\left(0, t_{\kappa}\right] .
$$

In this case, when $\kappa \leq 0$, the function $F_{\alpha, \rho, \kappa}$ is strictly deceasing.
Proof. We only prove the case when $\kappa=1$, since the proof of the other two cases are similar and easier. Observe that $F_{\alpha, \rho, 1}(0+)=+\infty$ (since $1 / 2<\alpha<1$ ) and $F_{\alpha, \rho, 1}(\rho /(2 \alpha-1))<0($ since $2 \alpha \rho /(2 \alpha-1)<\pi)$, then there exists some $t_{1} \in$ $(0, \rho /(2 \alpha-1))$ such that $F_{\alpha, \rho, 1}\left(t_{1}\right)=0$. Moreover,

$$
F_{\alpha, \rho, 1}^{\prime}(t)=\frac{1}{\sin ^{2}((2 \alpha-1) t)}\left(\left(\frac{\sin ((2 \alpha-1) t)}{\sin t}\right)^{2}-(2 \alpha-1)\right) .
$$

Observe that the function $l(t)=\sin ((2 \alpha-1) t) / \sin t$ is strictly increasing on $(0, \pi /(2 \alpha)]$, $l^{2}(0+)=(2 \alpha-1)^{2}<2 \alpha-1$ and $l^{2}(\pi /(2 \alpha))=1>2 \alpha-1$. Hence there exists a unique $s \in(0, \pi /(2 \alpha))$ such that if $t<s$, then $F_{\alpha, \rho, 1}^{\prime}(t)<0$; if $t=s$, then $F_{\alpha, \rho, 1}^{\prime}(t)=0$; if $t>s$, then $F_{\alpha, \rho, 1}^{\prime}(t)>0$. Hence $F_{\alpha, \rho, 1}$ is strictly decreasing on $(0, s]$ and strictly increasing on $[s, \rho /(2 \alpha-1)]$. Since $F_{\alpha, \rho, 1}(\rho /(2 \alpha-1))<0$, the point $t_{1}$ must be unique. Moreover, it is easily seen that $\left\{F_{\alpha, \rho, 1} \geq 0\right\}=\left(0, t_{1}\right]$. The proof is complete.

The main theorem of this section is justified by the lemma below.
Lemma 3.18. Assumption 3.10 implies that

$$
\frac{\alpha S_{\Delta}(\rho)}{\sqrt{2 \alpha-1}}<S_{\Delta}\left(\frac{r_{*}}{2}\right), \text { where } S_{\Delta}(t):= \begin{cases}\sin (\sqrt{\Delta} t), & \text { if } \Delta>0 \\ t, & \text { if } \Delta=0 \\ \sinh (\sqrt{-\Delta} t), & \text { if } \Delta<0\end{cases}
$$

Proof. We only prove the case when $\Delta>0$, since the proof for the cases when $\Delta \leq 0$ are easier. Without loss of generality, we can assume that $\Delta=1$. Since

$$
\frac{2 \alpha \rho}{2 \alpha-1}<r_{*} \Longleftrightarrow \sin \rho<\sin \frac{2 \alpha-1}{2 \alpha} r_{*},
$$

it is sufficient to show that

$$
\frac{\alpha}{\sqrt{2 \alpha-1}} \sin \frac{2 \alpha-1}{2 \alpha} r_{*}<\sin \frac{r_{*}}{2} .
$$

To this end, let $c=r_{*} / 2 \in(0, \pi / 2]$, we will show that the function

$$
f(\alpha)=\frac{\alpha}{\sqrt{2 \alpha-1}} \sin \frac{2 \alpha-1}{\alpha} c
$$

is strictly increasing for $\alpha \in(1 / 2,1)$. Easy computation gives that

$$
f^{\prime}(\alpha)>0 \Longleftrightarrow \frac{\tan (\theta c)}{\theta c}<\frac{2-\theta}{1-\theta},
$$

where $\theta=(2 \alpha-1) / \alpha \in(0,1)$. Observe that the function $x \longmapsto \tan x / x$ is increasing on $[0, \pi / 2)$, hence it suffices to show that

$$
\frac{\tan (\theta \pi / 2)}{(\theta \pi / 2)}<\frac{2-\theta}{1-\theta}
$$

This is true because Becker-Stark inequality (see [22]) yields

$$
\frac{\tan (\theta \pi / 2)}{(\theta \pi / 2)}<\frac{1}{1-\theta^{2}}<\frac{2-\theta}{1-\theta}
$$

The proof is complete.
Now we are ready to give the main result of this section.
Theorem 3.19. The following estimations hold:
i) If $\Delta>0$ and $Q_{\mu} \subset \bar{B}\left(a, r_{*} / 2\right)$, then

$$
Q_{\mu} \subset \bar{B}\left(a, \frac{1}{\sqrt{\Delta}} \arcsin \left(\frac{\alpha \sin (\sqrt{\Delta} \rho)}{\sqrt{2 \alpha-1}}\right)\right) .
$$

Moreover, any of the two conditions below implies $Q_{\mu} \subset \bar{B}\left(a, r_{*} / 2\right)$ :

$$
\text { a) } \quad \frac{2 \alpha \rho}{2 \alpha-1} \leq \frac{r_{*}}{2} ; \quad \text { b) } \quad \frac{2 \alpha \rho}{2 \alpha-1}>\frac{r_{*}}{2} \quad \text { and } \quad F_{\alpha, \rho, \Delta}\left(\frac{r_{*}}{2}-\rho\right) \leq 0 .
$$

ii) If $\Delta=0$, then

$$
Q_{\mu} \subset \bar{B}\left(a, \frac{\alpha \rho}{\sqrt{2 \alpha-1}}\right) .
$$

iii) If $\Delta<0$, then

$$
Q_{\mu} \subset \bar{B}\left(a, \frac{1}{\sqrt{-\Delta}} \operatorname{arcsinh}\left(\frac{\alpha \sinh (\sqrt{-\Delta} \rho)}{\sqrt{2 \alpha-1}}\right)\right)
$$

Finally, Lemma 3.18 ensures that any of the above three closed balls is contained in the open ball $B\left(a, r_{*} / 2\right)$.

Proof. Firstly, we consider the case when $\Delta>0$. Without loss of generality, we can assume that $\Delta=1$. For every $x \in B_{*} \backslash \bar{B}(a, \rho)$, let $t_{x}=d(a, x)-\rho \in$ $(0, \rho /(2 \alpha-1)]$. By Propositions 3.6 and 3.12, if there exists some $z$ on the minimal geodesic joining $x$ and $a$ such that $u_{z}=d(a, z) \in\left[0, \rho+t_{x}\right)$ verifies $\rho+t_{x}+u_{z}<r_{*}$ and $\min _{\bar{B}(\bar{a}, \rho)} \bar{h}_{\bar{x}, \bar{z}}>(1-\alpha)\left(\rho+t_{x}-u_{z}\right) / \alpha$, then $x \notin Q_{\mu}$. Or equivalently,

$$
\begin{aligned}
& Q_{\mu} \cap \bar{B}(a, \rho)^{c} \\
\subset\left\{x \in B_{*} \backslash \bar{B}(a, \rho):\right. & t_{x} \in\left(0, \frac{\rho}{2 \alpha-1}\right] \text { has the property that for every } u_{z} \in\left[0, \rho+t_{x}\right) \\
& \text { such that } \left.\rho+t_{x}+u_{z}<r_{*}, \min \bar{h}_{\bar{x}, \bar{z}} \leq \frac{1-\alpha}{\alpha}\left(\rho+t_{x}-u_{z}\right)\right\}:=A .
\end{aligned}
$$

Since the restrictive condition of the set $A$ is only on $t_{x}$, for simplicity and without ambiguity, by dropping the subscripts of $t_{x}$ and $u_{z}$ we rewrite $A$ in the following form:

$$
\begin{aligned}
& \left\{t \in\left(0, \frac{\rho}{2 \alpha-1}\right]: \text { for every } u \in[0, \rho+t) \text { such that } \rho+t+u<r_{*},\right. \\
& \\
& \left.\min \bar{h}_{\bar{x}, \bar{z}} \leq \frac{1-\alpha}{\alpha}(\rho+t-u)\right\} \\
& =\left\{t \in\left(0, \frac{r_{*}}{2}-\rho\right]: \text { for every } u \in[0, \rho+t) \text { such that } \rho+t+u<r_{*},\right. \\
& \\
& \left.\min \bar{h}_{\bar{x}, \bar{z}} \leq \frac{1-\alpha}{\alpha}(\rho+t-u)\right\} \\
& \cup\left\{t \in\left(\frac{r_{*}}{2}-\rho, \frac{\rho}{2 \alpha-1}\right]: \text { for every } u \in[0, \rho+t) \text { such that } \rho+t+u<r_{*},\right. \\
& \left.\min \bar{h}_{\bar{x}, \bar{z}} \leq \frac{1-\alpha}{\alpha}(\rho+t-u)\right\}:=B \cup C .
\end{aligned}
$$

Observe that for $t \in\left(0, r_{*} / 2-\rho\right]$ and $u \in[0, \rho+t)$, we always have $\rho+t+u<r_{*}$, hence by Proposition 3.13 and Lemma 3.16,

$$
\begin{aligned}
B= & \left\{t \in\left(0, \frac{r_{*}}{2}-\rho\right]: \text { for every } u \in[0, \rho+t), \min \bar{h}_{\bar{x}, \bar{z}} \leq \frac{1-\alpha}{\alpha}(\rho+t-u)\right\} \\
= & \left\{t \in\left(0, \frac{r_{*}}{2}-\rho\right]: \text { for every } u \in[0, \rho+t) \text { such that } \cot u \geq 2 \cot \rho-\cot (\rho+t),\right. \\
& \left.t-\rho+u \leq \frac{1-\alpha}{\alpha}(\rho+t-u)\right\} \\
& \cap\left\{t \in\left(0, \frac{r_{*}}{2}-\rho\right]: \text { for every } u \in[0, \rho+t) \text { such that } \cot u<2 \cot \rho-\cot (\rho+t),\right. \\
& \left.\cos (\rho+t-u)+\frac{\sin ^{2} \rho \sin ^{2}(\rho+t-u)}{2 \sin u \sin (\rho+t)} \geq \cos \left(\frac{1-\alpha}{\alpha}(\rho+t-u)\right)\right\}
\end{aligned}
$$

$=\left\{t \in\left(0, \frac{r_{*}}{2}-\rho\right]:\right.$ for every $u \in[0, \rho+t)$ such that $\cot u \geq 2 \cot \rho-\cot (\rho+t)$, $u \leq \rho-(2 \alpha-1) t\}$
$\cap\left\{t \in\left(0, \frac{r_{*}}{2}-\rho\right]:\right.$ for every $u \in[0, \rho+t)$ such that $\cot u<2 \cot \rho-\cot (\rho+t)$, $\left.\sin (\rho+t) \leq \frac{\sin ^{2} \rho}{4 \sin u} \frac{\sin (\rho+t-u)}{\sin \frac{\rho+t-u}{2 \alpha}} \frac{\sin (\rho+t-u)}{\sin \left(\frac{2 \alpha-1}{2 \alpha}(\rho+t-u)\right)}\right\}$
$=\left\{t \in\left(0, \frac{r_{*}}{2}-\rho\right]: \cot (\rho-(2 \alpha-1) t) \leq 2 \cot \rho-\cot (\rho+t)\right\}$
$\cap\left\{t \in\left(0, \frac{r_{*}}{2}-\rho\right]:\right.$ for every $u \in[0, \rho+t)$ such that $\cot u<2 \cot \rho-\cot (\rho+t)$,

$$
\left.\sin (\rho+t) \leq \frac{\sin ^{2} \rho}{4 \sin u} \frac{\sin (\rho+t-u)}{\sin \frac{\rho+t-u}{2 \alpha}} \frac{\sin (\rho+t-u)}{\sin \left(\frac{2 \alpha-1}{2 \alpha}(\rho+t-u)\right)}\right\}
$$

$$
\subset\left\{t \in\left(0, \frac{r_{*}}{2}-\rho\right]: \text { for every } u \in(\rho-(2 \alpha-1) t, \rho+t)\right.
$$

$$
\left.\sin (\rho+t) \leq \frac{\sin ^{2} \rho}{4 \sin u} \frac{\sin (\rho+t-u)}{\sin \frac{\rho+t-u}{2 \alpha}} \frac{\sin (\rho+t-u)}{\sin \left(\frac{2 \alpha-1}{2 \alpha}(\rho+t-u)\right)}\right\}
$$

$$
\subset\left\{t \in\left(0, \frac{r_{*}}{2}-\rho\right]: \sin (\rho+t) \leq \frac{\sin ^{2} \rho}{4 \sin (\rho+t)} \cdot 2 \alpha \cdot \frac{2 \alpha}{2 \alpha-1}\right\}
$$

$$
\begin{equation*}
=\left\{t \in\left(0, \frac{r_{*}}{2}-\rho\right]: \rho+t \leq \arcsin \left(\frac{\alpha \sin \rho}{\sqrt{2 \alpha-1}}\right)\right\} \tag{2.20}
\end{equation*}
$$

Hence if $Q_{\mu} \subset \bar{B}\left(a, r_{*} / 2\right)$, then $C=\phi$ and (2.20) says that

$$
Q_{\mu} \subset \bar{B}\left(a, \arcsin \left(\frac{\alpha \sin \rho}{\sqrt{2 \alpha-1}}\right)\right)
$$

this completes the proof of the first assertion of $i$ ). To show the second one, observe that if $a$ ) holds, then Theorem 3.7 implies the desired result. Hence assume that $b$ ) holds. By Proposition 3.13 one has

$$
\begin{aligned}
C \subset\left\{t \in\left(\frac{r_{*}}{2}-\rho, \frac{\rho}{2 \alpha-1}\right]:\right. & \text { for every } u \in\left[0, r_{*}-(\rho+t)\right) \text { such that } \\
& \cot u \geq 2 \cot \rho-\cot (\rho+t) \\
& \left.t-\rho+u \leq \frac{1-\alpha}{\alpha}(\rho+t-u)\right\}
\end{aligned}
$$

$$
=\left\{t \in\left(\frac{r_{*}}{2}-\rho, \frac{\rho}{2 \alpha-1}\right]: \cot (\rho-(2 \alpha-1) t) \leq 2 \cot \rho-\cot (\rho+t)\right\} .
$$

Observe that for $t \in\left(r_{*} / 2-\rho, \rho /(2 \alpha-1)\right)$ we have

$$
\begin{aligned}
& \cot (\rho-(2 \alpha-1) t) \leq 2 \cot \rho-\cot (\rho+t) \\
\Longleftrightarrow & \cot (\rho-(2 \alpha-1) t)-\cot \rho \leq \cot \rho-\cot (\rho+t) \\
\Longleftrightarrow & \frac{\sin (\rho-(2 \alpha-1) t)}{\sin ((2 \alpha-1) t)} \geq \frac{\sin (\rho+t)}{\sin t} \\
\Longleftrightarrow & \cot ((2 \alpha-1) t)-\cot \rho \geq \cot \rho+\cot t \\
\Longleftrightarrow & F_{\alpha, \rho, 1}(t) \geq 0
\end{aligned}
$$

Hence

$$
C \subset\left\{t \in\left(\frac{r_{*}}{2}-\rho, \frac{\rho}{2 \alpha-1}\right]: F_{\alpha, \rho, 1}(t) \geq 0\right\}:=D
$$

If $\alpha=1$, clearly $D=\phi$. Now let $1 / 2<\alpha<1$, then Lemma 3.17 yields that

$$
D=\left(\frac{r_{*}}{2}-\rho, \frac{\rho}{2 \alpha-1}\right] \cap\left(0, t_{1}\right]=\phi .
$$

Thus $C=\phi$ still holds, that is, $Q_{\mu} \subset \bar{B}\left(a, r_{*} / 2\right)$. The proof of $\left.i\right)$ is complete.
Now let us turn to the proof of $i i$ ) and $i i i$ ). In fact, the proof for these two cases are essentially the same as that of $i$ ) except to note that we no longer need to assume that $Q_{\mu} \subset \bar{B}\left(a, r_{*} / 2\right)$, because this is implied by Assumption 3.10. To see this, if $4 \alpha \rho \leq(2 \alpha-1) r_{*}$, then it suffices to use Theorem 3.7. So that let us assume $4 \alpha \rho>(2 \alpha-1) r_{*}$ and show that $F_{\alpha, \rho, \Delta}\left(r_{*} / 2-\rho\right) \leq 0$ for $\Delta \in\{-1,0\}$. This is trivial if $\Delta=0$ or $\alpha=1$, hence let $\Delta=-1$ and $\alpha \in(1 / 2,1)$. Since $r_{*} / 2-\rho>(1-\alpha) \rho /(2 \alpha-1)$ and $F_{\alpha, \rho,-1}$ is strictly decreasing, it suffices to show that $F_{\alpha, \rho,-1}((1-\alpha) \rho /(2 \alpha-1)) \leq 0$. To this end, define $f(\alpha)=F_{\alpha, \rho,-1}((1-\alpha) \rho /(2 \alpha-1))$, easy computation gives that

$$
f^{\prime}(\alpha)=\frac{\rho}{\sinh ^{2}((1-\alpha) \rho)}-\frac{\rho}{(2 \alpha-1)^{2} \sinh ^{2}\left(\frac{1-\alpha}{2 \alpha-1} \rho\right)}>0
$$

because the function $x \longmapsto \sinh x / x$ is strictly increasing. Hence $f(\alpha)<f(1-)=$ $2\left(\rho^{-1}-\operatorname{coth} \rho\right)<0$. The proof is complete.

Remark 3.20. When $\Delta>0$, Assumption 3.10 does not imply the condition $b$ ) in $i)$. In fact, in the case when $M=\mathbb{S}^{2}$, we have $r_{*}=\pi$ and $\Delta=1$. Then let $\alpha=0.51$ and $\rho=0.99 \pi\left(1-(2 \alpha)^{-1}\right)$, then $2 \alpha \rho /(2 \alpha-1) \in(\pi / 2+1.5393, \pi-0.0314)$, but $F_{\alpha, \rho, 1}(\pi / 2-\rho) \approx 0.2907>0$.

Remark 3.21. It is easily seen that if we replace $r_{*}$ by any $r \in\left(0, r_{*}\right]$ in Assumption 3.10 , then Lemma 3.18 still holds when $r_{*}$ is replaced by $r$. This observation can be
used to reinforce the conclusions of Theorem 3.19. For example, in the case when $\Delta>0$,

$$
\frac{2 \alpha \rho}{2 \alpha-1} \leq \frac{r_{*}}{2} \text { implies that } Q_{\mu} \subset \bar{B}\left(a, \frac{1}{\sqrt{\Delta}} \arcsin \left(\frac{\alpha \sin (\sqrt{\Delta} \rho)}{\sqrt{2 \alpha-1}}\right)\right) \subset B\left(a, \frac{r_{*}}{4}\right) .
$$

Remark 3.22. Although we have chosen the framework of this section to be a Riemannian manifold, the essential tool that has been used is the hinge version of the triangle comparison theorem. Consequently, all the results in this section remain true if $M$ is a $\operatorname{CAT}(\Delta)$ space (see [26, Chapter 2]) and $r_{*}$ is replaced by $\pi / \sqrt{\Delta}$ in Assumption 3.10.
Remark 3.23. For the case when $\alpha=1$, Assumption 3.10 becomes

$$
\rho<\frac{1}{2} \min \left\{\frac{\pi}{\sqrt{\Delta}}, \operatorname{inj}\right\} .
$$

Observe that in this case, when $\Delta>0$, the condition $F_{1, \rho, \Delta}\left(r_{*} / 2-\rho\right) \leq 0$ is trivially true in case of need. Hence Theorem 3.19 yields that $Q_{\mu} \subset \bar{B}(a, \rho)$, which is exactly what the Theorem 2.1 in [1] says for medians.

### 3.3 Uniqueness of Fréchet sample medians in compact Riemannian manifolds

In this section, we shall always assume that $M$ is a complete Riemannian manifold of dimension $l \geq 2$. The Riemannian metric and the Riemannian distance are denoted by $\langle\cdot, \cdot\rangle$ and $d$, respectively. For each point $x \in M, S_{x}$ denotes the unit sphere in $T_{x} M$. Moreover, for a tangent vector $v \in S_{x}$, the distance between $x$ and its cut point along the geodesic starting from $x$ with velocity $v$ is denoted by $\tau(v)$. Certainly, if there is no cut point along this geodesic, then we define $\tau(v)=+\infty$.

For every point $\left(x_{1}, \ldots, x_{N}\right) \in M^{N}$, where $N \geq 3$ is a fixed natural number, we write

$$
\mu\left(x_{1}, \ldots, x_{N}\right)=\frac{1}{N} \sum_{k=1}^{N} \delta_{x_{k}} .
$$

The set of all the Fréchet medians of $\mu\left(x_{1}, \ldots, x_{N}\right)$ is denoted by $Q\left(x_{1}, \ldots, x_{N}\right)$.
We begin with the basic observation that if one data point is moved towards a median along some minimizing geodesic for a little distance, then the median remains unchanged.
Proposition 3.24. Let $\left(x_{1}, \ldots, x_{N}\right) \in M^{N}$ and $m \in Q\left(x_{1}, \ldots, x_{N}\right)$. Fix a normal geodesic $\gamma:[0,+\infty) \rightarrow M$ such that $\gamma(0)=x_{1}, \gamma\left(d\left(x_{1}, m\right)\right)=m$. Then for every $t \in\left[0, d\left(x_{1}, m\right)\right]$ we have

$$
Q\left(\gamma(t), x_{2}, \ldots, x_{N}\right)= \begin{cases}Q\left(x_{1}, \ldots, x_{N}\right) \cap \gamma[t, \tau(\dot{\gamma}(0))], & \text { if } \tau(\dot{\gamma}(0))<+\infty \\ Q\left(x_{1}, \ldots, x_{N}\right) \cap \gamma_{1}[t,+\infty), & \text { if } \tau(\dot{\gamma}(0))=+\infty\end{cases}
$$

Particularly, $m \in Q\left(\gamma(t), x_{2}, \ldots, x_{N}\right)$.
Proof. For simplicity, let $\mu=\mu\left(x_{1}, \ldots, x_{N}\right)$ and $\mu_{t}=\mu\left(\gamma(t), x_{2}, \ldots, x_{N}\right)$. Then for every $x \in M$,

$$
\begin{aligned}
f_{\mu_{t}}(x)-f_{\mu_{t}}(m)= & \left(f_{\mu}(x)-\frac{1}{N} d\left(x, x_{1}\right)+\frac{1}{N} d(x, \gamma(t))\right) \\
& -\left(f_{\mu}(m)-\frac{1}{N} d\left(m, x_{1}\right)+\frac{1}{N} d(m, \gamma(t))\right) \\
= & \left(f_{\mu}(x)-f_{\mu}(m)\right)+\left(d(x, \gamma(t))+t-d\left(x, x_{1}\right)\right) \geq 0
\end{aligned}
$$

So that $m \in Q_{\mu_{t}}$. Combine this with the fact that $m$ is a median of $\mu$, it is easily seen from the above proof that

$$
Q_{\mu_{t}}=Q_{\mu} \cap\left\{x \in M: d(x, \gamma(t))+t=d\left(x, x_{1}\right)\right\} .
$$

Now the conclusion follows from the definition of $\tau(\dot{\gamma}(0))$.
The following theorem states that in order to get the uniqueness of Fréchet medians, it suffices to move two data points towards a common median along some minimizing geodesics for a little distance.

Theorem 3.25. Let $\left(x_{1}, \ldots, x_{N}\right) \in M^{N}$ and $m \in Q\left(x_{1}, \ldots, x_{N}\right)$. Fix two normal geodesics $\gamma_{1}, \gamma_{2}:[0,+\infty) \rightarrow M$ such that $\gamma_{1}(0)=x_{1}, \gamma_{1}\left(d\left(x_{1}, m\right)\right)=m, \gamma_{2}(0)=x_{2}$ and $\gamma_{2}\left(d\left(x_{2}, m\right)\right)=m$. Assume that

$$
x_{2} \notin \begin{cases}\gamma_{1}\left[0, \tau\left(\dot{\gamma}_{1}(0)\right)\right], & \text { if } \tau\left(\dot{\gamma}_{1}(0)\right)<+\infty \\ \gamma_{1}[0,+\infty), & \text { if } \tau\left(\dot{\gamma}_{1}(0)\right)=+\infty\end{cases}
$$

Then for every $t \in\left(0, d\left(x_{1}, m\right)\right]$ and $s \in\left(0, d\left(x_{2}, m\right)\right]$ we have

$$
Q\left(\gamma_{1}(t), \gamma_{2}(s), x_{3}, \ldots, x_{N}\right)=\{m\} .
$$

Proof. Without loss of generality, we may assume that both $\tau\left(\dot{\gamma}_{1}(0)\right)$ and $\tau\left(\dot{\gamma}_{2}(0)\right)$ are finite. Applying Proposition 3.24 two times we get

$$
Q\left(\gamma_{1}(t), \gamma_{2}(s), x_{3}, \ldots, x_{N}\right) \subset Q\left(x_{1}, \ldots, x_{N}\right) \cap \gamma_{1}\left[t, \tau\left(\dot{\gamma}_{1}(0)\right)\right] \cap \gamma_{2}\left[s, \tau\left(\dot{\gamma}_{2}(0)\right)\right] .
$$

Since $x_{2} \notin \gamma_{1}\left[0, \tau\left(\dot{\gamma}_{1}(0)\right)\right]$, the definition of cut point yields $\gamma_{1}\left[t, \tau\left(\dot{\gamma}_{1}(0)\right)\right] \cap \gamma_{2}\left[s, \tau\left(\dot{\gamma}_{2}(0)\right)\right]=$ $\{m\}$. The proof is complete.

We need the following necessary conditions of Fréchet medians.

Proposition 3.26. Let $\left(x_{1}, \ldots, x_{N}\right) \in M^{N}$ and $m \in Q\left(x_{1}, \ldots, x_{N}\right)$. For every $k=1, \ldots, N$ let $\gamma_{k}:\left[0, d\left(m, x_{k}\right)\right] \rightarrow M$ be a normal geodesic such that $\gamma_{k}(0)=m$ and $\gamma_{k}\left(d\left(m, x_{k}\right)\right)=x_{k}$.
i) If $m$ does not coincide with any $x_{k}$, then

$$
\begin{equation*}
\sum_{k=1}^{N} \dot{\gamma}_{k}(0)=0 . \tag{3.21}
\end{equation*}
$$

In this case, the minimizing geodesics $\gamma_{1}, \ldots, \gamma_{N}$ are uniquely determined.
ii) If $m$ coincides with some $x_{k_{0}}$, then

$$
\begin{equation*}
\left|\sum_{x_{k} \neq x_{k_{0}}} \dot{\gamma}_{k}(0)\right| \leq \sum_{x_{k}=x_{k_{0}}} 1 \tag{3.22}
\end{equation*}
$$

Proof. For sufficiently small $\varepsilon>0$, Proposition 3.24 yields that $m$ is a median of $\mu\left(\gamma_{1}(\varepsilon), \ldots, \gamma_{N}(\varepsilon)\right)$. Hence [91, Theorem 2.2] gives (3.21) and (3.22). Now assume that $m$ does not coincide with any $x_{k}$ and, without loss of generality, there is another normal geodesic $\zeta_{1}:\left[0, d\left(m, x_{1}\right)\right] \rightarrow M$ such that $\zeta_{1}(0)=m$ and $\zeta_{1}\left(d\left(m, x_{1}\right)\right)=x_{1}$. Then (3.21) yields $\dot{\zeta}_{1}(0)+\sum_{k=2}^{N} \dot{\gamma}_{k}(0)=0$. So that $\dot{\zeta}_{1}(0)=\dot{\gamma}_{1}(0)$, that is to say, $\zeta_{1}=\gamma_{1}$. The proof is complete.

From now on, we will only consider the case when $M$ is a compact Riemannian manifold. As a result, let the following assumption hold in the rest part of this section:

Assumption 3.27. $M$ is a compact Riemannian manifold with diameter $L$.
In what follows, all the measure-theoretic statements should be understood to be with respect to the canonical Lebesgue measure of the underlying manifold. Let $\lambda_{M}$ denote the canonical Lebesgue measure of $M$.

The following lemma gives a simple observation on dimension.
Lemma 3.28. The manifold

$$
\begin{aligned}
V=\left\{\left(x, n_{1}, \ldots, n_{N}\right):\right. & x \in M,\left(n_{k}\right)_{1 \leq k \leq N} \subset S_{x}, \sum_{k=1}^{N} n_{k}=0 \text { and there exist } \\
& \left.k_{1} \neq k_{2} \text { such that } n_{k_{1}} \text { and } n_{k_{2}} \text { are linearly independent }\right\}
\end{aligned}
$$

is of dimension $N(l-1)$.
Proof. Consider the manifold

$$
W=\left\{\left(x, n_{1}, \ldots, n_{N}\right): x \in M,\left(n_{k}\right)_{1 \leq k \leq N} \subset S_{x} \text { and there exist } k_{1} \neq k_{2}\right.
$$ such that $n_{k_{1}}$ and $n_{k_{2}}$ are linearly independent $\}$,

then the smooth map

$$
f: \quad W \longrightarrow T M, \quad\left(x, n_{1}, \ldots, n_{N}\right) \longmapsto \sum_{k=1}^{N} n_{k}
$$

has full rank $l$ everywhere on $W$. Now the constant rank level set theorem (see [64, Theorem 8.8]) yields the desired result.

Our method of studying the uniqueness of Fréchet medians is based on the regularity properties of the following function:

$$
\begin{aligned}
\varphi: & V \times \mathbf{R}^{N} \longrightarrow M^{N}, \\
& \left(x, n_{1}, \ldots, n_{N}, r_{1}, \ldots, r_{N}\right) \longmapsto\left(\exp _{x}\left(r_{1} n_{1}\right), \ldots, \exp _{x}\left(r_{N} n_{N}\right)\right) .
\end{aligned}
$$

For a closed interval $[a, b] \subset \mathbf{R}$, the restriction of $\varphi$ to $V \times[a, b]^{N}$ will be denoted by $\varphi_{a, b}$. The canonical projection of $V \times \mathbf{R}^{N}$ onto $M$ and $\mathbf{R}^{N}$ will be denoted by $\sigma$ and $\zeta$, respectively.

Generally speaking, the non uniqueness of Fréchet medians is due to some symmetric properties of data points. As a result, generic data points should have a unique Fréchet median. In mathematical language, this means that the set of all the particular positions of data points is of measure zero. Now our aim is to find all these particular cases. Firstly, in view of the uniqueness result of Riemannian medians (see [91, Theorem 3.1]), the first null set that should be eliminated is

$$
C_{1}=\left\{\left(x_{1}, \ldots, x_{N}\right) \in M^{N}: x_{1}, \ldots, x_{N} \text { are contained in a single geodesic }\right\}
$$

Observe that $C_{1}$ is a closed subset of $M^{N}$. The second null set coming into our sight is the following one:

$$
C_{2}=\left\{\left(x_{1}, \ldots, x_{N}\right) \in M^{N}:\left(x_{1}, \ldots, x_{N}\right) \text { is a critical value of } \varphi_{0, L}\right\} .
$$

Since $\varphi$ is smooth, Sard's theorem implies that $C_{2}$ is of measure zero. Moreover, it is easily seen that ( $M^{N} \backslash C_{1}$ ) $\cap C_{2}$ is closed in $M^{N} \backslash C_{1}$.

The following proposition says that apart form $C_{1} \cup C_{2}$ one can only have a finite number of Fréchet medians.
Proposition 3.29. $Q\left(x_{1}, \ldots, x_{N}\right)$ is a finite set for every $\left(x_{1}, \ldots, x_{N}\right) \in M^{N} \backslash$ $\left(C_{1} \cup C_{2}\right)$.
Proof. Let $\left(x_{1}, \ldots, x_{N}\right) \in M^{N} \backslash\left(C_{1} \cup C_{2}\right)$ and $A \subset Q\left(x_{1}, \ldots, x_{N}\right)$ be the set of medians that do not coincide with any $x_{k}$. If $A=\phi$, then there is nothing to prove. Now assume that $A \neq \phi$, then Proposition 3.26 implies that $A \subset \sigma \circ$ $\varphi_{0, L}^{-1}\left(x_{1}, \ldots, x_{N}\right)$. Moreover, Lemma 3.28 and the constant rank level set theorem imply that $\varphi_{0, L}^{-1}\left(x_{1}, \ldots, x_{N}\right)$ is a zero dimensional regular submanifold of $V \times[0, L]^{N}$, that is, some isolated points. Since $\left(x_{1}, \ldots, x_{N}\right) \notin C_{1}, \varphi_{0, L}^{-1}\left(x_{1}, \ldots, x_{N}\right)$ is also compact, hence it is a finite set. So that $A$ is also finite, as desired.

The following two lemmas enable us to avoid the problem of cut locus.
Lemma 3.30. Let $U$ be a bounded open subset of $V \times \mathbf{R}^{N}$ such that $\varphi: U \longmapsto \varphi(U)$ is a diffeomorphism, then

$$
\lambda_{M}^{\otimes N}\left\{\left(x_{1}, \ldots, x_{N}\right) \in \varphi(U): \sigma \circ \varphi^{-1}\left(x_{1}, \ldots, x_{N}\right) \in \bigcup_{k=1}^{N} \operatorname{Cut}\left(x_{k}\right)\right\}=0 .
$$

Proof. Without loss of generality, we will show that $\lambda_{M}^{\otimes N}\left\{\left(x_{1}, \ldots, x_{N}\right) \in M^{N}: \sigma \circ\right.$ $\left.\varphi^{-1}\left(x_{1}, \ldots, x_{N}\right) \in \operatorname{Cut}\left(x_{N}\right)\right\}=0$. In fact, letting $\left(x_{1}, \ldots, x_{N}\right)=\varphi\left(x, n_{1}, \ldots n_{N}, r_{1}, \ldots, r_{N}\right)$, $\mathbf{n}=\left(n_{1}, \ldots n_{N}\right)$ and $\operatorname{det}(D \varphi) \leq c$ on $U$ for some $c>0$, then the change of variable formula and Fubini's theorem yield that

$$
\begin{aligned}
& \lambda_{M}^{\otimes N}\left\{\left(x_{1}, \ldots, x_{N}\right) \in \varphi(U): \sigma \circ \varphi^{-1}\left(x_{1}, \ldots, x_{N}\right) \in \operatorname{Cut}\left(x_{N}\right)\right\} \\
= & \lambda_{M}^{\otimes N}\left\{\left(x_{1}, \ldots, x_{N}\right) \in \varphi(U): x_{N} \in \operatorname{Cut}\left(\sigma \circ \varphi^{-1}\left(x_{1}, \ldots, x_{N}\right)\right)\right\} \\
= & \int_{\varphi(U)} \mathbf{1}_{\left\{x_{N} \in \operatorname{Cut}\left(\sigma \circ \varphi \varphi^{-1}\left(x_{1}, \ldots, x_{N}\right)\right)\right\}} d x_{1} \ldots d x_{N} \\
= & \int_{U} \mathbf{1}_{\left\{\exp _{x}\left(r_{N} n_{N}\right) \in \operatorname{Cut}(x)\right\}} \operatorname{det}(D \varphi) d x d \mathbf{n} d r_{1} \ldots d r_{N} \\
\leq & c \int_{V \times \mathbf{R}^{N}} \mathbf{1}_{\left\{\exp _{x}\left(r_{N} n_{N}\right) \in \operatorname{Cut}(x)\right\}} d x d \mathbf{n} d r_{1} \ldots d r_{N} \\
= & c \int_{V \times \mathbf{R}^{N-1}} d x d \mathbf{n} d r_{1} \ldots d r_{N-1} \int_{\mathbf{R}} \mathbf{1}_{\left\{\exp _{x}\left(r_{N} n_{N}\right) \in \operatorname{Cut}(x)\right\}} d r_{N} \\
= & 0 .
\end{aligned}
$$

The proof is complete.
In order to tackle the cut locus, it is easily seen that the following null set should be eliminated:

$$
C_{3}=\left\{\left(x_{1}, \ldots, x_{N}\right) \in M^{N}: x_{i} \in\left\{x_{j}\right\} \cup \operatorname{Cut}\left(x_{j}\right), \text { for some } i \neq j\right\} .
$$

Observe that $C_{3}$ is also closed because the set $\left\{(x, y) \in M^{2}: x \in \operatorname{Cut}(y)\right\}$ is closed.
Lemma 3.31. For every $\left(x_{1}, \ldots, x_{N}\right) \in M^{N} \backslash\left(C_{1} \cup C_{2} \cup C_{3}\right)$, there exists $\delta>0$ such that
$\lambda_{M}^{\otimes N}\left\{\left(y_{1}, \ldots, y_{N}\right) \in B\left(x_{1}, \delta\right) \times \cdots \times B\left(x_{N}, \delta\right): Q\left(y_{1}, \ldots, y_{N}\right) \cap \bigcup_{k=1}^{N} \operatorname{Cut}\left(y_{k}\right) \neq \phi\right\}=0$.
Proof. If $Q\left(x_{1}, \ldots, x_{N}\right) \subset\left\{x_{1}, \ldots, x_{N}\right\}$, then the assertion is trivial by Theorem 3.3. Now assume that $Q\left(x_{1}, \ldots, x_{N}\right) \backslash\left\{x_{1}, \ldots, x_{N}\right\} \neq \phi$, then the proof of Proposition 3.29 yields that $\varphi_{0, L}^{-1}\left(x_{1}, \ldots, x_{N}\right)$ is finite. Hence we can choose $\varepsilon, \eta>0$
and $O$ a relatively compact open subset of $V$ such that $\varepsilon<\min \left\{\operatorname{inj} M / 2, \min \left\{r_{k}\right.\right.$ : $\left.\left.\left(r_{1}, \ldots, r_{N}\right) \in \zeta \circ \varphi_{0, L}^{-1}\left(x_{1}, \ldots, x_{N}\right), k=1, \ldots, N\right\}\right\}, B\left(x_{i}, 2 \varepsilon\right) \cap \operatorname{Cut}\left(B\left(x_{j}, 2 \varepsilon\right)\right)=\phi$ and $\varphi_{\varepsilon, L+\eta}^{-1}\left(x_{1}, \ldots, x_{N}\right) \subset O \times(\varepsilon, L+\eta)^{N}$. Then by the stack of records theorem (see [50, Exercise 7, Chapter 1, Section 4]), there exists $\delta \in(0, \varepsilon)$ such that $U=B\left(x_{1}, \delta\right) \times \cdots \times B\left(x_{N}, \delta\right)$ verifies $\varphi_{\varepsilon, L+\eta}^{-1}(U)=V_{1} \cup \cdots \cup V_{h}, V_{i} \cap V_{j}=\phi$ for $i \neq j$ and $\varphi_{\varepsilon, L+\eta}: V_{i} \rightarrow U$ is a diffeomorphism for every $i$. Lemma 3.30 yields that there exists a null set $A \subset U$, such that for every $\left(y_{1}, \ldots, y_{N}\right) \in U \backslash A$ and for every $\left(y, n_{1}, \ldots, n_{N}, r_{1}, \ldots, r_{N}\right) \in \varphi_{\varepsilon, L+\eta}^{-1}\left(y_{1}, \ldots, y_{N}\right)$ one always has $y \notin \bigcup_{k=1}^{N} \operatorname{Cut}\left(y_{k}\right)$. Particularly, for $m \in Q\left(y_{1}, \ldots, y_{N}\right)$ such that $d\left(m, y_{k}\right) \geq \varepsilon$ for every $k$, we have $m \notin \bigcup_{k=1}^{N} \operatorname{Cut}\left(y_{k}\right)$. Now let $m \in Q\left(y_{1}, \ldots, y_{N}\right)$ such that $d\left(m, y_{k_{0}}\right)<\varepsilon$ for some $k_{0}$, then $d\left(m, x_{k_{0}}\right) \leq d\left(m, y_{k_{0}}\right)+d\left(y_{k_{0}}, x_{k_{0}}\right)<2 \varepsilon$. So that $m \notin \bigcup_{k=1}^{N} \operatorname{Cut}\left(y_{k}\right)$ since $y_{k} \in B\left(x_{k}, 2 \varepsilon\right)$. This completes the proof.

Now the cut locus can be eliminated without difficulty.
Proposition 3.32. The set

$$
C_{4}=\left\{\left(x_{1}, \ldots, x_{N}\right) \in M^{N}: Q\left(x_{1}, \ldots, x_{N}\right) \cap \bigcup_{k=1}^{N} \operatorname{Cut}\left(x_{k}\right) \neq \phi\right\}
$$

is of measure zero and is closed.
Proof. It suffices to show that $C_{4}$ is of measure zero. This is a direct consequence of Lemma 3.31 and the fact that $M \backslash\left(C_{1} \cup C_{2} \cup C_{3}\right)$ is second countable.

Let $x, y \in M$ such that $y \notin\{x\} \cup \operatorname{Cut}(x)$, we denote $\gamma_{x y}:[0, d(x, y)] \rightarrow M$ the unique minimizing geodesic such that $\gamma_{x y}(0)=x$ and $\gamma_{x y}(d(x, y))=y$. For every $u \in T_{x} M$ and $v \in T_{y} M$, let $J(v, u)(\cdot)$ be the unique Jacobi field along $\gamma_{x y}$ with boundary condition $J(u, v)(0)=u$ and $J(u, v)(d(x, y))=v$.
Lemma 3.33. Let $x, y \in M$ such that $y \notin\{x\} \cup \operatorname{Cut}(x)$. Then for every $v \in T_{y} M$, we have

$$
\nabla_{v} \frac{\exp _{x}^{-1}(\cdot)}{d(x, \cdot)}=\dot{J}\left(0_{x}, v^{\mathrm{nor}}\right)(0)
$$

where $v^{\text {nor }}$ is the normal component of $v$ with respect to $\dot{\gamma}_{x y}(d(x, y))$.
Proof. By [9, p. 1517],

$$
\begin{aligned}
\nabla_{v} \frac{\exp _{x}^{-1}(\cdot)}{d(x, \cdot)} & =\frac{\nabla_{v} \exp _{x}^{-1}(\cdot)}{d(x, y)}-\frac{\exp _{x}^{-1} y \nabla_{v} d(x, \cdot)}{d(x, y)^{2}} \\
& =\frac{\nabla_{v} \exp _{x}^{-1}(\cdot)}{d(x, y)}-\left\langle v, \frac{-\exp _{y}^{-1} x}{d(x, y)}\right\rangle \frac{\exp _{x}^{-1} y}{d(x, y)^{2}} \\
& =\dot{J}\left(0_{x}, v\right)(0)-\dot{J}\left(0_{x}, v^{\tan }\right)(0) \\
& =\dot{J}\left(0_{x}, v^{\mathrm{nor}}\right)(0)
\end{aligned}
$$

where $v^{\tan }$ is the tangent component of $u$ with respect to $\dot{\gamma}_{x y}(d(x, y))$.

With the this differential formula, another particular case can be eliminated now.

Proposition 3.34. The set

$$
C_{5}=\left\{\left(x_{1}, \ldots x_{N}\right) \in M^{N} \backslash\left(C_{1} \cup C_{3}\right):\left|\sum_{k \neq k_{0}} \frac{\exp _{x_{k_{0}}}^{-1} x_{k}}{d\left(x_{k_{0}}, x_{k}\right)}\right|=1 \text { for some } k_{0}\right\}
$$

is of measure zero and is closed in $M^{N} \backslash\left(C_{1} \cup C_{3}\right)$.
Proof. Without loss of generality, let us show that

$$
C_{5}^{\prime}=\left\{\left(x_{1}, \ldots, x_{N}\right) \in M^{N} \backslash\left(C_{1} \cup C_{3}\right): h\left(x_{1}, \ldots, x_{N}\right)=1\right\}
$$

is of measure zero, where

$$
h\left(x_{1}, \ldots, x_{N}\right)=\left|\sum_{k=1}^{N-1} \frac{\exp _{x_{N}}^{-1} x_{k}}{d\left(x_{N}, x_{k}\right)}\right|^{2} .
$$

By the constant rank level set theorem, it suffices to show that grad $h$ is nowhere vanishing on $M^{N} \backslash\left(C_{1} \cup C_{3}\right)$. To this end, let $\left(x_{1}, \ldots, x_{N}\right) \in M^{N} \backslash\left(C_{1} \cup C_{3}\right)$ and $u=\sum_{k=1}^{N-1} \exp _{x_{N}}^{-1} x_{k} / d\left(x_{N}, x_{k}\right)$. Since $N \geq 3$, without loss of generality, we can assume that $u$ and $\exp _{x_{N}}^{-1} x_{1}$ are not parallel. Then for each $v \in T_{x_{1}} M$, by lemma 3.33 we have

$$
\nabla_{v} h\left(\cdot, x_{2}, \ldots, x_{N}\right)=\left\langle\nabla_{v} \frac{\exp _{x_{N}}^{-1} x_{1}}{d\left(x_{N}, x_{1}\right)}, u\right\rangle=2\left\langle\dot{J}\left(0_{x_{N}}, v^{\mathrm{nor}}\right)(0), u\right\rangle=2\langle\psi(v), u\rangle,
$$

where the linear map $\psi$ is defined by

$$
\psi: \quad T_{x_{1}} M \longrightarrow T_{x_{N}} M, \quad v \longmapsto \dot{J}\left(0_{x_{N}}, v^{\mathrm{nor}}\right)(0),
$$

$v^{\text {nor }}$ is the normal component of $v$ with respect to $\exp _{x_{1}}^{-1} x_{N}$. Hence we have $\operatorname{grad}_{x_{1}} h\left(\cdot, x_{2}, \ldots, x_{N}\right)=\psi^{*}(u)$, where $\psi^{*}$ is the adjoint of $\psi$. Since the range space of $\psi$ is the orthogonal complement of $\exp _{x_{N}}^{-1} x_{1}$, one has necessarily $\psi^{*}(u) \neq 0$, this completes the proof.

The reason why the set $C_{5}$ should be eliminated is given by the following simple lemma.

Lemma 3.35. Let $\left(x_{1}, \ldots, x_{N}\right),\left(x_{1}^{i}, \ldots, x_{N}^{i}\right) \in M^{N} \backslash C_{3}$ for every $i \in \mathbf{N}$ and $\left(x_{1}^{i}, \ldots, x_{N}^{i}\right) \longrightarrow\left(x_{1}, \ldots, x_{N}\right)$, when $i \longrightarrow \infty$. Assume that $m_{i} \in Q\left(x_{1}^{i}, \ldots, x_{N}^{i}\right) \backslash$ $\left\{x_{1}^{i}, \ldots, x_{N}^{i}\right\}$ and $m_{i} \longrightarrow x_{k_{0}}$, then

$$
\left|\sum_{k \neq k_{0}} \frac{\exp _{x_{k_{0}}}^{-1} x_{k}}{d\left(x_{k_{0}}, x_{k}\right)}\right|=1 .
$$

Proof. It suffices to note that for $i$ sufficiently large, Proposition 3.26 gives

$$
\left|\sum_{k \neq k_{0}} \frac{\exp _{m_{i}}^{-1} x_{k}^{i}}{d\left(m_{i}, x_{k}^{i}\right)}\right|=\left|\frac{\exp _{m_{i}}^{-1} x_{k_{0}}^{i}}{d\left(m_{i}, x_{k_{0}}^{i}\right)}\right|=1
$$

Then letting $i \rightarrow \infty$ gives the result.
As a corollary to Proposition 3.34, the following proposition tells us that for generic data points, there cannot exist two data points which are both Fréchet medians.

Proposition 3.36. The set

$$
\begin{aligned}
C_{6}=\{ & \left(x_{1}, \ldots, x_{N}\right) \in M^{N} \backslash\left(C_{1} \cup C_{3} \cup C_{5}\right): \\
& \text { there exist } \left.i \neq j \text { such that } f_{\mu}\left(x_{i}\right)=f_{\mu}\left(x_{j}\right), \text { where } \mu=\mu\left(x_{1} \ldots, x_{N}\right)\right\}
\end{aligned}
$$

is of measure zero and is closed in $M^{N} \backslash\left(C_{1} \cup C_{3} \cup C_{5}\right)$.
Proof. For every $\left(x_{1}, \ldots, x_{N}\right) \in M^{N} \backslash\left(C_{1} \cup C_{3} \cup C_{5}\right)$, let $f\left(x_{1}, \ldots, x_{N}\right)=f_{\mu}\left(x_{N-1}\right)$ and $g\left(x_{1}, \ldots, x_{N}\right)=f_{\mu}\left(x_{N}\right)$, where $\mu=\mu\left(x_{1} \ldots, x_{N}\right)$. Without loss of generality, we will show that $\left\{\left(x_{1}, \ldots, x_{N}\right) \in M^{N} \backslash\left(C_{1} \cup C_{3} \cup C_{5}\right): f\left(x_{1}, \ldots, x_{N}\right)=\right.$ $\left.g\left(x_{1}, \ldots, x_{N}\right)\right\}$ is of measure zero. Always by the constant rank level set theorem, it suffices to show that grad $f$ and grad $g$ are nowhere identical on $M^{N} \backslash\left(C_{1} \cup C_{3} \cup C_{5}\right)$. In fact,

$$
\begin{aligned}
\operatorname{grad}_{x_{N}} f\left(x_{1}, \ldots, x_{N}\right) & =\frac{-\exp _{x_{N}}^{-1} x_{N-1}}{d\left(x_{N}, x_{N-1}\right)} \\
& \neq \sum_{k=1}^{N-1} \frac{-\exp _{x_{N}}^{-1} x_{k}}{d\left(x_{N}, x_{k}\right)}=\operatorname{grad}_{x_{N}} g\left(x_{1}, \ldots, x_{N}\right),
\end{aligned}
$$

because $C_{5}$ is eliminated, as desired.
As needed in the following proofs, the restriction of $\varphi$ on the set

$$
E=\left\{\left(x, n_{1}, \ldots, n_{N}, r_{1}, \ldots, r_{N}\right) \in V \times \mathbf{R}^{N}: 0<r_{k}<\tau\left(n_{k}\right) \text { for every } k\right\}
$$

is denoted by let $\hat{\varphi}$. Clearly, $\hat{\varphi}$ is smooth.
The lemma below is a final preparation for the main result of this section.
Lemma 3.37. Let $U$ be an open subset of $M^{N} \backslash \bigcup_{k=1}^{6} C_{k}$. Assume that $U_{1} \cup$ $U_{2} \subset \hat{\varphi}^{-1}(U)$ such that for $i=1,2, \hat{\varphi}_{i}=\hat{\varphi}_{U_{i}}: U_{i} \rightarrow U$ is a diffeomorphism and $\sigma\left(U_{1}\right) \cap \sigma\left(U_{2}\right)=\phi$. For simplicity, when $\left(x_{1}, \ldots, x_{N}\right) \in U$, we write $x=$
$\sigma \circ \hat{\varphi}_{1}^{-1}\left(x_{1}, \ldots, x_{N}\right), y=\sigma \circ \hat{\varphi}_{2}^{-1}\left(x_{1}, \ldots, x_{N}\right)$ and $\mu=\mu\left(x_{1}, \ldots, x_{N}\right)$. Then the following two sets are of measure zero:

$$
\begin{aligned}
& \left\{\left(x_{1}, \ldots, x_{N}\right) \in U: f_{\mu}(x)=f_{\mu}(y)\right\} \text { and } \\
& \left\{\left(x_{1}, \ldots, x_{N}\right) \in U: \text { there exists } k_{0} \text { such that } f_{\mu}(x)=f_{\mu}\left(x_{k_{0}}\right)\right\} .
\end{aligned}
$$

Proof. We only show the first set is null, since the proof for the second one is similar. Let $f_{1}\left(x_{1}, \ldots, x_{N}\right)=f_{\mu}(x), f_{2}\left(x_{1}, \ldots, x_{N}\right)=f_{\mu}(y)$ and $w_{k} \in T_{x_{k}} M$. Then the first variational formula of arc length (see [33, p. 5]) yields that

$$
\begin{aligned}
& \left.\frac{d}{d t}\right|_{t=0} f_{1}\left(\exp _{x(t)}\left(t w_{1}\right), \ldots \exp _{x(t)}\left(t w_{N}\right)\right) \\
= & \sum_{k=1}^{N}\left(\left\langle\frac{-\exp _{x_{k}}^{-1} x}{d\left(x_{k}, x\right)}, w_{k}\right\rangle-\left\langle\dot{x}(0), \frac{\exp _{x}^{-1} x_{k}}{d\left(x, x_{k}\right)}\right\rangle\right) \\
= & \sum_{k=1}^{N}\left\langle\frac{-\exp _{x_{k} x}^{-1} x}{d\left(x_{k}, x\right)}, w_{k}\right\rangle-\left\langle\dot{x}(0), \sum_{k=1}^{N} \frac{\exp _{x}^{-1} x_{k}}{d\left(x, x_{k}\right)}\right\rangle \\
= & \sum_{k=1}^{N}\left\langle\frac{-\exp _{x_{k} x}^{-1} x}{d\left(x_{k}, x\right)}, w_{k}\right\rangle .
\end{aligned}
$$

Hence

$$
\operatorname{grad} f_{1}\left(x_{1}, \ldots, x_{N}\right)=\left(\frac{-\exp _{x_{1}}^{-1} x}{d\left(x_{1}, x\right)}, \ldots, \frac{-\exp _{x_{N}}^{-1} x}{d\left(x_{N}, x\right)}\right)
$$

Observe that $\left(x_{1}, \ldots, x_{N}\right) \notin C_{1}, N \geq 3$ and $x \neq y$, we have $\operatorname{grad} f_{1} \neq \operatorname{grad} f_{2}$ on $U$. Then the constant rank level set theorem yields that $\left\{f_{1}=f_{2}\right\}$ is a regular submanifold of $U$ of codimension 1 , hence it is of measure zero. The proof is complete.

The following theorem is the main result of this section.
Theorem 3.38. $\mu\left(x_{1}, \ldots, x_{N}\right)$ has a unique Fréchet median for almost every $\left(x_{1}, \ldots, x_{N}\right) \in M^{N}$.

Proof. Since $M^{N} \backslash \bigcup_{k=1}^{6} C_{k}$ is second countable, it suffices to show that for every $\left(x_{1}, \ldots, x_{N}\right) \in M^{N} \backslash \bigcup_{k=1}^{6} C_{k}$, there exists $\delta>0$ such that $\mu\left(y_{1}, \ldots, y_{N}\right)$ has a unique Fréchet median for almost every $\left(y_{1}, \ldots, y_{N}\right) \in B\left(x_{1}, \delta\right) \times \cdots \times B\left(x_{N}, \delta\right)$. In fact, let $\left(x_{1}, \ldots, x_{N}\right) \in M^{N} \backslash \bigcup_{k=1}^{6} C_{k}$, without loss of generality, we can assume that $Q\left(x_{1}, \ldots, x_{N}\right)=\left\{y, z, x_{N}\right\}$, where $y, z \notin\left\{x_{1}, \ldots, x_{N}\right\}$. Assume that $Y=$ $\left(y, n_{1}, \ldots, n_{N}, r_{1}, \ldots, r_{N}\right)$ and $Z=\left(z, v_{1}, \ldots, v_{N}, t_{1}, \ldots, t_{N}\right) \in \hat{\varphi}^{-1}\left(x_{1}, \ldots, x_{N}\right)$. Since $\left(x_{1}, \ldots, x_{N}\right)$ is a regular value of $\hat{\varphi}$, we can choose a $\delta>0$ such that there exist neighborhoods $U_{1}$ of $Y$ and $U_{2}$ of $Z$ such that for $i=1,2, \hat{\varphi}_{i}=\left.\hat{\varphi}\right|_{U_{i}}: U_{i} \rightarrow$
$U$ is diffeomorphism, $\sigma\left(U_{1}\right) \cap \sigma\left(U_{2}\right)=\phi$ and $B\left(x_{N}, \delta\right) \cap\left(\sigma\left(U_{1}\right) \cup \sigma\left(U_{2}\right)\right)=\phi$, where $U=B\left(x_{1}, \delta\right) \times \cdots \times B\left(x_{N}, \delta\right)$. Furthermore, by Theorem 3.3 and Lemma 3.35, we can also assume that for every $\left(y_{1}, \ldots, y_{N}\right) \in B\left(x_{1}, \delta\right) \times \cdots \times B\left(x_{N}, \delta\right)$, $Q\left(y_{1}, \ldots, y_{N}\right) \subset B\left(x_{N}, \delta\right) \cup \sigma\left(U_{1}\right) \cup \sigma\left(U_{2}\right)$ and $Q\left(y_{1}, \ldots, y_{N}\right) \cap B\left(x_{N}, \delta\right) \subset\left\{y_{N}\right\}$. Now it suffices to use Lemma 3.37 to complete the proof.

Remark 3.39. In probability language, Theorem 3.38 is equivalent to say that if $\left(X_{1}, \ldots, X_{N}\right)$ is an $M^{N}$-valued random variable with density, then $\mu\left(X_{1}, \ldots, X_{N}\right)$ has a unique Fréchet median almost surely. Clearly, the same statement is also true if $X_{1}, \ldots, X_{N}$ are independent and $M$-valued random variables with desity.

### 3.4 Appendix

In this appendix, under the framework of section 3.2, we give another estimation for the position of $Q_{\mu}$ using a different method.

Lemma 3.40. Let $r<r_{*} / 2$ and $\triangle A B C$ be a geodesic triangle in $\bar{B}(a, r)$ such that $A=a, B \in \bar{B}(a, \rho)$ and $C \in \bar{B}(a, r) \backslash \bar{B}(a, \rho)$. Then

$$
\cos \angle C \geq \frac{\sin (\sqrt{\Delta}(d(C, A)-\rho))}{\sin (\sqrt{\Delta}(d(C, A)+\rho))} .
$$

Proof. The proof of this lemma will be the same as that of Lemma 2.11 as long as the existence of a comparison triangle of $\triangle A B C$ in model space $M_{\Delta}^{2}$ is verified. To this end, $d(A, B)+d(B, C)+d(C, A) \leq \rho+(\rho+r)+r<4 r<2 \pi / \sqrt{\Delta}$. The proof is complete.

Now we give an estimation of $Q_{\mu}$.
Proposition 3.41. Assume that

$$
\frac{2 \alpha \rho}{2 \alpha-1}<\frac{r_{*}}{2}
$$

then

$$
Q_{\mu} \subset \bar{B}\left(a, \frac{\rho}{2 \alpha-1}\right) .
$$

Proof. Let $\eta=(2 \alpha-1)^{-1}$, then $\bar{B}(a, \rho) \subset \bar{B}(a, \eta \rho) \subset B(a, r)$ since $\alpha>1 / 2$. Fix a point $x \in \bar{B}(a, r) \backslash \bar{B}(a, \eta \rho)$ and let $\gamma:[0, b] \rightarrow \bar{B}(a, r)$ the minimal geodesic parametrized by arc length such that $\gamma(0)=a$ et $\gamma(b)=x$. Then there exists $t_{0} \in(0, b)$ such that $y=\gamma\left(t_{0}\right) \in \partial \bar{B}(a, \eta \rho)$. For every $p \in \bar{B}(a, \rho)$, by intermediate
value theorem, there exists $\xi \in\left(t_{0}, b\right)$ such that

$$
\begin{aligned}
d(x, p)-d(y, p) & =\left.\frac{d}{d t} d(\gamma(t), p)\right|_{t=\xi}\left(b-t_{0}\right)=\left\langle\dot{\gamma}(\xi), \frac{-\exp _{\gamma(\xi)}^{-1} p}{d(\gamma(\xi), p)}\right\rangle\left(b-t_{0}\right) \\
& =\left\langle\frac{-\exp _{\gamma(\xi)}^{-1} y}{d(\gamma(\xi), y)}, \frac{-\exp _{\gamma(\xi)}^{-1} p}{d(\gamma(\xi), p)}\right\rangle d(x, y) \\
& =d(x, y) \cos \angle y \gamma(\xi) p=d(x, y) \cos \angle a \gamma(\xi) p .
\end{aligned}
$$

By Lemma 3.40,

$$
\cos \angle a \gamma(\xi) p \geq \frac{\sin (\sqrt{\Delta}(d(\gamma(\xi), a)-\rho))}{\sin (\sqrt{\Delta}(d(\gamma(\xi), a)+\rho))}>\frac{\sin (\sqrt{\Delta}(\eta \rho-\rho))}{\sin (\sqrt{\Delta}(\eta \rho+\rho))} \geq \frac{\eta-1}{\eta+1}=\frac{1-\alpha}{\alpha},
$$

since for $u_{0} \in(0, \pi / 2)$, the function $u \mapsto \sin \left(u-u_{0}\right) / \sin \left(u+u_{0}\right)$ is strictly increasing on ( $0, \pi / 2$ ). Moreover, the inequality $\sin u / \sin v \geq u / v$ if $0 \leq u<v \leq \pi / 2$ can also be applied because $0<\sqrt{\Delta}(\eta \rho+\rho)=r \sqrt{\Delta}<\pi / 2$.

By the preceding argument we get for every $p \in \bar{B}(a, \rho)$,

$$
d(x, p)-d(y, p)>\frac{1-\alpha}{\alpha} d(x, y) .
$$

Hence

$$
\begin{aligned}
f_{\mu}(x)-f_{\mu}(y) & =\int_{\bar{B}(a, \rho)}(d(x, p)-d(y, p)) \mu(d p)+\int_{M \backslash \bar{B}(a, \rho)}(d(x, p)-d(y, p)) \mu(d p) \\
& >\int_{\bar{B}(a, \rho)} \frac{1-\alpha}{\alpha} d(x, y) \mu(d p)-\int_{M \backslash \bar{B}(a, \rho)} d(x, y) \mu(d p) \\
& =0 .
\end{aligned}
$$

Particularly, we obtain $Q_{\mu} \subset \bar{B}(a, \eta \rho)$.

## Chapter 4

## Stochastic and deterministic algorithms for computing means of probability measures


#### Abstract

This chapter is a collaborative work of Marc Arnaudon, Clément Dombry, Anthony Phan and me. We consider a probability measure $\mu$ supported by a regular geodesic ball in a manifold and, for any $p \geq 1$, define a stochastic algorithm which converges almost surely to the $p$-mean $e_{p}$ of $\mu$. Assuming furthermore that the functional to minimize is regular around $e_{p}$, we prove that a natural renormalization of the inhomogeneous Markov chain converges in law into an inhomogeneous diffusion process. We give the explicit expression of this process, as well as its local characteristic. After that, the performance of the stochastic algorithms are illustrated by simulations. Finally, we show that the $p$-mean of $\mu$ can also be computed by the method of gradient descent. The questions concerning the choice of stepsizes and error estimates of this deterministic method are also considered.


## $4.1 \quad p$-means in regular geodesic balls

Let $M$ be a Riemannian manifold with pinched sectional curvatures. Let $\alpha, \beta>0$ such that $\alpha^{2}$ is a positive upper bound for sectional curvatures on $M$, and $-\beta^{2}$ is a negative lower bound for sectional curvatures on $M$. Denote by $\rho$ the Riemannian distance on $M$.

In $M$ consider a geodesic ball $B(a, r)$ with $a \in M$. Let $\mu$ be a probability measure with support included in a compact convex subset $K_{\mu}$ of $B(a, r)$. Fix $p \in[1, \infty)$. We will always make the following assumptions on $(r, p, \mu)$ :

Assumption 4.1. The support of $\mu$ is not reduced to one point. Either $p>1$ or the support of $\mu$ is not contained in a line, and the radius $r$ satisfies

$$
r<r_{\alpha, p} \quad \text { with }\left\{\begin{array}{lc}
r_{\alpha, p}=\frac{1}{2} \min \left\{\operatorname{inj}(M), \frac{\pi}{2 \alpha}\right\} & \text { if } p \in[1,2)  \tag{1.1}\\
r_{\alpha, p}=\frac{1}{2} \min \left\{\operatorname{inj}(M), \frac{\pi}{\alpha}\right\} & \text { if } p \in[2, \infty)
\end{array}\right.
$$

Note that $B(a, r)$ is convex if $r<\frac{1}{2} \min \left\{\operatorname{inj}(M), \frac{\pi}{\alpha}\right\}$.
Under assumption 4.1, it has been proved in [1, Theorem 2.1] that the function

$$
\begin{align*}
H_{p}: M & \longrightarrow \mathbb{R}_{+} \\
x & \longmapsto \int_{M} \rho^{p}(x, y) \mu(d y) \tag{1.2}
\end{align*}
$$

has a unique minimizer $e_{p}$ in $M$, the $p$-mean of $\mu$, and moreover $e_{p} \in B(a, r)$. If $p=1, e_{1}$ is the median of $\mu$.

It is easily checked that if $p \in[1,2)$, then $H_{p}$ is strictly convex on $B(a, r)$. On the other hand, if $p \geq 2$ then $H_{p}$ is of class $C^{2}$ on $B(a, r)$.

### 4.2 Stochastic algorithms for computing $p$-means

The following proposition gives the fundamental estimations for the convergence of our stochastic algorithms.

Proposition 4.2. Let $K$ be a convex subset of $B(a, r)$ containing the support of $\mu$. Then there exists $C_{p, \mu, K}>0$ such that for all $x \in K$,

$$
\begin{equation*}
H_{p}(x)-H_{p}\left(e_{p}\right) \geq \frac{C_{p, \mu, K}}{2} \rho\left(x, e_{p}\right)^{2} . \tag{2.1}
\end{equation*}
$$

Moreover if $p \geq 2$ then we can choose $C_{p, \mu, K}$ so that for all $x \in K$,

$$
\begin{equation*}
\left\|\operatorname{grad}_{x} H_{p}\right\|^{2} \geq C_{p, \mu, K}\left(H_{p}(x)-H_{p}\left(e_{p}\right)\right) . \tag{2.2}
\end{equation*}
$$

Proof. For simplicity, let us write shortly $e=e_{p}$ in the proofs. For $p=1$ this is a direct consequence of [91, Theorem 3.7]

Next we consider the case $p \in(1,2)$.
Let $K \subset B(a, r)$ be a compact convex set containing the support of $\mu$. Let $x \in K \backslash\{e\}, t=\rho(e, x), u \in T_{e} M$ the unit vector such that $\exp _{e}(\rho(e, x) u)=x$, and $\gamma_{u}$ the geodesic with initial speed $u: \dot{\gamma}_{u}(0)=u$. For $y \in K$, letting $h_{y}(s)=$ $\rho\left(\gamma_{u}(s), y\right)^{p}, s \in[0, t]$, we have since $p>1$

$$
h_{y}(t)=h_{y}(0)+t h_{y}^{\prime}(0)+\int_{0}^{t}(t-s) h_{y}^{\prime \prime}(s) d s
$$

with the convention $h_{y}^{\prime \prime}(s)=0$ when $\gamma_{u}(s)=y$. Indeed, if $y \notin \gamma([0, t])$ then $h_{y}$ is smooth, and if $y \in \gamma([0, t])$, say $y=\gamma\left(s_{0}\right)$ then $h_{y}(s)=\left|s-s_{0}\right|^{p}$ and the formula can easily be checked.

By standard calculation,

$$
\begin{align*}
& h_{y}^{\prime \prime}(s) \\
& \geq p \rho\left(\gamma_{u}(s), y\right)^{p-2}  \tag{2.3}\\
& \quad \times\left((p-1)\left\|\dot{\gamma}_{u}(s)^{T(y)}\right\|^{2}+\left\|\dot{\gamma}_{u}(s)^{N(y)}\right\|^{2} \alpha \rho\left(\gamma_{u}(s), y\right) \cot \left(\alpha \rho\left(\gamma_{u}(s), y\right)\right)\right)
\end{align*}
$$

with $\dot{\gamma}_{u}(s)^{T(y)}\left(\right.$ resp. $\left.\dot{\gamma}_{u}(s)^{N(y)}\right)$ the tangential (resp. the normal) part of $\dot{\gamma}_{u}(s)$ with respect to $n\left(\gamma_{u}(s), y\right)=\frac{1}{\rho\left(\gamma_{u}(s), y\right)} \exp _{\gamma_{u}(s)}^{-1}(y)$ :

$$
\dot{\gamma}_{u}(s)^{T(y)}=\left\langle\dot{\gamma}_{u}(s), n\left(\gamma_{u}(s), y\right)\right\rangle n\left(\gamma_{u}(s), y\right), \quad \dot{\gamma}_{u}(s)^{N(y)}=\dot{\gamma}_{u}(s)-\dot{\gamma}_{u}(s)^{T(y)} .
$$

From this we get

$$
\begin{equation*}
h_{y}^{\prime \prime}(s) \geq p \rho\left(\gamma_{u}(s), y\right)^{p-2}(\min (p-1,2 \alpha r \cot (2 \alpha r))) . \tag{2.4}
\end{equation*}
$$

Now
$H_{p}\left(\gamma_{u}\left(t^{\prime}\right)\right)$
$=\int_{B(a, r)} h_{y}\left(\gamma_{u}\left(t^{\prime}\right)\right) \mu(d y)$
$=\int_{B(a, r)} h_{y}(0) \mu(d y)+t^{\prime} \int_{B(a, r)} h_{y}^{\prime}(0) \mu(d y)+\int_{0}^{t^{\prime}}\left(t^{\prime}-s\right)\left(\int_{B(a, r)} h_{y}(s)^{\prime \prime} \mu(d y)\right) d s$
and $H_{p}\left(\gamma_{u}\left(t^{\prime}\right)\right)$ attains its minimum at $t^{\prime}=0$, so $\int_{B(a, r)} h_{y}^{\prime}(0) \mu(d y)=0$ and we have

$$
H_{p}(x)=H_{p}\left(\gamma_{u}(t)\right)=H_{p}(e)+\int_{0}^{t}(t-s)\left(\int_{B(a, r)} h_{y}(s)^{\prime \prime} \mu(d y)\right) d s
$$

Using Equation (2.4) we get

$$
\begin{align*}
& H_{p}(x) \geq H_{p}(e) \\
& +\int_{0}^{t}\left((t-s) \int_{B(a, r)} p \rho\left(\gamma_{u}(s), y\right)^{p-2}(\min (p-1,2 \alpha r \cot (2 \alpha r))) \mu(d y)\right) d s . \tag{2.5}
\end{align*}
$$

Since $p \leq 2$ we have $\rho\left(\gamma_{u}(s), y\right)^{p-2} \geq(2 r)^{p-2}$ and

$$
\begin{equation*}
H_{p}(x) \geq H_{p}(e)+\frac{t^{2}}{2} p(2 r)^{p-2}(\min (p-1,2 \alpha r \cot (2 \alpha r))) . \tag{2.6}
\end{equation*}
$$

So letting

$$
C_{p, \mu, K}=p(2 r)^{p-2}(\min (p-1,2 \alpha r \cot (2 \alpha r)))
$$

we obtain

$$
\begin{equation*}
H_{p}(x) \geq H_{p}(e)+\frac{C_{p, \mu, K} \rho(e, x)^{2}}{2} \tag{2.7}
\end{equation*}
$$

To finish let us consider the case $p \geq 2$.
In the proof of [1, Theorem 2.1], it is shown that $e$ is the only zero of the maps $x \mapsto \operatorname{grad}_{x} H_{p}$ and $x \mapsto H_{p}(x)-H_{p}(e)$, and that $\nabla d H_{p}(e)$ is strictly positive. This implies that (2.1) and (2.2) hold on some neighbourhood $B(e, \varepsilon)$ of $e$. By compactness and the fact that $H_{p}-H_{p}(e)$ and $\operatorname{grad} H_{p}$ do not vanish on $K \backslash B(e, \varepsilon)$ and $H_{p}-H_{p}(e)$ is bounded, possibly modifying the constant $C_{p, \mu, K},(2.1)$ and (2.2) also holds on $K \backslash B(e, \varepsilon)$.

We now state our main result: we define a stochastic gradient algorithm $\left(X_{k}\right)_{k \geq 0}$ to approximate the $p$-mean $e_{p}$ and prove its convergence. In the sequel, we fix

$$
\begin{equation*}
K=\bar{B}(a, r-\varepsilon) \quad \text { with } \quad \varepsilon=\frac{\rho\left(K_{\mu}, B(a, r)^{c}\right)}{2} . \tag{2.8}
\end{equation*}
$$

Theorem 4.3. Let $\left(P_{k}\right)_{k \geq 1}$ be a sequence of independent $B(a, r)$-valued random variables, with law $\mu$. Let $\left(t_{k}\right)_{k \geq 1}$ be a sequence of positive numbers satisfying

$$
\begin{gather*}
\forall k \geq 1, \quad t_{k} \leq \min \left(\frac{1}{C_{p, \mu, K}}, \frac{\rho\left(K_{\mu}, B(a, r)^{c}\right)}{2 p(2 r)^{p-1}}\right),  \tag{2.9}\\
\sum_{k=1}^{\infty} t_{k}=+\infty \quad \text { and } \quad \sum_{k=1}^{\infty} t_{k}^{2}<\infty \tag{2.10}
\end{gather*}
$$

Letting $x_{0} \in K$, define inductively the random walk $\left(X_{k}\right)_{k \geq 0}$ by

$$
\begin{equation*}
X_{0}=x_{0} \quad \text { and for } k \geq 0 \quad X_{k+1}=\exp _{X_{k}}\left(-t_{k+1} \operatorname{grad}_{X_{k}} F_{p}\left(\cdot, P_{k+1}\right)\right) \tag{2.11}
\end{equation*}
$$

where $F_{p}(x, y)=\rho^{p}(x, y)$, with the convention $\operatorname{grad}_{x} F_{p}(\cdot, x)=0$.
The random walk $\left(X_{k}\right)_{k \geq 1}$ converges in $L^{2}$ and almost surely to $e_{p}$.
Proof. Note that, for $x \neq y$,

$$
\operatorname{grad}_{x} F(\cdot, y)=p \rho^{p-1}(x, y) \frac{-\exp _{x}^{-1}(y)}{\rho(x, y)}=-p \rho^{p-1}(x, y) n(x, y),
$$

whith $n(x, y):=\frac{\exp _{x}^{-1}(y)}{\rho(x, y)}$ a unit vector. So, with the condition (2.9) on $t_{k}$, the random walk $\left(X_{k}\right)_{k \geq 0}$ cannot exit $K$ : if $X_{k} \in K$ then there are two possibilities for $X_{k+1}$ :

- either $X_{k+1}$ is in the geodesic between $X_{k}$ and $P_{k+1}$ and belongs to $K$ by convexity of $K$;
- or $X_{k+1}$ is after $P_{k+1}$, but since

$$
\begin{aligned}
\left\|t_{k+1} \operatorname{grad}_{X_{k}} F_{p}\left(\cdot, P_{k+1}\right)\right\| & =t_{k+1} p \rho^{p-1}\left(X_{k}, P_{k+1}\right) \\
& \leq \frac{\rho\left(K_{\mu}, B(a, r)^{c}\right)}{2 p(2 r)^{p-1}} p \rho^{p-1}\left(X_{k}, P_{k+1}\right) \\
& \leq \frac{\rho\left(K_{\mu}, B(a, r)^{c}\right)}{2}
\end{aligned}
$$

we have in this case

$$
\rho\left(P_{k+1}, X_{k+1}\right) \leq \frac{\rho\left(K_{\mu}, B(a, r)^{c}\right)}{2}
$$

which implies that $X_{k+1} \in K$.
First consider the case $p \in[1,2)$.
For $k \geq 0$ let

$$
t \mapsto E(t):=\frac{1}{2} \rho^{2}(e, \gamma(t)),
$$

$\gamma(t)_{t \in\left[0, t_{k+1}\right]}$ the geodesic satisfying $\dot{\gamma}(0)=-\operatorname{grad}_{X_{k}} F_{p}\left(\cdot, P_{k+1}\right)$. We have for all $t \in\left[0, t_{k+1}\right]$

$$
\begin{equation*}
E^{\prime \prime}(t) \leq C(\beta, r, p):=p^{2}(2 r)^{2 p-1} \beta \operatorname{coth}(2 \beta r) \tag{2.12}
\end{equation*}
$$

(see e.g. [91]). By Taylor formula,

$$
\begin{aligned}
& \rho\left(X_{k+1}, e\right)^{2} \\
& =2 E\left(t_{k+1}\right) \\
& =2 E(0)+2 t_{k+1} E^{\prime}(0)+t_{k+1}^{2} E^{\prime \prime}(t) \quad \text { for some } t \in\left[0, t_{k+1}\right] \\
& \leq \rho\left(X_{k}, e\right)^{2}+2 t_{k+1}\left\langle\operatorname{grad}_{X_{k}} F_{p}\left(\cdot, P_{k+1}\right), \exp _{X_{k}}^{-1}(e)\right\rangle+t_{k+1}^{2} C(\beta, r, p) .
\end{aligned}
$$

Now from the convexity of $x \mapsto F_{p}(x, y)$ we have for all $x, y \in B(a, r)$

$$
\begin{equation*}
F_{p}(e, y)-F_{p}(x, y) \geq\left\langle\operatorname{grad}_{x} F_{p}(\cdot, y), \exp _{x}^{-1}(e)\right\rangle . \tag{2.13}
\end{equation*}
$$

This applied with $x=X_{k}, y=P_{k+1}$ yields

$$
\begin{equation*}
\rho\left(X_{k+1}, e\right)^{2} \leq \rho\left(X_{k}, e\right)^{2}-2 t_{k+1}\left(F_{p}\left(X_{k}, P_{k+1}\right)-F_{p}\left(e, P_{k+1}\right)\right)+C(\beta, r, p) t_{k+1}^{2} . \tag{2.14}
\end{equation*}
$$

Letting for $k \geq 0 \mathscr{F}_{k}=\sigma\left(X_{\ell}, 0 \leq \ell \leq k\right)$, we get

$$
\begin{aligned}
& \mathbb{E}\left[\rho\left(X_{k+1}, e\right)^{2} \mid \mathscr{F}_{k}\right] \\
& \leq \rho\left(X_{k}, e\right)^{2}-2 t_{k+1} \int_{B(a, r)}\left(F_{p}\left(X_{k}, y\right)-F_{p}(e, y)\right) \mu(d y)+C(\beta, r, p) t_{k+1}^{2} \\
& =\rho\left(X_{k}, e\right)^{2}-2 t_{k+1}\left(H_{p}\left(X_{k}\right)-H_{p}(e)\right)+C(\beta, r, p) t_{k+1}^{2} \\
& \leq \rho\left(X_{k}, e\right)^{2}+C(\beta, r, p) t_{k+1}^{2}
\end{aligned}
$$

so that the process $\left(Y_{k}\right)_{k \geq 0}$ defined by

$$
\begin{equation*}
Y_{0}=\rho\left(X_{0}, e\right)^{2} \quad \text { and for } k \geq 1 \quad Y_{k}=\rho\left(X_{k}, e\right)^{2}-C(\beta, r, p) \sum_{j=1}^{k} t_{j}^{2} \tag{2.15}
\end{equation*}
$$

is a bounded supermartingale. So it converges in $L^{1}$ and almost surely. Consequently $\rho\left(X_{k}, e\right)^{2}$ also converges in $L^{1}$ and almost surely.

Let

$$
\begin{equation*}
a=\lim _{k \rightarrow \infty} \mathbb{E}\left[\rho\left(X_{k}, e\right)^{2}\right] \tag{2.16}
\end{equation*}
$$

We want to prove that $a=0$. We already proved that

$$
\begin{equation*}
\mathbb{E}\left[\rho\left(X_{k+1}, e\right)^{2} \mid \mathscr{F}_{k}\right] \leq \rho\left(X_{k}, e\right)^{2}-2 t_{k+1}\left(H_{p}\left(X_{k}\right)-H_{p}(e)\right)+C(\beta, r, p) t_{k+1}^{2} . \tag{2.17}
\end{equation*}
$$

Taking the expectation and using Proposition 4.2, we obtain

$$
\begin{equation*}
\mathbb{E}\left[\rho\left(X_{k+1}, e\right)^{2}\right] \leq \mathbb{E}\left[\rho\left(X_{k}, e\right)^{2}\right]-t_{k+1} C_{p, \mu, K} \mathbb{E}\left[\rho\left(X_{k}, e\right)^{2}\right]+C(\beta, r, p) t_{k+1}^{2} \tag{2.18}
\end{equation*}
$$

An easy induction proves that for $\ell \geq 1$,

$$
\begin{equation*}
\mathbb{E}\left[\rho\left(X_{k+\ell}, e\right)^{2}\right] \leq \prod_{j=1}^{\ell}\left(1-C_{p, \mu, K} t_{k+j}\right) \mathbb{E}\left[\rho\left(X_{k}, e\right)^{2}\right]+C(\beta, r, p) \sum_{j=1}^{\ell} t_{k+j}^{2} \tag{2.19}
\end{equation*}
$$

Letting $\ell \rightarrow \infty$ and using the fact that $\sum_{j=1}^{\infty} t_{k+j}=\infty$ which implies

$$
\prod_{j=1}^{\infty}\left(1-C_{p, \mu, K} t_{k+j}\right)=0
$$

we get

$$
\begin{equation*}
a \leq C(\beta, r, p) \sum_{j=1}^{\infty} t_{k+j}^{2} \tag{2.20}
\end{equation*}
$$

Finally using $\sum_{j=1}^{\infty} t_{j}^{2}<\infty$ we obtain that $\lim _{k \rightarrow \infty} \sum_{j=1}^{\infty} t_{k+j}^{2}=0$, so $a=0$. This proves $L^{2}$ and almost sure convergence.

Next assume that $p \geq 2$.
For $k \geq 0$ let

$$
t \mapsto E_{p}(t):=H_{p}(\gamma(t)),
$$

$\gamma(t)_{t \in\left[0, t_{k+1}\right]}$ the geodesic satisfying $\dot{\gamma}(0)=-\operatorname{grad}_{X_{k}} F_{p}\left(\cdot, P_{k+1}\right)$. With a calculation similar to (2.12) we get for all $t \in\left[0, t_{k+1}\right]$

$$
\begin{equation*}
E_{p}^{\prime \prime}(t) \leq 2 C(\beta, r, p):=p^{3}(2 r)^{3 p-4}(2 \beta r \operatorname{coth}(2 \beta r)+p-2) . \tag{2.21}
\end{equation*}
$$

(see e.g. [91]). By Taylor formula,

$$
\begin{aligned}
H_{p}\left(X_{k+1}\right) & =E_{p}\left(t_{k+1}\right) \\
& =E_{p}(0)+t_{k+1} E_{p}^{\prime}(0)+\frac{t_{k+1}^{2}}{2} E_{p}^{\prime \prime}(t) \quad \text { for some } t \in\left[0, t_{k+1}\right] \\
& \leq H_{p}\left(X_{k}\right)+t_{k+1}\left\langle d_{X_{k}} H_{p}, \operatorname{grad}_{X_{k}} F_{p}\left(\cdot, P_{k+1}\right)\right\rangle+t_{k+1}^{2} C(\beta, r, p) .
\end{aligned}
$$

We get

$$
\begin{aligned}
& \mathbb{E}\left[H_{p}\left(X_{k+1}\right) \mid \mathscr{F}_{k}\right] \\
& \leq H_{p}\left(X_{k}\right)-t_{k+1}\left\langle d_{X_{k}} H_{p}, \int_{B(a, r)} \operatorname{grad}_{X_{k}} F_{p}(\cdot, y) \mu(d y)\right\rangle+C(\beta, r, p) t_{k+1}^{2} \\
& =H_{p}\left(X_{k}\right)-t_{k+1}\left\langle d_{X_{k}} H_{p}, \operatorname{grad}_{X_{k}} H_{p}(\cdot)\right\rangle+C(\beta, r, p) t_{k+1}^{2} \\
& =H_{p}\left(X_{k}\right)-t_{k+1}\left\|\operatorname{grad}_{X_{k}} H_{p}(\cdot)\right\|^{2}+C(\beta, r, p) t_{k+1}^{2} \\
& \leq H_{p}\left(X_{k}\right)-C_{p, \mu, K} t_{k+1}\left(H_{p}\left(X_{k}\right)-H_{p}(e)\right)+C(\beta, r, p) t_{k+1}^{2}
\end{aligned}
$$

(by Proposition 4.2) so that the process $\left(Y_{k}\right)_{k \geq 0}$ defined by

$$
\begin{equation*}
Y_{0}=H_{p}\left(X_{0}\right)-H_{p}(e) \quad \text { and for } k \geq 1 \quad Y_{k}=H_{p}\left(X_{k}\right)-H_{p}(e)-C(\beta, r, p) \sum_{j=1}^{k} t_{j}^{2} \tag{2.22}
\end{equation*}
$$

is a bounded supermartingale. So it converges in $L^{1}$ and almost surely. Consequently $H_{p}\left(X_{k}\right)-H_{p}(e)$ also converges in $L^{1}$ and almost surely.

Let

$$
\begin{equation*}
a=\lim _{k \rightarrow \infty} \mathbb{E}\left[H_{p}\left(X_{k}\right)-H_{p}(e)\right] . \tag{2.23}
\end{equation*}
$$

We want to prove that $a=0$. We already proved that

$$
\begin{align*}
& \mathbb{E}\left[H_{p}\left(X_{k+1}\right)-H_{p}(e) \mid \mathscr{F}_{k}\right] \\
& \leq H_{p}\left(X_{k}\right)-H_{p}(e)-C_{p, \mu, K} t_{k+1}\left(H_{p}\left(X_{k}\right)-H_{p}(e)\right)+C(\beta, r, p) t_{k+1}^{2} . \tag{2.24}
\end{align*}
$$

Taking the expectation we obtain

$$
\begin{equation*}
\mathbb{E}\left[H_{p}\left(X_{k+1}\right)-H_{p}(e)\right] \leq\left(1-t_{k+1} C_{p, \mu, K}\right) \mathbb{E}\left[H_{p}\left(X_{k}\right)-H_{p}(e)\right]+C(\beta, r, p) t_{k+1}^{2} \tag{2.25}
\end{equation*}
$$

so that proving that $a=0$ is similar to the previous case.
Finally (2.1) proves that $\rho\left(X_{k}, e\right)^{2}$ converges in $L^{1}$ and almost surely to 0 .
In the following example, we focus on the case $M=\mathbb{R}^{d}$ and $p=2$ where drastic simplifications occur.

Example 4.4. In the case when $M=\mathbb{R}^{d}$ and $\mu$ is a compactly supported probability measure on $\mathbb{R}^{d}$, the stochastic gradient algorithm (2.11) simplifies into

$$
X_{0}=x_{0} \quad \text { and for } k \geq 0 \quad X_{k+1}=X_{k}-t_{k+1} \operatorname{grad}_{X_{k}} F_{p}\left(\cdot, P_{k+1}\right)
$$

If furthermore $p=2$, clearly $e_{2}=\mathbb{E}\left[P_{1}\right]$ and $\operatorname{grad}_{x} F_{p}(\cdot, y)=2(x-y)$, so that the linear relation

$$
X_{k+1}=\left(1-2 t_{k+1}\right) X_{k}+2 t_{k+1} P_{k+1}, \quad k \geq 0
$$

holds true and an easy induction proves that

$$
\begin{equation*}
X_{k}=x_{0} \prod_{j=0}^{k-1}\left(1-2 t_{k-j}\right)+2 \sum_{j=0}^{k-1} P_{k-j} t_{k-j} \prod_{\ell=0}^{j-1}\left(1-2 t_{k-\ell}\right), \quad k \geq 1 \tag{2.26}
\end{equation*}
$$

Now, taking $t_{k}=\frac{1}{2 k}$, we have

$$
\prod_{j=0}^{k-1}\left(1-2 t_{k-j}\right)=0 \quad \text { and } \quad \prod_{\ell=0}^{j-1}\left(1-2 t_{k-\ell}\right)=\frac{k-j}{k}
$$

so that

$$
X_{k}=\sum_{j=0}^{k-1} P_{k-j} \frac{1}{k}=\frac{1}{k} \sum_{j=1}^{k} P_{j} .
$$

The stochastic gradient algorithm estimating the mean $e_{2}$ of $\mu$ is given by the empirical mean of a growing sample of independent random variables with distribution $\mu$. In this simple case, the result of Theorem 4.3 is nothing but the strong law of large numbers. Moreover, fluctuations around the mean are given by the central limit theorem and Donsker's theorem.

### 4.3 Fluctuations of the stochastic gradient algorithm

The notations are the same as in the beginning of section 4.1. We still make assumption 4.1. Let us define $K$ and $\varepsilon$ as in (2.8) and let

$$
\begin{equation*}
\delta_{1}=\min \left(\frac{1}{C_{p, \mu, K}}, \frac{\rho\left(K_{\mu}, B(a, r)^{c}\right)}{2 p(2 r)^{p-1}}\right) . \tag{3.1}
\end{equation*}
$$

We consider the time inhomogeneous $M$-valued Markov chain (2.11) in the particular case when

$$
\begin{equation*}
t_{k}=\min \left(\frac{\delta}{k}, \delta_{1}\right), \quad k \geq 1 \tag{3.2}
\end{equation*}
$$

for some $\delta>0$. The particular sequence $\left(t_{k}\right)_{k \geq 1}$ defined by (3.2) satisfies (2.9) and (2.10), so Theorem 4.3 holds true and the stochastic gradient algorithm $\left(X_{k}\right)_{k \geq 0}$ converges a.s. and in $L^{2}$ to the $p$-mean $e_{p}$.

In order to study the fluctuations around the $p$-mean $e_{p}$, we define for $n \geq 1$ the rescaled $T_{e_{p}} M$-valued Markov chain $\left(Y_{k}^{n}\right)_{k \geq 0}$ by

$$
\begin{equation*}
Y_{k}^{n}=\frac{k}{\sqrt{n}} \exp _{e_{p}}^{-1} X_{k} \tag{3.3}
\end{equation*}
$$

We will prove convergence of the sequence of process $\left(Y_{[n t]}^{n}\right)_{t \geq 0}$ to a non-homogeneous diffusion process. The limit process is defined in the following proposition:

Proposition 4.5. Assume that $H_{p}$ is $C^{2}$ in a neighborhood of $e_{p}$, and that $\delta>$ $C_{p, \mu, K}^{-1}$. Define

$$
\Gamma=\mathbb{E}\left[\operatorname{grad}_{e_{p}} F_{p}\left(\cdot, P_{1}\right) \otimes \operatorname{grad}_{e_{p}} F_{p}\left(\cdot, P_{1}\right)\right]
$$

and $G_{\delta}(t)$ the generator

$$
\begin{equation*}
G_{\delta}(t) f(y):=\left\langle d_{y} f, t^{-1}\left(y-\delta \nabla d H_{p}(y, \cdot)^{\sharp}\right)\right\rangle+\frac{\delta^{2}}{2} \operatorname{Hess}_{y} f(\Gamma) \tag{3.4}
\end{equation*}
$$

where $\nabla d H_{p}(y, \cdot)^{\sharp}$ denotes the dual vector of the linear form $\nabla d H_{p}(y, \cdot)$.
There exists a unique inhomogeneous diffusion process $\left(y_{\delta}(t)\right)_{t>0}$ on $T_{e_{p}} M$ with generator $G_{\delta}(t)$ and converging in probability to 0 as $t \rightarrow 0^{+}$.

The process $y_{\delta}$ is continuous, converges a.s. to 0 as $t \rightarrow 0^{+}$and has the following integral representation:

$$
\begin{equation*}
y_{\delta}(t)=\sum_{i=1}^{d} t^{1-\delta \lambda_{i}} \int_{0}^{t} s^{\delta \lambda_{i}-1}\left\langle\delta \sigma d B_{s}, e_{i}\right\rangle e_{i}, \quad t \geq 0 \tag{3.5}
\end{equation*}
$$

where $B_{t}$ is a standard Brownian motion on $T_{e_{p}} M, \sigma \in \operatorname{End}\left(T_{e_{p}} M\right)$ satisfies $\sigma \sigma^{*}=\Gamma,\left(e_{i}\right)_{1 \leq i \leq d}$ is an orthonormal basis diagonalizing the symmetric bilinear form $\nabla d H_{p}\left(e_{p}\right)$ and $\left(\lambda_{i}\right)_{1 \leq i \leq d}$ are the associated eigenvalues.

Note that the integral representation (3.5) implies that $y_{\delta}$ is the centered Gaussian process with covariance

$$
\begin{equation*}
\mathbb{E}\left[y_{\delta}^{i}\left(t_{1}\right) y_{\delta}^{j}\left(t_{2}\right)\right]=\frac{\delta^{2} \Gamma\left(e_{i}^{*} \otimes e_{j}^{*}\right)}{\delta\left(\lambda_{i}+\lambda_{j}\right)-1} t_{1}^{1-\delta \lambda_{i}} t_{2}^{1-\delta \lambda_{j}}\left(t_{1} \wedge t_{2}\right)^{\delta\left(\lambda_{i}+\lambda_{j}\right)-1} \tag{3.6}
\end{equation*}
$$

where $y_{\delta}^{i}(t)=\left\langle y_{\delta}(t), e_{i}\right\rangle, 1 \leq i, j \leq d$ and $t_{1}, t_{2} \geq 0$.
Proof. Fix $\varepsilon>0$. Any diffusion process on $[\varepsilon, \infty)$ with generator $G_{\delta}(t)$ is solution of a sde of the type

$$
\begin{equation*}
d y_{t}=\frac{1}{t} L_{\delta}\left(y_{t}\right) d t+\delta \sigma d B_{t} \tag{3.7}
\end{equation*}
$$

where $L_{\delta}(y)=y-\delta \nabla d H_{p}(y, \cdot)^{\sharp}$ and $B_{t}$ and $\sigma$ are as in Proposition 4.5. This sde can be solved explicitely on $[\varepsilon, \infty)$. The symmetric endomorphism $y \mapsto \nabla d H_{p}(y, \cdot)^{\sharp}$ is diagonalisable in the orthonormal basis $\left(e_{i}\right)_{1 \leq i \leq d}$ with eigenvalues $\left(\lambda_{i}\right)_{1 \leq i \leq d}$. The
endomorphism $L_{\delta}=\mathrm{id}-\delta \nabla d H_{p}(e)(\mathrm{id}, \cdot)^{\sharp}$ is also diagonalisable in this basis with eigenvalues $\left(1-\delta \lambda_{i}\right)_{1 \leq i \leq d}$. The solution $y_{t}=\sum_{i=1}^{d} y_{t}^{i} e_{i}$ of (3.7) started at $y_{\varepsilon}=\sum_{i=1}^{d} y_{\varepsilon}^{i} e_{i}$ is given by

$$
\begin{equation*}
y_{t}=\sum_{i=1}^{d}\left(y_{\varepsilon}^{i} \varepsilon^{\delta \lambda_{i}-1}+\int_{\varepsilon}^{t} s^{\delta \lambda_{i}-1}\left\langle\delta \sigma d B_{s}, e_{i}\right\rangle\right) t^{1-\delta \lambda_{i}} e_{i}, \quad t \geq \varepsilon . \tag{3.8}
\end{equation*}
$$

Now by definition of $C_{p, \mu, K}$ we clearly have

$$
\begin{equation*}
C_{p, \mu, K} \leq \min _{1 \leq i \leq d} \lambda_{i} . \tag{3.9}
\end{equation*}
$$

So the condition $\delta C_{p, \mu, K}>1$ implies that for all $i, \delta \lambda_{i}-1>0$, and as $\varepsilon \rightarrow 0$,

$$
\begin{equation*}
\int_{\varepsilon}^{t} s^{\delta \lambda_{i}-1}\left\langle\delta \sigma d B_{s}, e_{i}\right\rangle \rightarrow \int_{0}^{t} s^{\delta \lambda_{i}-1}\left\langle\delta \sigma d B_{s}, e_{i}\right\rangle \quad \text { in probability. } \tag{3.10}
\end{equation*}
$$

Assume that a continuous solution $y_{t}$ converging in probability to 0 as $t \rightarrow 0^{+}$ exists. Since $y_{\varepsilon}^{i} \varepsilon^{\delta \lambda_{i}-1} \rightarrow 0$ in probability as $\varepsilon \rightarrow 0$, we necessarily have using (3.10)

$$
\begin{equation*}
y_{t}=\sum_{i=1}^{d} t^{1-\delta \lambda_{i}} \int_{0}^{t} s^{\delta \lambda_{i}-1}\left\langle\delta \sigma d B_{s}, e_{i}\right\rangle e_{i}, \quad t \geq 0 \tag{3.11}
\end{equation*}
$$

Note $y_{\delta}^{i}$ is Gaussian with variance $\frac{t \delta^{2} \Gamma\left(e_{i}^{*} \otimes e_{i}^{*}\right)}{2 \delta \lambda_{i}-1}$, so it converges in $L^{2}$ to 0 as $t \rightarrow 0$. Conversely, it is easy to check that equation (3.11) defines a solution to (3.7).

To prove the a.s. convergence to 0 we use the representation

$$
\int_{0}^{t} s^{\delta \lambda_{i}-1}\left\langle\delta \sigma d B_{s}, e_{i}\right\rangle=B_{\varphi_{i}(t)}^{i}
$$

where $B_{s}^{i}$ is a Brownian motion and $\varphi_{i}(t)=\frac{\delta^{2} \Gamma\left(e_{i}^{*} \otimes e_{i}^{*}\right)}{2 \delta \lambda_{i}-1} t^{2 \delta \lambda_{i}-1}$. Then by the law of iterated logarithm

$$
\limsup _{t \downarrow 0} t^{1-\delta \lambda_{i}} B_{\varphi_{i}(t)}^{i} \leq \limsup _{t \downarrow 0} t^{1-\delta \lambda_{i}} \sqrt{2 \varphi_{i}(t) \ln \ln \left(\varphi_{i}^{-1}(t)\right)}
$$

But for $t$ small we have

$$
\sqrt{2 \varphi_{i}(t) \ln \ln \left(\varphi_{i}^{-1}(t)\right)} \leq t^{\delta \lambda_{i}-3 / 4}
$$

so

$$
\underset{t \downarrow 0}{\limsup } t^{1-\delta \lambda_{i}} B_{\varphi_{i}(t)}^{i} \leq \lim _{t \downarrow 0} t^{1 / 4}=0
$$

This proves a.s. convergence to 0 . Continuity is easily checked using the integral representation (3.11).

Our main result on the fluctuations of the stochastic gradient algorithm is the following:

Theorem 4.6. Assume that either $e_{p}$ does not belong to the support of $\mu$ or $p \geq 2$. Assume furthermore that $\delta>C_{p, \mu, K}^{-1}$. The sequence of processes $\left(Y_{[n t]}^{n}\right)_{t \geq 0}$ weakly converges in $\mathbb{D}\left((0, \infty), T_{e_{p}} M\right)$ to $y_{\delta}$.

Remark 4.7. The assumption on $e_{p}$ implies that $H_{p}$ is of class $C^{2}$ in a neighbourhood of $e_{p}$. In the case $p>1$, in the "generic" situation for applications, $\mu$ is a discrete measure and $e_{p}$ does not belong to its support. For $p=1$ one has to be more careful since if $\mu$ is equidistributed in a random set of points, then with positive probability $e_{1}$ belongs to the support of $\mu$.

Remark 4.8. From section 4.1 we know that, when $p \in(1,2]$, the constant

$$
C_{p, \mu, K}=p(2 r)^{p-2}(\min (p-1,2 \alpha r \cot (2 \alpha r)))
$$

is explicit. The constraint $\delta>C_{p, \mu, K}^{-1}$ can easily be checked in this case.
Remark 4.9. In the case $M=\mathbb{R}^{d}, Y_{k}^{n}=\frac{k}{\sqrt{n}}\left(X_{k}-e_{p}\right)$ and the tangent space $T_{e_{p}} M$ is identified to $\mathbb{R}^{d}$. Theorem 4.6 holds and, in particular, when $t=1$, we obtain a central limit Theorem: $\sqrt{n}\left(X_{n}-e_{p}\right)$ converges as $n \rightarrow \infty$ to a centered Gaussian $d$-variate distribution (with covariance structure given by (3.6) with $t_{1}=t_{2}=1$ ). This is a central limit theorem: the fluctuations of the stochastic gradient algorithm are of scale $n^{-1 / 2}$ and asymptotically Gaussian.

Now let us introduce some notations needed in the proof of Theorem 4.6. Consider the time homogeneous Markov chain $\left(Z_{k}^{n}\right)_{k \geq 0}$ with state space $[0, \infty) \times T_{e} M$ defined by

$$
\begin{equation*}
Z_{k}^{n}=\left(\frac{k}{n}, Y_{k}^{n}\right) \tag{3.12}
\end{equation*}
$$

The first component has a deterministic evolution and will be denoted by $t_{k}^{n}$; it satisfies

$$
\begin{equation*}
t_{k+1}^{n}=t_{k}^{n}+\frac{1}{n}, \quad k \geq 0 \tag{3.13}
\end{equation*}
$$

Let $k_{0}$ be such that

$$
\begin{equation*}
\frac{\delta}{k_{0}}<\delta_{1} \tag{3.14}
\end{equation*}
$$

Using equations (2.11), (3.3) and (3.2), we have for $k \geq k_{0}$,

$$
\begin{equation*}
Y_{k+1}^{n}=\frac{n t_{k}^{n}+1}{\sqrt{n}} \exp _{e}^{-1}\left(\exp _{\exp _{e} \frac{1}{\sqrt{n} t_{k}^{\pi}} Y_{k}^{n}}\left(-\frac{\delta}{n t_{k}^{n}+1} \operatorname{grad} \frac{1}{\sqrt{n} t_{k}^{\pi}} Y_{k}^{n} F_{p}\left(\cdot, P_{k+1}\right)\right)\right) \tag{3.15}
\end{equation*}
$$

Consider the transition kernel $P^{n}\left(z, d z^{\prime}\right)$ on $(0, \infty) \times T_{e} M$ defined for $z=(t, y)$ by

$$
\begin{align*}
& P^{n}(z, A)= \\
& \mathbb{P}\left[\left(t+\frac{1}{n}, \frac{n t+1}{\sqrt{n}} \exp _{e}^{-1}\left(\exp _{\exp _{e} \frac{1}{\sqrt{n} t} y}\left(-\frac{\delta}{n t+1} \operatorname{grad}_{\exp _{e} \frac{1}{\sqrt{n} t} y} F_{p}\left(\cdot, P_{1}\right)\right)\right)\right) \in A\right] \tag{3.16}
\end{align*}
$$

where $A \in \mathscr{B}\left((0, \infty) \times T_{e} M\right)$. Clearly this transition kernel drives the evolution of the Markov chain $\left(Z_{k}^{n}\right)_{k \geq k_{0}}$.

For the sake of clarity, we divide the proof of Theorem 4.6 into four lemmas.
Lemma 4.10. Assume that either $p \geq 2$ or e does not belong to the support $\operatorname{supp}(\mu)$ of $\mu$ (note this implies that for all $x \in \operatorname{supp}(\mu)$ the function $F_{p}(\cdot, x)$ is of class $C^{2}$ in a neighbourhood of e). Fix $\delta>0$. Let $B$ be a bounded set in $T_{e} M$ and let $0<\varepsilon<T$. We have for all $C^{2}$ function $f$ on $T_{e} M$

$$
\begin{align*}
& n\left(f\left(\frac{n t+1}{\sqrt{n}} \exp _{e}^{-1}\left(\exp _{\exp _{e} \frac{1}{\sqrt{n} t} y}\left(-\frac{\delta}{n t+1} \operatorname{grad}_{\exp _{e} \frac{1}{\sqrt{n t}} y} F_{p}(\cdot, x)\right)\right)\right)-f(y)\right) \\
& =\left\langle d_{y} f, \frac{y}{t}\right\rangle-\sqrt{n}\left\langle d_{y} f, \delta \operatorname{grad}_{e} F_{p}(\cdot, x)\right\rangle-\delta \nabla d F_{p}(\cdot, x)\left(\operatorname{grad}_{y} f, \frac{y}{t}\right) \\
& +\frac{\delta^{2}}{2} \operatorname{Hess}_{y} f\left(\operatorname{grad}_{e} F_{p}(\cdot, x) \otimes \operatorname{grad}_{e} F_{p}(\cdot, x)\right)+O\left(\frac{1}{\sqrt{n}}\right) \tag{3.17}
\end{align*}
$$

uniformly in $y \in B, x \in \operatorname{supp}(\mu), t \in[\varepsilon, T]$.
Proof. Let $x \in \operatorname{supp}(\mu), y \in T_{e} M, u, v \in \mathbb{R}$ sufficiently close to 0 , and $q=$ $\exp _{e}\left(\frac{u y}{t}\right)$. For $s \in[0,1]$ denote by $a \mapsto c(a, s, u, v)$ the geodesic with endpoints $c(0, s, u, v)=e$ and

$$
\begin{gathered}
c(1, s, u, v)=\exp _{\exp _{e}\left(\frac{u y}{t}\right)}\left(-v s \operatorname{grad}_{\exp _{e}\left(\frac{u y}{t}\right)} F_{p}(\cdot, x)\right): \\
c(a, s, u, v)=\exp _{e}\left\{a \exp _{e}^{-1}\left[\exp _{\exp _{e}\left(\frac{u y}{t}\right)}\left(-s v \operatorname{grad}_{\exp _{e}\left(\frac{u y}{t}\right)} F_{p}(\cdot, x)\right)\right]\right\} .
\end{gathered}
$$

This is a $C^{2}$ function of $(a, s, u, v) \in[0,1]^{2} \times(-\eta, \eta)^{2}, \eta$ sufficiently small. It also depends in a $C^{2}$ way of $x$ and $y$. Letting $c(a, s)=c\left(a, s, \frac{1}{\sqrt{n}}, \frac{\delta}{n t+1}\right)$, we have

$$
\exp _{e}^{-1}\left(\exp _{\exp _{e} \frac{1}{\sqrt{n t}} y}\left(-\frac{\delta}{n t+1} \operatorname{grad}_{\exp _{e} \frac{1}{\sqrt{n} t} y} F_{p}(\cdot, x)\right)\right)=\partial_{a} c(0,1)
$$

So we need a Taylor expansion up to order $n^{-1}$ of $\frac{n t+1}{\sqrt{n}} \partial_{a} c(0,1)$.

We have $c(a, s, 0,1)=\exp _{e}\left(-a s \operatorname{grad}_{e} F_{p}(\cdot, x)\right)$ and this implies

$$
\partial_{s}^{2} \partial_{a} c(0, s, 0,1)=0, \quad \text { so } \quad \partial_{s}^{2} \partial_{a} c(0, s, u, 1)=O(u)
$$

On the other hand the identities $c(a, s, u, v)=c(a, s v, u, 1)$ yields $\partial_{s}^{2} \partial_{a} c(a, s, u, v)=$ $v^{2} \partial_{s}^{2} \partial_{a} c(a, s, u, 1)$, so we obtain

$$
\partial_{s}^{2} \partial_{a} c(0, s, u, v)=O\left(u v^{2}\right)
$$

and this yields

$$
\partial_{s}^{2} \partial_{a} c(0, s)=O\left(n^{-5 / 2}\right),
$$

uniformly in $s, x, y, t$. But since

$$
\left\|\partial_{a} c(0,1)-\partial_{a} c(0,0)-\partial_{s} \partial_{a} c(0,0)\right\| \leq \frac{1}{2} \sup _{s \in[0,1]}\left\|\partial_{s}^{2} \partial_{a} c(0, s)\right\|
$$

we only need to estimate $\partial_{a} c(0,0)$ and $\partial_{s} \partial_{a} c(0,0)$.
Denoting by $J(a)$ the Jacobi field $\partial_{s} c(a, 0)$ we have

$$
\frac{n t+1}{\sqrt{n}} \partial_{a} c(0,1)=\frac{n t+1}{\sqrt{n}} \partial_{a} c(0,0)+\frac{n t+1}{\sqrt{n}} \dot{J}(0)+O\left(\frac{1}{n^{2}}\right) .
$$

On the other hand

$$
\frac{n t+1}{\sqrt{n}} \partial_{a} c(0,0)=\frac{n t+1}{\sqrt{n}} \frac{y}{\sqrt{n} t}=y+\frac{y}{n t}
$$

so it remains to estimate $\dot{J}(0)$.
The Jacobi field $a \mapsto J(a, u, v)$ with endpoints $J(0, u, v)=0_{e}$ and

$$
J(1, u, v)=-v \operatorname{grad}_{\exp _{e}\left(\frac{u y}{t}\right)} F_{p}(\cdot, x)
$$

satisfies

$$
\nabla_{a}^{2} J(a, u, v)=-R\left(J(a, u, v), \partial_{a} c(a, 0, u, v)\right) \partial_{a} c(a, 0, u, v)=O\left(u^{2} v\right)
$$

This implies that

$$
\nabla_{a}^{2} J(a)=O\left(n^{-2}\right) .
$$

Consequently, denoting by $P_{x_{1}, x_{2}}: T_{x_{1}} M \rightarrow T_{x_{2}} M$ the parallel transport along the minimal geodesic from $x_{1}$ to $x_{2}$ (whenever it is unique) we have

$$
\begin{equation*}
P_{c(1,0), e} J(1)=J(0)+\dot{J}(0)+O\left(n^{-2}\right)=\dot{J}(0)+O\left(n^{-2}\right) . \tag{3.18}
\end{equation*}
$$

But we also have

$$
\begin{aligned}
P_{c(1,0, u, v), e} J(1, u, v) & =P_{c(1,0, u, v), e}\left(-v \operatorname{grad}_{c(1,0, u, v)} F_{p}(\cdot, x)\right) \\
& =-v \operatorname{grad}_{e} F_{p}(\cdot, x)-v \nabla_{\partial_{a} c(0,0, u, v)} \operatorname{grad} . F_{p}(\cdot, x)+O\left(v u^{2}\right) \\
& =-v \operatorname{grad}_{e} F_{p}(\cdot, x)-v \nabla d F_{p}(\cdot, x)\left(\frac{u y}{t}, \cdot\right)^{\#}+O\left(v u^{2}\right)
\end{aligned}
$$

where we used $\partial_{a} c(0,0, u, v)=\frac{u y}{t}$ and for vector fields $A, B$ on $T M$ and a $C^{2}$ function $f_{1}$ on $M$

$$
\begin{aligned}
\left\langle\nabla_{A_{e}} \operatorname{grad} f_{1}, B_{e}\right\rangle & =A_{e}\left\langle\operatorname{grad} f_{1}, B_{e}\right\rangle-\left\langle\operatorname{grad} f_{1}, \nabla_{A_{e}} B\right\rangle \\
& =A_{e}\left\langle d f_{1}, B_{e}\right\rangle-\left\langle d f_{1}, \nabla_{A_{e}} B\right\rangle \\
& =\nabla d f_{1}\left(A_{e}, B_{e}\right)
\end{aligned}
$$

which implies

$$
\nabla_{A_{e}} \operatorname{grad} f_{1}=\nabla d f_{1}\left(A_{e}, \cdot\right)^{\sharp} .
$$

We obtain

$$
P_{c(1,0), e} J(1)=-\frac{\delta}{n t+1} \operatorname{grad}_{e} F_{p}(\cdot, x)-\frac{\delta}{\sqrt{n}(n t+1)} \nabla d F_{p}(\cdot, x)\left(\frac{y}{t}, \cdot\right)^{\sharp}+O\left(n^{-2}\right) .
$$

Combining with (3.18) this gives

$$
\dot{J}(0)=-\frac{\delta}{n t+1} \operatorname{grad}_{e} F_{p}(\cdot, x)-\frac{\delta}{n t+1} \nabla d F_{p}(\cdot, x)\left(\frac{y}{\sqrt{n} t}, \cdot\right)^{\sharp}+O\left(\frac{1}{n^{2}}\right) .
$$

So finally

$$
\begin{equation*}
\frac{n t+1}{\sqrt{n}} \partial_{a} c(0,1)=y+\frac{y}{n t}-\frac{\delta}{\sqrt{n}} \operatorname{grad}_{e} F_{p}(\cdot, x)-\delta \nabla d F_{p}(\cdot, x)\left(\frac{y}{n t}, \cdot\right)^{\sharp}+O\left(n^{-3 / 2}\right) . \tag{3.19}
\end{equation*}
$$

To get the final result we are left to make a Taylor expansion of $f$ up to order 2 .
Define the following quantities:

$$
\begin{equation*}
b_{n}(z)=n \int_{\left\{\left|z^{\prime}-z\right| \leq 1\right\}}\left(z^{\prime}-z\right) P^{n}\left(z, d z^{\prime}\right) \tag{3.20}
\end{equation*}
$$

and

$$
\begin{equation*}
a_{n}(z)=n \int_{\left\{\left|z^{\prime}-z\right| \leq 1\right\}}\left(z^{\prime}-z\right) \otimes\left(z^{\prime}-z\right) P^{n}\left(z, d z^{\prime}\right) \tag{3.21}
\end{equation*}
$$

The following property holds:
Lemma 4.11. Assume that either $p \geq 2$ or e does not belong to the support $\operatorname{supp}(\mu)$
(1) For all $R>0$ and $\varepsilon>0$, there exists $n_{0}$ such that for all $n \geq n_{0}$ and $z \in[\varepsilon, T] \times B\left(0_{e}, R\right)$, where $B\left(0_{e}, R\right)$ is the open ball in $T_{e} M$ centered at the origin with radius $R$,

$$
\begin{equation*}
\int 1_{\left\{\left|z^{\prime}-z\right|>1\right\}} P^{n}\left(z, d z^{\prime}\right)=0 . \tag{3.22}
\end{equation*}
$$

(2) For all $R>0$ and $\varepsilon>0$,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \sup _{z \in[\varepsilon, T] \times B\left(0_{e}, R\right)}\left|b_{n}(z)-b(z)\right|=0 \tag{3.23}
\end{equation*}
$$

with

$$
\begin{equation*}
b(z)=\left(1, \frac{1}{t} L_{\delta}(y)\right) \quad \text { and } \quad L_{\delta}(y)=y-\delta \nabla d H(y, \cdot)^{\sharp} . \tag{3.24}
\end{equation*}
$$

(3) For all $R>0$ and $\varepsilon>0$,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \sup _{z \in[\varepsilon, T] \times B\left(0_{e}, R\right)}\left|a_{n}(z)-a(z)\right|=0 \tag{3.25}
\end{equation*}
$$

with

$$
\begin{equation*}
a(z)=\delta^{2} \operatorname{diag}(0, \Gamma) \quad \text { and } \quad \Gamma=\mathbb{E}\left[\operatorname{grad}_{e} F_{p}\left(\cdot, P_{1}\right) \otimes \operatorname{grad}_{e} F_{p}\left(\cdot, P_{1}\right)\right] \tag{3.26}
\end{equation*}
$$

Proof. (1) We use the notation $z=(t, y)$ and $z^{\prime}=\left(t^{\prime}, y^{\prime}\right)$. We have

$$
\begin{aligned}
& \int 1_{\left\{\left|z^{\prime}-z\right|>1\right\}} P^{n}\left(z, d z^{\prime}\right) \\
& =\int 1_{\left\{\max \left(\left|t^{\prime}-t\right|,\left|y^{\prime}-y\right|\right)>1\right\}} P^{n}\left(z, d z^{\prime}\right) \\
& =\int 1_{\left\{\max \left(\frac{1}{n},\left|y^{\prime}-y\right|\right)>1\right\}} P^{n}\left(z, d z^{\prime}\right) \\
& =\mathbb{P}\left[\left|\frac{n t+1}{\sqrt{n}} \exp _{e}^{-1}\left(\exp _{\exp _{e} \frac{1}{\sqrt{n} t} y}\left(-\frac{\delta}{n t+1} \operatorname{grad}_{\exp _{e} \frac{1}{\sqrt{n} t} y} F_{p}\left(\cdot, P_{1}\right)\right)\right)-y\right|>1\right] .
\end{aligned}
$$

On the other hand, since $F_{p}(\cdot, x)$ is of class $C^{2}$ in a neighbourhood of $e$, we have by (3.19)

$$
\left|\frac{n t+1}{\sqrt{n}} \exp _{e}^{-1}\left(\exp _{\exp _{e} \frac{1}{\sqrt{n t}} y}\left(-\frac{\delta}{n t+1} \operatorname{grad}_{\exp _{e} \frac{1}{\sqrt{n t}} y} F_{p}\left(\cdot, P_{1}\right)\right)\right)-y\right| \leq \frac{C \delta}{\sqrt{n} \varepsilon}
$$

for some constant $C>0$.
(2) Equation (3.22) implies that for $n \geq n_{0}$

$$
\begin{aligned}
& b_{n}(z) \\
& =n \int\left(z^{\prime}-z\right) P^{n}\left(z, d z^{\prime}\right) \\
& =n\left(\frac{1}{n}, \mathbb{E}\left[\frac{n t+1}{\sqrt{n}} \exp _{e}^{-1}\left(\exp _{\exp _{e} \frac{y}{\sqrt{n t}}}\left(-\frac{\delta}{n t+1} \operatorname{grad}_{\exp _{e} \frac{y}{\sqrt{n t}}} F_{p}\left(\cdot, P_{1}\right)\right)\right)\right]-y\right) .
\end{aligned}
$$

We have by lemma 4.10

$$
\begin{aligned}
& n\left(\frac{n t+1}{\sqrt{n}} \exp _{e}^{-1}\left(\exp _{\exp _{e} \frac{1}{\sqrt{n} t} y}\left(-\frac{\delta}{n t+1} \operatorname{grad}_{\exp _{e} \frac{1}{\sqrt{n} t} y} F_{p}\left(\cdot, P_{1}\right)\right)\right)-y\right) \\
& =\frac{1}{t} y-\delta \sqrt{n} \operatorname{grad}_{e} F_{p}\left(\cdot, P_{1}\right)-\delta \nabla d F_{p}\left(\cdot, P_{1}\right)\left(\frac{1}{t} y, \cdot\right)^{\#}+O\left(\frac{1}{n^{1 / 2}}\right)
\end{aligned}
$$

a.s. uniformly in $n$, and since

$$
\mathbb{E}\left[\delta \sqrt{n} \operatorname{grad}_{e} F_{p}\left(\cdot, P_{1}\right)\right]=0
$$

this implies that

$$
n\left(\mathbb{E}\left[\frac{n t+1}{\sqrt{n}} \exp _{e}^{-1}\left(\exp _{\exp _{e} \frac{1}{\sqrt{n} t} y}\left(-\frac{\delta}{n t+1} \operatorname{grad}_{\exp _{e} \frac{1}{\sqrt{n} t} y} F_{p}\left(\cdot, P_{1}\right)\right)\right)\right]-y\right)
$$

converges to

$$
\begin{equation*}
\frac{1}{t} y-\mathbb{E}\left[\delta \nabla d F_{p}\left(\cdot, P_{1}\right)\left(\frac{1}{t} y, \cdot\right)^{\sharp 7}\right]=\frac{1}{t} y-\delta \nabla d H_{p}\left(\frac{1}{t} y, \cdot\right)^{\sharp} . \tag{3.28}
\end{equation*}
$$

Moreover the convergence is uniform in $z \in[\varepsilon, T] \times B\left(0_{e}, R\right)$, so this yields (3.23).
(3) In the same way, using lemma 4.10,

$$
\begin{aligned}
& n \int\left(y^{\prime}-y\right) \otimes\left(y^{\prime}-y\right) P^{n}\left(z, d z^{\prime}\right) \\
& =\frac{1}{n} \mathbb{E}\left[\left(-\sqrt{n} \delta \operatorname{grad}_{e} F_{p}\left(\cdot, P_{1}\right)\right) \otimes\left(-\sqrt{n} \delta \operatorname{grad}_{e} F_{p}\left(\cdot, P_{1}\right)\right)\right]+o(1) \\
& =\delta^{2} \mathbb{E}\left[\operatorname{grad}_{e} F_{p}\left(\cdot, P_{1}\right) \otimes \operatorname{grad}_{e} F_{p}\left(\cdot, P_{1}\right)\right]+o(1)
\end{aligned}
$$

uniformly in $z \in[\varepsilon, T] \times B\left(0_{e}, R\right)$, so this yields (3.25).

Lemma 4.12. Suppose that $t_{n}=\frac{\delta}{n}$ for some $\delta>0$. For all $\delta>C_{p, \mu, K}^{-1}$,

$$
\begin{equation*}
\sup _{n \geq 1} n \mathbb{E}\left[\rho^{2}\left(e, X_{n}\right)\right]<\infty \tag{3.29}
\end{equation*}
$$

Proof. First consider the case $p \in[1,2)$.
We know by (2.18) that there exists some constant $C(\beta, r, p)$ such that

$$
\begin{equation*}
\mathbb{E}\left[\rho^{2}\left(e, X_{k+1}\right)\right] \leq \mathbb{E}\left[\rho^{2}\left(e, X_{k}\right)\right] \exp \left(-C_{p, \mu, K} t_{k+1}\right)+C(\beta, r, p) t_{k+1}^{2} \tag{3.30}
\end{equation*}
$$

From this (3.29) is a consequence of Lemma 0.0.1 (case $\alpha>1$ ) in [70]. We give the proof for completeness. We deduce easily by induction that for all $k \geq k_{0}$,

$$
\begin{align*}
& \mathbb{E}\left[\rho^{2}\left(e, X_{k}\right)\right] \\
& \leq \mathbb{E}\left[\rho^{2}\left(e, X_{k_{0}}\right)\right] \exp \left(-C_{p, \mu, K} \sum_{j=k_{0}+1}^{k} t_{j}\right)+C(\beta, r, p) \sum_{i=k_{0}+1}^{k} t_{i}^{2} \exp \left(-C_{p, \mu, K} \sum_{j=i+1}^{k} t_{j}\right), \tag{3.31}
\end{align*}
$$

where the convention $\sum_{j=k+1}^{k} t_{j}=0$ is used. With $t_{n}=\frac{\delta}{n}$, the following inequality holds for all $i \geq k_{0}$ and $k \geq i$ :

$$
\begin{equation*}
\sum_{j=i+1}^{k} t_{j}=\delta \sum_{j=i+1}^{k} \frac{1}{j} \geq \delta \int_{i+1}^{k+1} \frac{d t}{t} \geq \delta \ln \frac{k+1}{i+1} \tag{3.32}
\end{equation*}
$$

Hence,

$$
\begin{align*}
& \mathbb{E}\left[\rho^{2}\left(e, X_{k}\right)\right] \\
& \leq \mathbb{E}\left[\rho^{2}\left(e, X_{k_{0}}\right)\right]\left(\frac{k_{0}+1}{k+1}\right)^{\delta C_{p, \mu, K}}+\frac{\delta^{2} C(\beta, r, p)}{(k+1)^{\delta C_{p, \mu, K}}} \sum_{i=k_{0}+1}^{k} \frac{(i+1)^{\delta C_{p, \mu, K}}}{i^{2}} . \tag{3.33}
\end{align*}
$$

For $\delta C_{p, \mu, K}>1$ we have as $k \rightarrow \infty$

$$
\begin{equation*}
\frac{\delta^{2} C(\beta, r, p)}{(k+1)^{\delta C_{p, \mu}, K}} \sum_{i=k_{0}+1}^{k} \frac{(i+1)^{\delta C_{p, \mu, K}}}{i^{2}} \sim \frac{\delta^{2} C(\beta, r, p)}{(k+1)^{\delta C_{p, \mu, K}}} \frac{k^{\delta C_{p, \mu, K}-1}}{\delta C_{p, \mu, K}-1} \sim \frac{\delta^{2} C(\beta, r, p)}{\delta C_{p, \mu, K}-1} k^{-1} \tag{3.34}
\end{equation*}
$$

and

$$
\mathbb{E}\left[\rho^{2}\left(e, X_{k_{0}}\right)\right]\left(\frac{k_{0}+1}{k+1}\right)^{\delta C_{p, \mu, K}}=o\left(k^{-1}\right)
$$

This implies that the sequence $k \mathbb{E}\left[\rho^{2}\left(e, X_{k}\right)\right]$ is bounded.
Next consider the case $p \geq 2$.
Now we have by (2.25) that

$$
\begin{equation*}
\mathbb{E}\left[H_{p}\left(X_{k+1}\right)-H_{p}(e)\right] \leq \mathbb{E}\left[H_{p}\left(X_{k}\right)-H_{p}(e)\right] \exp \left(-C_{p, \mu, K} t_{k+1}\right)+C(\beta, r, p) t_{k+1}^{2} . \tag{3.35}
\end{equation*}
$$

From this, arguing similarly, we obtain that the sequence $k \mathbb{E}\left[H_{p}\left(X_{k}\right)-H_{p}(e)\right]$ is bounded. We conclude with (2.1).

Lemma 4.13. Assume $\delta>C_{p, \mu, K}^{-1}$ and that $H_{p}$ is $C^{2}$ in a neighbourhood of e. For all $0<\varepsilon<T$, the sequence of processes $\left(Y_{[n t]}^{n}\right)_{\varepsilon \leq t \leq T}$ is tight in $\mathbb{D}\left([\varepsilon, T], \mathbb{R}^{d}\right)$.

Proof. Denote by $\left(\tilde{Y}_{\varepsilon}^{n}=\left(Y_{[n t]}^{n}\right)_{\varepsilon \leq t \leq T}\right)_{n \geq 1}$, the sequence of processes. We prove that from any subsequence $\left(\tilde{Y}_{\varepsilon}^{\phi(n)}\right)_{n \geq 1}$, we can extract a further subsequence $\left(\tilde{Y}_{\varepsilon}^{\psi(n)}\right)_{n \geq 1}$ that weakly converges in $\mathbb{D}\left([\varepsilon, 1], \mathbb{R}^{d}\right)$.

Let us first prove that $\left(\tilde{Y}_{\varepsilon}^{\phi(n)}(\varepsilon)\right)_{n \geq 1}$ is bounded in $L^{2}$.

$$
\left\|\tilde{Y}_{\varepsilon}^{\phi(n)}(\varepsilon)\right\|_{2}^{2}=\frac{[\phi(n) \varepsilon]^{2}}{\phi(n)} \mathbb{E}\left[\rho^{2}\left(e, X_{[\phi(n) \varepsilon]}\right)\right] \leq \varepsilon \sup _{n \geq 1}\left(n \mathbb{E}\left[\rho^{2}\left(e, X_{n}\right)\right]\right)
$$

and the last term is bounded by lemma 4.12.
Consequently $\left(\tilde{Y}_{\varepsilon}^{\phi(n)}(\varepsilon)\right)_{n \geq 1}$ is tight. So there is a subsequence $\left(\tilde{Y}_{\varepsilon}^{\psi(n)}(\varepsilon)\right)_{n \geq 1}$ that weakly converges in $T_{e} M$ to the distribution $\nu_{\varepsilon}$. Thanks to Skorohod theorem which allows to realize it as an a.s. convergence and to lemma 4.11 we can apply Theorem 11.2.3 of [82], and we obtain that the sequence of processes $\left(\tilde{Y}_{\varepsilon}^{\psi(n)}\right)_{n \geq 1}$ weakly converges to a diffusion $\left(y_{t}\right)_{\varepsilon \leq t \leq T}$ with generator $G_{\delta}(t)$ given by (3.4) and such that $y_{\varepsilon}$ has law $\nu_{\varepsilon}$. This achieves the proof of lemma 4.13.

Proof of Theorem 4.6. Let $\tilde{Y}^{n}=\left(Y_{[n t]}^{n}\right)_{0 \leq t \leq T}$. It is sufficient to prove that any subsequence of $\left(\tilde{Y}^{n}\right)_{n \geq 1}$ has a further subsequence which converges in law to $\left(y_{\delta}(t)\right)_{0 \leq t \leq T}$. So let $\left(\tilde{Y}^{\phi(n)}\right)_{n \geq 1}$ a subsequence. By lemma 4.13 with $\varepsilon=1 / m$ there exists a subsequence which converges in law on $[1 / m, T]$. Then we extract a sequence indexed by $m$ of subsequence and take the diagonal subsequence $\tilde{Y}^{\eta(n)}$. This subsequence converges in $\mathbb{D}\left((0, T], \mathbb{R}^{d}\right)$ to $\left(y^{\prime}(t)\right)_{t \in(0, T]}$. On the other hand, as in the proof of lemma 4.13, we have

$$
\left\|\tilde{Y}^{\eta(n)}(t)\right\|_{2}^{2} \leq C t
$$

for some $C>0$. So $\left\|\tilde{Y}^{\eta(n)}(t)\right\|_{2}^{2} \rightarrow 0$ as $t \rightarrow 0$, which in turn implies $\left\|y^{\prime}(t)\right\|_{2}^{2} \rightarrow 0$ as $t \rightarrow 0$. The unicity statement in Proposition 4.5 implies that $\left(y^{\prime}(t)\right)_{t \in(0, T]}$ and $\left(y_{\delta}(t)\right)_{t \in(0, T]}$ are equal in law. This achieves the proof.

### 4.4 Simulations of the stochastic algorithms

### 4.4.1 A non uniform measure on the unit square in the plane

Here $M$ is the Euclidean plane $\mathbb{R}^{2}$ and $\mu$ is the renormalized restriction to the square $[0,4] \times[0,4]$ of an exponential law on $[0, \infty) \times[0, \infty)$. The red path represents one trajectory of the inhomogeneous Markov chain $\left(X_{k}\right)_{k \geq 0}$ corresponding to $p=1$, with linear interpolation between the different steps. The red point is $e_{1}$. Black circles represent the values of $\left(P_{k}\right)_{k \geq 1}$.

4.4.2 A non uniform measure on the sphere $S^{2}$


Here $M$ is the embedded sphere $S^{2}$ and $\mu$ is a non uniform law. Again the red path represents one trajectory of the inhomogeneous Markov chain $\left(X_{k}\right)_{k \geq 0}$ corresponding to $p=1$, with linear interpolation between the different steps. The red point is $e_{1}$. Black circles represent the values of $\left(P_{k}\right)_{k \geq 1}$. One can observe that even if the convexity assumptions are not fulfilled, convergence still holds.

### 4.4.3 Another non uniform measure on the unit square in the plane




Here $\mu$ is given by the density in the top figure. In the figure at the bottom, the red path represents one trajectory of the inhomogeneous Markov chain $\left(X_{k}\right)_{k \geq 0}$ corresponding to $p=1$, with linear interpolation between the different steps. The red point is $e_{1}$. Black circles represent the values of $\left(P_{k}\right)_{k \geq 1}$.

### 4.4.4 Medians in the Poincaré disc



In the above two figures, $M$ is the Poincaré disc, the blue points are data points and the red path represents one trajectory of the inhomogeneous Markov chain $\left(X_{k}\right)_{k \geq 0}$ corresponding to $p=1$, with linear interpolation between the different steps. The green points are medians computed by the subgradient method developed in Chapter 2.

### 4.5 Computing $p$-means by gradient descent

In chapter 2, a subgradient algorithm has been given to compute medians, so that assume $p>1$ in this section. We begin with some notations.

Notation 4.14. Let $x \in \bar{B}(a, r)$, we write

$$
\gamma_{x, p}(t)=\exp _{x}\left(-t \operatorname{grad}_{x} H_{p}\right), \quad t \geq 0
$$

and

$$
t_{x, p}=\sup \left\{t \in[0,2 r]: \gamma_{x, p}(t) \in \bar{B}(a, r)\right\} .
$$

The main result of this section is the following theorem.
Theorem 4.15. Let $x_{0} \in \bar{B}(a, r)$ and for $k \geq 0$ define

$$
x_{k+1}=\exp _{x_{k}}\left(-t_{k} \operatorname{grad}_{x_{k}} H_{p}\right),
$$

where $t_{k} \in\left(0, t_{x_{k}, p}\right]$ such that

$$
\lim _{k \rightarrow \infty} t_{k}=0 \quad \text { and } \quad \sum_{k=0}^{\infty} t_{k}=+\infty
$$

Then $x_{k} \longrightarrow e_{p}$, when $k \longrightarrow \infty$.
Remark 4.16. One should be aware that since $t_{k} \in\left(0, t_{x_{k}, p}\right]$, the sequence $\left(x_{k}\right)_{k}$ are always contained in the convex ball $\bar{B}(a, \rho)$.

Remark 4.17. The stepsizes $\left(t_{k}\right)_{k}$ in the theorem always exist because $\inf \left\{t_{x, p}\right.$ : $x \in \bar{B}(a, r)\}>0$ for fixed $p>1$. To see this, it suffices to note that $t_{x, p}$ is continuous in $x$ and $t_{x, p}>0$ for $x \in \partial \bar{B}(a, r)$.
Proof. We firstly consider the case when $1<p<2$. Observe that for $x \in \bar{B}(a, \rho)$ and $t \in[0,2 r]$,

$$
\left\|\dot{\gamma}_{x, p}(t)\right\|=\left\|\operatorname{grad}_{x} H_{p}\right\|=\left\|\int_{M}-p \rho^{p-1}(x, y) n(x, y) \mu(d y)\right\| \leq p(2 r)^{p-1}
$$

It follows that, as in the proof of Theorem 4.3,

$$
\frac{d^{2}}{d t^{2}}\left[\frac{1}{2} \rho^{2}\left(\gamma_{x, p}(t), e_{p}\right)\right] \leq p^{2}(2 r)^{2 p-1} \beta \operatorname{coth}(2 \beta r):=C(\beta, r, p)
$$

Hence by Taylor's formula,

$$
\begin{aligned}
& \frac{1}{2} \rho^{2}\left(x_{k+1}, e_{p}\right) \\
= & \frac{1}{2} \rho^{2}\left(\gamma_{x_{k}, p}(0), e_{p}\right)+\frac{d}{d t}\left[\frac{1}{2} \rho^{2}\left(\gamma_{x_{k}, p}(t), e_{p}\right)\right]_{t=0} t_{k}+\frac{1}{2} \frac{d^{2}}{d t^{2}}\left[\frac{1}{2} \rho^{2}\left(\gamma_{x_{k}, p}(t), e_{p}\right)\right]_{t=\xi} t_{k}^{2} \\
\leq & \frac{1}{2} \rho^{2}\left(x_{k}, e_{p}\right)+\left\langle\dot{\gamma}_{x_{k}, p}(0), \operatorname{grad}_{x_{k}} \frac{1}{2} \rho^{2}\left(\cdot, e_{p}\right)\right\rangle t_{k}+\frac{C(\beta, r, p)}{2} t_{k}^{2} \\
\leq & \frac{1}{2} \rho^{2}\left(x_{k}, e_{p}\right)+\left\langle\operatorname{grad}_{x_{k}} H_{p}, \exp _{x_{k}}^{-1} e_{p}\right\rangle t_{k}+\frac{C(\beta, r, p)}{2} t_{k}^{2} .
\end{aligned}
$$

By the convexity of $H_{p}(x)$ and Proposition 4.2,

$$
\left\langle\operatorname{grad}_{x_{k}} H_{p}, \exp _{x_{k}}^{-1} e_{p}\right\rangle \leq H_{p}\left(e_{p}\right)-H_{p}\left(x_{k}\right) \leq-\frac{C_{p, \mu, K}}{2} \rho^{2}\left(x_{k}, e_{p}\right) .
$$

Hence we get

$$
\begin{equation*}
\rho^{2}\left(x_{k+1}, e_{p}\right) \leq\left(1-C_{p, \mu, K} t_{k}\right) \rho^{2}\left(x_{k}, e_{p}\right)+C(\beta, r, p) t_{k}^{2} . \tag{5.36}
\end{equation*}
$$

Now it suffices to use the method in the proof of Proposition 2.27 to get $\rho^{2}\left(x_{k}, e_{p}\right) \longrightarrow$ 0 .

For the case when $p \geq 2$, similarly we have

$$
\frac{d^{2}}{d t^{2}} H_{p}\left(\gamma_{x, p}(t)\right) \leq p^{3}(2 r)^{3 p-4}(2 \beta r \operatorname{coth}(2 \beta r)+p-2)=: 2 C(\beta, r, p) .
$$

Then by Taylor's formula and Proposition 4.2,

$$
\begin{aligned}
H_{p}\left(x_{k+1}\right) & =H_{p}\left(\gamma_{x_{k}, p}\left(t_{k}\right)\right) \\
& =H_{p}\left(\gamma_{x_{k}, p}(0)\right)+\left.\frac{d}{d t}\right|_{t=0} H_{p}\left(\gamma_{x_{k}, p}(t)\right) t_{k}+\left.\frac{1}{2} \frac{d^{2}}{d t^{2}}\right|_{t=\xi} H_{p}\left(\gamma_{x_{k}, p}(t)\right) t_{k}^{2} \\
& \leq H_{p}\left(x_{k}\right)+\left\langle\dot{\gamma}_{x_{k}, p}(0), \operatorname{grad}_{x_{k}} H_{p}\right\rangle t_{k}+C(\beta, r, p) t_{k}^{2} \\
& =H_{p}\left(x_{k}\right)-\left\|\operatorname{grad}_{x_{k}} H_{p}\right\|^{2} t_{k}+C(\beta, r, p) t_{k}^{2} \\
& =H_{p}\left(x_{k}\right)-C_{p, \mu, K}\left(H_{p}\left(x_{k}\right)-H_{p}\left(e_{p}\right)\right) t_{k} \cdot+C(\beta, r, p) t_{k}^{2} .
\end{aligned}
$$

Hence we get

$$
\begin{equation*}
H_{p}\left(x_{k+1}\right)-H_{p}\left(e_{p}\right) \leq\left(1-C_{p, \mu, K} t_{k}\right)\left(H_{p}\left(x_{k}\right)-H_{p}\left(e_{p}\right)\right)+C(\beta, r, p) t_{k}^{2} . \tag{5.37}
\end{equation*}
$$

As in the case when $1<p<2$, the method of proving Proposition 2.27 yields $H_{p}\left(x_{k}\right) \longrightarrow H_{p}\left(e_{p}\right)$. This completes the proof of the theorem.

The question of the choice of stepsizes in Theorem 4.15 is answered by the following proposition.

Proposition 4.18. For every $x \in \bar{B}(a, r)$ the following estimation holds:

$$
t_{x, p} \geq \frac{p \varepsilon^{p+1}}{\pi C(\beta, r, p)+p \varepsilon^{p}}
$$

where $C(\beta, r, p)=p^{2}(2 r)^{2 p-1} \beta \operatorname{coth}(2 \beta r)$.
Proof. Let $\varepsilon<\pi /(2 \alpha)$ in (2.8) and $x \in \bar{B}(a, r) \backslash \bar{B}(a, r-\varepsilon)$. Observe that Lemma 2.11 still holds even if $p>2$, hence the same method as that in the proof of Lemma 2.24 and the inequalities: $\sin x \leq x$ for $x \geq 0, \sin x \geq 2 x / \pi$ for $x \in[0, \pi / 2]$ and $\rho(x, a) \geq r-\varepsilon$, yield

$$
t_{x, p} \geq \frac{p \varepsilon^{p} \rho(x, a)}{C(\beta, r, p)} \frac{\sin (\alpha(\rho(x, a)-(r-\varepsilon)))}{\sin (\alpha(\rho(x, a)+(r-\varepsilon)))} \geq \frac{p \varepsilon^{p}}{\pi C(\beta, r, p)}(\rho(x, a)-(r-\varepsilon))
$$

On the other hand, $t_{x, p} \geq r-\rho(x, a)$, it follows that

$$
t_{x, p} \geq \max \left\{r-\rho(x, a), \frac{p \varepsilon^{p}}{\pi C(\beta, r, p)}(\rho(x, a)-(r-\varepsilon))\right\}
$$

Then the method in the proof of Lemma 2.25 yields the desired result.
Now we get a practically useful version of Theorem 4.15:
Theorem 4.19. Let $\left(a_{k}\right)_{k}$ be a sequence in $(0,1]$ such that

$$
\lim _{k \rightarrow \infty} a_{k}=0 \quad \text { and } \quad \sum_{k=0}^{\infty} a_{k}=+\infty
$$

Then we can choose

$$
t_{k}=\frac{p \varepsilon^{p+1} a_{k}}{\pi p^{2}(2 r)^{2 p-1} \beta \operatorname{coth}(2 \beta r)+p \varepsilon^{p}}
$$

in Theorem 4.15 and the corresponding sequence $\left(x_{k}\right)_{k}$ converges to $e_{p}$.
The following proposition gives error estimations of the gradient descent algorithms.

Proposition 4.20. Assume that $t_{k}<C_{p, \mu, K}^{-1}$ for every $k$ in Theorem 4.15, then the following error estimations hold:
i) if $1<p<2$, then for $k \geq 1$,

$$
\begin{aligned}
\rho^{2}\left(x_{k}, e_{p}\right) \leq & 4 r^{2} \prod_{i=0}^{k-1}\left(1-C_{p, \mu, K} t_{i}\right) \\
& +C(\beta, r, p)\left(\sum_{j=1}^{k-1} t_{j-1}^{2} \prod_{i=j}^{k-1}\left(1-C_{p, \mu, K} t_{i}\right)+t_{k-1}^{2}\right):=b_{k}
\end{aligned}
$$

ii) if $p \geq 2$, then for $k \geq 1$,

$$
\begin{aligned}
H_{p}\left(x_{k}\right)-H_{p}\left(e_{p}\right) \leq & (2 r)^{p} \prod_{i=0}^{k-1}\left(1-C_{p, \mu, K} t_{i}\right) \\
& +C(\beta, r, p)\left(\sum_{j=1}^{k-1} t_{j-1}^{2} \prod_{i=j}^{k-1}\left(1-C_{p, \mu, K} t_{i}\right)+t_{k-1}^{2}\right):=c_{k},
\end{aligned}
$$

where the constant

$$
C(\beta, r, p)= \begin{cases}p^{2}(2 r)^{2 p-1} \beta \operatorname{coth}(2 \beta r), & \text { if } 1<p<2 \\ p^{3}(2 r)^{3 p-4}(2 \beta r \operatorname{coth}(2 \beta r)+p-2), & \text { if } p \geq 2\end{cases}
$$

Moreover, the sequences $\left(b_{k}\right)_{k}$ and $\left(c_{k}\right)_{k}$ both tend to zero.
Proof. It suffices to use (5.36), (5.37) and the method in the proof of Proposition 2.27 .

We end this chapter by showing that if $\left(t_{k}\right)_{k}$ is chosen to be the harmonic series, then the rate of convergence of the gradient descent algorithms are sublinear.
Proposition 4.21. If we choose $t_{k}=t /(k+1)$ with some constant $t>0$ in Theorem 4.15, then the following estimations hold:
i) if $1<p<2$, then for $k \geq 1$,

$$
\rho^{2}\left(x_{k}, e_{p}\right) \leq \begin{cases}\frac{1}{(k+1)^{\theta}}\left(4 r^{2}+\frac{2^{\theta}(2-\theta) C(\beta, r, p) t^{2}}{1-\theta}\right), & \text { if } 0<\theta<1, \\ \frac{1+\ln k}{k} C(\beta, r, p) t^{2}, & \text { if } \theta=1, \\ \frac{1}{(\theta-1)(k+1)}\left(C(\beta, r, p) t^{2}+\frac{4 r^{2}(\theta-1)-C(\beta, r, p) t^{2}}{(k+1)^{\theta-1}}\right), & \text { if } \theta>1,\end{cases}
$$

ii) if $p \geq 2$, then for $k \geq 1$,

$$
H_{p}\left(x_{k}\right)-H_{p}\left(e_{p}\right) \leq \begin{cases}\frac{1}{(k+1)^{\theta}}\left((2 r)^{p}+\frac{2^{\theta}(2-\theta) C(\beta, r, p) t^{2}}{1-\theta}\right), & \text { if } 0<\theta<1 \\ \frac{1+\ln k}{k} C(\beta, r, p) t^{2}, & \text { if } \theta=1 \\ \frac{1}{(\theta-1)(k+1)}\left(C(\beta, r, p) t^{2}+\frac{(2 r)^{p}(\theta-1)-C(\beta, r, p) t^{2}}{(k+1)^{\theta-1}}\right), & \text { if } \theta>1,\end{cases}
$$

where $\theta=C_{p, \mu, K} t$.
Proof. It suffices to use (5.36), (5.37) and Lemma 2.28.

## Chapter 5

## Riemannian medians as solutions to fixed point problems


#### Abstract

We show that, under some conditions, Riemannian medians can be interpreted as solutions to fixed point problems. It is also shown that the associated iterated sequences converge to the medians. The main results of this chapter generalize those of [87], in which all the results are proved in Euclidean spaces.


### 5.1 Introduction

The framework of this chapter is almost the same as that of Chapter 2, except that we do not need lower bounds of sectional curvatures to obtain the main results. For the reasons of integrality and convenience, we recall this framework in the paragraph below.

Let $M$ be a complete Riemannian manifold with Riemannian metric $\langle$,$\rangle and$ Riemannian distance $d$. We fix an open geodesic ball

$$
B(a, \rho)=\{x \in M: d(x, a)<\rho\}
$$

in $M$ centered at $a$ with a finite radius $\rho$. Let $\Delta$ be an upper bound of sectional curvatures $K$ in $\bar{B}(a, \rho)$. The injectivity radius of $\bar{B}(a, \rho)$ is denoted by inj $(\bar{B}(a, \rho))$. Furthermore, we assume that the radius of the ball verifies

$$
\begin{equation*}
\rho<\min \left\{\frac{\pi}{4 \sqrt{\Delta}}, \frac{\operatorname{inj}(\bar{B}(a, \rho))}{2}\right\}, \tag{1.1}
\end{equation*}
$$

where if $\Delta \leq 0$, then $\pi /(4 \sqrt{\Delta})$ is interpreted as $+\infty$. Hence $\bar{B}(a, \rho)$ is convex. Moreover, the geodesics in $\bar{B}(a, \rho)$ vary smoothly with their endpoints.

In view of the importance of some properties of Jacobi fields in the following, we give them here.

Let $I \subset \mathbf{R}$ be an interval, $\gamma: I \longrightarrow \bar{B}(a, \rho)$ be a geodesic and $p \in \bar{B}(a, \rho)$. Consider a family of geodesics:

$$
c_{p}(s, t)=\exp _{p}\left(s \exp _{p}^{-1} \gamma(t)\right), \quad(s, t) \in[0,1] \times I
$$

The two partial derivatives of $c_{p}(s, t)$ are denoted by

$$
c_{p}^{\prime}(s, t)=\frac{d}{d s} c_{p}(s, t) \quad \text { and } \quad \dot{c}_{p}(s, t)=\frac{d}{d t} c_{p}(s, t) .
$$

Observe that for $t \in I$ fixed, the vector field $s \longmapsto c_{p}^{\prime}(s, t)$ is the speed of the geodesic $s \longmapsto c_{p}(s, t)$ from $p$ to $\gamma(t)$, with $c_{p}^{\prime}(1, t)=-\exp _{\gamma(t)}^{-1} p$ and that $J_{p}(s)=\dot{c}_{p}(s, t)$ is a Jacobi field along the same geodesic with $J_{p}(0)=0, J_{p}(1)=\dot{\gamma}(t)$. Moreover, it is well known that

$$
\begin{aligned}
& \frac{d}{d t}\left(\frac{1}{2} d^{2}(\gamma(t), p)\right)=\left\langle\dot{\gamma}(t),-\exp _{\gamma(t)}^{-1} p\right\rangle, \\
& \frac{d^{2}}{d t^{2}}\left(\frac{1}{2} d^{2}(\gamma(t), p)\right)=\left\langle J_{p}(1), J_{p}^{\prime}(1)\right\rangle .
\end{aligned}
$$

If $\gamma(t) \neq p$, then we also have

$$
\begin{aligned}
\frac{d}{d t} d(\gamma(t), p) & =\frac{\left\langle\dot{\gamma}(t),-\exp _{\gamma(t)}^{-1} p\right\rangle}{d(\gamma(t), p)} \\
\frac{d^{2}}{d t^{2}} d(\gamma(t), p) & =\frac{\left\langle J_{p}^{\text {nor }}(1), J_{p}^{\prime \text { nor }}(1)\right\rangle}{d(\gamma(t), p)}
\end{aligned}
$$

where $J_{p}^{\text {nor }}(1)$ and $J_{p}^{\prime \text { nor }}(1)$ are the normal components of $J_{p}(1)$ and $J_{p}^{\prime}(1)$ with respect to the geodesic $s \longrightarrow c_{p}(s, t)$ at $s=1$.

With the above notations, we have the following estimations, which can be found in [53]. Remember that, as in Chapter 2, for $t, \kappa \in \mathbf{R}$,

$$
S_{\kappa}(t)= \begin{cases}\sin (\sqrt{\kappa} t) / \sqrt{\kappa}, & \text { if } \kappa>0 \\ t, & \text { if } \kappa=0 ; \\ \sinh (\sqrt{-\kappa} t) / \sqrt{-\kappa}, & \text { if } \kappa<0\end{cases}
$$

Proposition 5.1. The following estimations hold:

$$
\begin{aligned}
& \left\langle J_{p}(1), J_{p}^{\prime}(1)\right\rangle \geq C(\rho, \Delta)\left|J_{p}(1)\right|^{2}, \\
& \left\langle J_{p}^{\mathrm{nor}}(1), J_{p}^{\prime \mathrm{nor}}(1)\right\rangle \geq C(\rho, \Delta)\left|J_{p}^{\mathrm{nor}}(1)\right|^{2},
\end{aligned}
$$

where the constant

$$
C(\rho, \Delta)=\min \left(1,2 \rho \frac{S_{\Delta}^{\prime}(2 \rho)}{S_{\Delta}(2 \rho)}\right)>0
$$

### 5.2 Riemannian medians as fixed points

As in Chapter 2, let $\mu$ be a probability measure whose support is contained in the open ball $B(a, \rho)$. Define

$$
f: \quad \bar{B}(a, \rho) \longrightarrow \mathbf{R}_{+}, \quad x \longmapsto \int_{M} d(x, p) \mu(d p) .
$$

The set of all the medians of $\mu$, or equivalently, the set of all the minimum points of $f$, is denoted by $\mathfrak{M}_{\mu}$. Proposition 2.7 yields that $\mathfrak{M}_{\mu}$ is contained in the open ball $B(a, \rho)$. Moreover, for every $x \in B(a, \rho)$, we write

$$
H(x)=\int_{M \backslash\{x\}} \frac{-\exp _{x}^{-1} p}{d(x, p)} \mu(d p)
$$

In what follows, we shall always assume that the following assumption is satisfied.
Assumption 5.2. The probability measure $\mu$ verifies that for every $x$ in the support of $\mu$,

$$
\begin{equation*}
\int_{M \backslash\{x\}} \frac{1}{d(x, p)} \mu(d p)<\infty . \tag{2.2}
\end{equation*}
$$

Note that, if $x$ is not in the support of $\mu$, then (2.2) is trivially true.
The following type of functions are important in the sequel. For every $x$ in the open ball $B(a, \rho)$, we define

$$
h_{x}: \bar{B}(a, \rho) \longrightarrow \mathbf{R}_{+}, \quad y \longmapsto \frac{1}{2} \int_{M \backslash\{x\}} \frac{d^{2}(y, p)}{d(x, p)} \mu(d p)+\mu\{x\} d(y, x) .
$$

Observe that $h_{x}$ is continuous, strictly convex and for $y \neq x$,

$$
\operatorname{grad} h_{x}(y)=\int_{M \backslash\{x\}} \frac{-\exp _{y}^{-1} p}{d(x, p)} \mu(d p)+\mu\{x\} \frac{-\exp _{y}^{-1} x}{d(y, x)} .
$$

Proposition 5.3. For every $x \in B(a, \rho)$, $h_{x}$ has a unique minimum point, which is denoted by $T(x)$.

Proof. Let $T(x)$ be a minimum point of $h_{x}$. If $T(x)=x$, then one trivially has $T(x) \in B(a, \rho)$. If $T(x) \neq x$, then $\operatorname{grad} h_{x}(y)$ is pointing outside of the ball $B(a, \rho)$ for $y \in \partial B(a, \rho)$, hence we have necessarily $T(x) \in B(a, \rho)$. Uniqueness is trivial since $h_{x}$ is strictly convex.

The following lemma gives the right derivatives of $h_{x}$ along geodesics.
Lemma 5.4. Let $x \in B(a, \rho)$ and $\gamma:[0,1] \rightarrow B(a, \rho)$ a geodesic such that $\gamma(0)=x$, then we have

$$
\left.\frac{d}{d t} h_{x}(\gamma(t))\right|_{t=0+}=\langle\dot{\gamma}(0), H(x)\rangle+\mu\{x\}|\dot{\gamma}| .
$$

Proof. It suffices to note that,

$$
\left.\operatorname{grad}_{y}\left(\frac{1}{2} \int_{M \backslash\{x\}} \frac{d^{2}(y, p)}{d(x, p)} \mu(d p)\right)\right|_{y=x}=H(x)
$$

The following theorem is the main result of this section, which says that the medians of $\mu$ coincide with the fixed points of the mapping $T$. This generalizes a similar result in [87] from Euclidean spaces to Riemannian manifolds.

Theorem 5.5. The medians of $\mu$ are characterized by

$$
\mathfrak{M}_{\mu}=\{x \in B(a, \rho): T(x)=x\} .
$$

Proof. ( $\subset$ ) Let $x \in \mathfrak{M}_{\mu}, y \in \bar{B}(a, \rho)$ and $\gamma(t):[0,1] \rightarrow \bar{B}(a, \rho)$ be a geodesic such that $\gamma(0)=x$ and $\gamma(1)=y$. Then by Theorem 2.5, Lemma 5.4 and CauchySchwartz inequality,

$$
\left.\frac{d}{d t} h_{x}(\gamma(t))\right|_{t=0+}=\langle\dot{\gamma}(0), H(x)\rangle+\mu\{x\}|\dot{\gamma}| \geq|\dot{\gamma}|(-|H(x)|+\mu\{x\}) \geq 0
$$

Since $h_{x} \circ \gamma$ is convex, we have

$$
h_{x}(y)-h_{x}(x) \geq\left.\frac{d}{d t} h_{x}(\gamma(t))\right|_{t=0+} \geq 0
$$

this means that $x=T(x)$.
( $)$ If $H(x)=0$, then Theorem 2.5 yields that $x \in \mathfrak{M}_{\mu}$. Now assume that $H(x) \neq 0$. Choose a geodesic

$$
\gamma(t)=\exp _{x}\left(-t \frac{H(x)}{|H(x)|}\right), \quad t \in[0, \varepsilon] .
$$

By the definition of $T(x), t=0$ is the minimum point of $h_{x} \circ \gamma$, hence

$$
\left.\frac{d}{d t} h_{x}(\gamma(t))\right|_{t=0+} \geq 0
$$

On the other hand, by Lemma 5.4,

$$
\left.\frac{d}{d t} h_{x}(\gamma(t))\right|_{t=0+}=\left\langle-\frac{H(x)}{|H(x)|}, H(x)\right\rangle+\mu\{x\}=-|H(x)|+\mu\{x\}
$$

Hence we get $|H(x)| \leq \mu\{x\}$, that is to say, $x \in \mathfrak{M}_{\mu}$.

### 5.3 Approximating Riemannian medians by iteration

The following proposition says that $T$ diminishes the value of $f$. This is the reason why we add the penalty term $\mu\{x\} d(y, x)$ in the definition of $h_{x}$.

Proposition 5.6. Let $x \in B(a, \rho)$, then

$$
h_{x}(T(x)) \geq f(T(x))-\frac{1}{2} f(x) .
$$

Particularly, if $T(x) \neq x$, then

$$
f(T(x))<f(x) .
$$

Proof. To show the first inequality,

$$
\begin{aligned}
h_{x}(y) & =\frac{1}{2} \int_{M \backslash\{x\}} \frac{d^{2}(y, p)}{d(x, p)} \mu(d p)+\mu\{x\} d(y, x) \\
& =\frac{1}{2} \int_{M \backslash\{x\}} \frac{(d(y, p)-d(x, p)+d(x, p))^{2}}{d(x, p)} \mu(d p)+\mu\{x\} d(y, x) \\
& =\frac{1}{2} \int_{M \backslash\{x\}} \frac{(d(y, p)-d(x, p))^{2}}{d(x, p)} \mu(d p)+f(y)-f(x)+\frac{1}{2} f(x) \\
& =\frac{1}{2} \int_{M \backslash\{x\}} \frac{(d(y, p)-d(x, p))^{2}}{d(x, p)} \mu(d p)+f(y)-\frac{1}{2} f(x) \\
& \geq f(y)-\frac{1}{2} f(x) .
\end{aligned}
$$

Taking $y=T(x)$, we get the first inequality. Now assume that $x \neq T(x)$. To show the second one, it suffices to note that Proposition 5.3 yields $h_{x}(T(x))<h_{x}(x)=$ $\frac{1}{2} f(x)$. The proof is complete.

Here is a useful observation: if $T(x) \neq x$, then

$$
\operatorname{grad} h_{x}(T(x))=\int_{M \backslash\{x\}} \frac{-\exp _{T(x)}^{-1} p}{d(x, p)} \mu(d p)+\mu\{x\} \frac{-\exp _{T(x)}^{-1} x}{d(T(x), x)}=0
$$

We need the following estimation on $d(y, T(x))$ for $x$ and $y$ in $B(a, \rho)$.
Proposition 5.7. Let $x, y \in B(a, \rho)$ with $T(x), y \neq x$. Then the following estimation holds:

$$
d(y, T(x)) \leq \frac{1}{C(\rho, \Delta)} \frac{\left|\operatorname{grad} h_{x}(y)\right|}{\int_{M \backslash\{x\}} \frac{1}{d(x, p)} \mu(d p)} .
$$

Proof. Let $\gamma:[0,1] \rightarrow B(a, \rho)$ be a geodesic such that $\gamma(0)=T(x)$ and $\gamma(1)=y$. If $x \notin \operatorname{Im} \gamma$, consider $\operatorname{grad} h_{x}$ along $\gamma$ :

$$
V(t)=\int_{M \backslash\{x\}} \frac{-\exp _{\gamma(t)}^{-1} p}{d(x, p)} \mu(d p)+\mu\{x\} \frac{-\exp _{\gamma(t)}^{-1} x}{d(\gamma(t), x)}
$$

Since $V(0)=\operatorname{grad} h_{x}(T(x))=0$,

$$
\langle V(1), \dot{\gamma}(1)\rangle=\int_{0}^{1} \frac{d}{d t}\langle V(t), \dot{\gamma}(t)\rangle d t .
$$

By Proposition 5.1,

$$
\begin{aligned}
\int_{0}^{1} \frac{d}{d t}\langle V(t), \dot{\gamma}(t)\rangle d t & =\int_{0}^{1}\left\langle\frac{D V}{d t}, \dot{\gamma}(t)\right\rangle d t \\
& =\int_{M \backslash\{x\}} \frac{\left\langle J_{p}^{\prime}(1), J_{p}(1)\right\rangle}{d(x, p)} \mu(d p)+\mu\{x\} \frac{\left\langle J_{x}^{\text {nor }}(1), J_{x}^{\text {nor }}(1)\right\rangle}{d(\gamma(t), x)} \\
& \geq C(\rho, \Delta) d^{2}(y, T(x)) \int_{M \backslash\{x\}} \frac{1}{d(x, p)} \mu(d p) .
\end{aligned}
$$

Note that $V(1)=\operatorname{grad} h_{x}(y)$, then

$$
\langle V(1), \dot{\gamma}(1)\rangle \leq|V(1)||\dot{\gamma}(1)|=\left|\operatorname{grad} h_{x}(y)\right| d(y, T(x)) .
$$

These two inequalities give the result.
If $x \in \operatorname{Im} \gamma$, assume that $x=\gamma\left(t_{0}\right)$ with $t_{0} \in(0,1)$, consider the following two vector fields:

$$
\begin{aligned}
& V_{1}(t)=\int_{M \backslash\{x\}} \frac{-\exp _{\gamma(t)}^{-1} p}{d(x, p)} \mu(d p)-\mu\{x\} \frac{\dot{\gamma}(t)}{d(y, T(x))} \quad t \in\left[0, t_{0}\right], \\
& V_{2}(t)=\int_{M \backslash\{x\}} \frac{-\exp _{\gamma(t)}^{-1} p}{d(x, p)} \mu(d p)+\mu\{x\} \frac{\dot{\gamma}(t)}{d(y, T(x))} \quad t \in\left[t_{0}, 1\right] .
\end{aligned}
$$

Since $V_{1}(0)=\operatorname{grad} h_{x}(T(x))=0$,

$$
\begin{aligned}
\left\langle V_{1}\left(t_{0}\right), \dot{\gamma}\left(t_{0}\right)\right\rangle & =\int_{0}^{t_{0}} \frac{d}{d t}\left\langle V_{1}(t), \dot{\gamma}(t)\right\rangle d t \\
& =\int_{0}^{t_{0}}\left\langle\frac{D V_{1}}{d t}, \dot{\gamma}(t)\right\rangle d t \\
& =\int_{0}^{t_{0}} d t \int_{M \backslash\{x\}} \frac{\left\langle J_{p}^{\prime}(1), J_{p}(1)\right\rangle}{d(x, p)} \mu(d p) .
\end{aligned}
$$

Moreover, one also has

$$
\begin{aligned}
\left\langle V_{2}(1), \dot{\gamma}(1)\right\rangle & =\left\langle V_{2}\left(t_{0}\right), \dot{\gamma}\left(t_{0}\right)\right\rangle+\int_{t_{0}}^{1} \frac{d}{d t}\left\langle V_{2}(t), \dot{\gamma}(t)\right\rangle d t \\
& =\left\langle V_{2}\left(t_{0}\right), \dot{\gamma}\left(t_{0}\right)\right\rangle+\int_{t_{0}}^{1} d t \int_{M \backslash\{x\}} \frac{\left\langle J_{p}^{\prime}(1), J_{p}(1)\right\rangle}{d(x, p)} \mu(d p)
\end{aligned}
$$

Summing up the above two identities we get

$$
\left\langle V_{2}(1), \dot{\gamma}(1)\right\rangle=2 \mu\{x\} d(y, T(x))+\int_{0}^{1} d t \int_{M \backslash\{x\}} \frac{\left\langle J_{p}^{\prime}(1), J_{p}(1)\right\rangle}{d(x, p)} \mu(d p)
$$

By Cauchy-Schwartz inequality and Proposition 5.1,

$$
\begin{aligned}
& \left\langle V_{2}(1), \dot{\gamma}(1)\right\rangle=\left\langle\operatorname{grad} h_{x}(y), \dot{\gamma}(1)\right\rangle \leq\left|\operatorname{grad} h_{x}(y)\right| d(y, T(x)) \\
& \int_{M \backslash\{x\}} \frac{\left\langle J_{p}^{\prime}(1), J_{p}(1)\right\rangle}{d(x, p)} \mu(d p) \geq C(\rho, \Delta) d^{2}(y, T(x)) \int_{M \backslash\{x\}} \frac{1}{d(x, p)} \mu(d p)
\end{aligned}
$$

Since $2 \mu\{x\} d(y, T(x)) \geq 0$, the proof is complete.

We also need the following estimation.
Proposition 5.8. Let $x \in B(a, \rho)$, then

$$
\frac{1}{2} d^{2}(x, T(x)) \leq \frac{1}{C(\rho, \Delta)} \frac{f(x)-f(T(x))}{\int_{M \backslash\{x\}} \frac{1}{d(x, p)} \mu(d p)}
$$

Proof. Let $\gamma:[0,1] \rightarrow M$ be a geodesic such that $\gamma(0)=x$ and $\gamma(1)=T(x)$, then one has

$$
h_{x}(\gamma(t))=\frac{1}{2} \int_{M \backslash\{x\}} \frac{d^{2}(\gamma(t), p)}{d(x, p)} \mu(d p)+\mu\{x\} d(x, T(x)) t
$$

By Proposition 5.1,

$$
\begin{aligned}
\frac{d^{2}}{d t^{2}} h_{x}(\gamma(t)) & =\int_{M \backslash\{x\}} \frac{\left\langle J_{p}(1), J_{p}^{\prime}(1)\right\rangle}{d(x, p)} \mu(d p) \\
& \geq C(\rho, \Delta) d^{2}(x, T(x)) \int_{M \backslash\{x\}} \frac{1}{d(x, p)} \mu(d p)
\end{aligned}
$$

On the other hand, since $T(x)$ is the minimum point of $h_{x}$, the second order Taylor's formula gives

$$
h_{x}(\gamma(0))=h_{x}(\gamma(1))+\left.\frac{1}{2} \frac{d^{2}}{d t^{2}} h_{x}(\gamma(t))\right|_{t=\xi}, \quad \xi \in(0,1)
$$

Hence

$$
\begin{aligned}
\frac{1}{2} f(x)-h_{x}(T(x)) & =\left.\frac{1}{2} \frac{d^{2}}{d t^{2}} h_{x}(\gamma(t))\right|_{t=\xi} \\
& \geq \frac{1}{2} C(\rho, \Delta) d^{2}(x, T(x)) \int_{M \backslash\{x\}} \frac{1}{d(x, p)} \mu(d p) .
\end{aligned}
$$

Now it suffices to use Proposition 5.6 to get

$$
\frac{1}{2} f(x)-h_{x}(T(x)) \leq f(x)-f(T(x))
$$

The proof is complete.
In what follows, we assume further that the following assumption is fulfilled.
Assumption 5.9. The probability measure $\mu$ verifies:

1) $\mu$ is not a Dirac measure;
2) $\mu$ has a unique median $m$;
3) for every convergent sequence $\left(y_{n}\right)_{n}$ in $B(a, \rho)$,

$$
\lim _{\mu A \rightarrow 0} \limsup _{n \rightarrow \infty} \int_{A \backslash\left\{y_{n}\right\}} \frac{1}{d\left(y_{n}, p\right)} \mu(d p)=0
$$

4) the atoms of $\mu$ are isolated.

Remark 5.10. It is easily seen that if $N \geq 3, \sum_{k=1}^{N} \omega_{k}=1, \omega_{k}>0$ and $p_{1}, \ldots, p_{N}$ are distinct points in $B(a, \rho)$ which are not contained in a single geodesic, then the probability measure

$$
\mu=\sum_{k=1}^{N} \omega_{k} \delta_{p_{k}},
$$

satisfies Assumption 5.2 and Assumption 5.9.
We fix a point $x_{0} \in B(a, \rho)$ and define a sequence $\left(x_{n}\right)_{n}$ by $x_{n+1}=T\left(x_{n}\right), n \geq 0$. By Lemma 5.3, this sequence is contained in $B(a, \rho)$, thus bounded. We also assume that $x_{n} \neq m$ for every $n$. Then by Theorem 5.5 and Proposition 5.6, $\left(x_{n}\right)_{n}$ are distinct since $\left(f\left(x_{n}\right)\right)_{n}$ is strictly decreasing. Observe that for $x \in B(a, \rho)$,

$$
\int_{M \backslash\{x\}} \frac{1}{d(x, p)} \mu(d p) \geq L
$$

where $L=(1-\sup \{\mu\{y\}: y \in B(a, \rho)\}) /(2 \rho)>0$.

Lemma 5.11. For every subsequence $\left(x_{n_{k}}\right)_{k}$ of $\left(x_{n}\right)_{n}$, one has

$$
d\left(x_{n_{k}}, T\left(x_{n_{k}}\right)\right) \longrightarrow 0, \quad \text { when } \quad k \longrightarrow \infty .
$$

Particularly, if $x_{n_{k}} \longrightarrow x_{*}$, then $T\left(x_{n_{k}}\right) \longrightarrow x_{*}$.
Proof. By Proposition 5.8,

$$
d^{2}\left(x_{n_{k}}, T\left(x_{n_{k}}\right)\right) \leq \frac{2\left(f\left(x_{n_{k}}\right)-f\left(T\left(x_{n_{k}}\right)\right)\right)}{L C(\rho, \Delta)}=\frac{2\left(f\left(x_{n_{k}}\right)-f\left(x_{n_{k}+1}\right)\right.}{L C(\rho, \Delta)} \longrightarrow 0 .
$$

The following property of the sequence $\left(x_{n}\right)_{n}$ is of fundamental importance.
Proposition 5.12. Let $\left(x_{n_{k}}\right)_{k}$ be a subsequence of $\left(x_{n}\right)_{n}$ such that $x_{n_{k}} \longrightarrow x_{*}$, then one has

$$
\lim _{k \rightarrow \infty} \frac{d\left(T\left(x_{n_{k}}\right), x_{*}\right)}{d\left(x_{n_{k}}, x_{*}\right)} \mu\left\{x_{*}\right\}=\left|H\left(x_{*}\right)\right| .
$$

Proof. Firstly, since $f\left(x_{n}\right)$ is strictly decreasing, $x_{n_{k}} \neq x_{*}$ for every $k$. Hence the expression on the left is well defined. Note that, by Lemma 5.11, $T\left(x_{n_{k}}\right) \longrightarrow x_{*}$. Since $T\left(x_{n_{k}}\right) \neq x_{n_{k}}$, we get

$$
\operatorname{grad} h_{x_{n_{k}}}\left(T\left(x_{n_{k}}\right)\right)=\int_{M \backslash\left\{x_{n_{k}}\right\}} \frac{-\exp _{T\left(x_{n_{k}}\right)}^{-1} p}{d\left(x_{n_{k}}, p\right)} \mu(d p)+\mu\left\{x_{n_{k}}\right\} \frac{-\exp _{T\left(x_{n_{k}}\right)}^{-1} x_{n_{k}}}{d\left(T\left(x_{n_{k}}\right), x_{n_{k}}\right)}=0,
$$

hence

$$
\frac{\exp _{T\left(x_{n_{k}}\right)}^{-1} x_{*}}{d\left(x_{n_{k}}, x_{*}\right)} \mu\left\{x_{*}\right\}=\int_{M \backslash\left\{x_{n_{k}}, x_{*}\right\}} \frac{-\exp _{T\left(x_{n_{k}}\right)}^{-1} p}{d\left(x_{n_{k}}, p\right)} \mu(d p)+\mu\left\{x_{n_{k}}\right\} \frac{-\exp _{T\left(x_{n_{k}}\right)}^{-1} x_{n_{k}}}{d\left(T\left(x_{n_{k}}\right), x_{n_{k}}\right)} .
$$

Taking the norm, one gets

$$
\frac{d\left(T\left(x_{n_{k}}\right), x_{*}\right)}{d\left(x_{n_{k}}, x_{*}\right)} \mu\left\{x_{*}\right\}=\left|\int_{M \backslash\left\{x_{n_{k}}, x_{*}\right\}} \frac{-\exp _{T\left(x_{n_{k}}\right)}^{-1} p}{d\left(x_{n_{k}}, p\right)} \mu(d p)+\mu\left\{x_{n_{k}}\right\} \frac{-\exp _{T\left(x_{n_{k}}\right)}^{-1} x_{n_{k}}}{d\left(T\left(x_{n_{k}}\right), x_{n_{k}}\right)}\right|
$$

We shall show that

$$
\left|\int_{M \backslash\left\{x_{n_{k}}, x_{*}\right\}} \frac{-\exp _{T\left(x_{n_{k}}\right)}^{-1} p}{d\left(x_{n_{k}}, p\right)} \mu(d p)+\mu\left\{x_{n_{k}}\right\} \frac{-\exp _{T\left(x_{n_{k}}\right)}^{-1} x_{n_{k}}}{d\left(T\left(x_{n_{k}}\right), x_{n_{k}}\right)}\right| \longrightarrow\left|H\left(x_{*}\right)\right| .
$$

Note that

$$
\left|\mu\left\{x_{n_{k}}\right\} \frac{-\exp _{T\left(x_{n_{k}}\right)}^{-1} x_{n_{k}}}{d\left(T\left(x_{n_{k}}\right), x_{n_{k}}\right)}\right|=\mu\left\{x_{n_{k}}\right\} \longrightarrow 0,
$$

since the $\left(x_{n_{k}}\right)_{k}$ are distinct and the series $\sum_{k} \mu\left\{x_{n_{k}}\right\}$ converges. Thus it suffices to show that

$$
\left|\int_{M \backslash\left\{x_{n_{k}}, x_{*}\right\}} \frac{-\exp _{T\left(x_{n_{k}}\right)}^{-1} p}{d\left(x_{n_{k}}, p\right)} \mu(d p)\right| \longrightarrow\left|H\left(x_{*}\right)\right|
$$

To this end, we will show that the limit can be taken into the integral of

$$
\int_{M \backslash\left\{x_{n_{k}}, x_{*}\right\}} \frac{d\left(T\left(x_{n_{k}}\right), p\right)}{d\left(x_{n_{k}}, p\right)} \mu(d p)
$$

Then it suffices to show that the sequence of functions

$$
\left(p \longmapsto \frac{d\left(T\left(x_{n_{k}}\right), p\right)}{d\left(x_{n_{k}}, p\right)} 1_{\left\{p \neq x_{n_{k}}\right\}}\right)_{k}
$$

is uniformly integrable. In fact, by Proposition 5.7

$$
d\left(T\left(x_{n_{k}}\right), p\right) \leq \frac{\left|\operatorname{grad} h_{x_{n_{k}}}(p)\right|}{C(\rho, \Delta) \int_{M \backslash\left\{x_{n_{k}}\right\}} \frac{1}{d\left(x_{n_{k}}, p\right)} \mu(d p)}
$$

However,

$$
\begin{aligned}
\left|\operatorname{grad} h_{x_{n_{k}}}(p)\right| & =\left|\int_{M \backslash\left\{x_{n_{k}}\right\}} \frac{-\exp _{p}^{-1} q}{d\left(x_{n_{k}}, q\right)} \mu(d q)+\mu\left\{x_{n_{k}}\right\} \frac{-\exp _{p}^{-1} x_{n_{k}}}{d\left(x_{n_{k}}, p\right)}\right| \\
& \leq \int_{M \backslash\left\{x_{n_{k}}\right\}} \frac{d(p, q)}{d\left(x_{n_{k}}, q\right)} \mu(d q)+\mu\left\{x_{n_{k}}\right\} \\
& \leq \int_{M \backslash\left\{x_{n_{k}}\right\}} \frac{d\left(p, x_{n_{k}}\right)+d\left(x_{n_{k}}, q\right)}{d\left(x_{n_{k}}, q\right)} \mu(d q)+\mu\left\{x_{n_{k}}\right\} \\
& =d\left(x_{n_{k}}, p\right) \int_{M \backslash\left\{x_{n_{k}}\right\}} \frac{1}{d\left(x_{n_{k}}, q\right)} \mu(d q)+1
\end{aligned}
$$

Thus for $p \neq x_{n_{k}}$,

$$
\frac{d\left(T\left(x_{n_{k}}\right), p\right)}{d\left(x_{n_{k}}, p\right)} \leq \frac{1}{C(\rho, \Delta)}\left(\frac{1}{d\left(x_{n_{k}}, p\right)} / \int_{M \backslash\left\{x_{n_{k}}\right\}} \frac{1}{d\left(x_{n_{k}}, p\right)} \mu(d p)+1\right)
$$

It follows that

$$
\int_{M \backslash\left\{x_{n_{k}}\right\}} \frac{d\left(T\left(x_{n_{k}}\right), p\right)}{d\left(x_{n_{k}}, p\right)} \mu(d p) \leq \frac{2}{C(\rho, \Delta)}
$$

Hence the sequence is bounded in $L^{1}(\mu)$. On the other hand,

$$
\frac{d\left(T\left(x_{n_{k}}\right), p\right)}{d\left(x_{n_{k}}, p\right)} \mathbf{1}_{\left\{p \neq x_{n_{k}}\right\}} \leq \frac{1}{C(\rho, \Delta)}\left(\frac{L^{-1}}{d\left(x_{n_{k}}, p\right)} \mathbf{1}_{\left\{p \neq x_{n_{k}}\right\}}+1\right)
$$

The condition 3) in Assumption 5.9 implies that the right hand side has equiabsolutely continuous integrals, hence the same holds for the left hand side. The uniform integrability is proved and this completes the proof.

The lemma below is a final preparation for the main result of this section.
Lemma 5.13. Let $x_{*}$ be an accumulating point of $\left(x_{n}\right)_{n}$ such that $\mu\left\{x_{*}\right\}>0$. Then it is the unique accumulating point of $\left(x_{n}\right)_{n}$. As a result, $x_{n} \longrightarrow x_{*}$, when $n \longrightarrow \infty$.

Proof. By Proposition 5.12 and Theorem 2.5, the accumulating points of $\left(x_{n}\right)_{n}$ are contained in the set $\{m\} \cup\{x \in B(a, r): \mu\{x\}>0\}$. Since the atoms of $\mu$ are isolated, there exists $\delta>0$ such that $x_{*}$ is the unique accumulating point of $\left(x_{n}\right)_{n}$ in $B\left(x_{*}, \delta\right)$. If $x_{*}$ is not the unique accumulating point of $\left(x_{n}\right)_{n}$, we can choose a subsequence $\left(x_{n_{k}}\right)_{k}$ of $\left(x_{n}\right)_{n}$ such that $d\left(x_{n_{k}}, x_{*}\right)<\delta$ and $d\left(T\left(x_{n_{k}}\right), x_{*}\right)>\delta$. Since $x_{*}$ is the unique accumulating point of $\left(x_{n}\right)_{n}$ in $B\left(x_{*}, \delta\right)$, one has necessarily $x_{n_{k}} \rightarrow x_{*}$. It follows that

$$
\lim _{k \rightarrow \infty} \frac{d\left(T\left(x_{n_{k}}\right), x_{*}\right)}{d\left(x_{n_{k}}, x_{*}\right)} \geq \lim _{k \rightarrow \infty} \frac{\delta}{d\left(x_{n_{k}}, x_{*}\right)}=\infty .
$$

This contradicts Proposition 5.12, the proof is complete.
Now we are ready to give the main result of this section, which generalizes the convergence result of [87] from Euclidean spaces to Riemannian manifolds. Note that for a bounded sequence $\left(a_{n}\right)_{n}$ of positive numbers, one always has

$$
\liminf _{n \rightarrow \infty} \frac{a_{n+1}}{a_{n}} \leq 1 .
$$

Theorem 5.14. Let $x_{0} \in B(a, \rho)$, define a sequence $\left(x_{n}\right)_{n}$ by

$$
x_{n+1}=T\left(x_{n}\right), \quad n \geq 0
$$

Then $x_{n} \longrightarrow m$.
Proof. If there exists some $N$ such that $x_{N}=m$, then Theorem 5.5 yields that $x_{n}=m$ for every $n \geq N$, hence the assertion is true. Now assume that $x_{n} \neq m$ for all $n$. Let $x_{*}$ be an accumulating point of $\left(x_{n}\right)_{n}$, then there exists a subsequence $\left(x_{n_{k}}\right)_{k}$ of $\left(x_{n}\right)_{n}$ which converges to $x_{*}$. If $\mu\left\{x_{*}\right\}=0$, by Proposition 5.12, $x_{*}=$ $m$. If $\mu\left\{x_{*}\right\}>0$, then by Lemma 5.13, the sequence $\left(x_{n}\right)_{n}$ converges to $x_{*}$. By Proposition 5.12,

$$
\frac{\left|H\left(x_{*}\right)\right|}{\mu\left\{x_{*}\right\}}=\lim _{n \rightarrow \infty} \frac{d\left(x_{n+1}, x_{*}\right)}{d\left(x_{n}, x_{*}\right)} \leq 1 .
$$

Then Theorem 2.5 yields that $x_{*}=m$. Now we have proved that $\left(x_{n}\right)_{n}$ has a unique accumulating point $m$, since it is also bounded, it must converges to $m$. The proof is complete.

Remark 5.15. Let $N \geq 3, \sum_{k=1}^{N} \omega_{k}=1, \omega_{k}>0$ and $p_{1}, \ldots, p_{N}$ are distinct points in $B(a, \rho)$ which are not contained in a single geodesic, then Theorem 5.14 holds for the probability measure

$$
\mu=\sum_{k=1}^{N} \omega_{k} \delta_{p_{k}} .
$$

Moreover, we can choose the initial point $x_{0}$ such that $\left(x_{n}\right)_{n}$ is in fact a sequence of barycenters. To this end, firstly determine $i$ such that $f\left(p_{i}\right)=\min \left\{f\left(p_{k}\right): k=\right.$ $1, \ldots, N\}$ and then compare $\left|H\left(p_{i}\right)\right|$ and $\omega_{i}$. If $\left|H\left(p_{i}\right)\right| \leq \omega_{i}$, then we know that $p_{i}$ is the median. In the opposite case, one has necessarily $\left|H\left(p_{i}\right)\right|>\omega_{i}$. Choose a geodesic

$$
\gamma(t)=\exp _{p_{i}}\left(-t \frac{H\left(p_{i}\right)}{\left|H\left(p_{i}\right)\right|}\right), \quad t \geq 0
$$

then by Lemma 2.4,

$$
\left.\frac{d}{d t} f(\gamma(t))\right|_{t=0+}=-\left|H\left(p_{i}\right)\right|+\omega_{i}<0
$$

hence there exists $\varepsilon>0$ such that $f(\gamma(\varepsilon))<f\left(p_{i}\right)$, then let $x_{0}=\gamma(\varepsilon)$. Since $\left(f\left(x_{n}\right)\right)_{n}$ is strictly decreasing, we have $\mu\left\{x_{n}\right\}=0$ for all $n$. As a result,

$$
h_{x_{n}}(y)=\frac{1}{2} \sum_{k=1}^{N} \omega_{k} \frac{d^{2}\left(y, p_{k}\right)}{d\left(x_{n}, p_{k}\right)},
$$

thus $T\left(x_{n}\right)$ is the barycenter of the measure

$$
\mu_{n}=\sum_{k=1}^{N} \frac{\omega_{k}}{d\left(x_{n}, p_{k}\right)} \delta_{p_{k}} .
$$

For the particular case when $M$ is a Euclidean space, the barycenter of weighted sample points can be expressed explicitly, so that

$$
x_{n+1}=\sum_{k=1}^{N} \frac{\omega_{k} p_{k}}{\left\|x_{n}-p_{k}\right\|} / \sum_{k=1}^{N} \frac{\omega_{k}}{\left\|x_{n}-p_{k}\right\|},
$$

which is exactly the Weiszfeld algorithm.

### 5.4 Appendix

In this appendix, we give some supplementary estimates. Let $\delta$ be a lower bound of sectional curvatures $K$ in $\bar{B}(a, \rho)$. Firstly, by [53] one has following estimations:

## Proposition 5.16.

$$
\begin{aligned}
& \left|J_{p}^{\prime}(1)\right| \leq D(\rho, \delta, \Delta)\left|J_{p}(1)\right|, \\
& \left\langle J_{p}(1), J_{p}^{\prime}(1)\right\rangle \leq D(\rho, \delta, \Delta)\left|J_{p}(1)\right|^{2},
\end{aligned}
$$

where the constant

$$
D(\rho, \delta, \Delta)=\max \left(1,2 \rho\left(\frac{S_{\delta}^{\prime}(2 \rho)}{S_{\delta}(2 \rho)}-\frac{S_{\Delta}^{\prime}(2 \rho)}{S_{\Delta}(2 \rho)}\right)\right) \geq 1
$$

We give some estimations of $d(x, T(x))$.
Proposition 5.17. Let $x \in B(a, \rho)$ and $T(x) \neq x$, then the following estimations hold:

$$
\begin{aligned}
d(x, T(x)) & \leq \frac{1}{C(\rho, \Delta)} \frac{|H(x)|-\mu\{x\}}{\int_{M \backslash\{x\}} \frac{1}{d(x, p)} \mu(d p)}, \\
d(x, T(x)) & \geq \frac{1}{D(\rho, \delta, \Delta)} \frac{|H(x)|-\mu\{x\}}{\int_{M \backslash\{x\}} \frac{1}{d(x, p)} \mu(d p)} .
\end{aligned}
$$

Proof. Let $\gamma:[0,1] \rightarrow B(a, \rho)$ be a geodesic such that $\gamma(0)=T(x)$ and $\gamma(1)=x$. Consider the following vector field along $\gamma$ :

$$
V(t)=\int_{M \backslash\{x\}} \frac{-\exp _{\gamma(t)}^{-1} p}{d(x, p)} \mu(d p)-\mu\{x\} \frac{\dot{\gamma}(t)}{d(x, T(x))},
$$

then $V(0)=\operatorname{grad} h_{x}(T(x))=0$, as a result,

$$
\langle V(1), \dot{\gamma}(1)\rangle=\langle V(0), \dot{\gamma}(0)\rangle+\int_{0}^{1} \frac{d}{d t}\langle V(t), \dot{\gamma}(t)\rangle d t=\int_{0}^{1} \frac{d}{d t}\langle V(t), \dot{\gamma}(t)\rangle .
$$

On the one had, Cauchy-Schwartz inequality gives

$$
\begin{aligned}
\langle V(1), \dot{\gamma}(1)\rangle & =\langle H(x), \dot{\gamma}(1)\rangle-\mu\{x\} d(x, T(x)) \\
& \leq|H(x)||\dot{\gamma}(1)|-\mu\{x\} d(x, T(x)) \\
& =d(x, T(x))(|H(x)|-\mu\{x\}) .
\end{aligned}
$$

On the other hand, by Proposition 5.1,

$$
\begin{aligned}
\int_{0}^{1} \frac{d}{d t}\langle V(t), \dot{\gamma}(t)\rangle d t & =\int_{0}^{1}\left\langle\frac{D V}{d t}, \dot{\gamma}(t)\right\rangle d t \\
& =\int_{0}^{1}\left\langle\int_{M \backslash\{x\}} \frac{J_{p}^{\prime}(1)}{d(x, p)} \mu(d p), \dot{\gamma}(t)\right\rangle d t \\
& =\int_{0}^{1} d t \int_{M \backslash\{x\}} \frac{\left\langle J_{p}^{\prime}(1), J_{p}(1)\right\rangle}{d(x, p)} \mu(d p) \\
& \geq C(\rho, \Delta) d^{2}(x, T(x)) \int_{M \backslash\{x\}} \frac{1}{d(x, p)} \mu(d p) .
\end{aligned}
$$

These two inequalities give the first estimation.
In order to prove the second one, note that for $t \neq 0$, one has $V(t) \neq 0$, hence

$$
\frac{d}{d t}|V(t)| \leq\left|\frac{D V}{d t}\right| \quad \text { for } \quad t \in(0,1] .
$$

By Proposition 5.16,

$$
\begin{aligned}
|V(1)| & =\int_{0}^{1} \frac{d}{d t}|V(t)| d t \leq \int_{0}^{1}\left|\frac{D V}{d t}\right| d t \\
& =\int_{0}^{1}\left|\int_{M \backslash\{x\}} \frac{J_{p}^{\prime}(1)}{d(x, p)} \mu(d p)\right| d t \\
& \leq \int_{0}^{1} d t \int_{M \backslash\{x\}} \frac{\left|J_{p}^{\prime}(1)\right|}{d(x, p)} \mu(d p) \\
& \leq \int_{0}^{1} d t \int_{M \backslash\{x\}} \frac{D(\rho, \delta, \Delta)\left|J_{p}(1)\right|}{d(x, p)} \mu(d p) \\
& =D(\rho, \delta, \Delta) \int_{M \backslash\{x\}} \frac{1}{d(x, p)} \mu(d p) .
\end{aligned}
$$

However,

$$
|V(1)|=\left|H(x)+\mu\{x\} \frac{\exp _{x}^{-1} T(x)}{d(x, T(x))}\right| \geq|H(x)|-\mu\{x\} .
$$

These two inequalities complete the proof.
As a complement to Proposition 5.7 we also have:
Proposition 5.18. Let $x, y \in B(a, \rho)$ with $T(x), y \neq x$. Then the following estimation holds:

$$
d(y, T(x)) \geq \frac{\left|\operatorname{grad} h_{x}(y)\right|}{D(\rho, \delta, \Delta) \int_{M \backslash\{x\}} \frac{1}{d(x, p)} \mu(d p)+(1+D(\rho, \delta, \Delta)) \frac{\mu\{x\}}{d(y, x)}} .
$$

Proof. Let $\gamma:[0,1] \rightarrow B(a, \rho)$ be a geodesic such that $\gamma(0)=T(x)$ and $\gamma(1)=y$. Consider the following vector field along the geodesic $\gamma$ :

$$
V(t)=\int_{M \backslash\{x\}} \frac{-\exp _{\gamma(t)}^{-1} p}{d(x, p)} \mu(d p)+\mu\{x\} \frac{-\exp _{\gamma(t)}^{-1} x}{d(y, x)} .
$$

Observe that the function

$$
G(z)=\frac{1}{2} \int_{M \backslash\{x\}} \frac{d^{2}(z, p)}{d(x, p)} \mu(d p)+\frac{1}{2} \mu\{x\} \frac{d^{2}(z, x)}{d(y, x)}
$$

is strictly convex, there exists a unique point $z_{0} \in B(a, \rho)$ such that $\operatorname{grad} G\left(z_{0}\right)=0$. Note that $V(t)=\operatorname{grad} G(\gamma(t))$, then one gets

$$
\frac{d}{d t}|V(t)| \leq\left|\frac{D V}{d t}\right| \quad \text { for } \quad \text { a.e. } \quad t \in[0,1] .
$$

Hence by Proposition 5.16,

$$
\begin{aligned}
\int_{0}^{1} \frac{d}{d t}|V(t)| d t & \leq \int_{0}^{1}\left|\frac{D V}{d t}\right| d t=\int_{0}^{1}\left|\int_{M \backslash\{x\}} \frac{J_{p}^{\prime}(1)}{d(x, p)} \mu(d p)+\mu\{x\} \frac{J_{x}^{\prime}(1)}{d(y, x)}\right| d t \\
& \leq \int_{0}^{1}\left(\int_{M \backslash\{x\}} \frac{\left|J_{p}^{\prime}(1)\right|}{d(x, p)} \mu(d p)+\mu\{x\} \frac{\left|J_{x}^{\prime}(1)\right|}{d(y, x)}\right) d t \\
& \leq D(\rho, \delta, \Delta) d(y, T(x))\left(\int_{M \backslash\{x\}} \frac{1}{d(x, p)} \mu(d p)+\frac{\mu\{x\}}{d(y, x)}\right) .
\end{aligned}
$$

On the other hand, since $\operatorname{grad} h_{x}(T(x))=0$, one has

$$
\begin{aligned}
|V(0)| & =\left|\int_{M \backslash\{x\}} \frac{-\exp _{T(x)}^{-1} p}{d(x, p)} \mu(d p)+\mu\{x\} \frac{-\exp _{T(x)}^{-1} x}{d(y, x)}\right| \\
& =\left|\mu\{x\} \frac{\exp _{T(x)}^{-1} x}{d(T(x), x)}+\mu\{x\} \frac{-\exp _{T(x)}^{-1} x}{d(y, x)}\right| \\
& \leq \mu\{x\} d(x, T(x))\left|\frac{1}{d(T(x), x)}-\frac{1}{d(y, x)}\right| \\
& \leq d(y, T(x)) \frac{\mu\{x\}}{d(y, x)}
\end{aligned}
$$

The proof will be finished by noting that

$$
\left|\operatorname{grad} h_{x}(y)\right|=|V(1)|=|V(0)|+\int_{0}^{1} \frac{d}{d t}|V(t)| d t .
$$

## Chapter 6

## Riemannian geometry of Toeplitz covariance matrices and applications to radar target detection


#### Abstract

In this chapter, we consider the manifold of Toeplitz covariance matrices of order $n$ parameterized by the reflection coefficients which are derived from Levinson's recursion of autoregressive models. The explicit expression of the reparametrization and its inverse are obtained. With the Riemannian metric given by the Hessian of a Kähler potential, we show that the manifold is in fact a Cartan-Hadamard manifold with lower sectional curvature bound -4 . After that, we compute the geodesics and use the subgradient algorithm introduced in Chapter 2 to find the median of Toeplitz covariance matrices. Finally, we give some simulated examples to illustrate the application of the median method to radar target detection.


### 6.1 Reflection coefficients parametrization

Let $n \geq 1$ be a fixed integer and $\mathcal{T}_{n}$ be the set of Toeplitz Hermitan positive definite matrices of order $n$, then $\mathcal{T}_{n}$ is an open submanifold of $\mathbf{R}^{2 n-1}$. We fix an element $R_{n} \in \mathcal{T}_{n}$ which can be written as

$$
R_{n}=\left[\begin{array}{cccc}
r_{0} & \bar{r}_{1} & \ldots & \bar{r}_{n-1} \\
r_{1} & r_{0} & \ldots & \bar{r}_{n-2} \\
\vdots & \ddots & \ddots & \vdots \\
r_{n-1} & \ldots & r_{1} & r_{0}
\end{array}\right],
$$

then there exists a complex valued second order stationary process $X$ indexed by $\mathbf{Z}_{+}$such that for every $0 \leq k \leq n-1$ we have $r_{k}=\mathbf{E}\left[X_{0} \bar{X}_{k}\right]$. An estimate of $X_{l}$ ( $l \geq k$ ) by linear combination of $k$ most recent pasts is given by

$$
\hat{X}_{l}=-\sum_{j=1}^{k} a_{j}^{(k)} X_{l-j} .
$$

The mean squared error of this estimate is denoted by

$$
P_{k}=\mathbf{E}\left|X_{l}-\hat{X}_{l}\right|^{2} .
$$

The optimal $\hat{X}_{l}$ is the one that minimizes $P_{k}$. In this case the optimal coefficients $a_{1}^{(k)}, \ldots, a_{k}^{(k)}$ and the mean squared error $P_{k}$ verify the following normal equation

$$
\left[\begin{array}{cccc}
r_{0} & \bar{r}_{1} & \ldots & \bar{r}_{k} \\
r_{1} & r_{0} & \ldots & \bar{r}_{k-1} \\
\vdots & \ddots & \ddots & \vdots \\
r_{k} & \ldots & r_{1} & r_{0}
\end{array}\right]\left[\begin{array}{c}
1 \\
a_{1}^{(k)} \\
\vdots \\
a_{k}^{(k)}
\end{array}\right]=\left[\begin{array}{c}
P_{k} \\
0 \\
\vdots \\
0
\end{array}\right] .
$$

It is well known that the mean squared error is given by

$$
P_{k}=\frac{\operatorname{det} R_{k+1}}{\operatorname{det} R_{k}} .
$$

where

$$
R_{k}=\left[\begin{array}{cccc}
r_{0} & \bar{r}_{1} & \ldots & \bar{r}_{k} \\
r_{1} & r_{0} & \ldots & \bar{r}_{k-1} \\
\vdots & \ddots & \ddots & \vdots \\
r_{k} & \ldots & r_{1} & r_{0}
\end{array}\right] .
$$

The positive definiteness of $R_{n}$ yields that $\operatorname{det} R_{k}>0$ and thus the expression of $P_{k}$ is well defined and $P_{k}>0$. We recall the following definition of reflection coefficients.

Definition 6.1. For every $1 \leq k \leq n-1$, the last optimal coefficient $a_{k}^{(k)}$ is called the k -th reflection coefficient and is denoted by $\mu_{k}$.

By the normal equation and the expression of the mean squared error we know that $\mu_{1}, \ldots, \mu_{n-1}$ are uniquely determined by the matrix $R_{n}$. Moreover, the classical Levinson's recursion gives that

$$
\begin{equation*}
P_{0}=r_{0}, \quad P_{k}=\left(1-\left|\mu_{n}\right|^{2}\right) P_{k-1}, \quad 1 \leq k \leq n-1 . \tag{1.1}
\end{equation*}
$$

Hence

$$
\left|\mu_{k}\right|<1, \quad 1 \leq k \leq n-1 .
$$

Now we obtain a map between two open submanifolds of $\mathbf{R}^{2 n-1}$ :

$$
\varphi: \quad \mathcal{I}_{n} \longrightarrow \mathbf{R}_{+}^{*} \times \mathbf{D}^{n-1}, \quad R_{n} \longmapsto\left(P_{0}, \mu_{1}, \ldots, \mu_{n-1}\right),
$$

where $\mathbf{D}=\{z \in \mathbf{C}:|z|<1\}$ is the unit disc of the complex plane.
The map $\varphi$ is of fundamental importance in the following since it gives us another coordinate on $\mathcal{T}_{n}$ which simplifies lots of calculations. It is necessary to give the explicit expression of it.

Proposition 6.2. The reflection coefficients are given by

$$
\mu_{k}=(-1)^{k} \frac{\operatorname{det} S_{k}}{\operatorname{det} R_{k}}, \quad k=1, \ldots, n-1
$$

where

$$
S_{k}=R_{k+1}\binom{2, \ldots, k+1}{1, \ldots, k}
$$

Proof. By Cramer's rule and the definition of $\mu_{k}$, we obtain that

$$
\mu_{k}=(-1)^{k} \frac{P_{k} \operatorname{det} S_{k}}{\operatorname{det} R_{k+1}}=(-1)^{k} \frac{\operatorname{det} R_{k+1}}{\operatorname{det} R_{k}} \frac{\operatorname{det} S_{k}}{\operatorname{det} R_{k+1}}=(-1)^{k} \frac{\operatorname{det} S_{k}}{\operatorname{det} R_{k}} .
$$

Hence it is clear that $\varphi$ is differentiable. To see that $\varphi$ is surjective, it suffices to note that $r_{0}=P_{0}$ and that for every $1 \leq k \leq n-1$, if we already know $r_{0}, \ldots, r_{k-1}$, then the above identity is in fact a linear equation with respect to $r_{k}$, hence $r_{k}$ can be calculated explicitly and the surjectivity holds by induction. The same method also yields the injectivity of $\varphi$.

The expression of $\varphi^{-1}$ has also to be calculated for future use.
Proposition 6.3. Let $\left(P_{0}, \mu_{1}, \ldots, \mu_{n-1}\right) \in \mathbf{R}_{+}^{*} \times \mathbf{D}^{n-1}$, then its inverse image $R_{n}$ under $\varphi$ can be calculated by the following algorithm:

$$
\begin{gathered}
r_{0}=P_{0}, \quad r_{1}=-P_{0} \mu_{1}, \\
r_{k}=-\mu_{k} P_{k-1}+\alpha_{k-1}^{T} J_{k-1} R_{k-1}^{-1} \alpha_{k-1}, \quad 2 \leq k \leq n-1
\end{gathered}
$$

where

$$
\begin{gathered}
\alpha_{k-1}=\left[\begin{array}{c}
r_{1} \\
\vdots \\
r_{k-1}
\end{array}\right], \quad J_{k-1}=\left[\begin{array}{cccc}
0 & \ldots & 0 & 1 \\
0 & \ldots & 1 & 0 \\
& \ldots & & \\
1 & \ldots & 0 & 0
\end{array}\right], \\
P_{k-1}=P_{0} \prod_{i=1}^{k-1}\left(1-\left|\mu_{i}\right|^{2}\right)
\end{gathered}
$$

Proof. The first two identities follow from direct calculation and for $2 \leq k \leq n-1$, it is easy to see that

$$
S_{k}=\left[\begin{array}{cc}
\alpha_{k-1} & R_{k-1} \\
r_{k} & \alpha_{k-1}^{T} J_{k-1}
\end{array}\right] .
$$

Using the method of Schur complement (see [95]) we get

$$
\begin{aligned}
\operatorname{det} S_{k} & =\operatorname{det}\left[\begin{array}{cc}
\alpha_{k-1} & R_{k-1} \\
r_{k}-\alpha_{k-1}^{T} J_{k-1} R_{k-1}^{-1} \alpha_{k-1} & 0
\end{array}\right] \\
& =(-1)^{k-1} \operatorname{det}\left[\begin{array}{cc}
R_{k-1} & \alpha_{k-1} \\
0 & r_{k}-\alpha_{k-1}^{T} J_{k-1} R_{k-1}^{-1} \alpha_{k-1}
\end{array}\right] \\
& =(-1)^{k-1} \operatorname{det} R_{k-1}\left(r_{k}-\alpha_{k-1}^{T} J_{k-1} R_{k-1}^{-1} \alpha_{k-1}\right) .
\end{aligned}
$$

hence we obtain that

$$
\begin{aligned}
r_{k} & =(-1)^{k-1} \frac{\operatorname{det} S_{k}}{\operatorname{det} R_{k-1}}+\alpha_{k-1}^{T} J_{k-1} R_{k-1}^{-1} \alpha_{k-1} \\
& =(-1)^{k-1} \frac{\operatorname{det} S_{k}}{\operatorname{det} R_{k}} \frac{\operatorname{det} R_{k}}{\operatorname{det} R_{k-1}}+\alpha_{k-1}^{T} J_{k-1} R_{k-1}^{-1} \alpha_{k-1} \\
& =-\mu_{k} P_{k-1}+\alpha_{k-1}^{T} J_{k-1} R_{k-1}^{-1} \alpha_{k-1} .
\end{aligned}
$$

Corollary 6.4. $\varphi$ is a diffeomorphism.
Proof. By Proposition 6.2, $\varphi$ is injective. Hence it suffices to show that $\varphi$ and $\varphi^{-1}$ are differentiable, which are direct corollaries to the previous two propositions.

### 6.2 Riemannian geometry of $\mathcal{T}_{n}$

From now on, we regard $\mathcal{T}_{n}$ as a Riemannian manifold whose metric, which is introduced in [14] by the Hessian of the Kähler potential (see e.g. [12] for the definition of a Kähler potential)

$$
\Phi\left(R_{n}\right)=-\ln \left(\operatorname{det} R_{n}\right)-n \ln (\pi e)
$$

is given by

$$
\begin{equation*}
d s^{2}=n \frac{d P_{0}^{2}}{P_{0}^{2}}+\sum_{k=1}^{n-1}(n-k) \frac{\left|d \mu_{k}\right|^{2}}{\left(1-\left|\mu_{k}\right|^{2}\right)^{2}} \tag{2.2}
\end{equation*}
$$

where $\left(P_{0}, \mu_{1}, \ldots, \mu_{n-1}\right)=\varphi\left(R_{n}\right)$.
The metric (2.2) is a Bergman type metric and it will be shown in the appendix of Chapter 6 that this metric is not equal to the Fisher information metric of $\mathcal{T}_{n}$. But J. Burbea and C. R. Rao have proved in [28, Theorem 2] that the Bergman metric and the Fisher information metric do coincide for some probability density
functions of particular forms. A similar potential function was used by S. Amari in [5] to derive the Riemannian metric of multi-variate Gaussian distributions by means of divergence functions. We refer to [78] for more account on the geometry of hessian structures.

With the metric given by (2.2) the space $\mathbf{R}_{+}^{*} \times \mathbf{D}^{n-1}$ is just the product of the Riemannian manifolds $\left(\mathbf{R}_{+}^{*}, d s_{0}^{2}\right)$ and $\left(\mathbf{D}, d s_{k}^{2}\right)_{1 \leq k \leq n-1}$, where

$$
d s_{0}^{2}=n \frac{d P_{0}^{2}}{P_{0}^{2}} \quad \text { and } \quad d s_{k}^{2}=(n-k) \frac{\left|d \mu_{k}\right|^{2}}{\left(1-\left|\mu_{k}\right|^{2}\right)^{2}} .
$$

Also observe that $\left(\mathbf{R}_{+}^{*}, d s_{0}^{2}\right)$ has zero sectional curvature and that $\left(\mathbf{D}, d s_{k}^{2}\right)$ has constant sectional curvature $-4 /(n-k)$.

We proceed to show a simple geometric lemma which is needed to obtain the lower sectional curvature bound of the product space.

Lemma 6.5. Let $M, N$ be two Riemannian manifolds such that the sectional curvatures verify

$$
-C \leq K_{M}, K_{N} \leq 0
$$

where $C \geq 0$ is a constant. Then the sectional curvatures of the product $M \times N$ also verify

$$
-C \leq K_{M \times N} \leq 0 .
$$

Proof. Let $(x, y) \in M \times N$ and $u, v$ be independent tangent vectors in $T_{(x, y)} M \times N$. Assume that $u=\left(u_{1}, u_{2}\right), v=\left(v_{1}, v_{2}\right)$ with $u_{1}, v_{1} \in T_{x} M, u_{2}, v_{2} \in T_{y} N$, then we have

$$
\begin{aligned}
K_{M \times N} & =\frac{R_{M \times N}(u, v, u, v)}{|u|^{2}|v|^{2}-\langle u, v\rangle^{2}}=\frac{R_{M}\left(u_{1}, v_{1}, u_{1}, v_{1}\right)+R_{N}\left(u_{2}, v_{2}, u_{2}, v_{2}\right)}{|u|^{2}|v|^{2}-\langle u, v\rangle^{2}} \\
& =\frac{K_{M}\left(\left|u_{1}\right|_{M}^{2}\left|v_{1}\right|_{M}^{2}-\left\langle u_{1}, v_{1}\right\rangle_{M}^{2}\right)+K_{N}\left(\left|u_{2}\right|_{N}^{2}\left|v_{2}\right|_{N}^{2}-\left\langle u_{2}, v_{2}\right\rangle_{N}^{2}\right)}{|u|^{2}|v|^{2}-\langle u, v\rangle^{2}} \\
& \leq 0 .
\end{aligned}
$$

To prove the lower bound, if $u_{i}$ and $v_{i}$ are linearly dependent for $i=1,2$, then we have trivially $K_{M \times N}=0$, thus without loss of generality, we may assume that $u_{1}$ and $v_{1}$ are linearly independent. In this case, we have

$$
\begin{aligned}
K_{M \times N} & =\frac{K_{M}\left(\left|u_{1}\right|_{M}^{2}\left|v_{1}\right|_{M}^{2}-\left\langle u_{1}, v_{1}\right\rangle_{M}^{2}\right)+K_{N}\left(\left|u_{2}\right|_{N}^{2}\left|v_{2}\right|_{N}^{2}-\left\langle u_{2}, v_{2}\right\rangle_{N}^{2}\right)}{\left(\left|u_{1}\right|_{M}^{2}+\left|u_{2}\right|_{N}^{2}\right)\left(\left|v_{1}\right|_{M}^{2}+\left|v_{2}\right|_{N}^{2}\right)-\left(\left\langle u_{1}, v_{1}\right\rangle_{M}+\left\langle u_{2}, v_{2}\right\rangle_{N}\right)^{2}} \\
& \geq \frac{K_{M}\left(\left|u_{1}\right|_{M}^{2}\left|v_{1}\right|_{M}^{2}-\left\langle u_{1}, v_{1}\right\rangle_{M}^{2}\right)+K_{N}\left(\left|u_{2}\right|_{N}^{2}\left|v_{2}\right|_{N}^{2}-\left\langle u_{2}, v_{2}\right\rangle_{N}^{2}\right)}{\left(\left|u_{1}\right|_{M}^{2}\left|v_{1}\right|_{M}^{2}-\left\langle u_{1}, v_{1}\right\rangle_{M}^{2}\right)+\left(\left|u_{2}\right|_{N}^{2}\left|v_{2}\right|_{N}^{2}-\left\langle u_{2}, v_{2}\right\rangle_{N}^{2}\right)} \\
& \geq-C .
\end{aligned}
$$

Proposition 6.6. $\left(\mathbf{R}_{+}^{*} \times \mathbf{D}^{n-1}, d s^{2}\right)$ is a Cartan-Hadamard manifold whose sectional curvatures $K$ verify $-4 \leq K \leq 0$.

Proof. Since the product of finitely many Cartan-Hadamard manifolds is again Cartan-Hadamard, the first assertion follows. To show the curvature bounds, it suffices to use the preceding lemma by noting that every manifold in the product has sectional curvatures in $[-4,0]$.

### 6.3 Geodesics in $\mathbf{R}_{+}^{*} \times \mathbf{D}^{n-1}$

In practice, the geodesics in $\mathbf{R}_{+}^{*} \times \mathbf{D}^{n-1}$ are necessary to calculate the median of covariance matrices by using a subgradient algorithm and now we take the task of calculating these geodesics.

### 6.3.1 Geodesics in the Poincaré disc

Let $\mathbf{D}=\{z \in \mathbf{C}:|z|<1\}$ be the Poicaré disc with its Riemannian metric

$$
d s^{2}=\frac{|d z|^{2}}{\left(1-|z|^{2}\right)^{2}}
$$

The Riemannian distance between $z_{1}, z_{2} \in \mathbf{D}$ is given by

$$
\sigma\left(z_{1}, z_{2}\right)=\frac{1}{2} \ln \frac{1+\left|\frac{z_{2}-z_{1}}{1-z_{1} z_{1}}\right|}{1-\left|\frac{z_{2}-z_{1}}{1-z_{1} z_{2}}\right|} .
$$

Lemma 6.7. Let $0<|z|<1$, the geodesic from 0 to $z$ parameterized by arc length is given by

$$
\gamma(s, 0, z)=e^{i \theta} \frac{e^{2 s}-1}{e^{2 s}+1}, \quad s \in\left[0, \ln \frac{1+|z|}{1-|z|}\right],
$$

where $\theta=\arg z$.
Proof. The image of this geodesic is

$$
\gamma(t, 0, z)=t z, \quad t \in[0,1] .
$$

Then it suffices to reparametrize it by arc length

$$
s=s(t)=\sigma(0, \gamma(t, 0, z))=\frac{1}{2} \ln \frac{1+|z| t}{1-|z| t} \in\left[0, \ln \frac{1+|z|}{1-|z|}\right],
$$

thus we obtain

$$
t=\frac{1}{|z|} \frac{e^{2 s}-1}{e^{2 s}+1}
$$

then

$$
\gamma(s, 0, z)=\frac{z}{|z|} \frac{e^{2 s}-1}{e^{2 s}+1}=e^{i \theta} \frac{e^{2 s}-1}{e^{2 s}+1} .
$$

6.3. GEODESICS IN $\mathbf{R}_{+}^{*} \times \mathbf{D}^{N-1}$

Proposition 6.8. Let $z_{1}, z_{2} \in \mathbf{D}, z_{1} \neq z_{2}$. The geodesic from $z_{1}$ to $z_{2}$ parameterized by arc length is given by

$$
\gamma\left(s, z_{1}, z_{2}\right)=\frac{\left(z_{1}+e^{i \theta}\right) e^{2 s}+\left(z_{1}-e^{i \theta}\right)}{\left(1+\bar{z}_{1} e^{i \theta}\right) e^{2 s}+\left(1-\bar{z}_{1} e^{i \theta}\right)}, \quad s \in\left[0, \frac{1}{2} \ln \frac{1+\left|\phi_{z_{1}}\left(z_{2}\right)\right|}{1-\left|\phi_{z_{1}}\left(z_{2}\right)\right|}\right],
$$

where

$$
\theta=\arg \phi_{z_{1}}\left(z_{2}\right), \quad \phi_{z_{1}}(z)=\frac{z-z_{1}}{1+\bar{z}_{1} z} .
$$

Proof. Observe that

$$
\gamma\left(s, 0, \phi_{z_{1}}\left(z_{2}\right)\right)=\gamma\left(s, \phi_{z_{1}}\left(z_{1}\right), \phi_{z_{1}}\left(z_{2}\right)\right),
$$

since $\phi_{z_{1}}$ is an isometry of $\mathbf{D}$, we get

$$
\gamma\left(s, z_{1}, z_{2}\right)=\phi_{z_{1}}^{-1} \circ \gamma\left(s, 0, \phi_{z_{1}}\left(z_{2}\right)\right) .
$$

Then the preceding lemma gives

$$
\gamma\left(s, z_{1}, z_{2}\right)=\frac{e^{i \theta \frac{e^{2 s}-1}{e^{2 s}+1}+z_{1}}}{1+\bar{z}_{1} e^{i \theta} \frac{e^{2 s-1}}{e^{2 s}+1}}=\frac{\left(z_{1}+e^{i \theta}\right) e^{2 s}+\left(z_{1}-e^{i \theta}\right)}{\left(1+\bar{z}_{1} e^{i \theta}\right) e^{2 s}+\left(1-\bar{z}_{1} e^{i \theta}\right)} .
$$

with

$$
s \in\left[0, \frac{1}{2} \ln \frac{1+\left|\phi_{z_{1}}\left(z_{2}\right)\right|}{1-\left|\phi_{z_{1}}\left(z_{2}\right)\right|}\right] .
$$

## Corollary 6.9.

$$
\gamma^{\prime}\left(s, z_{1}, z_{2}\right)=\frac{4 e^{i \theta}\left(1-\left|z_{1}\right|^{2}\right) e^{2 s}}{\left(\left(1+\bar{z}_{1} e^{i \theta}\right) e^{2 s}+\left(1-\bar{z}_{1} e^{i \theta}\right)\right)^{2}} .
$$

Particularly,

$$
\gamma^{\prime}\left(0, z_{1}, z_{2}\right)=e^{i \theta}\left(1-\left|z_{1}\right|^{2}\right) .
$$

Proof. Direct calculation.
Proposition 6.10. Let $z_{1} \in \mathbf{D}$ and $v \in T_{z_{1}} \mathbf{D}$, then the geodesic starting from $z_{1}$ with velocity $v$ is given by

$$
\zeta\left(t, z_{1}, v\right)=\frac{\left(z_{1}+e^{i \theta}\right) e^{2\|v\| \mid t}+\left(z_{1}-e^{i \theta}\right)}{\left(1+\bar{z}_{1} e^{i \theta}\right) e^{2\|v\| \mid t}+\left(1-\bar{z}_{1} e^{i \theta}\right)}, \quad t \in \mathbf{R}
$$

where

$$
\theta=\arg v, \quad\|v\|=\frac{|v|}{1-\left|z_{1}\right|^{2}} .
$$

Proof. Let $z_{2} \neq z_{1}$ be another point in the geodesic, then

$$
\gamma^{\prime}\left(0, z_{1}, z_{2}\right)=\frac{v}{\|v\|}
$$

By the last corollary,

$$
e^{i \theta}\left(1-\left|z_{1}\right|^{2}\right)=\frac{v}{\|v\|}
$$

hence $\theta=\arg v$ and

$$
\zeta\left(t, z_{1}, v\right)=\zeta\left(\|v\| t, z_{1}, \frac{v}{\|v\|}\right)=\gamma\left(\|v\| t, z_{1}, z_{2}\right) .
$$

it remains to use proposition 6.8.

### 6.3.2 Geodesics in $\mathrm{R}_{+}^{*}$

Let $\mathbf{R}_{+}^{*}$ be with the Riemannian metric

$$
d s^{2}=\frac{d P^{2}}{P^{2}}
$$

By [31], the Riemannian distance between $P, Q \in \mathbf{R}_{+}^{*}$ is given by

$$
\tau(P, Q)=\left|\ln \left(\frac{Q}{P}\right)\right|
$$

Proposition 6.11. Let $P, Q \in \mathbf{R}_{+}^{*}$ and $P \neq Q$. Then the geodesic from $P$ to $Q$ parameterized by arc length is given by

$$
\gamma(s, P, Q)=P e^{(\operatorname{sign}(Q-P)) s}, \quad s \in\left[0,\left|\ln \left(\frac{Q}{P}\right)\right|\right] .
$$

Proof. By [31], the geodesic from $P$ to $Q$ is given by

$$
\gamma(t, P, Q)=P\left(\frac{Q}{P}\right)^{t}, \quad t \in[0,1]
$$

it suffices to reparametrize it by letting $t=|\ln (Q / P)| / s$.

## Corollary 6.12.

$$
\gamma^{\prime}(s, P, Q)=(\operatorname{sign}(Q-P)) P e^{(\operatorname{sign}(Q-P)) s} .
$$

Particularly,

$$
\gamma^{\prime}(0, P, Q)=(\operatorname{sign}(Q-P)) P
$$

Proof. Direct calculation.
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Proposition 6.13. Let $P>0$ and $v \in T_{P} \mathbf{R}_{+}^{*}$, the geodesic starting from $P$ with velocity $v$ is given by

$$
\zeta(t, P, v)=P e^{\frac{v}{P} t}, \quad t \in \mathbf{R} .
$$

Proof. Let $Q \neq P$ be another point in this geodesic, by the preceding corollary we have

$$
\gamma^{\prime}(0, P, Q)=(\operatorname{sign}(Q-P)) P=\frac{v}{\|v\|} .
$$

with $\|v\|=|v| / P$ and hence

$$
\operatorname{sign}(Q-P)=\frac{v}{\|v\| P}
$$

Then Proposition 6.11 yields that

$$
\zeta\left(s, P, \frac{v}{\|v\|}\right)=P e^{\frac{v s}{\|v\|^{P}}}
$$

thus we get

$$
\zeta(t, P, v)=\zeta\left(t\|v\|, P, \frac{v}{\|v\|}\right)=P e^{\frac{v}{P} t} .
$$

### 6.3.3 Geodesics in $R_{+}^{*} \times \mathbf{D}^{\mathbf{n - 1}}$

As is shown in [31], the Riemannian distance between two points $x$ and $y$ in $\mathbf{R}_{+}^{*} \times$ $\mathbf{D}^{n-1}$ is given by

$$
d(x, y)=\left(n \sigma(P, Q)^{2}+\sum_{k=1}^{n-1}(n-k) \tau\left(\mu_{k}, \nu_{k}\right)^{2}\right)^{1 / 2}
$$

where $x=\left(P, \mu_{1}, \ldots, \mu_{n-1}\right)$ and $y=\left(Q, \nu_{1}, \ldots, \nu_{n-1}\right)$.
Proposition 6.14. Let $x=\left(P, \mu_{1}, \ldots, \mu_{n-1}\right)$ and $y=\left(Q, \nu_{1}, \ldots, \nu_{n-1}\right)$ be two different points in $\mathbf{R}_{+}^{*} \times \mathbf{D}^{n-1}$. Then the geodesic from $x$ to $y$ parameterized by arc length is given by

$$
\gamma(s, x, y)=\left(\gamma_{0}\left(\frac{\sigma(P, Q)}{d(x, y)} s\right), \gamma_{1}\left(\frac{\tau\left(\mu_{1}, \nu_{1}\right)}{d(x, y)} s\right), \ldots, \gamma_{1}\left(\frac{\tau\left(\mu_{n-1}, \nu_{n-1}\right)}{d(x, y)} s\right)\right)
$$

where $\gamma_{0}$ is the geodesic in $\left(\mathbf{R}_{+}^{*}, d s_{0}^{2}\right)$ from $P$ to $Q$ parameterized by arc length and for $1 \leq k \leq n-1, \gamma_{k}$ is the geodesic in $\left(\mathbf{D}, d s_{k}^{2}\right)$ from $\mu_{k}$ to $\nu_{k}$ parameterized by arc length. More precisely,

$$
\gamma_{0}\left(\frac{\sigma(P, Q)}{d(x, y)} s\right)=P e^{\frac{(\operatorname{sign}(Q-P) \sigma(P, Q)}{d(x, y)} s}
$$

and for $1 \leq k \leq n-1$,

$$
\gamma_{k}\left(\frac{\tau\left(\mu_{k}, \nu_{k}\right)}{d(x, y)} s\right)=\frac{\left(\mu_{k}+e^{i \theta_{k}}\right) e^{\frac{2 \tau\left(\mu_{k}, \nu_{k}\right)}{d(x, y)} s}+\left(\mu_{k}-e^{i \theta_{k}}\right)}{\left(1+\bar{\mu}_{k} e^{i \theta_{k}}\right) e^{\frac{2 \tau\left(\mu_{k}, \nu_{k}\right)}{d(x, y)} s}+\left(1-\bar{\mu}_{k} e^{i \theta_{k}}\right)}
$$

with

$$
\theta_{k}=\arg \frac{\nu_{k}-\mu_{k}}{1-\bar{\mu}_{k} \nu_{k}} .
$$

Particularly,

$$
\gamma^{\prime}(0, x, y)=\left(\gamma_{0}^{\prime}(0) \frac{\sigma(P, Q)}{d(x, y)}, \gamma_{1}^{\prime}(0) \frac{\tau\left(\mu_{1}, \nu_{1}\right)}{d(x, y)}, \ldots, \gamma_{n-1}^{\prime}(0) \frac{\tau\left(\mu_{n-1}, \nu_{n-1}\right)}{d(x, y)}\right) .
$$

Proof. It suffices to note that [31] the geodesic in $\mathbf{R}_{+}^{*} \times \mathbf{D}^{n-1}$ is the product of the geodesics in each manifold in the product and then use Proposition 6.8 as well as Proposition 6.11. The last identity follows from direct calculation.

Proposition 6.15. Let $x=\left(P, \mu_{1}, \ldots, \mu_{n-1}\right) \in \mathbf{R}_{+}^{*} \times \mathbf{D}^{n-1}$ and a tangent vector $v=\left(v_{0}, v_{1}, \ldots, v_{n-1}\right) \in T_{x}\left(\mathbf{R}_{+}^{*} \times \mathbf{D}^{n-1}\right)$, then the geodesic starting from $x$ with velocity $v$ is given by

$$
\zeta(t, x, v)=\left(\zeta_{0}(t), \zeta_{1}(t), \ldots, \zeta_{n-1}(t)\right),
$$

where $\zeta_{0}$ is the geodesic in $\left(\mathbf{R}_{+}^{*}, d s_{0}^{2}\right)$ starting from $P$ with velocity $v_{0}$ and for $1 \leq$ $k \leq n-1, \zeta_{k}$ is the geodesic in $\left(\mathbf{D}, d s_{k}^{2}\right)$ starting from $\mu_{k}$ with velocity $v_{k}$. More precisely,

$$
\zeta_{0}(t)=P e^{\frac{v_{0}}{P} t}
$$

and for $1 \leq k \leq n-1$,

$$
\zeta_{k}(t)=\frac{\left(\mu_{k}+e^{i \theta_{k}}\right) e^{\frac{2\left|v_{k}\right| t}{1-\left|\mu_{k}\right|^{2}}}+\left(\mu_{k}-e^{i \theta_{k}}\right)}{\left(1+\bar{\mu}_{k} e^{i \theta_{k}}\right) e^{\frac{2 v_{k} \mid t}{1-\left|\mu_{k}\right|^{2}}}+\left(1-\bar{\mu}_{k} e^{i \theta_{k}}\right)},
$$

with

$$
\theta_{k}=\arg \frac{\nu_{k}-\mu_{k}}{1-\bar{\mu}_{k} \nu_{k}} .
$$

Proof. The same method as the preceding proof but using Proposition 6.10 and Proposition 6.13.

### 6.4 Simulations

With all of the above preparative calculations, now we use the subgradient algorithm introduced in [91] to calculate the median of covariant matrices. By the change of coordinates $\varphi$, it suffices to do this in the product space $\left(\mathbf{R}_{+}^{*} \times \mathbf{D}^{n-1}, d s^{2}\right)$.

By Proposition 6.6, the upper and lower curvature bounds are given by 0 and -4 respectively, hence the algorithm here is simpler and more explicit than the general one. Let $p_{1}, \ldots, p_{N}$ be different points contained in an open ball $B(a, \rho)$ of $\mathbf{R}_{+}^{*} \times \mathbf{D}^{n-1}$ and assume that they are not totally contained in any geodesic. Then [91] the median $m$ of $p_{1}, \ldots, p_{N}$, or equivalently, the minimum point of the function

$$
f: \quad \bar{B}(a, \rho) \longrightarrow \mathbf{R}_{+}, \quad x \longmapsto \frac{1}{N} \sum_{i=1}^{N} d\left(x, p_{i}\right) .
$$

exists and is unique. In order to introduce the subgradient algorithm, we need the following notations.

Notation 6.16. For $x \in \bar{B}(a, \rho)$, let

$$
H(x)=\frac{1}{N} \sum_{\substack{1 \leq i \leq N \\ p_{i} \neq x}} \frac{-\exp _{x}^{-1} p_{i}}{d\left(x, p_{i}\right)} .
$$

If $H(x) \neq 0$, then let

$$
\gamma_{x}(t)=\exp _{x}\left(-t \frac{H(x)}{|H(x)|}\right), \quad t \geq 0 .
$$

Moreover,

$$
\beta=\frac{\rho-\sigma}{4 \rho \operatorname{coth}(4 \rho)+1}, \quad \sigma=\max _{1 \leq i \leq N} d\left(p_{i}, a\right) .
$$

Now we specialize the subgradient algorithm in [91] to the space of reflection coefficients.

Algorithm 6.17. Subgradient algorithm in $\left(\mathbf{R}_{+}^{*} \times \mathbf{D}^{n-1}, d s^{2}\right)$ :
Step 1:
Choose a point $x_{1} \in \bar{B}(a, \rho)$ and let $k=1$.
Step 2:
If $H\left(x_{k}\right)=0$, then stop and let $m=x_{k}$.
If not, go to step 3 .
Step 3:
Let $x_{k+1}=\gamma_{x_{k}}(\beta / \sqrt{k})$ and go back to step 2 with $k=k+1$.

### 6.4.1 A Numerical example

Firstly, in order to illustrate the above method, we calculate the geometric median of 4 elements in $\mathcal{T}_{4}$, whose first lines are given by

$$
\begin{aligned}
& {[1.0000,-0.5000+0.3000 i, 0.4240-0.7620 i,-0.0903+0.4528 i]} \\
& {[2.5000,-1.5000-1.0000 i, 0.3800+1.4400 i,-0.2088-1.3544 i]}
\end{aligned}
$$

$$
\begin{aligned}
& {[3.7000,-0.7400-0.7400 i,-2.3828+0.6364 i, 2.0608-0.6855 i]} \\
& {[0.3000,-0.0300+0.2400 i,-0.2625-0.1005 i, 0.0861-0.2123 i]}
\end{aligned}
$$

Then Lemma 6.2 gives their reflection coefficients parametrization:

$$
\begin{aligned}
& {[1,0.5+0.3 i,-0.4-0.7 i, 0.5-0.5 i]} \\
& {[2.5,0.6-0.4 i, 0.1+0.2 i, 0.6-0.2 i]} \\
& {[3.7,0.2-0.2 i, 0.7+0.1 i,-0.4-0.6 i]} \\
& {[0.3,0.1+0.8 i, 0.7-0.5 i, 0.5+0.5 i] .}
\end{aligned}
$$

By using the subgradient algorithm, Proposition 6.14 and Proposition 6.15, we get the median in terms of reflection coefficients:

$$
[1.6611,0.3543-0.0379 i, 0.1663-0.1495 i, 0.2749-0.2371 i]
$$

Then Lemma 6.3 gives the first line of the corresponding Toeplitz Hermitan positive definite matrix:

$$
[1.6611,-0.5885-0.0630 i,-0.0350-0.1722 i,-0.2901-0.1531 i]
$$

### 6.4.2 Radar simulations

Next we give some simulating examples of the median method applied to radar target detection. I would like to thank Guillaume Bouyt and Nicolas Charon for their generosity of providing basic simulation programs and many helpful discussions.

Since the autoregressive spectra are closely related to the speed of targets, we shall first investigate the spectral performance of the median method. In order to illustrate the basic idea, we only consider the detection of one fixed direction. The range along this direction is subdivided into 200 lattices in which we add two targets, the echo of each lattice is modeled by an autoregressive process. The following Figure 6.1 obtained in [27] gives the initial spectra of the simulation, where $x$ axis represents the lattices and $y$ axis represents frequencies. Every lattice is identified with a $1 \times 8$ vector of reflection coefficients which is calculated by using the regularized Burg algorithm [17] to the original simulating data. The spectra are represented by different colors whose corresponding values are indicated in the colorimetric on the right.


Figure 6.1: Initial spectra with two added targets

For every lattice, by using the subgradient algorithm, we calculate the median of the window centered on it and consisting of 15 lattices and then we get the spectra of medians shown in Figure 6.2. Furthermore, by comparing it with Figure 6.3 which are spectra of barycenters, we see that in the middle of the barycenter spectra, this is just the place where the second target appears, there is an obvious distortion. This explains that median is much more robust than barycenter when outliers come.

The principle of target detection is that a target appears in a lattice if the distance between this lattice and the median of the window around it is much bigger than that of the ambient lattices. The following Figure 6.4 shows that the two added targets are well detected by the median method, where $x$ axis represents lattice and $y$ axis represents the distance in $\mathcal{T}_{8}$ between each lattice and the median of the window around it.


Figure 6.2: Median spectra


Figure 6.3: Barycenter spectra


Figure 6.4: Detection by median

We conclude our discussion by showing the performance of the median method in real target detection. As above, we give the images of autoregressive spectra and the figure of target detection obtained by using real data which are records of a radar located on a coast. These records consist of about 5000 lattices of a range of about $10 \mathrm{~km}-140 \mathrm{~km}$ as well as 109 azimuth values corresponding to approximately 30 scanning degrees of the radar. For simplicity we consider the data of all the lattices but in a fixed direction, hence each lattice corresponds to a $1 \times 8$ vector of reflection coefficients computed by applying the regularized Burg algorithm to the original real data. Figure 6.5 gives the initial autoregressive spectra whose values are represented by different color according to the colorimetric on the right. For each lattice, by using the subgradient algorithm, we calculate the median of the window centered on it and consisting of 17 lattices and then we get the spectra of medians shown in Figure 6.6.

In order to know in which lattice target appears, we compare the distance between each lattice and the median of the window around it. The following Figure 6.7 shows that the four targets are well detected by our method, where $x$ axis represents distance and $y$ axis represents the distance in $\mathcal{T}_{8}$ between each lattice and the median of the window around it.


Figure 6.5: Initial spectra of real radar data


Figure 6.6: Median spectra of real radar data


Figure 6.7: Real detection by median

### 6.5 Appendix

In this appendix, we firstly show that the metric given by (2.2) is not equal to the Fisher information metric of Toeplitz covariance matrices. To this end, we shall compute the elements $g_{00}$ and $g_{01}$ of the Fisher information metric in terms of reflection coefficients. We will see that the term $g_{00}$ is equal to that of the metric (2.2), but $g_{10} \neq 0$, hence the Fisher information metric is not diagonal under reflection coefficients parametrization. As a result, these two metrics are not equal.

Let $R_{n} \in \mathcal{T}_{n}$, then the probability density function of the centered complex normal random variable of covariance matrix $R_{n}$ is given by

$$
p\left(Z \mid R_{n}\right)=\pi^{-n}\left(\operatorname{det} R_{n}\right)^{-1} \exp \left(-Z^{*} R_{n}^{-1} Z\right) .
$$

Hence we get,

$$
\begin{aligned}
-\ln p\left(Z \mid R_{n}\right) & =\ln \operatorname{det} R_{n}+Z^{*} R_{n}^{-1} Z+n \ln \pi \\
& =n \ln P_{0}+\sum_{k=1}^{n-1}(n-k) \ln \left(1-\left|\mu_{k}\right|^{2}\right)+Z^{*} R_{n}^{-1} Z+n \ln \pi .
\end{aligned}
$$

Let us compute the first coordinate of the Fisher information metric:

$$
g_{00}=-\mathbf{E}\left[\frac{\partial^{2} \ln p\left(Z \mid R_{n}\right)}{\partial^{2} P_{0}}\right] .
$$

Observe that

$$
-\frac{\partial^{2} \ln p\left(Z \mid R_{n}\right)}{\partial^{2} P_{0}}=-\frac{n}{P_{0}^{2}}+Z^{*} \frac{\partial^{2} R_{n}^{-1}}{\partial^{2} P_{0}} Z
$$

For simplicity, we will show that $R_{n}$ is linear on $P_{0}$, that is,

$$
\begin{equation*}
\frac{\partial R_{n}}{\partial P_{0}}=\frac{R_{n}}{P_{0}} . \tag{5.3}
\end{equation*}
$$

To this end, it suffices to show that

$$
\frac{\partial r_{k}}{\partial P_{0}}=\frac{r_{k}}{P_{0}}, \quad k=0, \ldots n-1
$$

This is trivial for $k=0,1$. Now assume that this is true for $0, \ldots k-1$, then for $k$ one has, by Proposition 6.3,

$$
\begin{aligned}
\frac{\partial r_{k}}{\partial P_{0}}= & -\mu_{k} \frac{\partial P_{k-1}}{\partial P_{0}}+\frac{\partial \alpha_{k-1}^{T}}{\partial P_{0}} J_{k-1} R_{k-1}^{-1} \alpha_{k-1}+\alpha_{k-1}^{T} J_{k-1} \frac{\partial R_{k-1}^{-1}}{\partial P_{0}} \alpha_{k-1}+\alpha_{k-1}^{T} J_{k-1} R_{k-1}^{-1} \frac{\partial \alpha_{k-1}}{\partial P_{0}} \\
= & -\mu_{k} \frac{P_{k-1}}{P_{0}}+\frac{\alpha_{k-1}^{T}}{P_{0}} J_{k-1} R_{k-1}^{-1} \alpha_{k-1}+\alpha_{k-1}^{T} J_{k-1}\left(-R_{k-1}^{-1} \frac{R_{k-1}}{P_{0}} R_{k-1}^{-1}\right) \alpha_{k-1} \\
& +\alpha_{k-1}^{T} J_{k-1} R_{k-1}^{-1} \frac{\alpha_{k-1}}{P_{0}} \\
= & \frac{1}{P_{0}}\left(-\mu_{k} P_{k-1}+\alpha_{k-1}^{T} J_{k-1} R_{k-1}^{-1} \alpha_{k-1}\right)=\frac{r_{k}}{P_{0}} .
\end{aligned}
$$

Thus we have

$$
\begin{gathered}
\frac{\partial R_{n}^{-1}}{\partial P_{0}}=-R_{n}^{-1} \frac{\partial R_{n}}{\partial P_{0}} R_{n}^{-1}=-R_{n}^{-1} \frac{R_{n}}{P_{0}} R_{n}^{-1}=-\frac{R_{n}^{-1}}{P_{0}} . \\
\frac{\partial^{2} R_{n}^{-1}}{\partial^{2} P_{0}}=-\frac{P_{0} \frac{\partial R_{n}^{-1}}{\partial P_{0}}-R_{n}^{-1}}{P_{0}^{2}}=\frac{2 R_{n}^{-1}}{P_{0}^{2}} .
\end{gathered}
$$

It follows that

$$
\mathbf{E}\left[Z^{*} \frac{\partial^{2} R_{n}^{-1}}{\partial^{2} P_{0}} Z\right]=\operatorname{tr}\left[\frac{\partial^{2} R_{n}^{-1}}{\partial^{2} P_{0}} R_{n}\right]=\operatorname{tr}\left[\frac{2 R_{n}^{-1}}{P_{0}^{2}} R_{n}\right]=2 \frac{n}{P_{0}^{2}} .
$$

So that

$$
g_{00}=-\frac{n}{P_{0}^{2}}+2 \frac{n}{P_{0}^{2}}=\frac{n}{P_{0}^{2}}
$$

That is to say, the first coordinates of the two metrics coincide. But generally speaking, this is not true for the other coordinates. For example, we can show that $g_{10} \neq 0$ for the Fisher information metric. In fact, by (5.3) we have

$$
\begin{aligned}
g_{10} & =\mathbf{E}\left[-\frac{\partial^{2} \ln p\left(Z \mid R_{n}\right)}{\partial \mu_{1} \partial P_{0}}\right]=\mathbf{E}\left[Z^{*} \frac{\partial^{2} R_{n}^{-1}}{\partial \mu_{1} \partial P_{0}} Z\right]=\operatorname{tr}\left[R_{n} \frac{\partial^{2} R_{n}^{-1}}{\partial \mu_{1} \partial P_{0}}\right]=\operatorname{tr}\left[R_{n} \frac{\partial}{\partial \mu_{1}} \frac{\partial R_{n}^{-1}}{\partial P_{0}}\right] \\
& =\operatorname{tr}\left[R_{n} \frac{\partial}{\partial \mu_{1}} \frac{-R_{n}^{-1}}{P_{0}}\right]=-\frac{1}{P_{0}} \operatorname{tr}\left[R_{n} \frac{\partial R_{n}^{-1}}{\partial \mu_{1}}\right]=\frac{1}{P_{0}} \operatorname{tr}\left[\frac{\partial R_{n}}{\partial \mu_{1}} R_{n}^{-1}\right] .
\end{aligned}
$$

This does not necessarily vanish. For instance, for the case when $n=2$,

$$
R_{2}=\left[\begin{array}{cc}
P_{0} & -P_{0} \bar{\mu}_{1} \\
-P_{0} \mu_{1} & P_{0}
\end{array}\right]=P_{0}\left[\begin{array}{cc}
1 & -\bar{\mu}_{1} \\
-\mu_{1} & 1
\end{array}\right] .
$$

It follows that

$$
\frac{\partial R_{2}}{\partial \mu_{1}}=P_{0}\left[\begin{array}{cc}
0 & 0 \\
-1 & 0
\end{array}\right], \quad R_{2}^{-1}=\frac{1}{P_{0}\left(1-\left|\mu_{1}\right|^{2}\right)}\left[\begin{array}{cc}
1 & \bar{\mu}_{1} \\
\mu_{1} & 1
\end{array}\right] .
$$

Hence we get

$$
g_{10}=\frac{1}{P_{0}} \operatorname{tr}\left[\frac{\partial R_{2}}{\partial \mu_{1}} R_{2}^{-1}\right]=\frac{-\bar{\mu}_{1}}{P_{0}\left(1-\left|\mu_{1}\right|^{2}\right)} \neq 0 .
$$

The second aim of this appendix is to give a direct algebraic proof of the identity $P_{k}=\left(1-\left|\mu_{k}\right|^{2}\right) P_{k-1}$ in (1.1). This proof is independent of the classical Levinson's recursion.

Proposition 6.18. Let $P_{0}=r_{0}$ and for $1 \leq k \leq n-1$, we define

$$
\mu_{k}=(-1)^{k} \frac{\operatorname{det} S_{k}}{\operatorname{det} R_{k}}, \quad P_{k}=\frac{\operatorname{det} R_{k+1}}{\operatorname{det} R_{k}},
$$

then

$$
P_{k}=\left(1-\left|\mu_{k}\right|^{2}\right) P_{k-1} .
$$

Proof. According to Sylvester's identity,
$\operatorname{det} R_{k+1} \operatorname{det} R_{k-1}=\operatorname{det} R_{k} \operatorname{det} R_{k}-\operatorname{det} R_{k+1}\binom{2, \ldots, k+1}{1, \ldots, k} \operatorname{det} R_{k+1}\binom{1, \ldots, k}{2, \ldots, k+1}$.
Since $R_{k+1}$ is hermitian, we get

$$
\operatorname{det} R_{k+1}\binom{1, \ldots, k}{2, \ldots, k+1}=\overline{\operatorname{det} R_{k+1}\binom{2, \ldots, k+1}{1, \ldots, k}} .
$$

So that

$$
\begin{aligned}
P_{k}=\frac{\operatorname{det} R_{k+1}}{\operatorname{det} R_{k}} & =\left(1-\left|\frac{\operatorname{det} R_{k+1}\binom{2, \ldots, k+1}{1, \ldots, k}}{\operatorname{det} R_{k}}\right|^{2}\right) \frac{\operatorname{det} R_{k}}{\operatorname{det} R_{k-1}} \\
& =\left(1-\left|\frac{\operatorname{det} S_{k}}{\operatorname{det} R_{k}}\right|^{2}\right) P_{k-1} \\
& =\left(1-\left|\mu_{k}\right|^{2}\right) P_{k-1} .
\end{aligned}
$$

The proof is complete.
We finish this appendix by showing some supplementary detection results of the median method (OS-HDR-CFAR) applied to real radar data of land clutter with synthetic targets injected. It can be seen that our new method has a better performance than the classical ones. I would like to thank Alexis Decurninge for his generosity of providing me his simulation results and helpful discussions.


Figure 6.8: COR curves (sample with 160 azimuths), $\alpha=0.25$, SNR $_{\text {moy }}=17 \mathrm{~dB}$


Figure 6.9: COR curves (SNR fixed), $\alpha=0.25, \mathrm{SNR}=26 \mathrm{~dB}$


Figure 6.10: Robustness when many targets appear: OS-HDR-CFAR


Figure 6.11: Robustness when many targets appear: CA/OS-CFAR


Figure 6.12: Robustness when many targets appear: Capon spectra


Figure 6.13: Comparison of median and mean: $\alpha=10, \mathrm{SNR}_{\text {moy }}=17 \mathrm{~dB}$
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