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INDTRODUCTION

The need for the development of an automated miegssystem which allows
diagnosing the top layer of concrete in a compjeteninvasive way is the motivation of this
work. For the accomplishment of this task, compuatartrolled, automated measurement
systems, including data processing software musteveloped. The system will be used to
estimate certain parameters of the teste matefiaks.ultrasonic techniques are used in the
experimental part of this work. The measuremerdézations in the noninvasive way with a
one side access only are the additional requiresn&uoich assumptions are necessary to create
a measuring system which could be applied in thelystof real objects. Non-contact
ultrasonic techniques are a novel group of ultrasamethods in which the air is used as a
transducers-concrete coupling medium. This avoilemse impact of conventional coupling
substances such as gels or water, which in contiftttporous concrete, locally change their
properties. Moreover the gel drying causes unptadie changes of the conditions of
ultrasonic waves propagation.

Research for diagnosing methods of the top layecarfcrete, is the answer for
increasing demand of diagnosis of concrete strastand in consequence the safety of
reliable civil engineering structures. The assesdénué degradation especially is needed
caused by influence of adverse environment. Diagrsi®uld give the answer to the question
whether the structure is safe and can be used heshigtshould be renovated or demolished.
Creating a system, that will accurately and reliaddsess the condition of the structure in a
non-destructive way, carries a lot of measurableebes. This can be illustrated by the
example of a bridge, each day of its decommissgrantails significant costs. The best
solution is to start renovations exactly when ttagesof the structure needs it. This prevents
financial loss due to premature withdrawal of theilfty from exploitation while providing
the safety of its maintenance until renovation. fibed to carry out research concerns mainly
the older structures, for which there is often mdfficient technical documentation which
provide to estimate their current condition. Yeafsneglect in monitoring the destruction

/weakening of the structure can lead to tragico$fef building disasters. Economic analysis



shows, that only the U.S. will need to spend méwant$ 27 trillion to repair roads and
bridges in the years 2009-2014. In Canada, at tite & the twentieth century, it was
estimated that 83% of bridges need repaB#milar situation is in Europe, where a larget par
of the infrastructure are the structures made ofcezie from the 50's and 60's Detailed
analysis of concrete structures not only allowsi@ng tragic accidents, but also enable us to
optimize the costs of the repairs carried out.dasmg demand for non-destructive tests of
concrete for newly constructed buildings is alssesbed. It's caused by the need to reduce
costs and time while carrying out the necessaryesige. Moreover, the traditional -
destructive diagnostic methods can be applied halt aases.

Concrete structures during exploitation are exposedin adverse action by the
surrounding environment. This applies both to tbeease effects of polluted air in case of
free-standing buildings, as well as water or brmease of concrete hydro infrastructure. The
rate of degradation depends on many factors, lmtbtggest impacts on the progressive
destruction have: the type of concrete used in tooctson, environmental pollution,
temperature fluctuations, the age of a structucetha manner of its use. Large-scale studies
in a field on concrete degradation show that theiat information about the state of tested
structure relates to the surface or subsurface.léyleas a direct contact with the environment,
where the degradation starts and progresses withitito the material. As a subsurface layer,
is considered material to a depth of reinforcemé&his is usually a layer with a thickness
from 3 cm to 5 cm from the surface. Assessing tkierg and depth of degradation gives
some important information from the diagnostic pahview. The most important thing is
the answer to the question whether degradatiomdzahed the first layer of reinforcement. If
so, there is risk that the process of corrosioneofforcing bars has began. In this situation,
the next step is to set the degree of reinforcensemosion using appropriate diagnostic
methods. Mechanisms of degradation of concretebeavaried and depend on many factors.
A summary of these mechanisms in literature shawsng others Mehta [Mehta 1997]. The
most common mechanism of degradation of concretietstres in civil engineering is caused
by aging and the development of cracks in conaatesed by loads. Each concrete structure
during exploitation is treated by different typek loads, depending on its purpose and
location. Taking as an example, the constructioa bfidge, it is obvious that it is treated to
considerable mechanical loads, which in connectisth ageing of concrete leads to the

emergence of micro cracks. With time, micro cradevelop creating longer and deeper

! ASCE, http://www.infrastructurereportcard.org/repecards
2 FCM, http://iwww.fcm.ca/english/view.asp?x=1
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cracks. Weakened surface layer begins to losagitness, allowing moisture to reach the

reinforcing bars causing corrosion and subsequesdkening of the structure. Concrete

structures which are in constant contact with sateware even in worse situation, because
they are vulnerable to degradation of chloride jonsich after reaching reinforcement cause
significant acceleration of corrosion. If the depthdegradation and the state of the surface
layer are known, it is possible to determine whied what means should be taken to prevent
further destruction. Knowing such information tla@ge and time of repairs can be optimally

adapted to the actual state of the building. Tioeeethe information about the state of the top
layer of concrete structure is very important.

Mostly, destructive methods are used to controlratgfion of concrete. Their
application is always a disadvantage for the stinectbecause it leads to its weakening.
Nowadays there is no non-destructive control systidrat allows reliable and also
comprehensive diagnose of the state of the top lafyeoncrete. Some works on different of
such solutions are carried out in several labogoaround the world [Reichling 2009].
Methods NDT (Non Destructive Testing) which was&leped so far, did not gain sufficient
confidence in the environment dealing with diageasi concrete, in order to determine an

independent and reliable tests.
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Chapter |

Characteristics of the chosen problem,
objectives and the range of work

The diagnostic methods of the top layer of concegtethe objectives of this work.
Short description of the process of concrete gtrest degradation and review of some
nondestructive testing (NDT) methods, with focustlo® acoustic ones, are presented in this
chapter. The choice of two noncontact NDT methosisdufor future work is justified. The
objectives of presented work and requirementsHerfinal solution are clearly defined. The
description of the dissertation contents is plaaetthe end of the chapter.

Concrete degradation mechanisms

As mentioned in the introduction, global tendengbsw increasing demand in the
concrete diagnostic area, especially for NDT meshddhe need to conduct reliable research
applies to both, new structures and the old onespéttively, in order to control correctness
of workmanship, but also to assess the extent gfad@tion and anticipate terms of
exploitation and maintenance of the structure.He tase of older concrete, existence of
several mechanisms of degradation, dependent dndowironmental and operational factors
is observed. Classification below shows major caudedegradation of concrete seen in the

literature [Neville, 2000]:

* mechanical damages caused by overloads, stxilkgations or abrasions,

» physical damages which contribute to eg. highpemature resulting in expansion of
concrete ingredients, with different thermal expamgoefficients or freezing resulting in
burst of concrete by frozen water,

» chemical degradation caused by the action ofitgeedients present in the environment

(aggressive ions, soft water, acids and also séar)va

Almost always, several different mechanisms ofrdesibn occur simultaneously. The
simplified process of degradation, as a resultgnigaand mechanical loading is shown in the

Figure I.1.



Structure

Concrete
degradation stages

The penetratioln of water and
Ageing and aggressive chemicals
mechanical stress causing corrosion of
reinforcement
Aging and mechanical loading

Environmental
influences

Figure 1.1 Mechanisms of concrete degradation dwaging and fatigue mechanical loading [Mehta 1997]

Young concrete, although it is porous and not d&wadi micro cracks is considered
tight. Over time, as a result of interaction wille tenvironment and due to mechanical stress,
micro cracks begin to grow and join with each otleading to loss of water resistance.
Increasing micro and larger cracks, allow watempémetrate into the material. When the
leakage area spreads onto reinforcing bars, theepsoof corrosion begins, and thus gradually
loss of strength and stiffness occurs. Deepen sraoki developing corrosion, cause peeling
off the top layer of concrete. That causes a degi@a of deeper zone in concrete. In
particularly bad situations are concrete exposdtidasubstances chemically indifferent, such
as chloride ions of sea water, or sulfur compoufasd rain). Schematic process of
environmental degradation in the salt water is shaw the Figure |.2. The stages of
degradation in the presence of chloride ions asmtidal as in the previous case. The
difference is that alkaline moisture reaction digantly accelerates the corrosion of steel
reinforcement. The result is that degradation pecaccelerates rapidly, when leakage in
concrete gets to reinforcement. Corroding steellswgursting concrete which surrounds the

rods, and that results in faster weakening of titgeestructure.
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0) Fresh cast and hardening 1) Early local structural, 2) Migration of chloride; no
Concrete thermal and fatigue Corrosion
cracking

3) Initial corrosion of steel and 5) Increased cracking around
formation of corrosion 4) Radial hoop stresses with steel and starting concrete

products; no stresses formation of cracks and starting spalling
chemical alteration of concrete

6) Enhanced oxygen, moisture
and chloride inflow; development
of radial macrocracks, spalling
and delaminations

7) Cumulating damage 8) End of life performance

Figure 1.2 Process of concrete degradation asudt iifschlorine ions action [Arndt 2009].

As noted above, the degradation caused by the selvepact of the environment
accompanies mechanical degradation (overloadsatidimis). Regardless of the process which
occurred before or has a greater share in the lbdegradation, the final result is weakening
of the concrete structure. The work is focused ewmetbping a diagnostic method, which
makes it possible to estimate the quality of thgraded material and the degree of this
degradation whatever is the source of its origin is

Major methods of non-destructive testing of concred

Problems of concrete degradation outlined abostifyuthe need for their diagnosis.
The following is a review of applied and furthervd®ped testing methods for concrete.
Available diagnostic methods can be divided inte¢hbasic groups depending on the impact
of the test material. These are destructive methods-destructive and pseudo non-
destructive. A more detailed review of the methoaded in the concrete diagnostic are
presented in the monograph [Bungey at al. 1996]padications [Moczko 2006, Mehta at al.
2006].

15



Destructive methods used for the diagnosis of aacrstructures require a
representative sample of material, often of re@yitarge size. The most commonly applied
destructive testing method is the test of mechanigsistance of the given material. The
sample is extracted from the tested constructitianks to the extensive tests, it is possible to
determine, such parameters as Young's modtilos compressive strengfR:. Furthermore,
it is possible to measure porosity, for exampléngisnercury porosimetry [Cook 1991] and
measurement of permeability. To study the permialile gas method [Zoubeir at al. 2007]
is one of the possible solutions. Taking a samplmaterial for diagnostic test weakens the
structure. Moreover, quite often it turns out, tfla¢ major structural elements cannot be
tested this way, because it would weaken the aactstn. In such cases, the samples are
taken from elements not responsible for the sabétyuildings with the assumption that the
concrete in the remaining elements is in the sataie.sHowever, there is a risk that this
assumption is unfulfilled. Moreover, it is worthtiming, that destructive methods are time
consuming and require expensive laboratory equipmen

There are several methods for testing concretergeas in a pseudo non-destructive
way. Effects of measurements slightly damage tgstiructure, which excludes their use only
in the case of more crucial elements of constructioterference in such construction usually
involves e. g. drilling a small hole. Such openasioinclude for example permeability
measurements by Figg [Figg 1989] or the concretngth by Pullout test, inter alia, used in
British Standard of Building and Construction [B&31].

The NDT methods are the most desirable and dew&lapethods of concrete
diagnosis. Among them stroke method, electrical @i evaluation and acoustic methods can
be distinguished. The latter called also as wavéhoas based mostly on the analysis of
ultrasonic wave propagation. Acoustic methods candivided into passive, in which the
source of waves is only a construction with chagdoad (the method of acoustic emission)
[Ranachowski 1990], and active methods of sendmtyraceiving ultrasonic waves [Hola at
al. 2007, Schabowicz at al. 2008, Kaszki 2003]. Currently, the active methods are not so
developed and tested, so that they can be widelg usthe field, and in most cases, require
access to two (opposite) sides of the test elemekhowledge of its exact dimensions. The
stroke methods in most cases are based on obseradtiesponses given by the material due
to the mechanical impact. For this type of studypmmon technique known as the Schmidt’s
hammer [ACI 228.1R-95 2002] is used. The essentkeomethod consists of using a weight
bounce from the surface of the test material. Téight of which the weight will be bounced

is a quality indicator of the material. It is pdssi to estimate physical parameters of tested
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material, such as surface hardness and compressreagth through the appropriate
conversion relationships. Observations show thatket method is not very reliable and
repeatable primarily because of one-pointed impact strong heterogeneity of concrete. In
the group of electrical methods the electrical stegty and capacity methods can be
distinguished. Currently, these methods are usedamsplementary measurements, for
example, to evaluate the humidity. Among visuatingsmethods testing methods in visible
light and infrared can be distinguished. Methods vidual observation using special
microscopes or endoscopes are used primarily tm&#t the size and density of cracks or
micro cracks. The Restriction in using visual mehastems from the fact, that when using
these methods we cannot assess the depth of teevetdscracks. Techniques based on the
analysis of infrared images allow assessing thelition of the structure in the whole volume
or in sufficiently large areas. These methods &se ealled infrared thermography, they use
contrasts of heat flow while heating up and coolilogvn the structure during a day [Well at
al. 1991]. They allow to search the areas of wea#tanaterial, because the thermal radiation
emitted from such areas is different from areas ofell conditioned healthy material. It
should be noted that although infrared methods sgiyealitative, not quantitative results.
They allow detecting spots in structures, whichunex| additional and more precise
measurements. Another limitation of using infraneethods is fact that the test material has
to change its temperature during the measuremdnthwsometimes is impossible or very
difficult to implement.

Selection of diagnostic method depends on a fevoifacThe type, the range and the
precision of the material parameters for the ststilyuld be selected first before choosing a
diagnostic method. Each method has some limitatioatsmight prevent its use in conditions
in which the structure is situated. This kind ahiliation is e.g. using destructive method for
testing the key elements supporting the concretgctsre. There is no incentive drilling,
cutting or snap of samples form elements suchlesgifloor beams or binders. That's could
change the supporting structure of the buildinghlkuld be also noted that many of methods
require additional information, which may be ob&nusing other NDT techniques. The
characteristic of more important NDT methods usmdcbncrete evaluation is presented in
the Table I-1. The measurement capabilities orufeatof method are marked by “x”. The
desired criteria of the NDT methods, mechanical atdctural parameters of concrete

relevant to his diagnosis are contained in the rows
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Table I-1 Parameters of more important NDT metHfodsoncrete compared with destructive testing imesh

(x — measurement possible but no used in practice).

Method 2 | S
etho
= o | 3| 2| 8| 2 |82
= by ) Q 3 3 e c o
o sn ° e @ 3 2 ==
o [ s L. @ = o
s |2 lg 2|25 |8 |58
measurement = < é g | 8 < = 3
capabilities S 2 @
(7]
1 Possibility of in situ testing X X X X X X X
2 One side access X X X X X X X X
3 Non contact X X X X X X
4 Velocity profile with depth X X
Information about .
5 . . X X X
reinforcement in concrete
6 Porosity measurement X X X
7 Permeability measurement X X
8 Tortuosity measurement X X
9 Humidity X X X X X
10 | Elasticity parameters v and E X X

The comparison in Table I-1 shows that acoustichog fit most in to the desired
criteria, beyond the destructive tests. Only formidity measurement and location of
reinforcements in concrete other techniques mustidsel. For humidity determination en
electromagnetic method with the use of dielectonstant estimatiow could be utilizede
measuring can be effectuate using the capacitivbadeor a more complicated microwaves
beam method and the relationship between the wglo€iwaves propagation and dielectric
constant ¢=f(£)). Humidity of porous material affect on its cajppcas a capacitor via,
where the skeleton of the material is a dieledayer. Simultaneously, electrical methods are
less sensitive to the mechanical properties ofntla¢erial. During examination of concrete
with steel reinforcement (most of cases) thereriskaof measurement disturbances because
of presence of rebar. The imaging of reinforcirggktramework, and event thickness of used
rods is a solution of this problem. For that tas& tadar method using Ground Penetration
Radar (GPR) is applied [Hubbard at al. 2003, Cleananal. 1991], which allows to locate
reinforcement elements quickly and accurately. fitlgh price of the measuring device is a
disadvantage of the GPR method. Cheaper solutioto isse precision metal detectors,

allowing approximate positioning of the reinforcerthdars without en information about
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depth of its location. This avoids the influence ofinforcement during concrete

measurements.

Table I-2 Features of more important acoustic matHor concrete

(x — measurement possible but no used in practice).

Acoustic Methods < S
=) w | _ o - ) g
c c 3 2 0] c %]
2185|838 |z |¢g]| ¢
2188 g |3 | ¢
Measurement g 5 m Z 3 3 3
) < = = o 0 T
features and 2 2 2 3 3 173 o
obtained information & S 7]
1 Possibility of in situ testing X X X X X X
2 One side access X X X X X X
3 Non contact X X X X X
4 Velocity profile with depth X X
5 Gropu velocity V, and Vg X X X
6 Porosity measurement X X
7 Permeability measurement X X
8 Tortuosity measurement X
9 Humidity
10 | Elasticity parameters v and E X X X

The acoustic methods shown in Table I-1 representda group of nondestructive
testing methods. Table I-2 summarizes the most tapb acoustic methods and their
comparison with destructive tests. For acoustichodd the ultrasonic frequency waves are
most commonly used [Jung et al. 2002]. The mechhaitd structural features of medium in
which propagation occurs has a direct influencaasustic waves considered as a mechanical
disturbance. The velocity profile with depth (Taki2) was highlighted because it lets
directly estimate the degree and depth of degrawlatf the velocity of waves propagations
will be known it is possible to determine the mitieparameters such as Young’s moduiis

and Poisson’s ration according to:

2 _on2
y=Cp % (1)
2(c2 -¢?)
E=c,lpttVIL=2v) (1.2)
1-v

where ¢cp and cs are longitudinal and transversal waves velocitespectively, ando is

material density.
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Measurement techniques based on analysis of susaces propagation enable us to
determine the wave velocity as a function of degotd only one side access is needed. The
knowledge of the structural parameters such assggror permeability is also important
information from diagnosing point of view. The alonic reflectometry technique developed
in this work gives the possibility to determine tlsairface porosity of material by
nondestructive way with one side access only.

Finally the optimal solution is a combination o¥seal complementary NDT methods.
The GPR and capacitive methods have been receatlglaped and can be successfully
applied to the above-mentioned tasks [Balayssat. &009, Ploix et al. 2009, Villain et al.
2009] and combined with acoustic methods allow &etrall the criteria of comprehensive
non-invasive diagnosis of concrete. In the SENS@ept implementation of various NDT
techniques for the study of concrete degradatios takien into consideration. The part of
presented work was realized in frame of this pitoj€be aim of the project was to determine
the parameters of the tested concrete by the fusiordata obtained using different

measurement techniques. For more information sagtehV.2.

Aim of the work

The main objective of the work described in thissédrtation is the development of
non-contact ultrasonic system for the nondestradisting of top layer of concrete. Based on
previous experiences with the diagnostics of cdecr@nd taking into account current trends
in the range of requirements and exceptions to &by developed system where established.

Those are:

» possibility of evaluation the mechanical and sunalt parameters of the first 10 cm of
concrete (the reinforcing bars are generally atofin5deep and in very few cases deeper
then 10cm),

» totally nondestructive nature of diagnosis allowinguse the designed system for testing
the important elements of structure (beams, pilliaders, structural reinforcement,
ceilings, etc.),

* non-contact operating, i.e. measurement does etpiine the application of additional
substances like gels, glues, water, etc.). The uneant in which the waves transfer
medium between transducers and concrete is aiddoelconsidered as a non-contact
measurement,

* measurement with one side access only to the teftatent,
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» possibility of in site testing (mobility, compadize and weight of the system should let
easy use regardless of shape and position of skedtelement),

* repeatability and reliability of obtained data,

» safety of use — the system should not be dangdéoowsuser, environment and the tested
structure,

» fast and easy system in use (economic aspectiyirgout the measurements).

Taking into account the above guidelines and aimlgé existing NDT methods
presented in Table I-1 and I-2 the surface wavesrafiectometric techniques were chosen
from the available methods for the future developinén presented work the solution of
measurement configuration including hardware, digmacessing and method of results
interpretation is proposed. Measuring devices wiaibbw realization of non-contact testing
and illustrating the state of the material versegtd were built.

The relationship between frequency of surface wane depth of its penetration into
the material is used as a source of informatioruabite sate of material versus depth. The
models binding dispersion characteristics with na@otal and structural material parameters
of surface layer (the distribution of heterogenedye adapted to interpret the measurements
results using algorithms for solving the inversehpems. For determining the structural
parameters of material such as porosity, tortuasity permeability attempted to use method
of ultrasonic reflectometry (reflectometric methotj this method the reflection coefficient
of ultrasonic longitudinal wave in function of ide@nt angle is determined (reflection
coefficient characteristic). Wave propagation odouthe air and the wave is reflected by the
measured surface. Based on a measured charactaisdi the model the optimization
algorithm is used for determining structural partare Measurement system configuration
used for reflectometric method allows non-contaotkwvith one side access to the tested
item.

The realization of the tasks set in this introductiequired:

« development of special measurement systems whiohide non-contact measurement
proceeded in field with one side access only,

e elaboration of appropriate methods for waves géloerand processing of high damped
signals in order to ensure high precision of oladiresults,

 use of models describing mechanical waves propagain micro- and macro-

heterogeneous concrete,
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* implementation of optimization methods for solvingverse problem in structure
parameters identification. The parameters ideatifon in this work mean estimation of
material properties (i.e. micro- and macro-struatumechanical properties) obtained by
solving inverse problem

* measurements of standard materials and real old@ciserification of designed system
functioning.

Contents of the thesis

Chapter | : presents an overview of the problencarfcrete diagnosis as well as
objectives and scope of the thesis. Main part efdhapter is the analysis of the available
non-destructive control methods in concrete diagnasd the substantiation of choice, among
others, two methods of ultrasound research.

Chapter 1l : concerns the presentation of theaaktinodels used in the thesis. In
modeling of dispersion phenomenon of surface wawas models were considered; the
Haskell-Thomson model which describes layered ceatwl the Gibson’s model which
assumes that shear modulus vary linearly with deptieoretical part was expanded with a
proposal of a method considering dispersion derifiean attenuation. To model the
reflection coefficient from the concrete a modifididt model was used.

Chapter 11l : is a description of measurement eapgipt designed and made for this
work. Chapter consists of two parts. First parisi@ath all the issues concerning equipment
used for propagation surface research. The secartdi a description of the system to
measure reflectance coefficient. Each section aohta description of the process of data
acquisition and theirs processing, and also deeists for the known materials.

Chapter IV : presents a description of the estingatissues for searching model
parameters by solving the reverse problem. Thetehaescribes two original algorithms for
assessing and determining the depth of degradaiarctural parameters of the tested
materials.

Chapter V : provides an overview of the most irdeng results of the measurements
using constructed diagnostic tools and discussidheoresults. The presented results concern
both laboratory and field measurements.

Chapter VI : provides a summary of the work, togethith the presentation of results

and perspectives.
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Chapter Il

Theoretical basis of considered models

In this chapter the models of ultrasonic waves agapion phenomena used for the
developed concrete diagnostic methods are presedtealysis of surface waves (SW)
propagation in inhomogeneous medium and descrigti@reflection phenomena are mainly
considered.

The first part of the chapter presents the themaktasis of two models of macro-
inhomogeneous media: the Haskell-Thomson modethich a layered structure of medium
is assumed (each layer is homogeneous, and heteibges caused by differences between
the layers), and the Gibson’s model where shearutnedchange linearly with depth. For
each model a sensitivity analysis is made. Theaggbr of taking into account the attenuation
as an independent source of dispersion (exceptaiarmal heterogeneity) is presented.

In the second part of the chapter the theoretispéets of a reflection coefficient are
presented. Waves propagated in the air and refldoten a porous media are considered and
modified Biot's model without skeleton deformatisnused. For that model also a sensitivity

analysis is proceeded.

II.1 Surface waves propagation in heterogeneous med ia

Surface waves are the disturbances propagating éihensurface of en elastic medium,
when the surface bordered on another elastic mediuanvacuum. The disturbance consists
in elliptical movement of the particles in a plgmerpendicular to the surface of the material
and parallel to the direction of propagation (Figl). The amplitude of the movement
quickly decreases with depth. These types of wgwvepagating in a homogeneous elastic
media are free form dispersion and are named Rpwyleaves (form the name of the author’s
of its mathematical description) [Rayleigh 1885Jaykeigh wave propagation velocity in
homogeneous medg is the root of the equation:

(o) Y, k)
R(CR){Z cgj J[l cs](l C§] ° (L
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where:pis the medium density ang}, = W, Cs = W are respectively velocity
of a longitudinal and transversal wave propagatigoressed as a function of Lame’s constant
sandA. In most of the cases an approximated solutiothefEquation 1l.1 is used. For the
Poisson coefficient in rang/mD[0,0.S] (the range valid for most materials and concrete)a

the approximated solution of I.1 proposed by Besigmis good enough [Bergmann 1948]:
c,=of 21112

™y (1.2)

For the Rayleigh wave the amplitude of the matepgtticles displacements in the
function of depth normalized to the wavelengtis presented on the Figure Il.1b. Tinand
w, are the displacements in the tangent and norimadtobns to the direction of propagation
respectively. The characteristic shows that thelémdies are strongly associated with depth

and vanish in more tha82% at a depth equal to the wavelength.

a) Direction of propagation l—'x b) Displacements amplitudes
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Figure 11.1 Features of Rayleigh waves propagaitidmomogeneous media a) material particles disptecg
caused by surface wave propagation for differepttge[wikipedia.pl], b) displacement amplitude foand z

direction versus depth normalized to the wavelefigtardany 2005], ¢) schema of SW generate andvecei

One of method of SW generation is the emissiomogitudinal wave in the air which
incident to the surface with angig. That is the third critical angle resulting fortretSnell’s
low. The incidence angle for the case in which weeve propagates form the air to the

material can be calculated as:

| Cp AR
ag = arcsv(-—} (1.3)

Cr

with cp_aras a velocity of acoustic wave in the air.
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The wave propagating along the surface of matdm#ahg in contact with another
medium generates so-called leaky waves [Victora®7]1@vhere direction of the emission is
inclined also with anglerk from the normal. Observation and acquisition @kie waves is
possible in non-contact manner and what is, it gy gives us indirect information about
the surface waves.

Each wave could be characterized by a phased groupVsr velocities. The phase
velocity of a monochromatic plane wave might berdsf as:

_& (11.4)

k
with w as an angular frequency akdas a wave number. Considering not monochromatic
wave as a superposition of monochromatic waves waitgular frequencies close to the
central frequency the group velocity can by introetilas [Mavko et al 2003]:
Vg = (Z—CEL (1.5)

In homogeneous half space without attenuation tlagleigh waves of different
frequencies (different wavelengths) propagate it same velocity\{(f)=const) In that
case the phase and group velocities are e§fadldr=c).

Modeling of the wave propagation phenomena in bgemeous medium is developed
since the 50’ of XX century, mainly in geophysiddsually, it is used to describe a
propagation of seismic waves in rocks and soils Hatural resources survey. The most
common approach is the assumption of layered simeicfeg Haskell model), where the
heterogeneity arises from different mechanical patars of the layers.

The model based on the concept of Gibson’s elaslfespace (in short Gibson model)
is an another model used for generating the thieatedispersion characteristics of surface
waves in a heterogeneous media (degraded matértad)linear relation of Shear modulus

versus depth is assumed.

[1.1.1 SW in layered inhomogeneous medium (Haskell = model)

The inhomogeneous half-space in which material gnogs abruptly change with
depth inz direction is considered. The surface waves prapagauch medium are called
pseudo-Rayleigh waves and they are subject to igpe ie wave velocity depends on
frequency. This can be described as a structusgledsion which originates from waves of
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different lengths penetrate to different depths eeldted to that spread at different velocities
(Fig. 1l.2a). In spectral domain it could be remm®d by a dispersion characteristic (Fig.
I1.2b), ie. the phase velocity characteristic ifuaction of frequency (or some times versus
wavelength). In abrupt heterogeneity medium few esodan be generated which means
existing of waves of different velocities at thergafrequency. For a frequency tends to zero
the first mode velocity (also referred to by therte basic or fundamental mode) tends to the

SW velocity in the half-space.

a) Direction of propagation b)

VAT VW T N e |
ARAVAV I WA R |

X \/ \/ \/ \/ 1500 Fundamental Higher |

, mode modes

1008540 60 80 100 120
f[kHz]

V [mis]

Figure 11.2 The effect of structural dispersiorpaypagation in heterogeneous material, b) the elaofp

multimodal dispersion characteristic for the medianvhich bulk waves velocity increase with depth.

For frequency tending to infinity, the velocities al modes tend to the velocity of
surface waves in half-space with properties oflaygar the surface£0).

There are few possibilities of mathematical desenpfor SW propagation in layered
medium. Their comparison is presented inter alithenpaper [Lowe 1995]. Most of models
were developed for geophysical applications andHerstructural and mechanical parameters
of soil. In that case thick layers and the wavedowf velocities and low frequencies are
considered. The conditions need for modeling of ei&ypropagation in depredated concrete
diagnostic are considerably different and the thyers and high frequencies are used. After
bibliographic analysis the numerical implementatioh Thomson-Haskell model (named
Haskell model) was chosen as a model of pseudoeRpwylvave’s propagation in a layered
heterogeneous concrete. This model is also namatlyskHaskell model or Transfer matrix

model.
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Figure 1.3 Schema of modeled layered structure.

The model firstly developed by Thomson in 1950 andected by Haskell in 1953
[Haskell 1953] concern the SW’s propagation in tdteal heterogeneous material and the
following assumptions must be fulfilled:

« the pseudo-Rayleigh waves (RW) are considered t{gi®ayleigh waves) with pulsation
p and phase velocity, and with the amplitude decreasing exponentialti @epthz,

« there aren layers in considered system, and the last onehalfaspace (layer of infinity
depth),

« the stress and displacements are continues ontéréaices,

« there are no stresses across the free surfac@emedare no sources at infinity,

e each layer is isotropic and homogeneous solid,

» the particles displacements are in x-z plain.

Schema of considered structure is presented offrithee 11.3 and the properties of

each layer are submitted in the Table II-1.
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Table 1I-1 Layer parameters in Haskell model [Hask®53]

Symbol Description
Prm Density of mt layer [kg/m3]
dp, Thickness of mt layer [m]
E.V
R Y Y Lamé elastic constants for m layer
1-2v,)a+v,) (E,, — Young modulus for mt layer
4 =G, = E. G,, — Kirchhoff modulus for mt layer
"I 21+, V,, — Poison coefficient for mt layer)
q. = An 24, Longitudinal wave velocity V, [m/s] for m™ layer
m yo (original naming )
B, = Hm Transversal wave velocity V¢ [m/s] for mt layer
m (original naming)

To simplify writing of model equations the follovwgnadditional parameters are
introduced:

- (11.6)

= _ (I1.7)

(B
m-{vj (11.8)

whereV is pseudo-Rayleigh waves velocity.

Given the assumptions, the relationships of dilatatd,, and rotationa, of the
material particles for Rayleigh waverid" layer can be written:

A, :%+g—\;v-ex i(pt - kA, exp(-ikr,,z)+ A" explikr,,, )] (1.9)
wm:%(zz g\;vj exi(pt - k][, expl~ikr 5. 2) + &, explikr ;. 2] (11.10)

where k is the wave number and the symbdlg, 4.°, w., a,’ represents constants

corresponding to the amplitudes of dilatation anthtion in m" layer. The relationship

between angular frequenpyand frequency is p=27f. The movements iR andz directions
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marked asu i w respectively and corresponding stresgesnd 7 are given by the Equations

I1.11-11-14:

‘{%Jz(a@ (1.11)
CIRGC
S (1L G o
on{ I ]

There is no displacement ydirection in considered waves. There are not amgses

betweenl™ layer and free surface. The stresses and straireach interface are continues
(except interface 0). Those conditions let to w#ta-2 equations, which are the basics of
dispersion relations for considered pseudo-Rayleighies. Substituting the expressions 11.9
and 11.10 in the Equations 1l.11 — 1.14 and diffetiating at the time the equations of
displacements (displacement continuity requirenieatso met if their first derivatives at the

time are continues) the relations for particleoegies and stresses are following:

ldu__a, " B "\ B

VoV (A + A7 )codKr o 2) — (A}, = AL )sin(Krm2)] = Yl g O (1.15)
e, - at,) cos(krmz)— i, + w;;)sin(krﬁmz)]
1 dW_ a " AN
VRTREYE m[ (A7, +A" )sin(kr, z)+ (a1, - A" )codkr, )]+ v, O (11.16)
e, - ot )sin(kr,,2) + (e, + af, )codkr,, 2]

0 ==pua,’ (v, — (2, + 4% )cogkr,,z) -i(a), - Ay, )sin(kr,,z)]+

= PN 2V T Eﬁ(w’m - w’r;)cos(krmz)—i(a)'m + a)r';)sin(krmz)] (11.17)

o e e, s 6, - Joode e

=~ oV V(v =D i(ed, - ot )sin(kry2) + (e, + af,)codkrs, 2]

When the expressiomg, andr sz, becomes imaginary the corresponding trigonometric
functions becomes hyperbolic.

According to the notation from the Figure 11.3 thembers of layers and interfaces at
the bottom are equal. Placing the originzadt the top ofm" layer (at them-1)" interface)
from the Equations 1I-15 — 11.18 f@=0 the velocities of displacements and the streds@s-a
1)" interface can by expressed by the amplitudeslafation and rotation im" layer as
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.
1 du 1 dW ' " r " r " ' nT
m-1 m-1
where expressioB, is a matrix
_ o _
_(ij 0 =Vl pin 0
2
E - 0 _(amj - 0 v (11.20)
V
_pmamz(ym _1) 0 _pmvzymrﬁn O
I 0 Pl Vool e 0 =0V V(¥ = 1)

Moving the point of observation to the bottomnd? layer i.e.z=dy, the velocities and

stresses at the bottom of the layet" (interface) in the function of dilatation and raodat

amplitudes in the layer can by derived from the &muns 11.15 — 11.18 as

vidt) vidt

where expressioDp, is a matrix

[1@) 1(dwj o } =ofa+n a-a @-w qra| (120

(Beom)  (f)sR)  peoda)  inwsii@)
o= (L rsie) (S rcofe)  insin@) pooda) | (122)
- pnﬁmz(ym - ])COiPm) ipmvphzymrﬂ*nSin(Pm) - pmvzymzr/}n COiQm) ipmvzymzrﬂnSin(Qm)
L~ Ip namzymrmSin(Pm) pnamzynlm COiPm) ipmczym(ym - ])Sin(Qm) - pmvzym(ym - ])COiQm)_

wherePy=Kr gm0m andQm=Kr sn0m.
Equation of relations for the velocities and thresdes at the top and bottom interface

of m" layer (Eq. 11.23) can be derived from 11.19 an@1l.

o 1| g [tdu  Ldw T
m m am V dt e V dt el m-1 m-1

wherea,=DEn>. Using the same reasoning the relatioma2)" and(m-1}" interfaces can

T
Jm—2 Tm—2:|

The model assumptions required the continuity gpldicements and stresses at the

{1 du 1dw (11.23)

Vdtn V dtn

be expressed analogously.

1 dw

1 du 1 (1.24)
vdt , Vdt

o . ! —a 1 du 1 dw
m-1 m-1 m-1 V dtm_2 V dtm_z

interfaces betweefm-1)" and m" layers. This assumption allows to link the veliesitof
displacements and the stresses at (the2)" interface (top of(m-1J" layer) and them™

T
Jm—z Tm—2:|

interface (bottom ofr™ layer) as

T 1 du 1 dw
O, Iy =anan| o or N/ A+
V dt m-2 V dt m-2

1 dw

[10“1 1dw (11.25)
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In the same way the velocities and the stressesyainterfaces can be tie together.
Thaws lets to write the relationship between tispeetive values at the top of first layer and

the last interfacenf=n-1) as

1du 1 dw T _ ldu 1dw T (11.26)
7 . 7 1 O Tha| 88450 o 90 Do )
V dt n-1 V dt n-1 V dtO V dto

The relation above can be treated as a recursivatieq and therefore a model with
any number of layers can be considered.
Substituting 11.19 to 11.26 the velocities and thieesses at the free surface and the

rotations and dilatations amplitudes in the lasidyer can be linked as

’ " I_ " r_ " ’ "T_ 4 }@ }%/ " (”.27)
B0 AN @@ @ a | =E %1%-2...nttho Ja ro}

To simplify the notation the expressidrE, a,-1a.»...a is assumed. Taking in to
account that there is no sources of waves in iyfithe assumptiomd,’= w,"=0 is valid.
Considering that there is no stresses at the fidace o= 10=0) the equation 11.27 can be

expressed in a matrix form

. f1du ]
An’ iy J Jis I V dto
An' - Jor J Ja Iy ldiw (||,28)
w, g Jp Ji Ja |V gt 0
a)n' Ju Jo Jus Ju] 0

The relationships between particles movement viedscat the free surface in normal

and tangential directions can be derived from eqndt.28

U _Jp=Jd1p _Ju= s (11.29)
Wy ‘]11_‘]21 ‘]31_‘]41

Since the elements of the matdare dependent on the variabléxk i p the equation
[1.29 is considered as the dispersion function. tThiges the relationship between wave
velocity and frequency/(f) with the properties of each layer of the structasea parameters.
The roots of this equation presented on the veldo#tquency plain crates desired dispersion
characteristic. Because there is no analyticalrdetation of theV(f) function the numerical

method of finding the roots of this equation isgoeed.
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[1.1.2 Numerical solution of the dispersion equatio  n

Obtaining the dispersion characteristics from HHskedel requires development of
an algorithm which searches the roots of the dgperequation in a numerical way. For this
purpose, the Equation 11.29 is converted to thelpots form

33=(3,,-35,)3,, - 3,) - (9,, - 3,,)(3, - 3,,)=0 (1.30)

Finding a solution of the Equation 11.30 is reatizen the velocity-frequency plane
with fixed other models parameters. ElementsJomatrix are depended on the system
parameters and their complexity grows with the nemmif layers taken in the model, what
could be well illustrated by the Equation 11.27.cBdayer is characterized by four parameters
P 0m, Bn Om (See Table 11-1) and the last layer is the infinitkepth (half space). Thus,
having n layers in the modefn-1 parameters must be placed. That is why the nuraber
layers has significant influence on the problentafplexity and on computation time. The
solution of dispersion equation is to find a seswth pairs of variableg andf, for which the
relation 11.30 is satisfied. The roots of the Eqomatil.30 can be found by many different ways.
One of it is presented in the paper [Lowe 1995]erehthe author proposa&f) plane
scanning with simultaneously changing both veloanyl frequency. In this study a little bit
different approach of solving dispersion equatisriaken. The details of this are presented
below.

In the first stage of the discussed problem thesmofJJ function versus frequency
and velocity was analysed. For the ultrasonic aetecdiagnostic the SW frequencies from
several dozen to several hundiddz and the velocities in range @600m/sto 3000m/sare
used. These facts are taken into account for theeficonsideration. The real pdaf® of the
functionJJ versusV andf is shown in Figure Il.4a. The analysis of imagjnpartJJ™ of the
function JJ showed thatlJ™ takes zero value in considered domaid™=0, Fig I1.4.b) and

therefore its consideration may be omitted [Low83]9
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Figure 11.4JJ function in theV-f plain, a) real part, b) imaginary part.
In order to increase the efficiency of dispersibaracteristics the search two variables
function JFF is simplified to one variable function. The phasgocity V of SW is the

variable and the frequency is fixed (i.e. the cdestd equation idF(V,f=const.). In that
case the desired roots a8 function are the values of velocity for which thenction
changes the sign. Depending on the considereds/alumodel parameters and the rang¥ of
andf for one fixed frequency, few roots of the dispansfunction could exists, which means
the existence of several modes of wave functiory.(F.2b). A complete multimodal
dispersion characteristic &t-f is obtained by solving equatiahf*®=0 for all considered
frequencies.

For the purpose of this study a computer programeathHASK was developed. The
algorithm allows computing desired modes of disparcharacteristic to the roots of the
functionJJ*¢in selected/-f range.

The block diagram of the HASK program is shownhia Figure 11.5. The first stage of
the algorithm is configuration. In that moment wetup of the properties of each layer of
modeled system is preceded (see Table II-1) andaiinge of V and f is chosen. The starting
frequencyfs is an important parameter because the numbertettgel modes depends on it
(STAGE 1). Only detected modes can be searchedemeéxt step. For example, for selected
frequencyfs two modes are found on the diagram 11.5. The tmat appears only for higher
frequencies and hence for that range of SW velaeity the value dk the third mod can't be
determined. Next, the user can select which ofdétected modes will be determined. The
velocity range for roots searching is limited bg traluesVnin andVmax Searching the roots

of JF®function is performed using the bisection methdich is also called the binary search
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method [Annex I]. This is a relatively simple algbm that gives fast and stable solution.
Found roots are stocked to the vec¥y and are used as the initial points in searching
(tracking) the selected modes. In a neighborhooditil point of a search modfyv the
interval 24V (STAGE Il in the diagram 11.5) is set as a regmfhresearch. To decrease the
time of root finding by the bisection algorithm tihwerval should be as small as possible
(STAGE Il in the diagram 11.5 shows that the ramft function JJ*® was found in24v
interval). In the next steps the rootsJdf® function are searched for the new frequenties
For each new frequendythe root search also takes place in velocity reemeal24V. The
new initial point for new frequency fi is determchby linear regression method based on the
previous roots (STAGE IV in the diagram I1.5). ifetre is no root R4V range, the range is
gradually extended on both sides until a root Wwél found. The modes are tracked for the
entire specified frequency range. The frequencybarswept firstly in left and then in right
direction from the starting frequendy The individual modes are determined recursively
starting from the lowest ones. The algorithm tewmtes if all desired modes are determined

(STAGE V in the diagram II.5 — in that case two &stvmodes are determined).
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Figure 1.5 The diagram of HASK program operatirsgd for roots of dispersion equation determinabiased

on Haskell model.

At the Figure 1l.6a the example of dispersion chemastic with one (first) mode

obtained using Haskell model is shown. The rang2f in which the roots are searched is
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presented by dashed lines. Red dot on the chasditt€for frequencys = 60 kH3 is the first
found root ofJJ*¢function.

Solving the Haskell model in the range of paransetesed in the concrete requires
overcoming a few problems. One of them is appeaaidid® function discontinuity as shown
in Figure Il.4a. The problem occurs when the vdeidbtakes the value equal to the velocities
of longitudinal or transversal waves for any layemodel (i.e.an end Gy in Table 11-1).
Searching for solutions in a numerical way requaegelocity and frequency discretization.
The solution for the problem is eliminating theuaV/ equal to value ofr or S for any layer.
The elimination is realized by a little change loé talue of the variablé, what lets us avoid
a discontinuity. An error caused by this approachagligibly small.
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Figure 11.6 a) Example of the fundamental mod apeirsion characteristic with the borders of seé&elshed

lines), b) the instability of model solution forghier frequencies.

In some cases the problem of instability of solvihgJJ**=0 equation is presented.
The example of dispersion characteristic generédedthe parameters which it provides
appears to be the problem for frequency over 140 kHs shown in the Figure 11.6b. The
graph shows that the first mod of dispersion charetic does not tend to constant value
above frequency of 140 kHz but decrease with @dolhs for the higher frequencies. That
model behaviour is caused due to its structureisumdlled a largelf problem. In the model
assumptions the stresses and strains at the ceréacd are expressed by the stresses and
strains at the neighbouring interface. From a pajgoint of view, the problem stems form
the rapid disappearance of the amplitude with deythh sufficiently high frequency and
enough thick layer the wave amplitude disappeanrbethey reach from one interface to the

other. From the mathematical point of view for thegef andd the matrixa,, becomes an ill
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conditioned matrix. It is caused because the wawnea interface will have influence on the
other only if the wave amplitude will be infinitelgrge. The tests carried out with the value
of parameters for concrete shows that the uppet tdims d*f=15 MHz-mm This means that
for the layer thickness df mmthe model will work properly until frequency @b MHz for
thickness ofLO mmuntil frequencyl,5 MHz etc. Considering assumptions in this study, it is
required that the material will be checked to atdeyf 10 cmwhat reduces the maximum
wave frequency td50 kHz That occurs only when such thick layers are amred. The
problem is more detailed in the paper [Lowe 199%]which the author receives a similar
boundary of the model for a titanium layefid (MHz-mn). Despite the limitation described
above the Haskell model is correct enough for modglthe heterogeneity of concrete

structure, as the issue undertaken in this study.

[1.1.3 Study of the sensitivity of the Haskell mode |

Information about how the different model parametaffect the model response
(model solution) is very important during solvingetinverse problem. The issue becomes
complicated when the multi-parameter model is aereid. Especially when a several
parameters change simultaneously and their infeeace abolished without a change or the
model response. The objective of the study of tloeleh sensitivity is determination of the
influence of the mechanical and structural modebpeters on a dispersion characteristic.
The important question for the considered case which parameters are significant and
should be optimized and which of them have a matgiffect on the dispersion characteristic
and can be fixed as the constants. For that re#s®rsystematic studies of the model
sensitivity are proposed for determining the inflce of each parameter on the shape of the
dispersion characteristic. Based on the experichenéasurements the frequency band and
the ranges of the physical and structural modedmpaters were chosen. For simplicity of the
study two-layered structure is considered. Mairapaaters of the simulations for all preceded
tests are presented in Table II-2. It is assumatlttie first layer of the model corresponds to
degraded layer of concrete and the second one-gpatfe) is a healthy material. Only the
fundamental mod of dispersion characteristic idyee@l because of experimental studies it is
known that this mod is dominant in terms of enefggreover, in most of experiments only

this mod is observed.
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Table 11-2 Main parameters of Haskell model senttjtianalysis.

Algorithm parameters Structure parameters
Number of layers
(with half-space) 2 | layer Half-space
Treated mod 1 Thickness 20 +00
d [mm]
Frequency band 1kHz/ Density
1900 2200
foindfax 200 kHz p[kg/m3)
Velocity
Frequency step Af 2 kHz 4300 4600
Vp, [m/s]
Range of phase velocity 1600 m/s / Velocity
2370 2425
Voh min/ Voh max 2500 m/s Vg [m/s]
Velocity step Ny, 0,1 m/s

The studies presented below include four testsabh test the influence of one of the
first layer parametersl( o, Vp, Vs) on the SW velocity is analyzed and the parameteralf
space are unchanged. The qualitative and quawméitatomparisons of changes of the
dispersion characteristics are preceded. In thitgtine assessment the changes of dispersion
curve shape caused by changes of different modahpers are shown in the Figure 11.7.
The same range of axes for all graphs is takenditithte the comparison. In the quantitative
assessment the normalized deviation meaf@BE (Differences Between Characteristics)
given by the Equation 11.31 is consider&BC represents a quantitative differences between

the solution for the first and theth value of parametdP in a specific frequency range for
j=1 tok.

k

Z\/(V(fj ' Pl)_v(fj ' Pi))2
DBC(P,P) =12 - [100%
Zv(fj,Pl) (11.31)

j=1

Pi —i-th parameteP value,
P1- reference value ¢,
f — frequency.

The span of changes of each parameter was chosmveo the ranges found for the
concrete. As a formality the tests are numberethférto D. If one of the parameters is
changed the values of the others parameters akoas in the Table 1I-2. In the test A the
values of thicknessl; were chosen arbitrarily (according to the depthdefgradation

commonly found for concrete). In tests B, C andhB step of parameter changes is around
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5% of the nominal value in the Table 1I-2. Firsthe qualitative and then quantitative results
are described.

Test Ashows the influence of the first layer thickneasttoe dispersion characteristic.
Four curves generated for the thicknes® ofimto 50 mmare presented in the Figure 1l.7a.
Given the attention, that degraded layer in coecretrepresented by the first layer in the
model the thickness of the layer becoming one efttost interesting diagnostic parameters.
The comparison of the curves shows that the SWephakocity tends to the Rayleigh wave
velocity in the deeper layer for low frequency. Hoe high frequencies the SW phase velocity
tends to SW velocity in the first layer. The fregog region for which the SW velocity
changes value form that for the fist layer to tfaatthe deep layer clearly depends on the
thicknessd. Moreover it could be noticed that this transitadsrupt for a thick first layer thick
and very mild in the case of a thin layer.

Test Bconcerns the influence of changes of the firsedadensity on the shape of the
dispersion curve (Fig. I1.7b). Concrete densitygemarely extends beyond the range from
1800 kg/ni to 2300 kg/m, and that range is taken into account. The ohtiaiesults show
that the relatively small changes of dispersionratizristic are presented only for the low
frequencies.

Test C presents the influence of longitudinal wave velpocon the dispersion
characteristic (Fig. Il.7c). The velocity range @¢akfor analysis is between of 3800 m/s to
4800 m/s. The change of longitudinal wave velooityhe first layer caused a relatively small
vertical shift of the characteristic without chamgjits shape.

Test D shows the influence of transversal wave velocity the dispersion
characteristic (Fig. 117d). Th¥s velocity range takes the values from 2150 m/sg602m/s
with a step of 100 m/sVs change results with a significant shift of mosttpaf the

characteristic. For low frequencies all of the @svend to SW velocity in the half space.
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Figure 11.7 Dispersion characteristic for two layétaskell model for the case in which first layargmeters are

changed a) the thicknedsb) the densityo, c) Ve velocity, d)Vs velocity.
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Figure 11.8 The graphic representation of the gitative assessment of the sensitivity test for léskodel.

40



The results of the quantitative assessment of thdeinparameters influence on the
dispersion characteristic is presented in the [Eidu8. The results confirm the observations
of qualitative analysis (tests A-D). The changestrahsversal wave velocity caused the
greatest influence on the Haskell model with theximam values of the relative measure
DBC reached3% The density changes (Test B) have less influencthe dispersion curves
(DBC value does not excedéo). The influence of the layer thickness is complarabth the
effect of the longitudinal wave velocity changebeTstatement of proceeded tests shows that
the inverse procedure (parameter value estimationegure) should be focused on e
velocity and the thickness From the concrete diagnostic point of view thiekhess of the
first layer is the most important information. Thmitation of the number of the model
parameters is important for the speed of inversequture computation (in the identification
process). Moreover the increase of the number khown parameters in inversion process
caused the increased uniqueness of the solutidms.a§sessment of sensitivity should be
taken into account during development of the atborifor inversion.

[1.1.4 Surface waves in the medium of a linear chan  ges of a shear
modulus (Gibson model)

In the Gibson model a linear and continuous chamiga shear modulu§& as a
function of depth is assumed (Fig. 11.9). In thiork the Gibson model is used as a
description of surface wave propagation in degramextrete. This approach is justified if the
degradation does not cause abrupt changes of pieseand the changes of shear modulus
cause a dominant mechanical effect. Gibson halfesg&ibson 1967] is defined as an
inhomogeneous elastic half-space with constantigepsand constant Poisson ratian the
entire volume. The main assumption of the modeh iBnear increase of dynamic shear
modulusG as a function of depthin the form

G(2)=G,(1+m2 (1.32)
where the parameten can be considered as the degree of the matetialdgeneity. It has
direct influence on the rate of changes of sheatdulus as a function of depth relative to
values at the surfagg=G(z=0) (Fig. 11.9).
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Z‘F

Figure 11.9 The shear modul@versus depth in the Gibson model.

Using the relationship between shear moduBusind velocity of transversal wave
propagationVs, and based on 11.3¥s velocity can be presented as a function of dejta [
and al.2006] in the form

vs(z):ﬁ()Ej =V W1+ mz (1.33)

Approximation of surface waves propagation propadgeithe paper [Vardoulakis and
Verttos 1988] is based on Gibson model and allosviolformulate a dispersion equation for

the fundamental mod of the Rayleigh wave in thenfor

v(f)DVSO[Qvl(f)+ s 5(;6_”] (1.34)
where
o = 056(36-v)Q oo 2 (11.35)
v (15+v) mVi,
and

V(f) — phase velocity of Rayleigh wave [m/s]

Vso— transversal wave velocity at the surfae0) [m/s]

v — Poisson ratio.

The model variablesVgg m, v) link the changes of transversal wave velodityz)
versus depth with changes of surface wave phasecitelV(f). Variable 2 is called
dimensionless frequency. According to the paperd@alakis and Verttos 1988] the error of
presented approximation of the SW velocity reldtedccurate solution is up 8%4.

The advantage of Gibson model to Haskell modedkisimplicity and the existence of
analytical solutions. That greatly accelerates thenerical calculation of dispersion
characteristics. Presented model is implementdalBS program. The result of the program
is a dispersion characteristics generated for atyos parameter¥s, m and v in chosen

frequency range.
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[1.1.5 Study of the sensitivity of the Gibson model

The qualitative and quantitative changes of theealsion characteristic caused by the
changes of the parameters of the Gibson model resepted below. All tests of the model
sensitivity were realised in the same way as ptesgeim the Chapter 11.1.3. The qualitative
assessment was done by analyzing the dispersioaatlastic shape changes caused by the
changes of the model parameters. In each testaydyparameter is changed and the others
parameters are fixed. For the quantitative assedstne relation 11.31 is used. The range of
the changes for each parameter corresponds to ¢is& common values for concrete. The
qualitative and quantitative tests results aregaresl in the Figure 11.10.

Test Ashows the influence of the transversal wave velaai the surfac&/sp on the
shape of dispersion curve. Three curves generatatidVsyequal t02000 m/s2300 m/sand
2600 m/dor fixed other parametersnES and 1=0.2) are presented in the Figure 11.10a. The
change olspcaused a perpendicular shift of the charactesistithout significant changes of
its shape.

Test Bconcerns the influence of changes of the hetemtefactorm on the shape of
the dispersion curve. The Figure 11.10b shows #wmilts for than factor taking the values
from 1 to 10, while the other parameters take the val\gg=2200 m/sand v=0.2. The
comparison of the curves shows that the changetheoin factor affect mainly at the
characteristics shape in the low frequencies. kgindn frequencies all of the curves tend to
the same velocity, which is close\g value.

Test C presents the influence of the Poisson ratio vadue the dispersion
characteristics (Fig. 11.10c). Poisson ratio foncete has usually range frah20to 0.22and
that range is considered. The=5 andVs=2200 m/sis taken to generate the presented curves.
The test shows that the effect of Poisson ratimgia is negligible.

Qualitative assessment shows that the model is reanhitive to the changes of the
Vso value and them factor. Moreover there is no significant influenaethe Poisson ratio
changes. The same tendency is confirmed by thetitatare assessment, assumed that the
parameters value vary within the ranges used inAteB and C. The value ddBC deviation
for each parameter is shown in the Figure 11.10de Vs velocity changes caudeBC
changes 082%, while the Poison ration and heterogeneity facarseDBC changes ol%
and6% respectively. Conclusion of presented tests isttt@Gibson model used in inversion

process does not provide a reliable value of Poisatio.
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Figure 11.10 The Gibson model dispersion charasterivith changed a) velocitydd, b) m factor,
c¢) Poisson ration. d) Quantitative results.

[1.L1.6 Comparison of the Gibson’s model with the Ha  skell's model

The two models discussed above (Haskell’'s and @ibsmodels) are configured to
map the same heterogeneous macrostructure. Thetigbjeof proceeded mapping is to
compare the results obtained from these two modéks following assumptions are made:

» the Haskell’'s model consists b1 layers (with halfspace),

« the parameters of" layer of Haskell's model relates to the parametgrthe edge of
halfspace in the Gibson’s model,

» the densityp and the Poisson ratianfor each layer in Haskell’'s model are identickéli
in Gibson’s halfspace,

» the thickness of layers in Haskell's model (exagptialfsapace) is the same and the sheer

waves velocities in each layer result from thetretall.33.
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Zmax= )‘Fmin

Haskell

Figure 11.11 The comparison of the shear mod@usr the structures modelled by the Gibson’s ard th

Haskell's models and the G modulus visualisatiarbfath cases.

Table 11-3 The parameters of the Gibson’s and Hiiskaodels used for the model comparison.

Gibson’s model parameters

Poison ratio v 0,3
Transversal wave velocity at the surface V, 2100 [m/s]
Heterogeneity factor m 1,04
Haskell's model parameters
Poisona ratio v (for each layer) 0,3
Density p(for each layer) 2100[kg/m?]
Number of layers n (including halfspace) 11
Thicknesses of layers (without halfspace) 0.01[m]
Velocities Vg [mis] Vp [m/s]
I layer 2100 3929
Il layer 2111 3949
n -1 layer 2195 4107
n layer (halfspace) 2206 4126

The dispersion characteristics for Haskell's modere generated by the HASK
program described above. The values of parameses for calculations are presented in the
Table 1I-3. The shear modulus versus depth for lsages are presented in Figure 11.11. On
the right side of the Figure 11.11 the graphic rptetation ofG(z)is presented and the range
of the models coinciden@ .« (limit of coincidence) is marked. That limit redgtto the depth

of degradation modelled by Haskell’s model. Belltwe depthz,.x the shear modulu in
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Gibson’s model changes continuously with depth iandaskell’s modelG remains constant
(homogeneous halfspace). The comparison of dispersharacteristics for both models is
presented in the Figure 11.12. The relative differes between the two model’s predictions are
marked by curveDif (with the axis on the right side) and were cal@daaccording to the

equation

Dif () = %V“ (\f/) E;/;(f)§10@A (11.36)

whereVy and Vg are the surface waves velocities for the Haskeliis Gibson’s models

respectively for the frequendy

Haskell
Gibson

Dif [%]

N S S
oSO N A OO

1800 T — T T T T T T T T T T
0 20 40 60 80 100 120

f [kHz]

Figure 11.12 The comparison of the dispersion cbindstics obtained from Gibson’s model (red camis line),

and from Haskell's model (black doted line). Th#atenceDif between characteristics (the blue doted line).

The Figure 11.12 shows that in the range frd® kHzto 120 kHzthe differences
between the characteristics are insignificant. fdtative differeceDif in this range is mostly
constant and close @.5 % That small discrepancy may be caused by the appations
used in the Gibson’s model (see Chapter I1.1.4). the frequency lower theh8 kHzthe
characteristics became divergent (tbé value increases). For this frequency the wave
velocity is 1985 m/s and the wave longet = 110,3 mm The Haskell's model parameters
were set to represent the Gibson’s model strudiyrine layered structure. The finite number
of layers in Haskell's model caused that the madedsults compatibility is fulfill to the deep
Zmax= 110 mm(10 layers with10 mmthickness + firsiO mmof half space — Fig. 11.11). The
depthznax corresponds approximately to the wave lenyth Armin = 110,3 mmfor which the
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Dif value increases. The wave lenglagi, for which both characteristics are similar conrela
with depth for the modeled structures are similar.

The comparison presented above confirms the cobilitgtiof models and justifies
the use of Gibson’s model for materials with comtinsly (approximately linear) change of
shear waves velocity profile. In the Chapter IV.l@re comparisons of the two models are
presented. The use of Gibson’s model instead ofkélés model assures important
acceleration of dispersion characteristics calaiatbecause of simplicity of Gibson‘s model.
This fact is very important during identificatiomogess executed for real experimental data.
Moreover, the clear divergence between resulth@htodels shown in the Figure 11.12 is the
base of the idea of the Degradation Depth Sear@Sjprocedure in which the Gibson’s
model is used (see Chapter IV.5).

[1.1.7 Attenuation modelling

The attenuation phenomena of mechanical waves eriseach real material.
Sometimes attenuations have a very small influemckecan be neglected without a big error.
In many cases the value or the character of attemueight contain important information,
which is used in some research methods. Is knoasthe attenuation caused additional
dispersion of propagated waves. The value of dispercaused by attenuation depends on the
function of attenuation coefficient and frequenoy the considered material. In this Chapter
the influence of SW dispersion part caused by atgon on entire dispersion for discussed
material is considered. The analysis of this tghiould show whether taking into account this
phenomena during inversion process (show laterCeegter IV) is necessary or not.

The range of attenuation values for materials sumicrete is very large from dozens
to hundreds of dB/m. There is not much knowledgeualattenuation in heterogeneous and
degraded concretes. There is possible that thetefighich cause attenuation can have non-
negligible influence on the shape of SW dispersioaracteristic. The examples in which the
dispersion caused by attenuation is taken intowtdocan be found in articles [Schevenels et
al. 2009, Lai 1998, Rix 2000].

The mathematical interpretation of the attenuagd®nomena in concrete is very
complex because of its heterogeneity. The hetemtyers a reason of scattering and the

attenuation in macroscopic view. The scattering pdrattenuation depends on the ratio

a7



between the wave lengthand the size of heterogeneitieg§Garnier et al. 2000, Klimis et al.
1988]. Three ranges d¥D ratio are considered in literature. The relatiforsattenuation are:

A>>D —Rayleighrangeg (f) = a,f +aD *f *,

A=~ D — stochastic rangey (f) = @, f + bDf ?,

A << D —geometricrangey (f) =a,f +cD .
where &, dependent on the dissipative attenuationarzandc are the constants dependent
on a structure of concrete. Taking into accourdtieh between the range of waves length
used in this workA~ 5 mm + 40 mm) and the size of heterogeneitieoitete D ~ 10 nm
+ 20 mm) the last range dfD can be excluded.

For the heterogeneous materials as rocks and d¢eacsemplified linear relations for
attenuation depending frequency is frequently usedhis case only attenuation caused by
absorption (dissipative process) is considered.

In the simplest case the spectriBuX) of the cylindrically spreading SW in a
homogeneous and non attenuated medaftyX) is given by relation 11.37, wherX is a

distance form the source of wave.
S(w,X)=S (a;)ﬂ (11.37)
, (@7
whereS(aw) means complex amplitudeyandk are the circular frequency and wave number
respectively, the expressidm\/f relates to the amplitude decrees caused by cidaldr
spreading of the wave.
In the attenuated medium the real wave nunkberust be replaced by the complex
wave numbek’
k'=k,(w)+ ja(w) (11.38)
where both the real pakt, and the imaginary pad (related with attenuation) are generally
the functions of frequency. The wave numkgis related with phase velocity in attenuated

materialV ().

k, ()= Va‘(°w) (11.39)
Finally, taking into account the attenuation, tlggu&tion 11.37 can be written as
S(w,X)=S (w)ﬂe'ika(mx (11.40)
T IX
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The introduction of the attenuation in the Haslsehhodel can be made in several
ways. The assumption that the considered mateaghhvisco elastic properties is the base for
one of them. In that case the complex longitudevad transversal wave velocities for all
layers in model must be introduced. This causesdihgbling of the number of model
parameters. What is important, the increase imtiraber of parameters searched practically
excludes the use of the model to solve the inversblem. As already shown above the
Haskell’s model has no analytical solution, anddolving it, the optimization methods must
be used. The forward solution of the model withatienuation is easy because it is two
variables problem. For the model with attenuatios problem of three independent variables
must be solved. That causes important increaséefcomputation time. The use of this
approach for solving the inverse problem in whibk tforward” problem must be solved
many times is complicated. It was considered th#& tvay of attenuation inclusion in
Haskell’'s model, especially the inversion procéssiot effective. For this reason the original
method of including the dispersion caused by a#gan is proposed. The possibility to add a
structural dispersion and dispersion caused by nadtgon which source is the
macroheterogeneity is assumed.

In the proposed solution the dispersion causedteyation is calculated and used to
correct the experimental dispersion characterigtic In this way the characteristic of the
structural dispersion only is obtained. The coerdatharacteristic is used for inversion (for
the model without attenuation). The possibility uffe this approach for different models
describe the phenomena of structural dispersi@m iadvantage. It is possible because in this
method the operations are preceded on the dispecsiaracteristic, and not on the model
equations.

Using the results obtained for the rocks, the aggiom of the same level of
attenuation as a function of depth is consideratithan the relation between the attenuation
and the frequency is given by equation [Aki et 29Q]

— ala‘
a(w)= Tra @ (1.41)

wherea; is constant andy is constant which fulfills the relatiosrw<< 1. The assumptions

above let us to express the quality facfpe y lzf) as fallowing approximation [Aki et al.
a

1990]

Q= (11.42)
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It was experimentally established that in the shirac frequency range used in
concrete diagnostic the value @fw=0.1 can be taken into account and gives the results
equal to the observation. Besides, the causality far this value is performed [Kuc
(1981,1983)]. Taking into account the assumptiodllithe relation between velocity and
attenuation can be expressed as 11.43 [Aki et3901

1 _1 20, 1
=—+ [n .
V() Vv, & [aT ij (143)

00

where V,, is the velocity for high frequencysv(>w). Taking into account that for high
frequencies the depth of the SW penetration inttena is low and the dispersion is caused
only by attenuation (the structural dispersion egligible). The Equation 11.43 can be

transformed to the form

v, (f)= Ve
1+ 1 [I]n[ 1 J (11.44)
T a; 27

where the phase velocity,(f) in function of quality factoQ and the velocity,, = V(f = «)
is presented.

If the experimental dispersion characteristic whidbpends both on structural
dispersion and the dispersion caused by attenuetidanoted a¥g(f) the value of ol,, can
be obtained by transformation of the Equations fibda to 1145. Then as ¥g(fmay the value

of velocity for the highest frequenéy.y obtained fronVe characteristic can be substituted.

1 1
V, =V (f ) [E1+ 70 [[bg[ o 2 H (11.45)

For knownV,,, Q, aT (aT-27fmax << 1) in the Equation I1.44 th¥,(f) and then the
vector AV,(f) can be calculated. This vector is a different leetvthe velocity,, andV(f)
(alwaysV,, > V(1))

AV, (f)=V, -V, (f) (11.46)
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Figure 11.13 Taking into account the dispersionseliby the attenuation: a) thé, and \,; curves, b) the

dispersion characteristics with and without atteimmainfluence ¥ andV curves respectively).
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Figure 11.14 The dispersion caused by attenuatiwvVf =2000 m/s an® = 10, 50, 100 and 200.

Using the model presented above (dispersion cadmgattenuation) it is assumed that
total dispersion of SW in macroheterogeneous meshalts from the superposition of the
structural dispersion and the dispersion causedattgnuation. The valulV,(f) can be
considered as an influence of attenuation on dssperof SW. Finally, the dispersion of
phase velocity of SW caused only by structure ofaderialVV(f) with a correctiordV,(f) can
be approximated in form as:

V(f)=V(f)+AV,(f) (1.47)
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The attenuation caused decrees of velocity andusecaf this a plus sign in equation
[1.47 is used. In the Figure 1l.13a tl®/,(f) velocity curve is presented (for the following
valuesV,, = 2300 m/s Q = 40 and aT = 1,33-1). In the Figure 11.13b the example of the
dispersion characteristic with and without dispanscaused by attenuation is presented (for
Q =40). In the example presented in figure 11.13 measob@lie change of velocity is about
2.2 %

The experimental results shows that the values uality factor Q for the most
common concretes ranges frd (very weak concrete with high attenuation)2@0 (good
quality concrete with low attenuation). The cunaésdispersion caused by attenuation only
(calculated on the base of equation 11.44) forva ¥&lue ofQ from the range formi0 to 200

are shown in Figure 11.14. The velochy, = 2000m/sis taken for the calculations.

The mean change of SW velocity caused by attermuétor the considered ranges of
velocity and frequency) is in the range fr@% for Q = 200to 10% for Q = 10, but this
relationship is strongly nonlinear. Therefore iniscessary to consider whether its influence

on the dispersion caused by attenuation on tospledsion is not negligible.

[1.2 Modeling of the ultrasonic waves reflection fr ~ om an interface of
porous solid in the air

The considered reflectometric method is based emtbasurement of the reflection
coefficient R of the ultrasonic waves in function of the incidemgle & The waves are
reflected from the surface of the measured matefial use the results of reflectometric
measurement to material diagnostics the matherhatiwadel describing considered
phenomena must be utilized. The reflection coffitR is the ratio between the amplitudes
of reflectedA; and emitted signals for a given ang@ and can be written as

_ A
R(G) = 1= 11.48
(6) A (11.48)

In the Figure 1l.15a the scheme of reflection plreana on the fluid solid interface is
presented. In the Figure I1.15b the example ofeibn coefficient in function of incident

angle is shown.
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Figure 11.15 Reflectometrie: a) the scheme of pime@a of reflection, b) the example of theoretical
characteristic of reflection coefficieRtversus incident/reflection angt2

The motivation for the use of the reflectometrictimoel for concrete diagnosis are
promising results of its use in tests of the strireeparameters of other materials such as rocks
and foam Hoffren et al.2004, Hoffren et al. 2005, Fellach et al. 2003]. The presented method
IS a non-contact method, in which the air or waarsed as a medium of propagation. In the
presented work the measurement in the air are ynaamsidered because they have a chance
to complement the measurements of SW propagationreal concrete structures. The
reflectometric measurements in water could be uséte study of underwater structures, but
for that the use of appropriate models and methaidslentification is required. For the
reflection coefficient measurement a special deeaded Refectometer was constructed. In
the Chapter 1l.2 the details about the Reflect@netnd the measurement technique is

presented.

[1.2.1 Description of the model with viscosity incl usion

A simplified variant of the presented approach aingtthe impact of viscous forces
can be found in the work of Fellach at al. [Fellathal. 2003]. In this approach two structural
parameters: porosity and tortuosity are determifmech a measurement of two values of
reflection coefficient at two different incidenceflection angles? in the range frond’to 90°
(referred to normal of measured surface). In realddions the range of is limited because
of the size of transducers (see Chapter Il1l.2). oelel used in this work is based on the
simplified Biot’s theory of the waves propagation\scous liquid in a heterogeneous (rigid)

porous material [Biot 1956]. The following assurops for presented model are needed:
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. the air saturated porous material is considered,

. the porous material is homogeneous and isotropic,

. the ultrasonic waves propagate only in a liquilinj the pores without the vibrations
of skeleton because of a high difference of acoustpedances,

. the viscous interactions between the air and pomaterial are included,

. the air viscosity outside the porous material @nder conditions) and the influence of

temperature and humidity are neglected.

Model of waves propagation in the air saturated pasus media

The macroscopic approach for modeling the wavdsateén phenomena from fluid
saturated porous materials is known as Biot’s thhéahard 1993, Attenborought 1982, Biot
1956]. It is applied here as a starting point t@lgre reflection of waves from the air
saturated porous material while the solid phassssimed to be rigid. The linear momentum
equation and the constitutive equation for viscmisraction force the stress in fluid phase
are following [Allard 1993]

Oj;+mM+ 0LV =Ny, (11.49)

o, =-pnd, =Red; , m =-bn’Gy, (1.50)

ij
where g;,m,v, are components of macroscopic stress tensor, @utbrg of viscous

interaction force between phases and fluid veloditye velocity is the local time derivative

of fluid displacement, i.e.v, =U, , e =U,, denotes dilatation of fluidh, p, n are pressure,

density and volume porosity (volume fraction of) aithe flow resistivityb is expressed as the

ratio of dynamic viscosityy and permeabilityk, , i.e. b:kl. R=Kn stands for the

0
coefficient describing the pore fluid compressthijlwhile K is the bulk modulus of pore air.
P, =—(a-Ynp is the coefficient of dynamic coupling, and is tortuosity. The
consequences of variation of distribution of micasc velocities of fluid particles at
different frequencies and the influence of theelatine on the macroscopic interaction force
between fluid and solid phase which is represebtefunctionG. For harmonic excitation
with angular frequencw = 27f (f denotes frequency) the functi@ can be approximated
using results for cylindrical pores [Biot 1956]

s —3,(sv=i) 2 J3,(sV=i) 51
oA e
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bn

%
wheres = 0(8 j andc is the parameter depending on the shape of thes-g@ction of

pores (for cylindrical circular pores= 1) andJ, is Bessel's function of the first kind am!
order.
Performing the operation of divergence to combiegdations 11.49 and 11.50 the

wave equation for dilatation of pore fluid in rigirous material is obtained
RO’e-bn’G e = p, 8 (1.52)
where p,, =np-p,,.
For harmonic waves the solution of equation II.5&2yrhe written as
e=Dexdi(kx— at)] (11.53)
The variablek is the wave number aridl is the amplitude of oscillations. Substituting

[1.53 to 11.52 the condition of non-trivial solutio(D # 0) results in the dispersion equation,

which solved for the wave number reads

1 ., G
k= a)\/ﬁ{pﬂ +ibn? c_o} (1.54)

from which the phase velocity in the air filler psV = and attenuatiom = Im(k)

Re(k)

can be found. When the viscous interaction betwsee fluid and skeleton is neglected the

wave velocity isV = i whereC = \/K is the wave velocity in air.
P

Ja

Incorporation of thermal effects due to heat get@mmaand conduction in model of
wave propagation in air saturated porous mediabeaimdirectly represented through a form
of a bulk moduluk. Then for harmonic disturbance and cylindricalgsoof circular cross-
section the thermal effects in air can be describgdhe following frequency dependent
function for moduls , [Allard 1993]

K=K, /!g —(g —1){1+ ileZ;]oa G (Bs)T] (1.55)

whereg stands for the specific heat ratio aBdis the Prandtl number (for air #8°C and
pressurgo,=1013 hPa we havey = 1.4, B = 0.71). The value of the modulu§in free air is
assumed to b&, = gp,.
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Reflection of waves from air-saturated porous mateal

We consider the interaction of compressional wasming from free air with the
angle o inciden® which occupies the half spaze> 0 with the porous material filled in air
half spacez < 0 (Fig. 11.15). Within the adapted model the enegjythe incident wave is
divided into a reflected wave propagating at an@le and a transmitted wave which
propagates at the refraction andein the air-saturated porous medium. The distrtloubf
energy between the reflected and refracted wavetetsrmined by appropriate boundary

conditions.

Boundary conditions at the interface of free air ad porous material

The mechanical boundary conditions at the intertae®veen non-viscous fluid and
pore fluid which saturates porous materialz & 0, will be assumed as following [Gurevich
et al 1997, Castagnede et al 19987]:
* The conservation of fluid mass is expressed asctimelition of equal amount of mass

displaced across the interface

U, =pU, (11.56)
* The local balance of linear momentum reads as tbpgptionality between jump of the

fluid pressure and the normal velocity of fluidgarous medium
p-p=TnU, (1.57)
wherep andp are the intrinsic pore pressure and density oindaihe pores,p and o are the

pressure and density in free arr<0). UZ and U, are normal components of displacement
vector in free fluid and fluid in porous materi@lstands for a kind of surface flow impedance
[Castagnede et al 1998] which is in general a cerfuinction depended on wave frequehcy

proposed in the fornt :TOG(S). ConstantT, ranges from zero (for open-pores) to infinity
(for closed pores) and fof —»  f&nds toly.

The linearization of the Equation 11.56 assumingaiy of density of free air and of

air in porous material gives
nu, =U, (11.58)
Assuming that the pressure in free air can be espa asﬁz—KOLIVi and using

equation 11.50 along with the formula between tleoeity and displacement for harmonic

motionU, = -iclJ, the condition 11.57 reads
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KU,, - KU, =ianTU, (1.59)
For open pore¥ =0 (p =p) and equation 11.59 becomes

KU,, -KU,, =0 (1.60)

Reflection coefficient
To find the parameters describing properties deotéd harmonic plain waves at the
interface between air and air-saturated porousd swo potentialsgz and @ representing

respectively displacements in free air due to supstion of incident and reflected waves and

displacements related to transmitted wave. So then

U=¢,U-=¢ (1.61)

For harmonic waves the potentials take form:
9 = (e + Ae” il (11.62)
@ = Be "elloa) (1.63)

In the solutions 11.62 and 11.63 the amplitude bé tincident wave is assumed to be
equal to one, A is the amplitude of the reflectedvev and B is the amplitude of the
transmitted wave. The other wave parameters aagerkehs following:

o +y* =k? (1.64)
o + :(%)2 (11.65)
y =kcosg (11.66)
7 = (w/ c)cosd (1.67)

where o is thex component of all wave vectorg, denotes the component of the wave

vector of incident and reflected waves thez component of the wave vector for transmitted
wave. Within the assumed modeland y have real values andand ¢ are complex. The
relation 11.64 to 11.67 comes form properties oftdregeneous waves [Declercq et al 2005].
The complex wave numbé&rand the corresponding complex angldetermine the refraction

angle@ by the formula
(o, = Relksing) (11.68)

' Rekcosg)’
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According to Snell’'s law the relationship betweeave velocity in airC, incidence
angled, wave numbek and complex anglé¢ is
= (w/ C)sind = ksing (11.69)
In order to calculate the amplitude reflection ¢ioegnt the Equations 11.62 and 11.63
were substituted into the Equations 11.61 and tima boundary conditions 11.58 and 11.59.
Neglecting the exponential factors that lead totthe algebraic equations
Ay +Bny=y (1.70)

- AKO(%)Z + B(KK? + Tany) = KO(%)Z (1.71)

the solution of which with respect fogives the amplitude reflection coefficient

R=|A =+/(ReA) +(im Ay (11.72)

When the viscous interaction of air with porousenat is neglectetm A= 0 and

a cosf + nt cosfa —sin2 @ - m/a —sin? 6

A= S (11.73)

cosOVa -sin’ @ +ma -sin® @

a cosd + nT

K

If additionally the surface pores are op&n=(0) from equation above we have

acosfd-m/a —-sin*@

A= (11.74)

acosfd+nm/a—-sin® 8

The Equation 11.74 with the left hand side errorspueplaced by the reflection

coefficient which was used in the paper [Fellachle2003] to derive equations for tortuosity
and porosity of porous materials from data foreetibn coefficientdR; andR, obtained for
two different incidence anglesé, and & respectively. Taking into account that the real
component ofA can be positive or negative aRd= |A| the correct equation which should be
used for calculation of the tortuosity is

UFR,J1£R)c0s8, )" 2y _ o
((m)(m)c ] G e

(11.75)

((1$ R, )L+ Rl)cosezjz )
(1% R, J4F R )coss),
and then finding the porosityfor any pair @ , R ) may be based on the formula derived also
from 11.74
a(1F R )cosh

' (1.76)
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where the upper and lower signs referAe 0 and A <0, respectively. When the model
includes the effects of surface flow impedance @ndiscous interaction there is no explicit

analytical formulas for the structural parameteesnda.

[1.2.2 Study of the model’s sensitivity

The model of wave reflection from a porous matepatsented above and the
measurement of reflection coefficient as a functdrincident angle can be used to identify
the structural parameters as, porositya tortuosity, permeabilityk,, and surface flow
impedancel. The sensitivity tests let us determine rangesmadel parameters in which they
have important or neglected influence on the réflaccoefficient, what is important in the
identification process. A detailed analysis of fierameter influence for a wide range of
porosities can be found in the report [RAP 2010}thle presented work only low and medium
porosities in the range occurred for concretescaresidered. In each case the parametric
study is done changing one parameter and presecangtant other (reference) parameters.
The reference values of parameters are writterold. Bfhe tests are grouped for low (Fig.
[1.16) and medium (Fig. 11.17) porosities. In thable II-4 model parameters for all cases are
presented. The ranges of values for each parametex chosen as the most common for
concrete.

The quantitative assessment of model sensitivityha range of low porosity (Fig.
[1.16) shows that whichever parameter causes tpeifiant influence on the reflection
coefficient characteristic. The graph axes are eh@® that the presented characteristics were
comparable with further examples. Because of theihdluence of material parameters on the
reflection coefficient in the case of low porositythe following analysis the qualitative and

quantitative study of sensitivity only for mediurarpsity ranges is considered.

Table 11-4 The structural parameters in the tegreflection coefficient sensitivity.

. . . - Surface flow
Material Porosity ) Tortuosity (@) | Permeability k) impedance )
Low porosity [ 0.050.1/0.2 3/5/8 101710191015 0/10%/1C°
Medium 0.20.30.4 12062 | 10%10w10n | O/SA0NC
porosity
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Figure 11.16 The evaluation & characteristic in the range of low porosity caulsgdhe changes of a) porosity,

b) tortuosity, ¢) permeability, d) surface flow iegance.

The sensitivity tests in the case of medium poyasie named by letters form A to D.
The qualitative assumption is presented firstlyobethe quantitative one.

Test Ashows the influence of the porosity (Fig. 1l.178)nall vertical (along th&®
axis) displacements are caused by porosity chanfes.increase of porosity causes the
decrease OR.

Test B concerns the influence of tortuosity (Fig. Il.17@)here is no significant
influence of tortuosity on thR characteristic.

Test C concerns the influence of permeability (Fig. IcL7 The changes of
permeability have significant influence on the eeflon coefficient in the whole range of
incident angles. The increase of permeability catise decrease &

Test Dpresents the influence of surface flow impedaikag. (1.17d). The changes of
surface flow impedance have significant influenae the shape of reflection coefficient

characteristic.
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Figure 11.17 The evaluation @& characteristic in the range of medium porosityseauby the changes of

a) porosity, b) tortuosity, c) permeability, d) faoe flow impedance.

—m—n
40— —o—Q
k
—v—T
g
O 204
7 
M
[ ]
0 = y T " —
p_min p_max

Parametr p / p,

Figure 11.18 The quantitative comparisonP€haracteristic evaluation caused by model paras)eidheren —

porosity, a — torotuosity k, — permeability and — surface flow impedance.
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The quantitative comparison was carried out in ghme manner as in the case of
models describing the SW propagation (eq. 11.3d)the Figure 11.18 the quantitative results
of the sensitivity tests are presented.

Presented analyse confirm observations that theekignodel sensitivity in the range
of medium porosity is observed for changes of pabiy. The surface flow impedance has
secondary influence no thecharacteristic. The changes of porosity have lesyinfluence
and influence of tortuosity is neglected. No chanigethe reflection coefficierR caused by
changes of model parameters in the range of lovogityr (below 20%) means that this
method can be used only for degraded concreteshvdre characterized by higher porosity
than “healthy” concretes.

[1.3 Conclusions

In this chapter issues of modeling of surface wawepagation in heterogeneous
materials and reflection of ultrasound wave atitiverface of porous material and the air were
presented.

In the section devoted to modeling of surface warepagation:

» the use of Haskell's model (heterogeneous layetedctare) and Gibson’s model
(heterogeneity linearly changed with depth) to
determining the dispersion characteristics wereusised,

» the developed numerical approach of solving dispersquation of Haskell's model was
shown,

» the comparison of models prediction for discrete mearly variable shear modulus were
presented,

» the sensitivity study of both models, which allowieddetermine (in a qualitative and
guantitative manner) the influence of model paramsetvas performed. The analysis
shows that for Haskell's model, the transversal egavelocity and thickness of layers
have the greatest influence on the dispersion.l@imgitudinal waves velocity and density
of layers have a secondary role. The sensitiviplyans of Gibson’s model shows, that the
greatest influence on dispersion characteristic ttes velocity of propagation of
transversal waves at the edge of halfspace. A nsutdller role plays a coefficient of
heterogeneity and almost negligible Poisson’s ratio
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the procedure of considering the dispersion compioderived from attenuation was
proposed. The analysis showed that for values oampeters mainly observed for

concretes, the average relative influence of attton on dispersion does not exceed 5%.

In the section of the chapter dedicated to refleetioy The modeling of the

phenomena of ultrasonic waves reflection from psnmaterial was considered and:

the assumptions of the model and its sensitivitirig were presented,

it was shown, that the model can be applied to nadgevith average and higher porosity,
which limits its application to degraded concretgyo

it was observed, that the largest influence orettpected reflection coefficient firstly has
changes of permeability, secondly surface flow idgmee, and lastly porosity. The

tortuosity has a neglected role.
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Chapter IlI

Description and tests of the measurement devices

One of the major objectives of the presented woas w0 design and construct two
measurement systems. These devices let to exece@sumements of surface wave
propagation and reflection coefficient and are ezhlfespectively SWMD (Surface Waves
Measurement Device) and RMD (Reflectometry Mesurgni®evice). The main task of the
constructed devices is to conduct the measuremands to provide relevant data for
mechanical and structural properties of tested madgeidentification. The configuration of
measurements (transducers positioning) should Ia@fifa to the models assumptions
presented in the Chapter Il. The unique charadtéreodeveloped devices and consequently,
the lack of available knowledge sources, which doifacilitate the development of these
systems is worth to emphasizing. In this chapterntotivation and genesis of the formation
of each of the measurement systems and the sigoneégsing method are presented. An

evaluation of their work on the basis of the tegth known materials is preceded.

l11.1 Surface waves propagation measurement system

The study of surface wave propagation requiressgesy that is able to generate and
receive ultrasonic waves in such rough materialgfe US waves propagation as concrete.
Depending on the specific application, there axeeis# configurations which allow realizing
such measurements [Szatk 2001, Ryden et al. 2009]. In the simplest céseitpulse
excitation (et. seismic hammer) is used as a soiitus let us generate all types of waves that
may be presented in that medium. Subsequently,agaimg waves are registered along the
selected profile (area). As a measurement profiketaof observation points along a line
running from the source of the signal to the reeeis considered. In seismic applications for
observation of waves propagation geophones or pyames are used. In the material

research domain the accelerometers are often used.
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For high-frequency waves the ultrasonic transduoelaser sources/receivers can be
used. From all of the received signals, it is neagsto isolate these associated with surface
waves. Nowadays, this operation is performed fratiyas a part of digital signal processing.
The diagram of the simplest measuring configuratised for registration of surface waves is
shown in the Figure Ill.1. The use of at least teceivers allows implementation of the
relative measurement for two points of observatimtause of that only the propagation over
a distancex is taken into account. Using the fact of statidgasf the wave propagation in
concrete, only one receiver moving along the maaguwrofile to consecutive positions can

be used.

Acquisition and signals
analyzing system

Excitation source

d

Figure 111.1 Method of generation and measuremésudace waves [Wardany 2005].

A manual measurement of the surface wave propagatging ultrasonic contact
transducers is problematic. The accuracy of trarexdupositioning has the key influence on
the precise of measurements, while the qualiteoéived signals is determined by the quality
of transducers coupling with the tested surfaceas noticed, that the manual measurement
is less repeatable, and the realization of a sipghéle is very time-consuming. In the study
of porous materials, such as concrete, using tiacb methods also presented a problem
with stationarity of wave propagation phenomenas Thsults from the fact, that the tested
material absorbs gel used for transducers coupéind, thus locally changes its properties.
Taken it into account the remarks above it was s&§ to improve measurement techniques.
Modifications carried out were aimed at:

* increasing the precision of transducers positioning
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* increasing the repeatability of measurements,
* making implementation of measurements in field cimas easy,
* minimizing the influence of coupling substance esi¢d material or its total elimination,
* shortening the time of carrying out the measurement
The first test of measurements of surface waveggation on concrete samples were
performed manually.

Figure 111.2 Manual measurements of surface waepagation; a) in the laboratory, b) in the field .

An example of measurements under laboratory camditis shown in Figure 111.2.
The special Teflon adapters for ultrasonic tranedui@re used. Thanks to that the wave
propagating in Teflon reaches the material withlargf incident slightly greater then the
second critical angle. A similar situation occunsthe angle transducers (angular or wedge
transducer) used in a non-destructive testing dhlseThe use of Teflon was predicated by
the fact that as one of the few solid materialsharacterized by lower than in the concrete
velocity of transverse wave propagation [Piwakow®R04]. In such case, the angle of
incidence wave can be determined from the relation

sing, = sw (11.1)
CSZ
wherecsy, is the transversal wave velocity in Teflon, agglis the transversal wave velocity in
concrete.

To get good coupling of transducers with testedemnatvia Teflon adapters a coupled
substance must be used. Usually as a coupled sabstater-based gel or just water is used.
Realization of measurement profile requires dispcone of the transducers in the
successive points of observation (acquisition).hEa®w position requires a precise alignment
of transducers relative to each other, to provamtion of the receiving transducer in the
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direction of wave propagation. The applicationté hew portion of the coupling gel is also
necessary in each position. A larger number of oreasent points (the next shifts) provides
more accurate results obtained from signal prongs#iuch more difficult situation occurs in
the implementation of research in the field (Fig. 2b), especially in vertical surfaces or
ceilings. Using contact transducers on irregularceete surfaces caused additional problems.
Moreover, a long time of single profile acquisitiomakes that coupling gel dries up and
thereby changes the wave propagation conditions.

The remarks above led us upgrade the measuremsetigsyand one of results is the
replacement of the contact receiver by a non-contansducer. This is possible while using
leaky waves phenomena caused by propagation o$uHace wave (Fig. Il.1) [Zhu at al
2001]. The membrane capacitive transducer of Micatic with very wide bandwidth (20-
900 kHz) was used as the receiver. In this casplicmusubstance is the air, so the transducer
can be set several millimetres above tested surfaeeh configuration requires the use of gel
only for the emitter, what facilitates automatidrtlte receiver movements.

Configuration of the measurement system using acootact receiving transducer is
shown on The Figure 111.3. The movement of the iremrealong the measurement profile
(arrow) was carried out manually using a specialley. The emitter was equipped with a
Teflon adapter which allowed setting an angle a@idance of ultrasonic wave according to
equation Ill.1. Non-contact receiving transduces Ao an adjustment of receiving angie

which in case of coupling through the air is detesd by the formula

C
sing, ~ —="8 (11.2)

CSZ

The large difference between velocity of ultrasomiave in the airce ar and
transverse wave in concratg, makes that reception andleis small (abou8°-109, what is
also seen on the Figure IIl.3. The disadvantagdisdfussed solution with one non-contact
transducer is a need of using coupling gel for emiaind also low precision and a lot of time-
consumed for manual positioning of the receivimgsducer. It is worth to noticing, that there
occurs a large drop in the signal amplitude of yeatves due to a significant difference of
acoustic impedance between the concrete and tljerdyr2 % of emitted energy is received).
Successfully carried out tests with the manualesysied to building a device that allows an
automatic displacement of receiving transducer @ltme measuring profile, what let to
shortening the duration of measurements signifigaandd increasing their accuracy. In the

next modification, the emitting contact transduees replaced by non-contact one, which
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completely eliminates the need to use a couplingTgking into account the fact, that in such
solution, less tham,1 % of the send energy reaches to receiver the pusigagon was

replaced by excitation of frequently modulated aigrsuch as chirp (see chapter 111.1.2).

Non-contact receiving Adjustable Contact emitting
transducer Carriage  Teflon adapter transducer
- 4 =

Tested sample

Figure 111.3 Measurement configuration with usenoh-contact receiving transducer.

I11.1.1 Surface waves measurement device SWMD

The previous experiences and new modificationsisetonstruct the final version of
SWMD. In the Figure l1l.4 the block diagram is peagsed. The totally non contact
measurements and the measurements with contastitregrs can be effectuated by SWMD
system. In the Figure .5 the SWMD ready to wakstem is presented. The system
operation is controlled by a PC, which through #dtepper motor driver positions the
receiving transducer. The emitter is positioned uadly for the entire series of measurements.
The chirp type signals emitted by the arbitraryction generator are amplified to the
amplitude level needed for chosen emitting transduthe received signal is acquired via an
oscilloscopic card. The measured data for eacht postocked in the PC’s hard disk. In the
Figure 111.6 the device for US transducer positigniof SWMD system in configuration of

SW propagation measurement is presented.
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/ \ Stepper
motors
Controlling controller
PC v
Receiving and 1 SWMD
sampling card | N\

Measured structure

Figure 111.4 The block diagram of SWMD system foarface waves measurement, SWMD — measuring device,

E — emitter, R — receiver.

Stepper motors
controller

Controlling
PC

amplifier

Figure 111.5 The measuring system ready to work.

Pre-amplifier %

System for contact System for non-contact System for non-contact
emitter positioning receiver positioning emitter positioning

Figure 111.6 SWMD during measurement of concretegke.
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The measuring system allows the user to selecthtbée of using contact or non-
contact transducer. In each system of transdutigming the angle between transducer axis
and normal to surface can be adjusted (manuallytier emitter and automatically or
manually for the receiver). This angle is equathe third critical angle and depends on the
SW velocity in a studded material. The system oéneer positioning displaces the transducer
horizontally into the following acquisition poinis the way that the measuring profile was
programmed.

In the LabVIEW environment the controlling softwavas created and the main tasks
of it are:

» the arbitrary function generator cart configuration

» the oscilloscope cart configuration,

* the measurement geometry composition (the setmbeus of measuring profiles and the
number and the distribution of acquisition poimtgprofile),

« controlling of the mechanical part of the systemj. éhe positioning of receiving
transducer,

* measuring geometry realization,

« the registration of acquired signals.

Generator configuration

Oscilloscope PCI

controlling

Oscilloscope
cart

3
y

i i

Oscilloscope configuration

Measurement

SUBPROGRAMS
—[ Device initialization
DRIVERS DEVICES
Mechanical system
= calibration Stepper | RS232 Steeper
< - motors |« > motor
% || Data recording " controlling controllers
o) configuration 2
- T
ad 1 . Generator | PCl | Generator
o Measurement geometry 2 controlling > cart
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Figure 111.7 The block diagram of controlling sofive..

In the Figure Ill.7 the block diagram of controliirsoftware is presented. The main
program consists of the group of subprograms resplenfor preparing to work the various

components of SWMD system (form component initetian to oscilloscope configuration).
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For the communication between the subprograms lamdli¢vice drivers the global variables
are used. The task of the drivers is the commubpitdtetween the devices and subprograms
via the PCI bus and the RS232 port.

In the group of subprograms the “Generator conéijan” one can be distinguished,
in which the parameters of excitation cRigignal are set. The parameters are optimallynset i
a function of the used transducer and the measueddrial. After the configuration process
the subprogram “Measurement” is run, which is resgae for the measurement realization
and signal data recording. In the Chapter Ill..h2 tletails of signal processing used in
SWMD system are described. In the Figure 111.8 tlser interface during measurement
sequence realization is presented (“Measuremeriipregram). The “Oscilloscope control
and received signal” area refers to the oscillosomgrd operating and the visualization of the
signal before correlation (non correlated signalthe “Scan B” area the image composed by
till now recorded signals after correlation is @meied. The “Measurement control” area lets
us steer the measurement and shows the measungrogress.

ROBOT v0.95 (MK VI) “corrélation” - Laboratoire du Groupe Electronique Acoustique - Ecole Centrale de Lille L Osci"oscope

Sigral regu ; control and
received

Duse sl | 200 signal

a
o

0.0 50m 10.0m 150m 20.0m 250m 30.0m 35.0m 4|.[Emi
Temps [s]

Received
A1 R signal after
Cordlaian . correlation

M“W/\—«NV%’MWW § | Scan B

oo 50.0u  100.0u  150.0u 200.0u 250.0u 29! 0.0 50.0u 100.0u 150.0u 200.0u 250.0u 300,00
Temps [s] Temps [5]

e TS wrminse = Measurement
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Figure 111.8 The user interface during measurement.

In the block diagram 111.9 the sequence of meaguprocess is presented. Before the
measurements the software requires a system coatignn in which the user sets a few
elements like: the data storage configuration, ggogmof measurements. The geometry of
measurements contains of the information abountimeber of measurement poifNsn each

% only when non contact emitter is used.
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profile, the number of profile® and the distance of the first point of acquisitioom the
transmitter (offset). The oscilloscope card confagion concerns the set of sensitivity, time
base and averaging. The generator card configaratistly depends from the used

transducer. At this stage excitation signal freqyesnd amplitude are determined

System initialization v
l k = 1:P — repetition number = number of profiles

Data recording Receiver displacement to the starting
. . osition
configuration P
(files names) $
l i = 1:N — repetition number equal to the
number of points of acquisition
Measurement
geometry configuration Acquisition
(N- number of points of acquisition ¢
P — number of profiles)
Receiver displacement to
l the i+1 position
Oscilloscope card
configuration !
l Recording of signals for k profile
Generator card
configuration

(Configuration of excitation signal,
compensation and set of optimal
angles)

Figure 111.9 The stages of measurement procedu&/@iD (details in text).

End of the system operating
(Deactivation of the system components)

After configuring all the necessary elements ofdpgtem the measurement for a fixed
number of profiles starts and each profile consiétsl points of acquisition. The received
signals are averaged M times and then correlatddthe “pilot” signal (emitted signal). The
correlated signals are recorded in binary file. ®mgnal before correlation can be also
recorded. For each profile a new file is creatdtatTallows stopping the measurement in any
moment without a loss of the data collected solfdormation related with the measurement
necessary for the further signal processing isgddawe text file. In the Table 1ll-1 the main
parameters which characterized the positioningegystf the SWMD and more important

signal parameters are presented.
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Table 11l-1 The operating parameters of SWMD system

Parameter Value
Non con
Mode _ 0 contact .
(with possibility of contact emission)
Location of measured Unrestricted
surface horizontal (floor) / vertical (wall) / horizontal opposite (ceiling)

Number of points of

acquisition N any, smaller then N = ((24cm - Xgee)/AX)+1

Distance between point of

acquisition Zx any (minimal: 0,3mm)

Starting distance
9 minimal: 7cm, maximal 24cm

(Offset Xorr)
Receiving band 20 + 900kHz
Emitting band _ _ 30~ SQQkHZ
(in function of emitting transducer)
~20s

One profile

L . (for N = 20 without averaging)
acquisition time

Weight of the device ~6kg

[11.1.2 Measured values and signal processing

Each profile consists dfl points of measurement, which givliss(t) signals forN
receiving positions (see Fig. 111.10). The distaabebetween measuring points should meet
the requirement of spatial resolution results fitwn theorem of spatial sampling according to
the equation 1.3 [Shannon 1949], whetgi, corresponds to the wavelength of the highest

frequency.
A
Ax < —/—0 1.3
) (11.3)

The device's design and transducers size causéhthahortest possible propagation
distance is7 cm and therefore the length propagation path forNk# acquisition point is
X =7cm + (N-1) *Ax. The increase of length of the propagation patlsea the increase of

the delay of the received signal (Fig. I11.10b).
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Figure 111.10 The measure of a single profile; apmetry (E —emitter, R — receiver), b) signals rded for a

few points of acquisition.

The one of the stages of signal processing is lzding the amplitude spectra §{«w)
for each of the signals(t), and the dispersion characteristics. The signegived in the
position ofX; can be expressed as:

st, X,) =[st - X, /V)le™ i=12.N (I11.4)
where:Xi is the position of the acquisition point agaimssbource,

ais the attenuation coefficient,

V, is the observed velocity of the SW propagatiorpéapnt velocity — close to the

group velocity),

Performing the Fourier transformation operatiorboth sides of 1.4, we get:

S(j,w, X,) = Os(t, X, )] =|S(w, X; )| expEj#laxX;) (111.5)

In the above equation the expressi@tw)| represents the spectrum of the signal
including attenuation, ang{w) is its phase spectrum.

For the dispersion characteristic determination ttensform of p-r (known in
geophysics as the Slant Stack Transform (SL) isl IBEMechan and others 1981, Yilmaz
1987]. The SL is based on the transformation ofsigaal s in a function of the linear delay
= pX

s(r.p) = [ s(t=7- pX, X)dX (I11.6)

where p = 1/V is the inverse velocity (slowness). In realitydscrete equivalent of the
transformation I11.6 is implemented and then theufi@r transform on the Equation II1.6 is

calculated

E(wvij =S(w, p)= D[é(r, p)] (111.7)
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The results in the form of a module of the both @ild Fourier) transforms of the
signalss(t,X) can be presented at the velocity/frequency gMjf). The local maximal values
for each frequency determine phase velocities anu tlifferent wave modes. In the Figure
[11.11 the example of the use of both transformsreate the map of dispersion is presented.
The line connecting the neighboring maxima deteesithe dispersion characteristics (in the
case from the Figure lll.11a only the basic moshiswn). In the Figure Ill.11b the spectrums
for 20 received signals are presented. As a vadiddbthe part of the spectrum with good
signal noise ratio (SNR) is taken (in this casenfé0 kHzto 170 kH3. Noticeable peaks shift
of the spectra (Fig. Ill.11b) towards lower freqaies is due to the influence of attenuation
[Kuc, 1983]. For the calculation of attenuation egsed indB/n] in the frequency domain
the signalsS and§ (signals forX; andX; receiver positions) and the Equation 111.8 areduse
In order to improve the accuracy of the attenuatit@signation the calculations for all
combinations of the positions of acquisition poinémdj are carried out. Finally, the average
value of the results is calculated [Goueygou @082, Owino et al 1999].

a(f)=—2 | 20009 1SN | 1004 X0 (111.8)
X X | T s ()T, |

In order to illustrate the signal processing pragedn the Figure 111.12 the results of a

sample measurement session are presented. In gweFlll.12a the arrangement of
measurement profiles on the test material is sh@im is a distance between profiles)
[Piwakowski et al 2009]. Typically, the measuremenl0 profiles is preceded, and collected
data is averaged. In the Figure 111.12b the quati results for 10 registered profiles are
presented (from the top: the SW observed velotity,attenuation and the quality factor). In
11" column the average value of all profiles is givEhe Figure 11.12¢ shows the dispersion
curves obtained for all profiles with the averageam curve. The increase of velocity with the
increase of frequency shows that for this matdhal average SW velocity decreases with
depth (for measured areas). In the Figure Ill.112el attenuation curves for each measured
profile are shown. The mean value is presentecheybbld continuous line and the value of
attenuation for mean profile (f1colon) is shown by bold pointed line. The atteinrat
evolution for lower and middle frequencies (in these about 70 kH3 can be considered as
a quasi linear and could be approximated by trediosi
a(f)=a,f (111.9)
In the function of attenuation (degree of degramgtand the heterogeneity size to the

wavelength ratio in concrete the distance betweefilgs 4Y and number of profileP are
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determined. The research on the optimal valuesasfe parameters is currently being pursued
[Shiyan J. 2009].

The use of frequency-modulated signals

The SWMD system transition from contact to non-achbperation cause the loss of
more than 99% of the emitted signal energy becatigke high difference in the acoustic
impedance of concrete and the air. For the wavelent at a small angle8{ - 109 the
energetic transmission coefficiehtan be approximated by the relation for @ie

2
T :1—[ﬁj (11.10)
Z,+27Z,

where Z; and Z, are the acoustic impedances of the air and cancfubstituting into
equation 111.10 numerical values for the air ancdhaete it can be seen that the receiving
transducer reaches approximat@)§22 %of the emitted energy. Moreover, the amount of the
signal energy send by the transducer is limitedtdudie maximum amplitude of excitation,
which could damage the transmitter if it is excekd€his causes that the use of pulse
excitation becomes inefficient due to the low egenfj generated signal. The solution is to
use a frequency-modulated signal (chirp-type signaweep [Klauder et al 1960]), and then
the use of cross-correlation operation (for sinngdifion hereinafter called correlation) (Fig.
[11.13b). This type of excitation in combinationtithe correlation can increase the energy of
the emitted signal significantly (in this case frd®0 to 200 times) without exceeding the
allowed amplitude (Fig. I11.13). This is the appcbaused in medicine [Nowicki 2010,
Litniewski et al 2007], radar technologies, sorahnologies, in the deep geophysics and it is
increasingly used in high-resolution seismic [Kdseand others 2010, Rihaczek 1969,
Goupillaud 1976].

The frequency modulated signal (chirp) can be esq@é in the form [Brouwer et al
1998]

s(t) = At)cod¢t)) (I11.11)

(0(t):2ﬂjf(r)dr+¢o (11.12)

0
where A(t) represents the changes of amplitude &)l corresponds to the instantaneous

phase shift of the signal resulting from the vaedbequencyf(t).
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Figure 111.13 The illustration of the frequency muated signal type chirp and its signal processig:

comparison of a pulse and chirp signals of the sameegy, .the correlation process for the frequanogulated

signals.

If we assume a constant amplitude in tix(e = 1 and a linear change of frequency in
time f = at, we get a linear chirp, in which the frequencyraiag in time can be expressed

by the characteristic signal parameters

f(t): fmin + (fmax — fmin)t (|“13)
T
or
B t
fit)=f,-——+B— :
(t)=f, > T B (111.14)

wherefqnin andfnax mean lower and upper chirp frequencigsts duration,f, corresponds to
the center frequency ariélis the frequency band. If the relationsfip B >> 1 is satisfied,

the spectrum of linear chig(t) can be approximated by the relation

IS(f) :a%n (f) (111.15)
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Wheren(f) is a square function, andf) is a Heaviside step function. In the Figures a1

and 111.14b an example of the chirp signal in tid@main and in frequency domain is shown

respectively.

a) st b) S(f) c) ke(®)

it |
H)WMW\(m\H) & Il |

f

Figure 111.14 The example of frequency modulateghal (chirp), a) in time domain, b) spectrum, c)

autocorrelationky(t) (Klauder wavelet)) [Kosecki 2010].

The signals(t) is the excitation signal also called "the pilogrsl”. The difference
between the excitation signal and the signal pragiag into the materiadg(t) appears due to
the specific spectral characteristic of the emitiad the characteristics of the transducer-
material coupling. For simplicity, the transmittanassociated with these two factors is
indicated asc(t). Description of the wave propagating into matesggl) is obtained by

convolution

s, (t) = st) Oc(t) (I1.17)

Performing an autocorrelation of the sigmsa(t) results a functiorkg(t) (Klauder

wavelet) (Fig. 11l.14c), also called the signatofehe source
Ke(t) = 55 (t) O s (t) st Lt +7)d7 = s, (t) Os,(~t) (I11.18)

The analytic solution for considered signal hasranf[Misaridis et al 2005]

et

ke (t) =T [eod27 0K, ) 3 =

The purpose of the correlation frequency-modulaigdals is their "compression” in

(I11.19)

time. This operation allows us to present a longlatated signasg(t) in the form of a short
pulse kg(t) similar to the Dirac pulseXt). The resultkg(t) of the s(t) signal correlation

approach to the form of Dirac pulgg) if the spectrum o$(t) signal becamess wider.
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Taking into account the transmittance of the medaimropagatiore(t) and the noise
n(t) the received signal before correlatiorx(t) can be written as
x(t) = s (t) Oeft) + n(t) (I11.20)
The correlation of the signalt) with the emitted modulated signs(t) results with
the correlated received signalt).

xc (t) = x(t) O s (t) (11.21)
The form of the signal after correlatigg(t) resembles the shape of the received signal
with the pulse excitation. Substituting 111.20 irgquation I11.21 we get
X (t) = (elt) Csx (1) + n() E s (-t) = s (t) Cs (- t) Ce® + n()) Csq (t) - (11.22)

and taking into account I11.18

xc (t) = elt) Ckq(t) + 0, (t) (111.23)
wherenc(t) is a correlated noise.
As mentioned earlier, the most important advantaigasing chirp signals is higher
signal energy compared with the pulse signals.ékhevalent of a pulse excitation is a signal

k(t), which energy i€k
.
E, = [|k(t) dt (I11.24)
-T

whereT is the length of the signalt) andk(t) is the autocorrelation signs{t). It follows that
increasing the chirp length without changing its arplitude the energyEk of the signalk(t)
will be increased and consequently the energy of the sigadt) will also increase. The
increase of energlfx caused by the increase of timegrows faster than the increase of a
noise energy at the same time, which is associwtttdimproving the signal to noise ratio
(SNR

[Ka(f)df -
SNR=—= = =T[B (11.25)

[N2(F)df Exe

whereKg(f) is the spectrum of signék(t), Enc is the energy of the correlated noigst).
Assuming that thec(t) is a whit noise then thidrA(f) is the noise spectrum which is filtered

by the spectrum diz(f). This fact can be considered as the same kinchtdtahed filter.
Noo ()= N(f)B:(f) (I11.26)
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The equation I11.25 shows that tB&Rcan be improved also by increasing the bAnd
of the signak(t), but in realityB value is limited by the band of used transducers.

To improve theSNR in the measurement process three additional apesatof
averaging are used. The received signal is aversigimes in each point of acquisition, what
improvesSNRproportionally toM®>. Besides, in the SL algorithm the N received digase
averaging, what gives the improvementSNRproportionally to(NM)*°. Moreover, during
the measurement &f profiles the spatial averaging is performed, wirally gives the SNR
improvement proportionally ttMNP)™,

In the case of replacement the pulse signal exmitdty the frequency modulated
signal excitation the signal parameters must beptadain the function of the installed
transducer. The frequency band B of #{® signal is a most important parameter. In the
simplest case, the band g(t) signal should be exactly the same as the effettaresmitter
band, and thus the lower and upper frequencieked tband should correspond to the same
frequencies of the transmitter band.

The extension oB beyond that boundaries reduces the effectiventsxatation
because a part of the sigrsdt) spectrum exceeds the transducer band and has loweh
participation in the power of the emitted signal.this case, the nature of the transmitter
fulfills the role of the bandpass filter. Using arrower band than the band of the transmitter
also reduces the effectiveness of the source, hytbma justified in situations where such high
frequencies are strongly attenuated and have @gitdgleffect on the signal received, or if it
is necessary to slightly shift the band in ordeavoid the impact of some type of interference
such as electromagnetic noise. The final precikzen of frequenciesyn andfy.x depends
largely on the ambient conditions and the testeteniah Usually, thdq,, andfaxfrequencies
are determined on the basis of observations otdhnelation of the received signaj(t) and
its spectrunXc(f).

An important parameter of theft) signal is its amplitude, which should be as laage
possible in order to improv@NR A limitation of the amplitude of excitation isdlacceptable
voltage of transmitter excitation in continuous tpmring, which is much lower than in the
case of pulse excitation. The use of longtime atoih signal can lead to damaging the
transducer by overheating, and therefore it is &y to use both the limitations of mean
power of signal as well as the use of pauses betwaecessive emissions. For the safety
reasons, it was assumed that the interval betweessmns can not be shorter than the time
of excitation. Maximum excitation voltage and theean signal power are determined

experimentally for each transmitter. A detailed Igsia of the influence of different chirp
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parameters on the correlation results can be faamdng others in the Kosecki’'s work
[Kosecki 2010]. In the Table 1ll-2 the more impartaparameters of excitation signal

configuration are presented.

Table 111-2 The parameters of configuration chiignsl.

Parameter Value

30 + 500 [kHz]

Frequency f . i f
q Y Tmin ! fmax (in the fuction of used transducer)

Signal length T 5 +100 [ms]
Pause between emissions 1+2.T [ms]
RMS Power 2+10[W]
Excitation signal level
100
(at the output of amplifier) M
Excitation signal ener
xcltation sig 9y 10 + 1000 [mJ]

(at the output of amplifier)

The disadvantage of frequency-modulated signalgwish longer acquisition time
when the correlation is carried out continuouslythe file size of the measured data is large
when the correlation is performed in a separateqmiore of the signal processing. In addition,
the recording equipment (oscilloscope or oscillpscaard) must have a sufficiently large
memory able to record long signals. Using this tgbeexcitatory signals also requires an
appropriate solution in the system of emissions hecessary to use a special programmable

arbitrary function generator.

111.1.3 Test with the reference material

In order to verify the correct operation of the s@ang system SWMD and software
used for data processing a number of tests wereepded. The results of one of them are
discussed below. For this test the 100 mm thick dgeneous aluminum block was used. In
the Table associated with the Figure Il1.15 mor&aidl@bout the tested material is given, and
a comparison of measured and calculated dispersighown. Theoretical characterization
was generated using Haskell’'s model (assuming hemaity of the material) for parameters
as in the table (Figure 111.14). The analyzed mateis homogeneous (no layers), thus
ignoring the dispersion caused by attenuation drel dispersion characteristics is the
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horizontal straight line. In the measurement taagducer of center frequenigy=75 kHzand
a band fron60 to 200 kHzwas used.

a)
3500 _ .
Characteristic of material
%)
£, 30001 Material Aluminum
>
/m3 2800
2500 p [kg/m3]
40 60 80 100 1f20 140 160 180 200 220 v, [mis] 6420
[kHz]
b) |
3000+ Vg [mis] 3104
@' 2900
S 1 Vg [m/s] 2910
S 2800 Theory
1 - Experiment
2700 — d [mm] 100
40 60 80 100 120 140 160 180 200 220
f [kHz]

Figure 111.15 The comparison of the SW propagatietocity obtained from measurement via SWMD andairfro
the model of homogeneous aluminium. a) SL charatigrb) dispersion characteristic (theoreticad an

measured), table — the parameters of measured sampl

In the Figure ll.14b the small differences betwdes dispersion characteristics in the
central part of the band appear due to the SL poes precision, while the differences at the
ends of the band are also caused by deteriorafitimecSNR. The measured phase velocity
was approximatel2890 m/swhat gives the difference of only% from the theoretical value.

The obtained result confirms the correctness offi blaé measuring system and the used data

processing software.

[11.2 Reflectometric measurement system

The Reflectometric Measurement Device (RMD) is #eEond measuring system
developed in this work. The RMD is used in the meament of reflection coefficient of the
ultrasonic waves in the function of incident ang@). The obtained characteristiR(6) is
used in the process of identification of structyratameters of the measured material. In the
Figure I111.16 the scheme of transducer positionvtgch must be ensured is presented. The
signalw(t) is emitted by the transducer in the directionh&f tmeasured material. This signal
is reflected from the surface of the measured nahtand then is received by the receiving
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transducer ass(t,d). Considering the harmonic waves the reflectionffment R is
determined as a ratio of the amplitudes of receigad emitted signals. The reflection
coefficientR in function of incident angle is obtained by tepetition of the measurement for

all angles.

9_@ E — emitter
' R — receiver

sample

Figure 111.16 The configuration of transducers dingl sample in the reflectometric measurement.

The measurement procedure requires that the megstansducers (the transmitter
and the receiver) move at the curves of constatitirathe range of angles frofi, t0 Gnax
It is important that the axes of rotation of thettvansmitters overlap each other and lie on
the surface of the test material. The angles aflerece and reflection relative to the normal to
the surface must be equal.

[11.2.1 Reflectometric Measuring Device (RMD)

The reflection coefficienR measurement requires acquisition of ultrasoninadgyfor
at least several angular positions with high acou both the angle and the distance from
the center of rotation. Manual adjustments of taegducers while maintaining high position
accuracy is very time consuming. The requiremerthefmeasurements repetitions for their
averaging multiplies the measurement duration upsdweeral hours per sample. In this
situation the implementation of an automatic measi@nt system was necessary.

Earlier laboratory researches of the reflectionffement determination were carried

out only under the water. The device used for theséts has such advantages as ease of
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positioning the sample but has significant shortogs, which prevented the research in the
air. The main disadvantages are:

too small range of angle®

low precision of the transducers positioning,

low motions repeatability,

only one type of ultrasound transducers availablgsie.

The experience gained in solutions of both the medal part of the system and the
software for device controlling and data processiuag used to build the new version of the
system, for which the following assumptions welketainto account:

» the ability to work both in water and air,

* high precision of angular positioning of transdscer

» the possibility of the regulation and precise deieation of distance from the transducer

to the measured surface,

» significant reduction of parasitic reflections caddy the device construction elements.
The above assumptions and previous experiencesdesigned and fabricated in the

new measurement system [Safinowski et al 2008fhdnFigure 111.17 the mechanical part of

the system is presented. In this solution the thacesrs are attached to the rotating rams.

Thanks to this, the possibility of moving transdgcalong the arm (the change of radiljiss

assured. To the arms rotation two independent slfdased on stepper motors are used. This

allows rotating the transducers fr@fto 90° relative to the normal to the measured surface.

The limit in rotation angle is caused only by theesof the used transducers. The angular

transducers position can be set with accurd@= 0.018° For the system -calibration

procedure and for the direct wave measurementgpesite transducer positiod € 90) can

by used. The radial transducers displacement imathge froml0 mmto 300 mmis possible.

An important advantage is the ability to work bathair and in the water, which greatly

expands the range of potential applications.
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Figure 111.17 The final solution of the RMD systen); photo of device during measurement, b) 3D model
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\ / Tested material
A — main measuring circuit s'(t,9)
_ 10
;i —> B

B — compensation circuit
Figure 111.18 The block diagram of the RMD system.

w(t)

In the Figure 111.18 the block diagram of a RMD ®&ya with marked circuits of
measurement A and compensation B is shown. To Bate account the influence of
environmental conditions of the US waves propagaiiothe air the compensation circuit is
added. In the Chapter 111.2.2 the details of te®ue are described

In the LabVIEW environment the special software foe RMD controlling called
REFLECTO was developed. In Figure II1.19 the usdenface during the measurement is
shown. This program performs the following tasks:

* the system initialization,

» the oscilloscope card configuration,
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* the measurement geometry configuration (the ranfjeargles, pitch, number of
repetitions),

* the implementation of a programmed sequence of unesent

* saving of the data of measurement.

In the developed program different types of ossdlipes can be used. The
communication via USB ports improves system maobby the use a laptop as a control unit.
The method of measurement data recording is thee sasnfor the SWMD. For each
measurement channel the separate binary file congaithe time signals for all angular
positions is created. Every new repetition of theasurement is saved in a new pair of files,
one for each of the measuring circuits. The noisile on the sample of an amplitude versus
angle waveform (Fig. 111.19) follows from the adedtchart scale.

Scan B
versus angle

h

Amplitude
versus angle
_

Time domain
signal in actual
angle
h

System control and geometry Signals of the Signals of the
configuration panel measurement circuit (A) compensation circuit (B)

Figure 111.19 The user interface of the REFLECT@gram during measurements.

In the Figure 111.20 the block diagram of the meaasoent realization is presented.
After the start of the RMD system the correctnelssammunication with oscilloscope and
the stepper motor driver is checked. Then, the rparars of signal recording and the
parameters of measurement must be established.ms¢ important parameters are the
following:

N — the number of points of acquisition (the numiifgpoints in the characteristiR(6),
usually, a dozen points is enough for a good mapepfrcharacteristic)

Gmin and Gnax - the starting and ending angles of measuremedrd. determination of

the material parameters in the way of identificai® more accurate if a wider range of angles
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in R characteristic is covered (theoretically fr@hto 90°). A limitation of this range is the
size of the transducer. In the real conditionsréimge ofd angle fromb° to 70° is achieved.

For the maximal distance from the samplext 25 cn) such a large range of angles is
achieved. This also provides the work in the faldfi The disadvantage of larger distadads
the increase in attenuation and the noise fronaithe

K - number of repetitions - in order to reduce thiguence of a non-stationary noise
(slow changes disturbances i.e. temperature chahgejepetition of measurements for one
device location (one tested area) is used. Thiesg{vcharacteristics oR(6), which are then
averaged. The work on the optimal acquisition pdoce due disturbances minimization is
currently underway. In the paper [Kaczmarek et @D this topic have been discussed.

Usually no more than 10 repetitions are acquired.

System initialization K = 1:p — number of repetitions
l - i = 1:N — number of acquisition points in the
Data recording chosen range of angles
configuration
(file name) Acquisition
(reception i M-times averaging)
Measurement geometry J
configuration Transducer rotation
(N- number of measuring point to the angle i+1
K — number of repetitions, itd..)
i A 4
O§C|Iloscqpe or Signals recording for the repetition K
oscilloscopic card
configuration
Device calibration End of measurements
| (Sytem elements deactivation)

Figure 111.20 The block diagram of the REFLECTO oging.

The oscilloscope configuration allows for optimettsg of the acquisition parameters
(for example number of averagimg which affect the reduction of fast disturbanc&sy. the
signal e(t,@ acquisition the device calibration on the gladerence sample is performed.
After that, the RMD is placed on the measured serfar whichK repetitions (measurements)
are proceeded and the signs(s6) ands'(t,0) are recorded. After acquired (recorded) signals
processing in the MATLAB the reflection characteasR(6) is obtained. In the Table I1I-3

the parameters of RMD system are summarized.
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Table 111-3 The RMD system operating parameters.

Parameter

Value

Operating mode

Non-contact
(in the water or in the air)

Location of measured
surface

horizontal
(special fixation needed if another)

Number of points of
acquisition N

Any , less then N = ((Gax - Gnin)/46)+1

Distance between point of
acquisition A6

0,018°

Range of angles

minimal: 5% maximal: 90°

Operating band

In function of used transducers
(usually ~ 200kHz)

One characteristic
acquisition time

~10min
(for N = 11 without repetitions)

Weight of the device ~3kg

[11.2.2 Measured values and signal processing

In the RMD system pulse signal as an excitatiothefemitting transmitter is applied.
From the ratio of the received signal amplitis{® and emitted signal amplitude(t) the
reflection coefficient characteristiR(6) is determined.

However, in this approach, the characteristics R{t) is not free form the
supplementary errors resulting from additionaluefices on thse(t,6) signal as, for example:
» the transmittance of the transducle(s,
» disturbances of the signal propagating throughathe(t),
* not constant beam divergence versus arg(®s

Taking above into consideration, the reference aiga(t) can be expressed
symbolically:

elt, 8) = w(t) 0z(6) Cu(t) (I1.27)

Therefore, to obtain the reference sigeél) free as much as possible form the
influence of above factors, the following procedisrsuggested.

Before the “exact” measurements the calibratingsuesament is performed in which a
reference sample of 14 mm glass thick glass is.Usezbmparison with the properties of the

skeleton of a porous material the reference saropteesponds to the perfectly rigid and
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smooth material. The calibration measurement ifopaed in the same configuration as the
“exact” measurements and gives a group of referangealse(t,d) for a whole range of
angles.

During the first tests quite substantial fluctuasoin the received signal have been
observed (in fixed transmitters positiétx const). The source of the fluctuation is the air in
the area of propagation. In the actual configuraid the measurement device the wave
propagation distance in the air is relatively largl is equal t@d, whered a distance from
the transducer to the tested surface (usually 6ramto 25 cn). The changes in time of the
air parameters on a such long distance of propagatiay have a significant effect on the
amplitude of the received signasi(6) and the reference signag(6), and consequently on
the reflection coefficient. To minimize the influg:nof these disturbances the second pair of
transducers (transmitter and receiver) is addeds Tteates the second measuring circuit
(circuit B, also referred to by the terms the congaing circuit) with two motionless
transducers placed opposite each other at a desfahdn this circuit the influence on the
received signak'(t) is caused by the conditions of propagation indheonly (there is no
reflection phenomena and transducers motions). Asrrmaality the main measuring circuit
(moving transducers) is called an A circuit. Durithg measurements the signa(sf) and
s'(t,@) are recorded simultaneously. Using the amplituled) of the signalss'(t,) the
amplitude changedA(6) are calculated

AAG) = Asl(g) (111.28)
A'(6)
whereAs(8,) denotes the amplitude of the sigedt,d) for the first angular position.

Assuming that the air in the two measurement discstibject to the same fluctuations

the amplitude of the signa(t,d) is expressed as follows

_A(6)
As(0) = AA) (111.29)

For the signale(t,) (for the perfect reflector) the analogous corcof amplitudes
is performed.

For the calculation of the reflection coefficidr{f) in the time domain the maximum
value of the amplitudes of the sigh&lgq) = max[Ast,8)] andA. = max[e(t)] or the peak to
peak valueAS (@ = max[Ag(t, 8]-min[AS(t,0)] andA. = max[e(t)]-min[e(t)] are taken.

_ A0
R(O) = 111.30
CRINGY (111.30)
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When performing the Fourier transform on the erdittggnal and on the group of
received signals their spectrums can be expressed a

O(s(t,6)) =|S(f . 6) exljg(f)), E(F)O(elt) =[E(F)|exdig(f))  (n.31)
In general, the reflection coefficient can take ptew values and can be a function of
frequency. For the chosen frequencies the reflecoefficient can be expressed in the form

s(e.1,)
R, fy) = —F—+ (11.32)
E(6.1,)
wherefy is the desired frequency (usually the dominarguesncy). An example of reflectance
characteristics (phase and modulus of the timeasgor their spectra) for a sample of gas

concrete is shown in the Figure 11l.21a.

a) 0.45 - b) | [']===correct position
1 oo 1.577777:7777:7—sampletoo high by 0,4 mm
0.40 - 0 o} | | | === sample too low by 0,4 mm
O - e sample too low by 1 mm
0.35 n 4 .
4 D |
[ 030
| B
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Figure 111.21 a) The reflection coefficient charagsticR as a function of the angl R_T — curve calculated

from the amplitudes of signals in time domain, R- urve calculated on the basis of spectra, bplizse

characteristics of the signadét,6) for glass sample placed with an error of a verposition.

For the device positioning relative to the sampidase the phase of the signal(sd),
e(t,0 is used. If the axis of the transducers rotat®rocated above or below the tested
surface the length of the propagation path in thmeisadifferent for different angles of
incidence. This causes the shift of signal phapemding on the anglé

agle. 1)=9(6, 1)-gl6,1)= 2750 (133
P _air

wherecp ,ir means propagation velocity of ultrasonic wavetheair, and4d is the change in
propagation path length. In the situation of iddaVice positioning the signal phase shift

should be the same as in the model (for the gasple close to zero). In fact, the positioning

92



with the phase shifflg< 0.5 radis considered as a correct one. Otherwise theiposf the
device must be corrected. In the Figure Ill.21bdkamples of the phase of the sigeéld)

for a different device versus sample positionssai@vn.

I11.1.3 Test with the reference material
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Figure 111.22 The characteristics of the reflectmpefficient R versus ang@ measured for the glass standard.

One of the tests of the system was the measurenfighe R characteristics for the-
glass standard. The modelling shows that the teslecoefficient for the glass should be
close to the one in the whole range of incidentiesglue to the large difference in acoustic
impedance between the air and the glass. In thedid.22 theR characteristics for the glass
standard is presented. The scale ofRheharacteristic is chosen to be easily compareld wit
the results for the other presented materials.vEtges ofR for the small angles are close to
the one as expected. For larger angles the sleggredse oR values (reaching up to the level
of 0.94) is observed. This is consistent with thedel of an unlimited plane wave reflection

from an ideal material. That confirm the correcexgting of the RMD system.
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[11.1 Conclusions

For the purpose of the presented research twonatigheasurement systems were
developed. The number of laboratory experience$ \wmnually operated measurement
systems helps in construction of the systems. T8suraptions arising from the models
(Chapter II) and the requirements mentioned inittw®duction (Chapter 1) were taken into
account. The most important requirements are:

* non-contact measurements (completely non-invasive),

* material studies with a one side access only,

» feasibility of measuring both in the laboratory disdd,

» sufficiently high precision and relatively short aserement duration.

These systems carry out the measurements of tfeceuwvave propagation (SWMD
System) and the measurements of the reflectiorficeeit as a function of angle of incidence
(RMD System). In both cases, the transducers ageigely positioned by the computer
controlled executive devices. For this purposecigfig software responsible for; the system
configuration measurement realization and data iaggun was developed. For the
requirement of totally non-contact measurementS\f propagations in the SWMD system
the frequency-modulated signals (chirps) and speéeita processing have been applied. For
the proper RMD system operating the special caldmaprocedure was developed and the
second (compensative) measuring circuit which takdée account the environmental
influence was added. The results of the tests pedd on the reference materials for both
systems confirm the methodology used for the measent realization. The lightweight and

compact devices design makes them easy to be nsled field.
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Chapter IV

Identification of mechanical and structural paramet ers of
concrete

This Chapter relates to identification of the miaieproperties by solving the inverse
problem, in short inversion. The procedure consistsding the values of model parameters,
for which its predictions (synthetic cure) bestiditexperimental data. In order to find the best
fit different types of optimization methods are dig8tachurski and al. 1999, Findeisen and al.
1987]. In the function of the model complexity (thember of searched parameters), and its
characteristics (the importance of various pararadte the model), the solution for posed
optimization problem may be more or less completad8icki 2006]. In any case, reaching
the optimal solution requires lot of forward soduts of the model (Forward algorithm).

Development of optimization techniques began in‘#ts of the twentieth century.
The appearance of computers and fast growth @bitsputing power made, that the solve of
very complex optimization problems became possiblailability and efficiency of various
types of optimization tools allows solving even tidimensional problems in a relatively
short time. Topics related to solving inverse peofi are strongly developed, among others
for geophysical needs [Orozco 2003, Boiero an@@06, Feng and al. 2005] and medicine.
That allows recognizing the structure of the growndody internal organs on the basis of
seismic or ultrasonic data respectively. There @s® attempts to identify the concrete
structure by inversion [Ward 2005]. In mostly okesa, the inversion process is carried out
after the measurements, however, in the literatarebe found the attempts of the real time
inverse problem solving which is realized during ttneasurements [Lai and al. 2002].
Nowadays, even the choice of the optimization me#tbhan be a problem because of the
numbers of available optimization tools.

In this work, the process of solving of the invers®blem was applied in the
parameters identification based both on the regdtesurface wave propagation and the
reflection coefficient. In each case, inversionuiegs defining the model, the objective
function and the method of optimization. In thedgIV.1 a functional diagram of procedure

of inverse problem solving is shown. If in the id&cation procedure the multi-parameter

95



model is used, the number of unknowns can be relddbgeestablishing some of them as a
constant. That can be done, on the basis of alailkdowledge or experience concerning
model’s sensitivity (e.g. Chapters: 11.1.3, 11.1162.2). Decrease of unknown parameters in
the optimization procedure causes decrease of ciomgptime and increase the solution
accuracy. If chosen optimization procedure makepgodsible the limitations of searched

parameters could be set in the base of availalde/letge.

& nversion
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Figure V.1 The functional diagram of the procedofénverse problem solving.

According to the diagram shown in the Figure IVhE tobjective of optimization
procedure is to find model parameters, for which tijective functiorC (Equation 1V.1)

meets one of the conditions of the end of optinnrat
c(P)=> (Ve (x) -V(x.P))’ (V.2)
whereVg(X) is a set of experimental data, avgk,P) is a set of data obtained from the model
for parameter®.
The determination of the minimum of objective fuantis obtained by the multiple

solving of a direct problem (model solution) foffdient values of parameters vectrOn

the basis of previous iteration the valuesPofvector are proposed by the optimization
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algorithm. In considered cases, the objective foncis defined as the sum of squared
differences between the experimental d&ta« on the diagram) and the model predictions (
- on the diagram). It's worth to notice, that thetadls of defining the objective function
depends on the optimization algorithm which is usedhe optimization procedure the search
for a solution is ended if one of required condiiawill be fulfilled, such as attainment of; a
specified value ofC function, a maximal number of iteration, minimaiciement of
independent variables, etc. The types of conditfongrocedure termination also depend on
the chosen method of optimization, but in each ,cdmepurpose of calculation is to find the
minimum of the functiorC. This corresponds to the best matching of the inm@elictions to
the experimental data. The parametdf the model, for which the procedure was complete
determine a required solution.

In the following subsections a brief overview oftiopzation methods, which can be
used in solving the identification problem is showhe comparisons of their operating and
implementation in considered issues with the useHas$kell’'s, Gibson’'s and reflection
coefficient models are presented. The tests ofltheeloped programs for the synthetic data

are also shown.

I\VV.1 Brief review of the optimization methods

In the Figure IV.2 the one of the most frequenitgd classification of optimization
methods is shown. By the grey colour the methoesl irs the work are indicated. The main
two groups of methods are the deterministic metlamdsthe stochastic methods.

For the first group [Amborski 2009, Floudas et @D2] the extremum of the objective
function is searched according to the scheme, iciwibased on the results found in previous
iterations the successive approximations are obdaiiihe advantage of this method is high
speed, even for multi-parameter optimization. Meegp the restrictions on the parameters
values are easy to define. The disadvantage ofrdigtistic methods is that the algorithms are
local (ie that in which as the final solution thest found extremum is taken regardless of
whether it is local or global extremum. Thus, thyge of algorithms are suitable for
multidimensional problems, where there is only @xremum of the objective function.
There is no guarantee of correct results if thippathm is used with the objective function,
which has more than one local extremum. The stdchasethods are conted to the methods
of global optimization. Therefore, the effect okithuse should be a finding of the global
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extremum of the objective function. However, thare always non-zero probability that the
founded solution is a local extremum [Kusiak et 24l09]. A relatively long time of
optimization problem resolve is a disadvantage om-deterministic methods. This time
increases significantly when the number of optiicta parameters increase. The
computation time using these methods is much lortgan in the case in witch the
deterministic methods are used. The another dissaga is the difficulty in introducing
restrictions on the optimization parameters. Howethee introducing of a penalty function in
the objective function is one of solutions of thiblem. Among the stochastic methods the
Genetic algorithms applied to solve various proldemg in the field of geophysics have
gained much popularity [Dal Morgo et al 2004].

[ opTYmizATION |

[, e s |

[ Deterministic ] [ Heuristic and ] [ Hybrid methods]

methods stochastic methods

—[ Direct methods ] —[ Monte Carlo (MC) GA i LSQ combination ]

_[ Bisection (Bi) —[Genetic Algorithm (GA) ]

Simplex (Si) _[ Simmaﬁ?g AA)nnealing )

—( DiRect (DR) _[ ]

First order methods

Gradient methods ]
(LSQ)

Second order methods

Figure 1V.2 The classification of the optimizatiorethods.

The use of a hybrid method can be a compromise dsgtwthe two groups of
optimization methods mentioned above. One of thetisms of such algorithm is the use of
fast-acting deterministic procedure will be exeduteany times with different starting points.

In each call the starting parameters will be chmsa stochastic method. In that case there is a
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chance that one of the founded extremum will béohaj solution. To distinguish the local
and global solutions the value of the objectivection - matching error should be compared.
Global result corresponds to the lowest value émtrm) of the objective function. For the
same optimization problem the hybrid method opegathay be faster than for the stochastic
algorithm. Another approach to the hybrid methothes rough searches of global extremum
by one of the methods called ,Atrtificial intelligegr’ such as Genetic Algorithms, and then
apply the local method in order to accurately deteation of this extremum. In most cases
operation of such methods gives good results.

In the present study used several different opation methods of both groups
(deterministic and stochastic) are used. One hyhlgbrithm is also developed. In the
Chapter V.6 the description of this algorithm iegented. In the Appendix | the selected

optimization methods that were used in this woklaiefly presented.

I\VV.2 Comparison of selected methods of optimization

Selection of appropriate optimization tools is tiekly difficult and largely depends
on the nature of the posed problem. The situasorlatively easy, if the objective function
has only one minimum. Optimization tasks appeaimghis work are the problems with
many local extremes. This requires the combinatidocal and global optimizations.

In the case of a global optimization the questibaud type of method appears. What
is better, the use of use time-consuming heurgticedures or many repetitions of a local
optimization started from a different starting @gsfhIf the second one, how many repetitions
will be profitable in time in relation to global tmization. The aim of this chapter is to
compare the performance of chosen optimization austhAll tests were performed for the
same two-parameter model. For the tests the modehé reflection coefficient calculation
(described in the Chapter 11.2.1) is used. Insteadse the other test functions the one of the
models considered in the work is chosen for thesids effect, the obtained results relate to
the real problem considered in the work. The igsusolved as a best curve fit problem in
witch the model to the real curve is fitted. Forifieation purpose the same model for the
synthetic and “real” curve is used. The model patans for a “real” curve anel = 1.5and
x2 = 0.5 In the Tables below the results of search ofntiiimum of objective function are
presented (Table IV-1 — ideal data, Table IV-2 sed data). In the second case to the points

of synthetic curves the noise (as the random valsesdded.
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To the considered problem solving four differentimzation methods were used.
Each of them is implemented in a separate prograsinsalves the inverse problem. For the
order the developed programs are named as follows:
* InvRefDR - algorithm with a global optimization Bt method
* InvRefSi — local optimization algorithm with theng§plex method
* InvRefLSQ - local optimization algorithm with theSQ Matlab procedure (gradient

method),

* InvRefSA — global optimization algorithm with then&ulated Annealing method.

Table IV-1 The comparison of results and efficien€ypptimization algorithms for the case of ideatal

Program InvRefDR InvRefSi | InvRefLSQ| InvRefSA
Parameter x1 1.5000 1.5016 1.5001 1.4981
Parameter x2 0.5000 4.9997 0.4998 0.49996
Time of calculations [s] 0.29 0.62 0.32 374
Number of the objective 13 49 16 3312
function calls
Minimal value found for the| 6.92e-033 4.99e-008 | 6.23e-012 | 5.31e-008
objective function

Table V-2 The comparison of results and efficienfpptimization algorithms for the case of noistal

Program InvRefDR InvRefSi | InvRefLSQ| InvRefSA
Parameter x1 1.5041 1.5013 1.5029 1.5037
Parameter x2 0.5000 0.5002 0.4996 0.5002
Time of calculations [s] 1.39 0.71 1,12 41.6
Number of the objective 105 56 46 3312
function calls
Minimal value found for the| 1.508e-003 | 1.508e-003( 1,508e-003( 1.508e-
objective function 003

The analysis of the results presented above shbatsatl methods found the same
minimum of the objective function (the same parargevalues). The only clear difference is
the number of the objective function calls in thegram InvRefSA, which is based on the
Simulated Annealing methodhis is directly linked with the calculations tim&hich was
about 40 times longer than in this case of theratlethodsFavourable results were obtained
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for the program InvRefDR, which is based on the &Rmethod. This method solves a
global problem in a similar time as others algonghof a local actionThe disadvantage of
this method is a difficulty of implementation forome than two-dimensional problems
Comparing the results for the programs based orotted optimization obtained results are
better for the program InvRefLSQ in which the geadimethod is used.aking into account
the results presented above, the gradient methddbensed for the local optimization and
the Simulated Annealing for the global optimization

Presented calculations were carried out on a patsmmputer HP Compag 8510w
with Intel Core 2 Duo T8300 2.4 GHz processor ar@@B4RAM. All methods were
implemented in Matlab 2007 on the system Windowsta/82bit.

I\VV.3 Identification of the medium parameters using the Haskell's
model - tests with synthetic data

The main objective of the diagnosis of the condittw quality of the materials is the
identification of its parameters based on the measeant data. Quite often it is impossible to
carry out the identification in a direct mannekelifor example in the case of concrete
diagnostic. In some of considered models the aigalydetermination of material or structural
parameters describing the state of the concretmp®ssible. One of these models is the
Haskell’s model, which is described in the Chapitdr The use of the Haskell’'s model in the
identification process is doubly complex, becailmsgd is no analytical solution of this model
and even for the solving of dispersion equatiore (tarward problem) the optimization
procedure must be used. In the Chapter 11.1.2 #taild of the forward problems solving are
shown. Examples of the parameters identificatiorthef macrostructure medium with the
Haskell’'s model are shown in studies of [Wathetetl 2004, Orozco 2003, Krstulovic-Opara
et al 1996].

Given the complexity of the problem of identificatiwith the use of Haskell's model
[Lowe 1995] the aim of this subsection is:

» the review of the effectiveness of the selectednupéation procedures (LSQ and SA) in
terms of computing time,

» the comparison of the accuracy of the obtainedtsesu

» the verification of proper operation of the procesudepending on the complexity of the

model (number on unknowns)
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The information obtained in this way facilitateg ttorrect configuration of the model
and optimization procedures in terms of performandée real conditions. The LSQ and SA
procedures implemented in the developed programsated InvHaskLSQ and InvHaskSA
respectively. In the whole section the same metiadsults presentation is used for all of the
tests performed. The objective function in the mptation procedure was defined according
to the Equation IV.1. The quality of the identificen was assessed on the basis of standard
error as

fmax

>V (f)-Ve(f)

BN = f=fm? [100% (IV.2)

fmax

Z\fE(f)

f= fmin

wherefyin andfmax correspond to the upper and lower frequency ipetson characteristics,
and theVg is synthetic characteristic.

In the considered issues only the fundamental nidtieodispersion characteristic is
taken into account. The use of higher order modesalso possible as long as they are
measurable. The unlimited number of layers of thiefogeneous material can be taken when
Haskell's model is used. However, each new laydinefthickness adds four new parameters
in the model (three parameters for last halfspaaget”). Each layer is characterized by the
propagation velocities of two types of waves (londinal and transverse), the density of the
layer and its thickness. For example, in two layaxel is seven variables (parameters) of
optimization, in three layers model the number afgmeters increase to eleven and so on.
Such a large number of variables with a limited ;feéxperimental data became a serious
problem for the inversion. Each additional optiniiza parameter increases the computation
time and the likelihood of ambiguity. The reductiminthe number of the searched parameters
can be achieved by the use of other measuring mettwoset the values of some parameters.
It is also possible that certain parameters (whialues can be expected) can be taken as
constants (not subject to identification), espégidlthey don’'t have a large influence on the
model predictions. The sensitivity analysis presénin the Chapter 11.1.3 shows that the
density of the layers has a relatively small infloe on the dispersion characteristics, the
second parameter with small influence is longitatlimave velocity. Similar observations can
be found in the work in the geophysics field [Daloid et al 2006]. In experimental
conditions the value of the longitudinal wave vélpcan be estimated relatively easily, but

for its accurate measurement much more complexiges is required.
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Solving the multiparameter issue of all the vamaghh the model should take the same
order values. Thanks to this, the optimization pthoce uses similar changes for all of the
model parameters. For this reason, in the caseaskéll model (used to describe the waves in
a heterogeneous medium) the thickness of laydiftseiom wave velocity irkm/sand density
t/m® were adopted.

For solving the inverse problem based on the Hasketel the Matlab algorithm
“Isgnonlin* (LSQ) is used. The algorithm is in anfiguration which allows the use of the
variables limitations. In most cases the rangehefrheasured material parameters are knows
and the variables limitations can be set easy. Hueases the calculations efficiency and
reduces the risk that the local minimum correspogdo non physical solution will be found.
The use of local optimization methods for problesith local minima the choice of starting
point plays en important role. This choice can aeiee that the algorithm finds the global
minimum, or incorrect local minimum. As has beentten before, the solution to this
problem can be booting the procedure repetitivedynf different starting points each time, as
shown in the Chapter IV.6. In the Appendix Il thetalls of the identification for the Haskell

model and synthetic data are given.

Summary results of the tests preceded
In the Figure V.3 the computation time and thandtad error of identification for the
preceded tests with synthetic data are presentpgedix I1). The summary allows us to
evaluate the results of identification for the usk the Haskell's model in different
optimization methods and in different model confagions. Jewels results can be
summarized as follows:
» the use of global optimization increase the conpauriaduration several times, without
the confidence to obtain the correct solution,
e computation time increases in proportion to thengjtyaof the search parameters,
» the same task is solved several times longer bgl§érithm than the LSQ algorithm,
» for the synthetic data similar values of the objecfunction minimum (for the synthetic
dataBN <0.1%9 and model parameters are found by both of algmst(LSQ and SA).
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Figure 1V.3 Summary of computational time and stadcerror in the synthetic data identification.

The tests duration presented above should be dreatestimation, because they can
vary significantly depending on the starting pahthe identification.

In the case of the use of experimental (“real”)adatto identification procedure
slightly worse results might be obtained due torieasurement errors and the fact that the
model is only an approximation of the measured riate

The overview presented above shows that the ueeatpeatedly calling of the LSQ
procedure is more advantageous in terms of comgpuime, and the accuracy obtained in
both methods are similar. In the Chapter 1V.6 teeedlopment of an algorithm that performs

the repeatedly calling of the LSQ function is presd.

IV.4 Identification of the medium parameters using the Gibson’s
model - tests with synthetic data

In the following Chapter an analysis and testshef Gibson’s model inversion for the
theoretical dispersion curves are presented. Ttaaleld description of the model is shown in
the Chapter 11.1.4. In the comparison to the Hdskatodel identification this case is much
simpler, because the model has an analytic soluao only three parameters must be
optimized. There are also two ways to reduce tmelmu of parameters form three to two.

In the first approach the fact that the Poissoat®orhas small influence on the
dispersion curve. In the Chapter 11.1.5 is showat the changes of the Poisson’s ratio in the

range for the most common concretes modified tlapeiof the dispersion characteristic by a
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maximum of1%. Therefore, if the value of the Poisson’s ratidl Wwe assumed as constant
(for example,v = 0.2, the maximum error of this assumption not excegdivh. Such error
can be neglected taking into account the accuratythe experimental dispersion
characteristics. Moreover, the analytical approxiom taken to solving the dispersion
equation for the Gibson’s model has an incompatiybilf 1-3% [Vardoulakis et al 1988]. In
that case, for the identification the heterogentatgtorm and the transverse wave velocity at
the edgeVso are taken. The second possibility of the numbewrafables reduction is a
determination of the spea&t, This can be achieved by the use of the approxamaat the
Vr = 0.9\;, for example, if we assume that the surface wadnas@ velocity in the dispersion
characteristics for the highest frequencies comedp to the velocity of surface waves on the

shore of the medium thésgcan be estimated.

IV.4.1 Studies of the error function sensitivity

The studies of the error function sensitivity aseful in the optimization algorithm
selection and configuration. For this aim the doh# of the model (the dispersion
characteristics) must be calculated for all possidlues (in considered ranges) of all model
parameters. Then the group of characteristic obthin that way must be compared with a
synthetic characteristic generated for one setodmpeters (the reference characteristic). The
result of all comparisons is an error function {ded as in the Equation IV.2) which is a
function of the model parametepPs The error function visualization shows its evidaotwith
the changes of the model parameters. The GibsardeInis relatively simple and thus this
kind of test can be proceeded. The complexity eftfaskell’s model and greater number of
parameters limits the uniqueness of the solutiahfanthis studies where not performed for
this model.

In the Gibson’s model, parameters are three pamsiefhe transverse wave velocity
Vso and the Poisson’s ratip represents the properties of the material on tge eof half-
space. The material homogeneity is representedhdyadefficientm. In the Figure IV.4 the
3D graphs of the error function for the two casesshown. The graphs are shown in a
logarithmic scale for better illustration of thenfiion extremum. Synthetic dispersion
characteristic was generated for the following ealuof the parametersy=0.2
Vso=2200 m/s andm = 3. In the Figure IV.4a the case the constant valuth® Poisson

ratio (v=0.2) is presented. It could be see that the errortfonmbtained in this way has a
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global minimum. In the Figure IV.4b the error fuioct is calculated for a fixed
Vso= 2200 m/sIn this case also the error function has thelsingnimum.

22

Vgo [M/S]

Figure 1V.4 The error function for the Gibson'’s netica) for a fixedv, b) for a fixedVsy

The existence of a single minimum in both casesvesy beneficial for the
identification procedure. This allows for the usklacal optimization algorithm, whose

operation is rapid and the obtained results araliel.

IV.4.2 Tests of the program

The preceded studies of the error function sersitoonfirm the validity of the use of
the local optimization for the Gibson's model paetens identification. The inversion
procedure is created in the base of the knowletigatahe model limitations, its sensitivity
and the error function evaluation. In the prograamed InvGibLSQ the Gibson’s model and
the gradient local optimization procedure were inpénted. The Matlab local optimization
function Isgnonlin (available in Matlab’s toolbowps used as previously.

The parameters identification for a given syntheticve (generated by the same
model which is used in the inversion) is the eletagntest of the correctness of the algorithm.
The values of the parameters in this test weralésaing Vsp= 2200 m/sm = 5andv = 0.2,
The ranges of the parameters for these studiesawéallowing: from1800 m/sto 2800 m/s
for Vsp and from-20 to +30 for m. The value of the Poisson’s ratio, based on thibeea

discussion, was established as a constan0.2. In the Figure IV.5 the result of inverse
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problem solution for this case is shown. The dgwetbprogram is characterized by short
duration of calculations in comparison to the pamgs based on the Haskell’'s model. The
values of the model parameters obtained by inversi@ctly match to the values used, which
were used to generate the synthetic curve. For atiia sets the similarly efficiency of the
procedure operating is obtained. In the case othsyic dispersion curve the accuracy of
inversion depends only on the optimization confagian, where level of the acceptance of

the solution is defined.

29001
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2400
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2000 -

Synt Inv (LSQ)
Vg, [M/s] 2200 2200,19
m 5 5,002

v 0,2 0,199

V [m/s]

0 50 100 150 200
f [kHz]
Figure 1V.5 The comparison of the dispersion chirastics, synthetic - Synt and theoretical Invtéited by

the inversion).

The simplicity of the Gibson’s model (small numioémparameters, the error function
with one extremum) determines high effectivenesthefuse all of considered optimization
algorithms. to solve the inverse problem. Bothck&stic and deterministic algorithms allow
as to get the correct results, but the latter plevan easy way to input the limits of the

parameters ranges and in most cases are charadtbsiz shorter duration of calculations.

I\VV.5 Procedure of the depth of degradation estimati  ons based on
the Gibson’s model

In this Chapter an algorithm for the determinatdrihe depth of material degradation
is presented. In this algorithm the Gibson’s madelsed. The developed algorithm is called
DDS (Degradation Depth Search). As it was showthéChapter 11.1.4, the Gibson's model

assumes a continuous linear change of the sheaulosodersus depth. In the proposed
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algorithm this property is used but only to a cerfanite depth. In considered approach the
shear modulus linearly changes up to the bordelegfadation, and then remains constant -
the "healthy" part of the material without degraolat(see the Figure IV.6). Considering the

degraded material from the surface is assumedhbattiffness of the shaping of the module
varies linearly with depth up to the limit of). @ the fact that the depth of the wave
penetration into material is related to the wavgtkrthe hypothesis that the Gibson’s model
will be agreed with the material up to certain wawgth, and then (for deeper zones of
material) the discrepancy between the Gibson’s inpilictions and the waves velocity in

that structure of the material will be increasing.

z=0
The depth to which
Degraded the material can be
material described by the of
Gibson’s model
,2Healthy” Zy

The constant value of
the shear modulus G

material

Figure 1V.6 The illustration of a partially degratimaterial G - shear module - depth).

IVV.5.1 Concept of the algorithm

The task of the developed procedure is to find gheatest depth for which the
theoretical dispersion curve generated by the Q@ilssonodel fits to the experimental
dispersion characteristic obtained for partiallpmelated material. The fact that the surface
wave penetrates into material to the depth apprateim equal to wavelength is used for this
purpose. For the known wave velocity the depthhefwave penetration can be linked to its
frequency. Thus, the decrease of the wave frequeauages the increase of the penetration
depth. Finally, the DDS procedure search the loviesjuency for which the theoretical
characteristic obtained from Gibson's model matchhe experimental characteristic of a
partially degraded material. This situation is showm the Figure 1.12, in which the

dispersion curve obtained for the partially degchdeaterial (a linear distribution of the G
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modulus) corresponds to the part of the charatiesi®btained from the Haskell’'s model
(arrow indicated the lowest frequency for which ttiearacteristics are consistent). The
implementation of this task requires many repeigiof the Gibson’s model inversion. For
this purpose, the application described above anted InvGibLSQ was used as a subroutine

into DDS program.
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N
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X ' NG
- []
1900 l | ) Lo
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: R — ] oif~ L
1700 D
f START  §_ f,STOP £, f [KHzZ]

Figure IV.7 The graphic presentation of the DDScerdure operating.

After the program configuration the data for idgntVg are loaded and the main
program loop starts working (as illustrated in Eigure 1V.7 and on the block diagram in the
Figure IV.8). The program runs as follows:

* In the first iteration i(=1) the fragmentVes (width Bs and lower frequencies

f' = f.5™RYof the experimental characteristicd= is cut out (a window), where
Ve ) =Ve (F O(F), £ +BS)),

» For the part of characteristi¢s the inverse problem is solvedds — result of inversion) ,
and the error of inversion (Eq. IV.3) is writtenftbthe variableDif(f_>"") expressed by

the relation

i ES fl_i —Ves fl_i
Dif(fL'):’V (v)(f‘)( ) (IV.3)
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* In the next iteration of the window is moved to tiew location with the step aff and
the identification process is carried out for tlevrposition of the window. The error for
this iteration is saved as new element of the veifgf, "),

» The process is repeated until the window will bansferred to the end of the
characteristicf(' = f,.°"°9. The values oDif are small in the frequency range for which
the model is consistent with the experimental ottaréstics (high frequency) and grow in

the range of frequency where the curves are legeaglow frequency).

The program configuration

!

The experimental curve loading

v

i — f START- f STOP
fll="1. L

The inversion with using
the InvGibLSQ for f !

y

The inversion error
stackingDif(f,')

y

fi=fi+ Af

S

A 4

The condition for the depth of degradation

Dif 2L

!

The final model parameters identificatioh

Vg ¥, min the band of, - f,

Figure 1V.8 The block diagram of the DDS program.
» The acceptation levél (curvelL in the Figure 1V.4) is calculated as the averaigeeveral

(usually 10) consecutive values of tb& vector beginning from theth iteration (Eq.

IV.4), wherea is a constant factor,
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-
L (i) =ED§ Dif (f,°) (IV.4)

» The “degradation” frequencly is the first frequency for which the inequalitycbenes
Dif < L. This provides that the model starts to deviaienfthe characteristiog:.

* The wavelengtip and hence also the depth of degradatigis = Ap are determined in
the base of frequendy and the curv&/g.

» For the most accurate determination of the modelmatersVso v, m) the inverse in the
band {p - fu) is proceeded as the last step of DDS.

The factora in the Equation 1V.4 causes that in the curves gl@nce zone the
inequalityL < Dif occurs. It was experimentally founded that the besults of the program
are obtained for thea from 1.5 to 3. The adaptive nature of the threshdldcauses the
reduction the influence of the random fluctuati@ighe Dif curve caused by the noise and
measurement errors in the real data processingeder, it was observed that the best results
are obtained when thBs range is about 20-40% band . Fixed bandBs (fixed-width
window) provides the same (in terms of number ahplas) conditions for solving the
optimization issues in all iterations. Thus, eaalue ofDif can be mutually compared.

In the Figure IV.9a the example Dif curve and the thresholdfor the synthetic data
are presented, and the results for the real datalawn in the Figure IV.9b. If the curidaf
crosses the thresholdin several points the point for the lowest frequeis taken as a result.
In the presented example of the real data the ighgorfound the value ofy = 155kHz The
wavelengthdp and in consequences the deep of degraddgesis determined in the base of
the characteristi®g(f = fp). In the next chapter the results of the programraing for the

synthetic data are presented.

a b
) 500 ) 500-,
Dif
400+ 1
——_——— L 400
' 300 =
E E 300
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« 200 !
a = 200
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0_ ——————————————————
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Figure 1V.9 The The examples of théf andL curves for: a) the synthetic data, b) the expemialedata.
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IV.5.2 DDS program verification for the syntheticd  ata

The results presented in the Table 1V-3 are thdicoation of the correctness of the
procedure DDS. This Table consist the comparisoth@fresults obtained via DDS program
with the synthetic data. The 10-layers Haskell'sdelowas the source of the synthetic
dispersion curve. The layers parameters are chiosereet the assumption of stepwise linear
changes of the shear modulus versus depth. Thiendgses of all layers are equal, and their
sum gives the result of the depth of degradatidre dthers model parameters were identical
for the all presented cases. In the Table IV-3dibtained results of identification are shown.

The profile of the transversal wave velocity versiepthV(z) can be determined if
the value of following parameters are known: tlensversal wave velocity at the edg,
heterogeneity coefficiemh. The value ofil (depth of degradation) determines the depth up to

which the change in the transverse wave velocitysc

Table 1V-3 The comparison of the results obtaingdhe DDS program with the theoretical values .

Depth of Transversal Poisson’s Heterogeneity
Case Data degradation velocity ratio coefficient

d [mm] Vg, [M/s] v m
Synthetic 10 2100 0,30 10

' Identification 10,3 2076 0,35 10,4
) Synthetic 20 2100 0,30 5

Identification 19,32 2095 0,28 5,49
Synthetic 50 2100 0,30 2

3 Identification 51,5 2086 0,31 2,22
4 Synthetic 100 2100 0,30 1

Identification 96,66 2076 0,34 1,07
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Figure 1V.10 The transverse wave velocity profitdsained via the DDS program for the synthetic data

simulated by the Haskell’s model and different tiepif degradations.

In the Figures IV.10 the transversal waves velesitversus depth obtained for
considered cases are presented. In the Chapteth¥.&esults of the program operation and

the discussion are presented.

I\VV.6 Point Cloud program

Solving inverse problems in order to reproducerédas structure of the material on the
basis of the measured dispersion characteristitsaged with ambiguity. One of the reason
for this ambiguity are measuring inaccuracies avchll material inhomogeneities, which
result in spread of experimental dispersion curvéBe source of ambiguity in the
identification is also the used model, which uspall a simplified way describes the tested
material. Significant may be the fact, that inceea$ the number of the model parameters,
increase the possibility of the similar solutionidéntification can be achieved for a different
combination of the parameters. This means thaemdifft sets of model parameters give

similar dispersion characteristics, and thus mayehsamilar value from the standpoint of the
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error function. Alike problem of ambiguity is dissed in the literature in the field of seismic
[Socco et al 2008, Orozco 2003].

It should be noted, that if the local optimizatisnused for the identification, exist a
probability of finding a local minimum, often nearglobal minimum. In order to reduce the
problem of ambiguity global algorithms can be udddwever, their action is much slower
without guarantee that the found minimum is a glab@imum. The proposed conduct
method is to present the results of optimizatiothie form of a set of solutions (cloud). The
developed algorithm can be considered as a hylpitn@ation method, because both the
stochastic and the deterministic methods are ulwselexamples of identification with the use
of hybrid methods are also practiced for otherasstior example in civil engineering to seek
water sources [Kumer et al 2005]. In this Chapteleacription of the developed procedure

and its tests with synthetic data are shown.

I\V.6.1 Concept of the algorithm

The block diagram of the procedure, which was naPeitit Cloud, is shown in the
Figure IV.11. It is the expansion of the earliesci@ed inversion algorithm, which use the
Haskell’'s model and the local optimization procedwSQ. The stages of the program
operation are as follows:

Step | — setting of the program parameters, suctihasnumber of searched model
parameters (number of unknowns - the rest of the&leh@arameters must be precisely
determined), the conditions of a single iteratiowl,ethe number of identification repetitions,
the number of selected results and the limits décd®n model parameters. The initial
configuration has a crucial influence on the gyadihd duration of the procedure work. This
particularly concerns to the number of optimizatpg@mameters.

Step Il — loading of the group of experimental @svAs a result of applied spatial
averaging in measurements a seKoéxperimental dispersion characteristics is obthiioe
each measuring point. Detailed information on #hubject can be found in the Chapter Ill.1.
Using in the identification process a set of chamastics rather than one resultant curve let to
take into consideration the spread of the meastueces.

Step Il — the first iteration of an outer loop oives performingN iterations of an
inner loop for the first characteristic from teset. At the beginning of each iteration of the

inner loop, the start parameters of identificateomre randomized from an approved range
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(Monte Carlo sampling — stochastic approach), #gresues the identification by InvHaskLSQ
program which is described in the Chapter IV.3 (LS@eterministic approach). Obtained
results are recorded in a matrix of solution. Triveer loop is repeatdd-times which givesN
sets of searched parameters with assigned to eatmeserror of identification.

Step IV — execution of the outer loop for all Keharacteristics, gaining that wiN
sets of identification parameters with the corresjiog errors.

Step V — maintaining the best solutions. At thiagst certain number of the worst
solutions is rejected The fitting error (identifica error) corresponding to the solution
determines the rejection or acceptance of the isaluit should be emphasized that the
criterion of the rejection can be defined in sel@rays, e.g.: rejection of the number of at
least matched solutions or rejected all of thesatisms, which fitting error exceeds the level
set by the user. The algorithm can be also cordgjum a way that it will be working until a
specified number of results (below establishedrgmee obtained. The latter solution gives
the best results but it is difficult to predict ttheration of the identification.

The Point Cloud program Loading the
configuration experimental data
_’
Set of the ranges of the K — dispersion
model parameters characteristics

¢—I

Starting points samplind<—

Identification LSQ

Haskell's model

v

Saving of the single
identification results

N- iterations

K — times identification for each
dispersion characteristic
|

v
Rejection of the Weighted solution and its
worst solutions spread

END

Figure 1V.11 The flowchart of the Point Cloud prdoee.

Step VI — determining an weighted mean value of gheameters and their spread

value. The error of each inversion is the weigtlketainto account in the mean value
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determination. The greater error causes the smalllwence of given solution on the
averaged final result. In the Point Cloud progrdra algorithm for the determination the

resultant velocity profile in the form of the wetgld mean of the parametepsis introduced.

The algorithm is according to the equation

1
b
(pgi)'Wheregi = |1

=g

p= (IV.5)

n
i=1
whereg; weights are the normalized errors of identificatamdb; means fitting error for-th
iteration. The graphs in the Figure IV.12 show ®aint Could program operation. The
structure of the algorithm allows taking into acebthe spread of the experimental dispersion
curves in the process of the inversion by the usalldhe measurement curves. Randomly
selected boot parameters reduce the risk thatigjoeithm takes a local minimum as the final
solution. Selection of the best solutions only a&aking into account their weights increase
the accuracy and clarity of the final result.

I\VV.6.2 Program verification for the synthetic data

The examples of the results obtained for the CIBaoht program for a synthetic data
is shown below. The test set consists five thecakttharacteristics generated for different
(but similar) parameters (see the Table IV-4).

An artificially imposed spread of the dispersiomas was made to give faithfully a
real case, in which measured characteristics ase albjected to certain spread. The
procedure made 300 identifications in 60 minttédl fits of the dispersion characteristics
are shown in the Figure IV.12a. Taking into accaheterrors of particular identifications 50

best solutions were selected (Fig. IV.12hb).

* All calculations in this work were performed oretsame computer class AMD Turion(tm).64 X2 1.60 GHz
and 2GB memory
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Figure 1V.12 The results of the Cloud Point progrfamsynthetic data and three-parameter seardhea)
dispersion characteristics f800iterations, b) selectesD best identifications, c) the profiM(z) for 300

identifications, d) the profil&«z) for 50 best inversions.

In the Figure IV.12c the three searched model patars for all300 identifications
were shown in the form of the profile of transvense/e propagation velocitys versus depth.
The Figure 1V.12d presents profiles for the bedutsmns selected from all results. The
selected solutions are used to calculate the wasightean values of searched parameters
according to the Equation IV.5. A single leap o# trelocityVs in presented profiles, results
from the fact that two-layered model was appliedthie Table 1V-4 the key parameters of the
identification are given. The part of that tableneal “Synthetic data”, contains the model
parameters for which the synthetic curves were ige@e and the values of standard deviation
for these parameters (the parameters were changiel generating set of test curves). The
parameters of the second layer for all test cuwese identical. In the part of the table
“Identification” the bold font was used to mark theerage values of determined structural
parameters along with their standard deviation.eBjences between model values and

identification results contain part of the tableneal “Differences”. The smaller discrepancies
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than the standard deviation for particular paramnsetbtained in this test confirms correctness
of the developed program operation.

Table IV-4The parameters and the results of identificatiaiioled from Cloud Point program

with three-parameter search

Synthetic data Identification Differences [%]
Layer 1 o [%] 2 1 o [%] 2 o [%] 1 2
Longitudinal | 4280 | 1,3 | 4600 | 4300 - 4600 - - -
velocity
[m/s]
Transversal | 2105| 2,3 | 2425 2115 20 | 2442 1,7 0,5 0,7
velocity
[m/s]
Thickness 1,91 3,7 - 1,90 | 20,5 - - 0,5 -
[cm]
Density 1900 - 2200 | 1900 - 2200 - - -
[kg/m’]

In the process of identification, the smaller déwia that the deviation resulting from
the spread of synthetic curves may result fromfaicg that the program found more accurate

solutions for the curves, which are closer to therage synthetic curve.

Table IV-5The parameters and the results of identificaticiaioled from Cloud Point program

with seven parameters search

Synthetic data Identification Differences [%]
Layer 1 o [%] 2 1 o [%] 2 (o] 1 2
[%]

Longitudinal | 4280 | 1,3 | 4600| 4153 | 10,4 | 4300| 9,5 3,0 6,5
velocity
[m/s]

Transversal | 2105 2,3 2425 | 2120 2,4 2467 | 4,4 0,7 1,7
velocity
[m/s]

Thickness 191 3,7 - 1,85 23,8 - - 3,1 -
[cm]

Density 1900 - 2200 | 2098 7,8 | 2088 | 6,6 10,4 51
[kg/m?]
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A similar verification was performed for more complmodel, in which all the seven
parameters were assumed as unknown variables whipgtion. The same set of the test
curves and the identical program configuration rftaml conditions for the termination,
number of iterations etc.) were used as previouBhe obtained results are shown in the
Table IV-5. In this test the Cloud Point prograned® 110 minutes to solve the task, which is
almost twice longer than previously. The biggeffedences in matching were with the value
of density and velocity of longitudinal wave propéign, which confirms the conclusions
presented in the Chapter 11.1.5. In case of therstidentification variables, i.e. the velocities
of transverse wave propagation and thickness efrtayhe obtained results are very similar to
the results gained with identification with threaxpmeter model. It means that they are

similar to theoretical values (to the parametersjmthetic curves).
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Figure 1V.13 The values of standard erBdt for the best selected results

(2w3p- three-parameter sear@w7p— seven-parameter search).

In the Figure IV.13 the standard errors of idea#fion BN (Eq. 1V.2) for both
analyzed case2W3p— 3 unknowns 2w7p— 7 unknowns) are presented. The compiled data
show that the resulting errors are quite similabath configurations. The smallest obtained
errors are respectively;27%for 2w3p, and,34%for 2w7p. The average errors for selected
solutions have identical value which @83% On the basis of the error analysis can be
concluded, that adding unknowns in the case ofrgiee with the synthetic curves, slightly

affects the accuracy of identification, but sigrafintly extends the time of computations.
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IV.7 Identification of the structural parameters on the basis of
reflection coefficient characteristic

The solution of the simplified two-parameters modkteflection phenomena can be
obtained by the analytical calculations. The sgawmanogram (Fig. 1V.14b) can be generated
in the basis of the Equations 11.75 and 11.76.hi¢ treflection coefficient®; andR, obtained
for two different angle®, and & are known (Fig. IV.14a) the porosityand tortuositya can

be determined in the basis of this nomogram.

Figure 1V.14 The determination of porosity and sogity on the basis of the characteristics of R.(B) and the

nomogram (Fig. b).

The solution of the reflectometric model with thi@eed more parameters requires the
use of the identification procedures. Howeversiimuch simpler issue than the identification
with the use of Haskell’s model, since there isaaalytical solution of the forward model.
The use of the identification procedure in the caksaéwo-parameter model increases the

curability of the solution, because all charactarig@ot two points only) is preceded.

I\VV.7.1 Concept of the algorithm

In the developed algorithm the model for the getiemaof the theoretical reflection
coefficient characteristics (described in the Chagt.2.1) is used. The porosity, the

permeabilityk, and the tortuosityr are the structural parameters in this model. Talkno
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account the permeability in the modelR®f¢) the model must be described in the following

form:

R=|Z/EKO D]z_ntymz Eb|
‘VEKO |:|]2+n[yﬂ'4)2 ED‘

(IV.6)

where:

y= w\/(Kﬁ] fi-sin(6)) (IV.7)

0

y:w\/(Kﬁj [Ea—sin2(9)+ [ED&J (IV.8)
, =(“}’<—@) [Empigz—ﬂu‘w] (IV.9)

whereKy is the Bulk modulus of the aip is the air densityy is the viscosity of the air, anad

is the circular frequency of the incident wave. Towlly open structures are assumed in the
model, and therefore the surface flow impedancé #s0. The objective functiorC in the
identification algorithm can be written as:

Clnkya)= 3R(6)-R (6:nky.0) (V.10

Buin
whereRe is the experimental characteris®gis the theoretical characteristic.

The inversion in this task uses the SIMPLEX metkod. IV.1), which gives good
results for the model of three parameters. Theioestof Simplex are three searched
parameters. In the program the approach type Rioud (i.e. repeatedly calling inversion
with randomized starting points) is used. This apph reduces the ambiguity of solutions in
the case of lower porosity, for which the modeleiss sensitive. As the end of the search the
criterion of the achievement of the adopted numiifesolutions matching error below a
certain threshold is adopted. This criterion ineeea duration of calculations, but very fast
forward procedure operation allows to finish thé&gkations in a relatively short time which
not exceeds a few minutes. After the specified remd acceptable iteration the weighted

mean and standard deviation for the model parasatercalculated.
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I\V.7.2 Program verification for the synthetic data

The verification of the procedures for the idenation of the structural parameters of
the materials based on the reflection coefficidrdracteristics were carried out for the four
synthetic characteristics. The ranges of the mpdedmeters used to generate the theoretical
data were chosen to cover the widest possible rarigde porous material parameters
encountered in the civil engineering. In the Figl¥el5 the example of the inversion for the
reflection coefficient characteristics obtained #ohigh porosity material is shown. In the
Table IV 6 the parameters of the synthetic datathedesults of inversion obtained for two
and three-parameter models are presented. The asthrdkviations and the errors of
algorithms predictions are also shown. For the pammeter model the porosity and the
tortuosity were estimated. This model describes Iphysical effects (including more

simplifications), but it gives a clear solutiongegdless of the size of the material parameters.

0.45

0.4+
0.35¢
0.3+

X 0.25r
0.2
0.15¢

0.1r
0.05¢ 1

10 20 30 40 50 60 70
0 [1

Figure 1V.15 The example of the results based errtand three-parameter model

(Re - experimental datdsr — 20 best solutions).

In the case of the three-parameter model used éBe results are obtained for the
material with medium and high porosity. This comfsr the observations presented in the
Chapter 11.2.2. For these cases relatively smatddrd deviation is obtained. In the case of
low porosity only permeability was correctly iddmd (small standard deviation). The mean
results obtained for the porosity and the tortyosid not deviate significantly from the

theoretical values but they have a very high stahdaviation.
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Table 1V-6 The results of the material parametdestification on the basis & characteristics and the synthetic

data for two and three-parameter model.

- Synthetic | Two parameters mode Three parameters model
g Model's data identification identification
o parameter ;
< Value Value Difference [%)] Value de?lit:tri]gr?r[g %l D'ﬁ;/';?nce
Porosity [%] 20 20 0 51,7 172 159
. Tortuosity 5 5 0,01 5,13 97 2,6
< P bilit
ermeability -16 - : -16,36 27 23
(exponent)
Porosity [%] 30 30 0 38,8 30 29
<
o Tortuosity 1,6 1,6 0 3,63 134 127
c .
3 Permeability 12 ) ) 112,10 0.8 08
(exponent)
Porosity [%] 50 50 0 50 0,6 0,02
<
& Tortuosity 2 2 0 2 2 0,5
c age
3 Permeability 11 ) ) 11 0,09 <0,01
(exponent)
Porosity [%] 80 80 0 80 <10e-4 <10e-4
E:Iz:' Tortuosity 11 11 0 11 0,09 0,09
o Permeability 9 ) ) 9 0.01 001
(exponent) ’ ’

V.8 Conclusions

This chapter presents issues concerning the deweloipof procedure for the material
parameter estimation based on the experimental blatader to do that, it was necessary to
link theoretical models with optimization algoritsmrhe analysis, among others things, was
referred to choice of optimization method for solyicertain issues. The comparison of
calculation time shows, that for the consideredbfmm of the surface wave propagation
modeling, single solution obtained via the SA allyon, takes as much time as 60 solutions
done by the LSQ procedure. So it seems to be nuwandageous to use of repeatedly calling
of the local optimization methods, than a singleison using the global algorithm, because
the use of global algorithm do not gii®0% credible to find the correct solution. The
conducted tests also show that increasing the nuoflibe searched variables, the ambiguity
of solution and significantly lengthen the compiatattime increase too. This is an argument
for making an effort to reduce the number of unknswearched in the inversion.

This chapter presents the author’s procedure flmulzion the depth of degradation

based on Gibson’s model, shortly named DDS. Thiication carried out for synthetic data,
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gave very promising results. Both in terms of eating the depth of degradation as well as
the parameters of considered medium.

The second author's program, whose principle ofrafpen and verification are
presented in this Chapter, is the Cloud Point mogrwhich is used to estimate medium
parameters using Haskell’'s model. The conductets telsowed very good compatibility
between the parameters obtained in the identiingbrocess, with parameters for which test
characteristics were generated. This is the fosffionation of correctness for the developed
software. The use of the program showed, thatenfature development of the Cloud Point
program, a certain number of solution characteribgdan adequately small error should
rather be taken as a criterion for the terminatibthe identification process. Undoubtedly, a
great advantage of the Cloud Point program ovemgle identification approach is much
less risk of the program termination in the wrofardl) minimum. Other advantage is the
possibility to estimate accuracy of identificatiam the basis of obtained spreads of searched
parameters.

Second part of the Chapter presents the operatimh \@rification of software
developed to estimate the parameters of the poroaterial structure based on the
characteristics of reflection coefficient. The praxg showed that the best results in the case
of synthetic data are obtained for the medium agtl porosities. That makes the utility of
such approach in non-destructive testing is limtiedhe degenerated concretes and others

building materials characterized by a higher pdyosiich as gas concrete.
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Chapter V

Results and Discussion

The effects of the presented work are the measuresystems (SWMD and RMD)
used for the material parameters determinations Tgarameters are important from the
standpoint of the non-destructive and non-contaatenal diagnosis.

In the previous chapters the design and operafiomeasuring devices were described.
Moreover, the features and the tests of develop@ivare used to the material parameters
identification are presented. In this Chapter teke af SWMD and RMD is presented for the
selected materials. The measurements were perfoonethe tested materials (laboratory
samples) with well-known properties, as well astba real objects (measurements in the
field). The collected data were used, inter abahte material parameters identification via the
algorithms developed in the work. The measureme@atsot require the use of identification
procedures are presented first. The examples afitmification let to assess the procedures
used for the real materials. As the main assessoniéation the accuracy of identification was
adopted, i.e. the results convergence with a dataireed by other reference methods,

including the destructive measurements.

l11.1 Description of the tested materials

The detailed description of the materials usedtlier measurements is placed below.
In some cases of heterogeneous material, the gmabloftware for the material parameters

identification was used.

Plexi-Alu sample

For a comprehensive evaluation of the measuringesysa special sample was
prepared. This sample consists of a block of aluminvith Plexiglas plate glued on the top.
This configuration allows us to simulate a multdaysystem similar to the heterogeneous
(layered) concrete. The sample consists "weak 'lajdexiglas) with a thickness &5 mm
and the "hard layer" (aluminum) with a thicknessl60 mm As glue the epoxy resin was
used. The adhesive thickness was approximd&d€lp mmand its influence of the wave’s
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dispersion can be neglected. In the Table V-1 tupgrties of the used materials of the

sample are shown. The view of the sample is predantthe Figure V.1a.

Table V-1 The selected properties of the matetiatd to perform the Plexi-Alu sample.

Material p [kg/m?] Vi [m/s] Vr [m/s] Vg [M/s] d [mm]
Aluminum® 2800 6420 3104 2910 100

Plexiglas® 1180 2450 1320 - 5,5
Epoxy resin’ 1158 2500 1112 - ~0,05

a) Plexiglas

N

Aluminum

Figure V.1 The tested materials (photographs)lejifAlu sample, b) cement mortar (the arrow shohes
direction of increasing porosity).

Cement mortar with variable porosity

The presented beam of cement mortar with dimensodr&)x20x7,4 cmis a tested
material with a relatively well-defined structur€ig. V.1b). The sample has a varying
porosity versus deptlz. In order to obtain information about the densipgrosity, and
velocity as a function of the depth the cylindrisalmple (diameter of 36.5 mm) was cut out
form the beam. Then the sample was cut into dists avthickness of16 mm Each of the
discs, with some approximation, represents the mahfeatures from the depth from which it
was extracted. Th@.5 mmthick cutting blade was used to cut the disks, #ral disks
correspond to the depths ®mm 27 mm 45.5 mmand64 mm For each disc the longitudinal
and the transverse wave velocity measurements pafermed. For this measurement the
echo method and the transducer with a center freryuef 0.5 MHzwhere used. The density

® Measurements of longitudinal and transversal wareéscities are made in the laboratory on the ssameple
as the measurement of the surface wave propag#t®mmethod of transition was used in the measunemith
error of ~0.1%

® Measurements of longitudinal and transversal wareéscities are made in the laboratory on the ssameple
as the measurement of the surface wave propag#tmecho method was used in the measurement mwitha
~0.1%

" Source of data. [Wu T.,. Liu Y. 1999]
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and the porosity of each disk were also measurethd Table V-2 the disks parameters are

shown.

Table V-2 The parameters of the cement mortar bafararious porosity.

Parameter \ Disk 1 2 3 4
Thickness [mm] 16,5 16,0 16,1 16,1
Vp [m/s] 4459 4414 2875 2198
Vs [m/s] 2463 2270 1464 1073
v 0,280 0,320 0,335 0,344
Mass [g]

39,95 35,94 30,17 25,51
Saturated state

Mass [g]
36,62 31,73 21,76 14,43
Dry state
Mass [g]
22,54 19,17 13,18 8,62
under water
Volume [cm®]® 17,41 16,77 16,99 16,89
Density [g/cm®] 2,295 2,143 1,775 1,510
Porosity [%] 19,1 25,1 49,6 66

Concrete beams prepared in the SENSO project

Much of the experimental presented in this work wasied out in the frame of the
SENSO project ("Stratégie d'Evaluation Non desivegbour la Surveillance des Ouvrages en
béton" - Strategy in the non-destructive testingtii@ concrete structures protection), funded
by the French Government996-1999. The laboratory preparation of the concrete beams
(samples) was one of the stages of the researtieiproject. The parameters of the samples
were chosen to cover a wide range of the typicakreies used in civil engineering. The
samples were prepared in the nine groups, whichesponds to the different types of
concrete. Each group is consisted of the eleventicid samples, this gives a set @8
concrete samples. The samples were fabricated ds®naogeneous concrete without
reinforcement. All samples of a group were casttha& same time and have the same

dimensions 0fl2x25x50 cmin the Table V-3 the characteristics of all greape given.

8 calculated from the mass of displaced water
® calculated from the mass of displaced water
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The SENSO project several teams from differentdatooies were attended in order to
study the same samples by different methods ofdtagnostic. The following methods of
NDT were used; the electrical resistivity methodtfste et al 2009], the capacitance method,
the GPR method [Dérobert et al 2009], infrared acolustic methods (ultrasonic). The group
of acoustic methods were used, among others, tlasunements of propagation velocity by
Impact-echo method, the method of transition, thefase wave propagation methods
[Abraham et al 2009, Piwakowski et al 2009]. Foe #ittenuation measurements the back
scattering method [Garnier et al 2009] and theas@rfwave propagation method were used.
The measurement data obtained from each method therestocked and linked with the
results of the destructive methods.

Table V-3 The characteristic of the groups of ceteisamples.

Groupe Gl G2 G3 G3a G4 G5 G6 G7 G8
WIC ratio 0,31 0,47 | 0,57 | 0,59 | 0,57 0,57 0,58 0,63 0,90
Type of Round Siliceous C_r_ushed _Crushed R_ound
Aggregates Siliceous limestone Siliceous
Size of
Aggregates 0-14 0-14 | 0-14 | 0-24 | 0-20 0-14 0-14 0-14 0-14
[mm]
Po[f;os]'ty 125 | 143 | 155 142 152 14,9 169 | 181
Young's
modulus 35,8 30,9 | 295 30,8 33,3 394 29,2 22,9
[GPa]
Compression
strength 77,2 55,6 | 45,8 46,8 53,3 445 44,3 27,5
[MPa]

The last stage of data processing in the SENSQ¢troyas the fusion of the stocked
data [Ploix et al 2009], The data fusion was useddrrelate the stocked data for the
evaluation of such concrete parameters as; the ¢fsunodulus, the compressive strength,
the porosity and the water content. The detailéarmation about the SENSO project can be
found in numerous publications [NDTC'09 2009].

The following are the results of measurements ef ghopagation velocity and the
attenuation of surface waves obtained by the SWdesn are presented below. Moreover
the data collected in the frame of SENSO projecewsed as a component of data library in
the concrete parameters identification proceedethéyata fusion. The measurements of the

ultrasonic wave propagation using the SWMD were enaldng and adjacent to the selected
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measuring profile shown in the Figure V.2. The nueasients were performed for varying
degrees of water saturation. As shown in the Tab® the beams were characterized by a
porosity range fronl2.5 %to 18.1 % and by different water saturation%, 40%, 60%,
80% and100%. This allows determine the influence of the pdsoand the water presence
in concrete on the attenuation and the velocityusface wave. The water content in concrete
IS an important aspect, because the concrete stesciare often used in the conditions
different humidity. The common humidity for conastcontains from a few percent for
objects subjected to strong sunlight for 100% hiutyidr underwater building. The influence
of the size and type of aggregate used in the snigbrication is also considered.

a)
25 V : Profile
?_,.--' "_.-’
20 cm
12 cm

50 cm

Figure V.2 The tested concrete beams: a) the ba@asd location of the measurement profile, b)itbams

subjected to total saturation by fresh water.

Port infrastructure in St. Nazaire (France)

The span of the transport dock in the port of SizaNre in France was one of the
studied object in the SENSO project, as shown enRigure V.3. Figure V.3 The concrete
span of the transport ramp in the port of St-Na&za#) the zones of measurements are
indicated by the arrows, b) the example of the Spagation measurement realized by
SWMD.
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Figure V.3 The tested concrete beams: a) the bemmasd location of the measurement profile, b)ktbams

subjected to total saturation by fresh water.

Built in 1992, the port infrastructure is exposedstlt water and in consequences to
the process of degradation by the chlorine ionse Gthe objectives of the research was to
determine the depth of the chloride ion penetratiord related to this the structural
degradation. By these measurements the tests afebeloped diagnostic tools for the real
object were allowed. An important advantage of ghéce is the known profile of degradation
of chlorine obtained on the basis of destructiatig. This means, that the comparison of the

results of the measurements with the referenceisigassible.

Gas concrete samples for the reflectometric measurents

As shown earlier, the reflectometric method worlallvior materials with relatively
high porosity (greater than “"healthy" concrete) taé moment. Because of this, the
reflectometric method was tested on the gas com@amples produced by three different
companies (YTONG, Solbet, H+H). The gas concrete daelatively high porosity and the
permeability comparable with normal concrete, smfrthe standpoint of the gas and other
substances transport (e.g. moisture) can be coesdides a physical model of degraded

concrete. In the Table V 4, the parameters oféktet] gas concretes are presented.

Table V-4 Some of the gas concretes parametersintgbed measurements.

Density Volumetric porosity Permeability
[kg/m3] [%] 10-13m?2
YTONG 563 76 2.92
SOLBET 560 77 2.70
H+H 550 72 8.49
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V.2 Test results for the concrete beams

In the SENSO project the performances of the SWNM&esn were evaluated for the
different types of concrete in different conditioi$ie obtained results of measurements were
compared with the results form another methods usdétle SENSO project. The range of
measurements in the SENSO project is discussdtkeitChapter V.1. The experience gained
in this way was very useful for the hardware anfiware upgrades, which increase the
infield measurements. The following section presethie results of the SW propagation
measurements realized on the concrete sampleshiggsabove. In the analysis of the results
the influence of the structural parameters of medan the wave velocity and attenuation
were examined. During a few sessions of measurealamist320 different samples were
tested. Assuming that on each sanideneasuring profiles were performed, and each profil
consisted ofl5 points almosb3,000signals was recorded and processed.

Such a large number of measurements let us to gevdhe results reasonably well.
Moreover, the repeatability of measurements cachleeked and the influence of the concrete
heterogeneity on the final result can be reducée. Statement of the various factors influence
on the measurement of the surface wave propagatisncarried out. The considered factors
were the type and the state of concrete and thgilogation process. The values of the
apparent velocity of SW and the value of attenuatbtained experimentally where used
(Chapter 111.1.2).

Effect of water content on the wave propagation vekity

In the Figure V.4a the changes of the apparentcitglof the SWV, as a function of
the volumetric water conteNV in the concretes of different porosity is presdnta this case
the volumetric water content is in the range fri@%ato 16% which corresponds to the degree
of saturation from0% to 100% It should be noted that the saturation valu@%fand100%
are the approximated values. Such saturationsngpessible to achieve because of e.g. the
presence of the closed pores.

The results for the samples from the group Gld#ferent from the others. This can
by explained by the low porosity? (= 12.49%) of this type of concrete, and in consequences
the difficulties in the water saturation. For thewes with the water content above ~4% the
linear tendency is observed. For the vahie4% the influence of capillary effects increases

and causes the change of the curves tendencyifvétaal 2009].
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Figure V.4 The velocity/, in the concrete as a function of water conrtepending on the porosiB/(a) and

the type of the used aggregate (b).

In the Figure V.4b the changes £ velocity as a function of the volumetric water
content in the concrete of almost the same porcaity the identical type and size of
aggregates are shown.

In the basis of the results presented above thmagg of concrete (G3, G4, G5) show
very similar tendencies afa(W) and only in the case of the concrete based ofirtfestone
aggregate (G6) the highest velocities and the lbwagiration influence are observed (the
highest located curve). The comparison of the tedat the groups G3 and G4, which differ
only in the aggregate size,4 mmand20 mmrespectively) only a slight increase in velocity

(about 3%) in the case of finer aggregate can ém.se

Effect of porosity on the wave propagation velocigs

The porosity influence on the velocity of surfacewe propagation was compared for
the various degrees of the water saturaBomhe groups of samples based on the same type
and size of aggregates was chosen to this compaf®o the two extreme states of saturation
(Fig. V.5a) i.e. dry concrete (S = 0%) and concretenpletely saturated (S = 100%) the
decrease in velocity with increasing porosity isetved. The comparison of the plotted trend

lines shows only a small difference between theseeixtreme degrees of saturation.
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Figure V.5 The porosity influence on the velocifysarface wave propagation for the beams of thegsds1,
G2, G3, G3A, G7, G8, a) at the saturations of 0% H0D% only, b) at all tested stages of saturation.

In the Figure V.5b the relation between the waviecity and the porosity is shown
for the partially saturated concretes. Generalg, decrease of the velocity with increasing
porosity is observed but the characteristic arelmmore irregular especially in the middle
range of porosities. To minimize the ambiguity loé trelation between the velocity and the
porosity caused by the humidity the one of methédhumidity determination (e.i. the

electrical method) can by used.

Influence of size and shape of the aggregate

The collected data allowed assessing the influescesome parameters of the
aggregate used in production of concrete on thecitgl of surface wave propagation,. The
results presented below were characterized by ddreen 3% to 6%, it means, greater than
the influence of particular factors on velocNy (for the clarity of charts presentation the
error bars are hidden). The Figure V.6a shows épeddence between the velocity of surface
waves and the size of aggregate. The analysis sa@hght decrease in the velocity with an
increase in the size of aggregate. Almost the stmédency is seen at all levels of water
saturation. Larger aggregate causes a decreaséoirity of abou0,5-1%

Analyzing the influence of a type of used aggregat@as observed that the concrete
made with limestone aggregate has a higher waveciglthan the concrete made with
siliceous aggregate. Moreover, it was noticed thatstudy of surface wave propagation is
less sensitive to the moisture content in casé@fconcretes containing limestone aggregate
(Fig. V.6b). Maximum differences in velocity caudaygla different aggregates reath% for

partial saturation40% and 60%). Another considered factor was a study of infoesrof
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aggregate shape on SW velocity. The Figure V.6evshthat the influence of the aggregate
shape on the velocity of surface waves is negkgiahd does not exceed 3%. In real
conditions information about the aggregate’s typee and shape used in the production of
concrete are relatively easy to determine. If themo detailed documentation containing this

type of data, it suffices to knock off or grind dow small fragment of the tested construction.

a) 2400 b) 2400 C) 2400
2300 2300 2300
2200 = h= 2200 ‘ 2200 —=
| — =
—_ = (]
& 2100 ©»'2100 A © 2100 - . -+ h=40%
E T o & '/+h=0% E | hesow
= 2000 - —h= 0 = -=- h=40% o« 4
> = 2000 / H—GO‘; < 2000 h=80%
= (]
1900 — 1900 h=80% 1900 1 | —h=100%
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1800 1800 - 1800
1700 1700 1700
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Aggregate size Aggregate type Aggregate shape

Figure V.6 The aggregates parameters influenc@surface wave propagation velocity for the cdse o

different of; a) size of aggregate, b) type of aggtte, c) shape of aggregate.
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Figure V.7 The SW velocity, relates to mechanical parameters of concreterajdang’s modulus, b) for

compressive strenght.

The summary of the velocity of surface waves relatethe Young’s moduluB (Fig.
V.7a) and the compression stren@iil{fFig. V.7b) is presented below. The groups of cete
of the same type of aggregate (groups G1, G2, @3, G7, G8) but in two extreme states of
water saturation were selected for this analysi®oth casesH andfc) a quasi linear increase
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of the parameter value with increase of the veyovit is observed. At the same time, it
should be noticed that dry concretes have the higammeter value d& andfc at the same
velocity than the saturated concretes. This shdwas the saturation may have a significant

influence in determining mechanical parametershef ¢oncrete, based on the velocity of

surface wave propagation.

——Gl1-E/C=031 -—a—G2-E/C=047 o G3-E/C=0,59
—s— G3a- E/C=0,57 G7-E/C=0,63 —e—G8-FE/C=0,90
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Figure V.8 Theattenuation depending on the volumetric water aarfter different groups of concrete.
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Figure V.9 The values of Young's modules for défergroups of concrete beams (saturated concrete).

In the Figure V.8 the surface wave attenuation dsnation of changes of water
saturation for concretes with different water taneat ratio (W/C), and in consequence of

different porosity was shown. It can be easily cedi that for dry concrete and completely
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saturated, the attenuation takes very similar walUde materials partially saturated show
slightly higher attenuations. During processingtlté recorded signals, the repeatability of
velocity value (relatively small spread) was observOn the other hand the obtained
attenuation characteristics are less repeatablesao@ no noticeable regularity. Drawing a
conclusion that on existing stage of measuremetitodedevelopment and signals processing,
the use of information contained in attenuationdificult because of the interpretation
problems and unreliability.

The limited size of the samples tested in laboyatalfowed to measure the velocity of
longitudinal waves using transmission method. Comdiwith known density it allowed
determining the value of Young’s modulisaccording to the equation 1.2. In the Figure V.9
the comparison of the value for Young's modulusedeined by destructive methods (static
measurement), and calculated in the basis of oltiagnethods (dynamic measurement) for
all tested groups of concrete samples is presenied. obtained results show very good
correlation between non-destructive and destructieasurements. Comparing the results we
observe that all the values of dynamic measurenaetigher of abol20% than the static
measurements. Similar situation was observed irpteeious research concerning values of
Young’s modulus determining on the basis of ultrdsaneasurements [Popovics 1995]. The
collected results compose a knowledge base, wlantbe used, inter alia, as a source of data
of concretes and in the procedures of identificatio restrict the range of changes of
particular parameters. The obtained conclusionsbeaalso used as a correction of results in

parametric identification, which does not inclutte,example the humidity.

V.3 Results of identification based on the surface wave propagation
measurements

The ultimate purpose of the developed system ofsoreaents is the identification of
material parameters using experimental data. Theltseof the identification can be useful
arguments for diagnostic decisions. The solutiontlué inverse problem, which is a
component of this identification, was carried autthe measurements data performed both in
the laboratory and in the field. The materials, ¥dnich the identification was taken, are
described in the previous subsection. In the casemeasurements of surface wave
propagation, the identification result is generalig velocity profile of transverse wave as a

function of depth. If for tested material is alsookvn the value of density and velocity of
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longitudinal wave propagation (for many materialsts as rocks, there is a relation between
the velocities of longitudinal and transverse wawuen it is possible to estimate the

Poisson’s ratiav (Eq. 1.1) and the Young’s modul&s(Eqg. 1.2).

The laboratory measurements of the sample Plexi-Alu

Dispersion characteristics obtained from the meamsants of two layered sample
Plexi-Alu was used to assess the procedures oftifidation. Low attenuation and
homogeneous structure of layers in the samplewablotaining strong signals of high signal
to noise ratio. It is advantageous from the stamdpd their processing and identification of
material parameters. Program DDS with impleme@dzson’s model and the Cloud Point
program with Haskell’s model were used for idenéfion. The case of Plexi-Alu structure is
not so good example for the application of the Giit's model. The reason is that, the tested
sample consists of two layers of very different gemies. Whereas in the model the

continuous change of properties is assumed.

Table V-5 The results of identification using thB® program for the Plexi-Alu sample.

First layer Transversal . , .
. . Poisson’s Heterogeneity
thickness wave velocity at . ha
. ratio coefficient
(degradation) the surface
v m
d [mm] Vg, [Mi/s]
Reference Plexi - 0,30
data 5 1320 Alu - 0,35
Identification 8,4 1266 0,5 71,72
Differences 56% 5% 43%

The results obtained from the DDS program are shiavthe Table V.5. The reference
data come from the measurements made by othersodsetifComparing the results of
identification with the reference values can benséeat relatively precisely was set only the
velocity of transverse wave in the top laygp Whereas the value of the degradation depth
(in that case it should correspond to the thickréd3lexi layer) and the Poisson’s ratio differ
significantly from the real values. Despite the iolmg differences of the model and the
macrostructure of the sample, in that case thetifd=tion was carried out to establish the
predictions of the DDS program. And also, to comptre results of both programs used
(DDS and Cloud Point). The relatively large leap mdrameters results in very high
heterogeneity coefficient, which in effect can I treason for substantial error of the

degradation depth evaluation. Despite the obvidasrepancies, the results show that the
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developed procedure provides sensible order of mafmfor some of searched parameters.
The same experimental dispersion characteristitarda for the sample Plexi-Alu, was used
to identify the parameters using the Cloud Poiogpam. The macrostructure in the form of
one layer on a half-space was adopted in the mdded. searched parameters were: the
transversal wave velocity in the first layer, theckness of the first layer and the of
transversal wave velocity in the second layer (pHce). The other parameters of the system
were taken as known and equal to the referenceesalthe obtained results are shown in the
Table V-6.

Table V-6 The results of identification using thie@ Point program for the Plexi-Alu sample.

Reference data Identification results
Layer Vo V, p d V, Differences o) d Differences o
[m/s] | [m/s] | [kg/m® | [mm] | [m/s] [%] [%] | [mm] [%0] [%6]
| (Plexi) | 2450 | 1320 | 1180 55 1394 5,6 0,9 6,0 9,1 15
Il (Alu) 6420 | 3104 | 2800 100 3191 2,6 4,2

The Cloud Point program mads0 iterations. The level of standard identification
error with theBN < 0,5%(Eq. IV.2) was chosen as a preliminary criterionthe best result
choice. The pre-established threshBN was not acquired by any identification. Therefore,
the characteristics of the distribution BN errors was used (Fig. V.10) to choi28 results
characterizing by the least errors (in the initialear range oBN curve).

The Table V-6 also contains the differences betwtbenobtained parameter values
and the corresponding reference data. As well asstandard deviatiow expressed as a
percentage. The results of the Cloud Point progghaw, significantly better compatibility in
relation to the results obtained with the DDS pamgr The evidences of it are considerably
lower values of differences and standard deviati@nsparticular parameters. In a case of
identification Vs for the first layer and its thicknesk the higher values of differences than
standard deviation were observed. That may be dabigea systematic measurement error
(e.g. inaccurately putting of the SWMD on the tdssurface) or insufficiently precisely
matched of the parameters taken as known (layerstos).
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Figure V.10 The stages of the parameter identificatealized for the Plexi-Alu sample (describedha text).
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The stages of the identification process realizethb Cloud Point program are shown
in the Figure V.10, and their results are:

a) V-f map obtained from the experimental data,

b) Modelling of the dispersion characteristi¢gf) for all (500 identifications
along with the experimental characteristgf),

C) 23 best fittedV/(f) to Ve(f),

d) The transverse velocity profiles as a functioh depth Vg(z) for all
identifications,

e) Profiles for the best selected identifications,

f) The BN value as a function of number of identificationsd( line indicate the
acceptance threshold 015%),

Q) the average profilés(z) with the spread and the reference real profile,

h) the Young’s modulus profile versus deft{z) determined on the basig(z).

The vertical sections of the characteristics frw Eigures d, e, g and h are used only
to show the layer borders of the system. Usingotiegiously given equation (1.1 and 1.2) and
the values of the longitudinal velocity and densitye values of Young’s modulus for
particular layers were estimated. The obtained eslare similar to the reference data of
tested sample, as shown in the Figure V.10h. Aaythe BN course (Fig.V.10f) is shown
that about 80 iterations is characterized by aivuelly small error, and then follows irregular
growth of the BN value. Such changes of BN curve lzsa an indicator of how to choose the
acceptance threshold. Establishing the criterimmifmal configuration of the Cloud Point

program, requires further work.

Laboratory measurements of the cement mortar sample
The measurements of heterogeneous cement mortgplesararried out with the

surface wave method showed, that the only oppdytuni observe the presence of waves,
gives the test conducted on the side of the sanmufldsgher density. Thus, this case is
unusual in comparison with the degraded materssause for the tested mortar, mechanical
parameters fall along with the depth. The advantdghis example is that, the change of the
property follows in a continuous manner. Attemptsdentify the structural parameters using
the Haskell's model did not give the correct result is connected with the numerical
difficulties of finding the root of dispersion ediamn in the Haskell’'s model. The developed
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numerical procedure for solving the Haskell’'s moaehed out to be unreliable in a case of
material in which there is the sudden decreaseumpeters value with depth.
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Figure V.11 The data and results of parameter ifigation of cement mortar sample with the usehaf t
Gibson’s model, a) one of thef experimental map (shown in different sensitivitale), b) the dispersion
characteristics obtained by the measurements amdifidation, c) the distribution of porosity asumction of

depth, d) the profile of transverse wave velocityained by the identification and by the model ofgsity.

In this case, much better results were obtainedewlsing the Gibson’s model. In the
identification the basic program InvGibLSQ was usedolve the inverse problem. Using in
that case the DDS procedure is unjustified, becausde tested material the change of
parameters occurs in the full depth. Thereforerethe no such depth, which could be
acknowledged as the limit of degradation. The Fegurlla shows experimental dispersion
characteristics determined for tested sample. énpttocedure of identification the modelling
dispersion characteristics was matched to the @rpatal characteristics using the Gibson’s
model. The result of that match is shown in theuFegv.11b.
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Using the information about the porositypbtained from destructive tests (Fig. V.11c)
combined with a model describing the dependendbef/elocity of transversal wawg and
porosity of the equatioNs=Vsd1-bn) (b is constant) [Goueygou and al. 2009a] the velocity
profile of transverse wave propagation versus dejih obtained. That profile correlates very
well with the profile obtained by identification.oB profiles are shown in the Figure V.11d.
The shown profile of velocity obtained by the Gibsomodel reaches only to depth~8 cm
The limitation is the largest wavelength which tesdrom lower frequency of modeling

dispersion characteristicgq kH2.

Field measurements in St.Nazaire

The measurements carried out on the concrete etenaérport ramp in St.Nazaire
(France) and identification of material parametagised on these measurements, is a one of
the most important fragment of the experimentat pérthis thesis in a field research. The
presented example is a complex test of the syststartihg from realization of the
measurements and data processing, and ending @nabess of parametric identification) on
a real object. In addition, this concrete was irgently tested in a destructive manner,
thanks to that, the more important parameters dietuthe depth of “degradation” are known.
Thus it is possible to compare the results of idieation with the reference data. The main
objectives of the research were to determine thgthdef degradation caused by the
disadvantageous action of chloride ions, and atdabéish the profile of transversal wave
propagation versus depth and estimates the degussggmdation. The Equation V.1 was used
to determine the degree of degradatsin

— Vsz _V31

SD x100% (V.1)

S2
where Vs; and Vs; indicate the velocity of transversal wave, respebt at the surface of
degraded layer and in the deep material. The psooésolving the inverse problem was
carried out with the use of DDS program and theu@l®oint program. It means, that using
both the Gibson’s and the Haskell's models. Indbefiguration of the Haskell’'s model was
adopted a system of two layers and for both layleesvelocities of transversal waves and

densities were established as constants. Obtagsedts are given in the Table V-7.
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Table V-7 The results of identification for the coete from St. Nazaire.

Degradation Transver_sal Transver_sal . Degradation
wave velocity at | wave velocity in BN
Result depth degree o
d [mm] the surface deep (%] [96]
Vs, [M/s] Vs, [M/s]
Real 36-40 2530 No data No data -
. DbbsS. 32 2529 2830 10,6 0,96
identification
Cloud Point 23,7 2632 2799 6,0 2,24
identification

In the Figure V.12a is shown the result of the mesive testing of the distribution of
the content of chloride ions versus depth with redr&ritical level [SENSO 2009]. The depth
was assumed as the end of the “degraded” areayHimh the content of chloride ions falls
below the critical level. The Figure V.12b showsasw@red characteristics of surface waves
attenuation. The two shown curves are the averagees for two methods of averaging. In
one case, the average attenuation characteristicalculated from the attenuations of all time
signals. In the other case, attenuation is caledldtom the averaged time signals. The
selected reliable range indicates the area of gogwlal noise ratio. In this scope, the two
curves overlap and the attenuation characteristang be described by linear dependence (Eq,
[1.38). The tested concrete is characterized by éyel of attenuation reaching 150 dB/m,
which gives the average coefficie@t16.6. In such situation, it is appropriate to take into
account the influence of attenuation into dispersiocording to the approach proposed in the
Chapter 11.1.7. In the Figure V.12c the experimeniapersion characteristicg: is shown
and the characteristic of the dispersion causey loylstructure macrohomogeneiy This
curve is obtained after taking into consideratibe tnfluence of attenuation according to
approximation proposed in the Chapter 11.1.7. la Bigure V.12d is shown the reconstructed
profile of transversal wave velocity as a functmindepth obtained from the DDS program
(the Gibson’s model). Figure V.12e shows the peofif transversal wave velocitys
obtained with the use of the Cloud Point prograne (taskell’'s model). The values of the
Young’s modulusE versus depth (Fig.V.12f) were calculated with tiee longitudinal wave

velocity density obtained by other measurementail@ve in the project SENSO).
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Figure V.12 The results of research for the comcoétport ramp in St.Nazaire; a) the distributidrnitee chloride

ions content, b) the attenuation characteristicthe dispersion characteristics with and withaua#tenuation

effect, d) the velocity profile Vs determined bgthDS program, e) the velocity profile Vs deterndirgy the

Cloud Point program (green dotted lines indicatelitmits of standard deviation, red solid line icaties the

average parameter value)..

Comparing the obtained results (Table V-7) can taged, that the results acquired

with the use of the DDS program are more similareta values than the results obtained by

the Cloud Point program. It should be noticed, thatthis case measured material is

characterized by continuous change of parametersusedepth (which may provide

continuous rather than sudden concentration chahgeloride ions). Such structure is closer

to the description of the Gibson’s model ratherntiiae Haskell’s. Identification of the

transverse wave velocity in the top layer it isodtetter when using the DDS program. The
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theoretical model in the Cloud Point program wasfigoired in the two layer system. As the
unknowns were assumed all seven parameters, suctheaglensity, the velocity of
longitudinal and transverse wave propagation fahHdayers, and the thickness of the top
layer. The results of identification by the Cloudifi® program were charged with standard
deviation, which were respectiveB;2% 7,5% and41,8% for the identification of velocity
Vs, Vs2 and deptid. The two layered structure of the Haskell’'s maddess adequate to the
considered material case, than the structure witbreinuous change of parameters (like in
the Gibson’s model). It makes that more identifmatdiscrepancies of parameters may occur

when the Cloud Point program is used, rather tharDiDS.

V.1 Results of identification based on the characte ristics of
reflection coefficient

a) o
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Figure V.13 The characteristic of the reflectioeficient versus incidence angle,

a) the experimental results for different sidetested sample, b) the results of the identification

(model - solid line, the experiment - dotted line).

The reflectometric measurements which allow obtajrihe characteristic of reflection
coefficientR, were performed for wide range of materials. Hogrevaking into account the
conclusions from the model analysis (Chapter 1).22d the obtained experimental results,
can be stated, that at present stage of this metbeelopment the correct results are obtained
for a small number of real cases including gas acYTONG. Results for two other gas
concretes are not reliable due to very large spréhd reason this dispersion may be actual
material heterogeneity, but this issue requireghéur study. Figure V.13a shows the

characteristics of reflection coefficient for a gdenof gas concrete YTONG, which was
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tested on three sides. The graph in the Figure b/sl®ws experimental averaging curve
(dotted line) and the curve obtained by identifmatsolid line).

Table V-2 The results of identification for gas coete measurements.

Volumetric Permeabilit
YTONG Tortuosity porosity (m?] y
[%]
Real data No data 76 2.92*1013
Identification 2,66 65-75 8.10*1011

Comparison of the results of identification andl nelues are presented in the Table
V-8. Good inversion results were obtained for piyoand significant discrepancy concerns
permeability. The real value of tortuosity is notokvn for the tested sample. Attempts of
identification other cement materials (mortars @naretes) did not give satisfactory results in
respect of repeatability and compatibility of obtd parameters with expected values (real).

That confirms conclusions of model sensitivity gsé carried out in the Chapter 11.2.2.

V.5 Discussion about the experiences in use of the measurement
systems

Experiences gained during the development of measemt systems, subsequent
implemented modifications, and also carried outsusaments resulted in knowledge, which
might affect the quality of ongoing research. Thesespecially important when testing
degraded concretes characterized by large heteztdgeand high attenuation. The most
important experiences connected with SWMD systesrshown below:

* positioning the SWMD system towards the surfaceurhts out to be very important to set
in parallel the SWMD system towards tested surfadistake in parallelism of setting,
cause a change in length of propagation path iraith@he distance between the receiver
and the surface sample) during displacing of tleeiver. Thus causing in error of wave
velocity measurement. For the position error aldobtmmin the length of measurement
profile of 200 mm the velocity error is abo®%s,

» spatial averaging. Due to the strong heterogereitountered in concrete materials, is

recommended to apply the spatial averaging of destaterial, as referred to the Chapter
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[lI.1. This is done by registration of followinggfiles in different places of tested object.
Distance between the positions of successive peofitust be large enough, so that areas
of propagation in each profile do not overlap. Tihetation is the size of tested area.

e use of valid band. During the signal processingecommended to use measurement data
only for frequencies from valid band. The valid Bdwth for velocity and attenuation is

the range of the frequencies with good signal-nmasie, as referred to the Chapter 111.1.2.

Important observations gathered for the RMD systeenas follows:

» setting of RMD system. Large impact on the quatifyobtained results has (possibly
accurate) setting of the device towards tested nmagteso that the transducers’ axis of
rotation lies exactly on the surface,

* measurement conditions. Significant influence ognai propagation has thermal
movements of air. It is worth to use covers oraggible carry out measurements in closed
rooms/chambers,

* signals averaging. The use of several (up to dazeso) measurement repetitions and
their averaging, allows to significantly reduce thi#fuence of random errors (e.g. derived
from the air fluctuations).

« reference measurement. It is worth to carry outsuesaments on the glass standard just
before the measurement of tested material, in otdemaintain similar conditions of

propagation (parameters of the air).

V.6 Conclusions

In this chapter are presented the results of teehes developed measurement systems
and programs for the structural and mechanicaltifigation of diagnostic parameters of
material. Obtaining reliable final results requi@scorrect operation of measuring devices,
software for signals acquisition and data procegssihhat concerns also the programs
realizing identification of the material parametefbe compatibility of the results obtaining
on the basis of proposed measurements with theerefe data is the criterion of correctness
of system operating as a whole. The presentedtseapply to both measurement methods
developed in the thesis. The main focus in the gmigion of results is put on the
measurement of surface wave propagation. Becaesefilectometric method requires further

development and at present stage, only rare mkst@ises the satisfactory results. It means
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that, the parameters, potentially possible to datez using the reflectometric method, such

as porosity or permeability should be determineadtner methods at the moment.

In the case of tested materials using surface wawere presented the results of
research for the macro-homogeneity modeling madsefsample of Plexi-Alu, sample of
cement mortar), reference materials (a set of @adreams from the SENSO project) and for
real structure (measurement in St.Nazaire). Widgeaof the tests, allows evaluating the
operation of the system as a whole, but also theviclual’'s elements of it. The research
conducted on the test materials, is the first stafeerification of procedures. And the
confirmation is the results of field measurementsnf the port in St.Nazaire, which are in a
considerable degree compatible with independent deda collected for the tested
construction. On the basis of the experimental pfarealized study, may be drawn following
conclusions:

» the results obtained by identification for the dfitan St.Nazaire indicate, that important
influence on the accuracy of the Cloud Point progheas the quality of experimental data.
Especially spread of dispersion characteristicat i why a great emphasis should be
placed on quality and scrupulosity of the measurgmearried out,

» diversified results of identification obtained iegkendence on model used (Haskell's or
Gibson’s model) suggest, that the choice of optimadel for solving particular issue
requires a deep analyze,

» the tests on concrete beams within SENSO projecadmnowledge base of an influence
of different factors (properties of concrete) onface wave propagation. Thanks to
information collected it may be concluded, whiclogerties of tested material may be
neglected and which should be taken into accowedalsse of little influence on surface
wave propagation.

* based on the ultrasonic measurements, presentedatains of Young’'s modulus quite
well correlate real values,

» the information about attenuation of ultrasonic a&in concrete was used for taking into
account the attenuation influence on dispersiorafstrongly attenuated concrete,

» the data concerning the attenuation may be a sdarcadditional suggestions about the
quality of tested material,

It is worth to add, that beyond presented work, SNéMD system was successfully
used while searching defects of composite strust[Bafinowski and al. 2006]. The showed

results of reflectometric measurements concern only selected material, for which quite
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good results were obtained. It limits its range usies on the present stage of method
development. The previous experiments connecteti wie measurements of reflection
coefficient characteristics, show substantial po&mof the applications of this approach in
non-destructive diagnostic. Nevertheless, full esad reflectometric method requires its

further development in both of the theoretical #melexperimental sides.
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Chapter VI
Summary and final conclusions

The issue of developing measurement tools conneeithdnon-destructive and non-
contact diagnostics of structural and mechanicgtattation of building materials - concretes
in particular was discussed. After a through analyg the literature dealing with non-
destructive concrete diagnosis (Chapter I), thaugowas put on developing two methods
which use ultrasonic waves propagation - the mettavé based on the analysis of surface
wave propagation ie heterogeneous system and ¢ectieh of the waves from a porous
material. In connection with the methods choselnapter II, three models describing the
discussed propagation phenomena are dealt with. divloese models (Haskell's model and
Gibson's model) describe the propagation of surfeaees and the third one deals with the
wave reflection phenomena. These models togethtbr agpropriate software were used to
research the sensitivity of the models. The infagerof different parameters on the
calculations was checked. In the theoretical pagarding the surface waves propagation an
attempt to approximate the component of dispersmmsed by attenuation was made. An
analysis of sensitivity of the reflectometric modtials shown the limited possibility of its use
to strongly porous materials (strongly degradeccoetes and gas concretes).

To realize the experimental part of this work, te@mputer operated measurement
devices had to be designed and constructed — tlezg discussed in Chapter Ill. In the
process of the work a portable non-contact surfeaee propagation device (SWMD) and a
portable non-contact reflection characteristic meament device (RMD) were built. The
devices can be used both in a laboratory and ddighd) work. Using air as the medium of
conduction for the wave between the ultrasoundsttacers and the material made the
measurement non-contact and do not need any cguplaterial, thus they are non-invasive.
In this part the advanced elements of signal pmiogsused for measurements realization
were shown. The attempted effect of the quantiatilagnostics was to estimate the state of
the material by checking its material parameteigkihg the measurement data with the
correct models describing the wave phenomena dete® evaluate the problem of degraded
concrete materials. To realize this step it wasssgary to solve the inverse problem with the

use of optimization procedures. Chapter IV death Wie choice and implementation of a few
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optimization methods for the sake of the invesiedadtructure. Two Self-developed programs

were presented: the Cloud Points program — usiadHtskell's model and the DDS program

based on the Gibson's model- used to learn thehdeptdegradation. Both developed
programs were tested on a specially prepared syntheta.

The realization of the research on the real mdsefehapter V) was an important
opportunity to verify the proposed diagnostic tool$ie results support the accuracy of
operating of all elements of the systems discusie®l:measurement device, applied data
processing and the methods of the material parasn&tentification. The data collected on
the samples in the SENSO project comprise knowldogges in the influence of some
parameters of concrete on the propagation of seifizaves. The research done in laboratory
conditions and in the field conditions have showme shortcomings of the tools built in
terms of their mechanics and software. The findingsy point to the directions of the
prospective works. It regards both the developnwnthe presented techniques and the
measurement devices as well as the signals progessid the methods of parametric
identification. In the hardware part of the systessponsible for surface wave measurement
(SWMD) the fallowing things have to be considered:

* rebuilding the SWMD to apply a second transmittiregnsducer, which could enable us to
conduct measurements in both directions of theilprafhis would let us adjust the errors
of the device positioning according to the testadase by the use of signal processing,

* miniaturisation of the controller unit and the powamplifier. It is possible with the
dynamic development of electronic components alsitly the knowledge acquired about
the hardware requirements,

* improvement of the acoustic isolation between theansmitting and the receiving
transducers in order to decrease the influenckeoiave reaching directly through the air
on the received signal,

» supplementing the SWMD system with the ability teasure other parameters such as the

measurement of concrete humidity.

In the hardware part of the reflectometric measarm@msystem (RMD) certain
developments should be taken into consideration:
» developing an easier and more precise system a@igrosg of the device according to the

sample,
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* enclosing the device with the screens decreasiagnffuence of the environment on the
measurement,
» adjusting the device to enable it to work on vaitti¢walls) and inverse horizontal
(ceilings) sites.
Apart from the mentioned suggestions, the RMD systeeds much research in order

to asses its real usefulness and possible appliisati

The software used for signal acquisition and dabagssing can be optimized to work
faster. Tools that enable to suggest to the user rtacessity of retaking the failed
measurements could be applied to the software. Toeld be also able to reject the less
accurate results to give a clearer image of theegatl measurement data. The improvements
connected with parametric identification technigaéghis stage of the research can include
only the procedures using the Haskell's model sisch
» code victimization to solve the Haskell's model,ickhwould hasten its work and
therefore shorten the time of the identificationqass.

* implementation of other optimization procedureshsas: Genetic Algorithms, and thus
continuing research on choosing the right methogbbfing the inverse problem.

« formulating a procedure based on the use of othedefts which could describe a
degraded material.
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APPENDIX |
Chosen detail of optimization methods

Bisection method

The method of an even division know also as thedbign method is an easy way to
solve non-linear equations. Balzano Cauchy's piitipogs used in this method, it says that if
a continuous functiof(x) has reverse signs at the both ends of a closeg faj] there has
to be at least one radical of the equatifp) = 0. From the above propositidhobligatory
conditions can be surmised. Firstly, the functi() in a chosen closed ranfgb] has to be
continuous, secondly the produ)f(b)<0 has to be achieved. The graphic illustration ef th
non-linear equation with the use of the bisectiagthod of Equal division was shown in the

Figure Al.1.
F(x)

F(a-)

Figure A1.1 The graphic illustration of the biseatimethod’.

The work of the procedure is as follows, the rajagb] is divided into2 in the point
x, =a+b/2when the function equaféx;) = 0, thenx; is the searched result of the equation.
If the result is different the randa;b] is divided into2 equal part$a;x;] and[x;;b] and the
productsf(a)f(x) andf(x)f(b) are checked. If there is at least one zero paiataf the products
will be a negative number. It then becomes the raawe of the search in which the division
procedure is repeated. There are two conditionenaling the algorithm. One of them is

1 Gpraph form :
http://pl.wikipedia.org/w/index.php?titie=Plik:Bistton_method.png&filetimestamp=20050826130956



finding anx, for which the equatiori(x,) = 0. The algorithm finishes its work a lot earlier

when it finds a relatively small number (approximaatof a radical) [Yang at al. 2005]. The

algorithm is characterized by a big speed of warkd problem occurs when the function of
the target has more than one rout. For exampléhert are zero points crossings in a given

range and in consequence the ends of the rangadwawke an identical sign the algorithm

will not find any solution. Some constraints of ppg the method of bisection are — looking

for zero point crossings and not the extremes eftinction which makes it necessary (in the
classical view on the optimization) to use a denaaof the target's function not the function

itself.

In the presented work, the method of bisection ardg used in solving the problem
based directly on the Haskell's model describethéenChapter II. 1.2. It lets us quickly find
the radicals of the dispersive equation for quasii&gh waves (multiple modes) by solving
multiple dispersive equations for the entire ranfjrequencies. In Matlab environment there
exists a built-in procedure of searching the zeoinpof a non-linear function "fzero".
Nevertheless for the use of this work a procedaedising code was made. The work of the
code was successfully tested by comparing resuite Whe method of the Simulated
Annealing which is appropriate for the same purpd$e bisection method is however more

time effective.

Gradient Methods

The gradient methods are come under the categotheofeterministic first order
optimization methods. One of the gradient methadthé Newton method. The work of the
procedure begins in a start pokgtchosen by the user included in the doniajnn which the
direction of the search is calculated, it is repreed by the vectodx the points of the
following interations are calculated accordingtie equation

X1 = X%+ dy (A.1)

If the criteria of the stop of the algorithm ardfifled a new interation begins and a
new direction of the search is calculated for #eently set point.,. The process is repeated
as long as of the criteria of ending is achievedke @irection of the minimum search in the
Newton's method is calculated with the use of aldr&y series of the objective function
according to the givex point in accordance with the equation

f(x+9)= f(x)+Of (x)T5+%5TD2f(x)5+O( ?) SD:%xloc% (A.2)

S2
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where0f (x) means the gradient of the objective functioid f(x) is the Hess matrix

(called Hesjan as well), and the ingredi@(ﬁz) is the rest of the value @. Supposing

that the rest in the solution (A.2) is negligibimall, square approximation of the objective

functionf(x) in accordance with thg point.

F (6)= f(xk)+Df(xk)T5+%5TD2f(xk)5 (A3)
Then, the direction of search can by calculated
. Of (x, )

d, = Fo l0)=——-73 A4

«=min «(3) 51 ) (A.4)
Substituting (A.4) to (A.1) the recurrent equatiohthe Newton’'s method can be

formulated
Of (x,)
Xesp = Xy =———F7= A5
k+1 k 0 2 f (Xk) ( )

In the presented work as a basic algorythm to sthleeinverse issue the "Isgnonlin”

(LSQ) procedure was used. It is available in thdinoping toolbox in the Matlab

environment. The procedure may be successfully usedolving both the dispersive

equations as well as the identification of paramseta the reflectometry. The "Isgnonlin:

function is often used to rapidly establish withtiopzing procedures the local minimum of a

function. The LSQ procedure requires defining thevector which is a margin of the

experimental valued/e and theV ea a forecasts of the model for the ved®iof the
established model parameters. The operation otilegion Euclideans norm of the vector
which is a objective function is done inside the Q. Srocedure. There are certain
requirements of ending the optimization and thenfiguration is possible by dint of the

"optimset" function. The most important parametdrthe function are:

‘TolFun' — it establishes the minimal value of tluction which is needed to end the
calculations. Ending the procedure of this reasomast beneficial, it guarantees
reaching the matching with high accuracy, The vati¢his parameter has to be
established on the basis of the experience of¢ke The main factors influencing
the value are: the quality of the experimental datd the resolution of the model.
To make it easier, you can assume a very smallevafu.e. 10-2 and take into
consideration the quality of the matching show lgyyaphic.
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'DiffMinChange' — establishes how big changes & fanction are acceptable. Stopping
because of this parameter may happen when a funbas a valley with a flat
bottom — so many parameters with an identical valuthe function will occur.
The research done has shown that the value op#nameter should be inside the
range 10-3

‘TolX' — determines the minimal change of the mqulameters. It makes it possible to end
the optimization w a situation when the value éda@nd minimum does not fullfill
the criterion 'TolFun'. This kind of a situatioancoccur when the experimental
data contain noise or the used model does notreequaking a set approximation -
in this case it is impossible to reflect id idealynding the search because of this
reason does not guarantee that the found minimwaorisct.

It depends from the configuration if the functioancwork as an algorithm of Large-
scale optimization [Coleman 1994] or as Medium-sagitimization [Moré 1977]. In the first
example the Newton method is used which lets ugesabn-linear equations with the use of
combined gradients. The advantage of using largke sptimization method in the Isgnonlin
procedure is the readiness to define the bordetheofsearch for the whole vector of the
search parameters. In the case of Medium-scalenggatiion including the borders of the
search range is much more complicated. It can be 89 including an accurately formulated
function of an added penalty to the target of thecfion. The vital condition to end the search
is reaching the assumed value of the minimum otdhget function and it usually means that
the global extreme was found — the best possibiatisn. In the case of real data which
include noise it is very difficult to fulfill. Thexfore it happens that the optimizing procedure
ends because the changes ofRhgarameter are smaller than the set values inpghiers of
the procedure. In this case, there is risk thatatigerithm is stuck in the local minimum. It
has to be established then if the value of thehedaninimum is acceptable. The graphic
visualisation of the matching may be very helpfumay suggest the presumptive end of the
calculations. It is also possible that the alganitvould find a blurred minimum "a flattened"
minimum of the target. In this situation, the alfon ends the search because of the zero
values of the gradients. Another condition of fimitgy the calculation is the breaching of the
assumed number of the iterations of the procedutkeeonumber of recollections of the target

function which means an incorrect solution to thekt
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Simplex Method

The simplex Method is also called the Nelder-Meawkthod from the names of its
creators, is one of the direct methods [Nelder ethers 1996], it means that it uses directly
the objective function and not its derivative sla local optimization method. The work of the
method does not require counting the derivativethefobjective function which decreases
the amount of time needed. FoNadimension problem the work of the procedure rezpiir
N+1 points in aN-dimension space, on the basis of which a simgestnetrical figure can
be built in this space (it is called simplex). FFoone dimension space problem it would be a
segment for a two dimension problem it would beangle etc. The process of searching the
minimum is based on setting a new point of thedbghe simplex by reflecting the highest
point according to the opposite face (a point ia tase of a segment). Additionally the
procedure may decrease or increase the newly @otamplex to find the minimum of the
function faster. The simplex becomes smaller andllemapproaching the minimum. The
optimizing ends when the size of the simplex aralEenthan the established border values.

In the Matlab environment the Simplex method islenpented in the "fminsearch” function.

Simulated Annealing method

One of the methods used in the work of optimizihgbgl methods is the method of
Simulated Annealing (SA) Published in 1983, whichhars are S. Kirkpatrick, Ch. Gallet
and M. Vecchiego [S. Kirkpatrick at all. 1983]. Thwrk of the method can be compared to
the operation of heat development of metals in Wihicnealing leads to the reduction of the
internal stress which appeared due to an abrumgteharg. In the SA method an analogy
between the energies of atoms of the improved nagidlthe target function occurs. Reaching
the minimum of the function can be compared toea frooling of a processed metal. One of
the advantages is the fact that the target funafioes not have to be differential nor even
linear. The disadvantage of this method is relatiyegh time consumption before reaching
the solution.

Scheme of the SA algorithm at work is shown in pieure Al.2. Its work begins
with choosing a start point from the range of skaned setting the parameters of work for the
algorithm such as the starting temperature, thestiwg temperature modulus or the cooling
model. The value of the temperature correspondkegrobability with which the starting
sample points are accepted. The higher of temperataused the bigger probability of

acceptance. From the space around the last arlmbiesolution, (at the first iteration it is the
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starting point) a new neighbor is reached (a neweaf searched parameters). If the value of
the function for the new point is bigger than foe tprevious point then it is saved as the
candidate for the solution. Next, for the new ppitte acceptance function is calculated
which depends from the value of the target functmrboth the old and the new solution and
from the temperature corresponding to a giventimma The acceptance function says if the
search of a new neighbor in the next iterationtstarm the old or the new solution. It is also
worth noting that the lower the temperature, thveelothe probability of changing the starting
point in the search of a new solution. The valughaf temperature in lowered after each
iteration, so at the beginning of the work of thgoathm the starting point is often changed,
and at the end at a lower temperature it staysamgdd. Such situation makes the algorithm

SA work more locally at the end than at the begiginwhen the temperature was high.

Starting point set:
X=X

v

Starting temperature set:
T=T,
And the coefficient of temperature

decrease @
FINAL /
SOLUTION

Stop
condition

Generation of the point’ from the
neighborhood, by functiong(x,x’)

A 4

Acceptation ok’ asx with probability
AL(x,X)

A 4

Temperature reduction according td
the scheme of cooling
T=axT

Figure A1.2 The block diagram of Simulated Anneglinethod..
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Ending a single iteration takes place after findenget number of neighbors. A new
iteration begins with a lower temperature. An assdimmodel of cooling is responsible for the
way of lowering the temperature. There are differeechanisms of cooling in the common
use. In most of them the temperature is lower veittery iteration, although oscillation
methods are sometimes used. The algorithm endwgoits when the value of the function is

below a set level or when the lowest possible teatpee is achieved.

DIRECT Method
Optimization algorithm called DIRECT belongs to eogp of algorithms of global

action. For the first time appeared in PettunemskyPettunen and al. 1993]. The destiny of
the algorithm was to solve the global optimizatiproblems with certain restrictions of
parameters and an objective function with real eslurhe name DIRECT comes from the
shortening of the phrase "Dlviding RECTangles", eithdescribes the way the algorithm
reaches the minimum of the objective function. DORES the direct algorithm and therefore
as SA, does not require the knowledge of gradiehthe objective function. These types of
algorithms work well in situations where there sinformation about the objective function
and it should be treated as a "black box". An eXxarmp DIRECT being used to solve a real

industrial problem is shown i.a. in Carter’'s wo€kafrter and al. 2002].

L L L L I L I L L
& oy 0.2 a3 e ns [X] oF o8 k<] 1
3

1

Figure A1.3 The graphical mapping of the searcltspkvision in the DIRECT method (on the right)lieed

on the example of a test function “Goldenstein-€(mn the left) [Finkel 2003].
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Functioning of the algorithm is to divide the sdaspace into smaller and smaller
subspaces. In two-dimensional problem it will baatky dividing the rectangle into smaller
rectangles. In each iteration, selected rectangiesdivided into three equal parts. And for
each of them is determined centre of gravity folichhs calculated the value of objective
function. After division, follows the selection pbtentially optimal rectangles. The value of
the objective function for the center of gravitydathe size of rectangle are taking into
account as the selection criteria. It is possibé& more than one rectangle meets the selection
criteria. All potentially optimal rectangles arevidied into three equal parts along the long
side, which completes the iteration. The procedsirepeated until set number of iteration is
used up, or the less value of objective functi@anthstablished threshold is achieved. Graphic
representation of the DIRECT method while searchaagminimum of test function

“Goldenstain-Price” is shown in the Figures A1.8l&.4.

(@) . . . — - . i ——

b) . . . - . . . .

(© s a niu—p a f ala|a| —pm a . uﬁn

Figure Al.4 The block diagram of Simulated Anneglinethod..

170



APPENDIX I

Details of identification with the use of Haskell's model with
synthetic data.

To test the researched procedures of identificatbbrthe model's parameters, A
configuration with two and three layers was consde(including the half-space). In the
simplest example of a heterogeneous system with layers, the number of searched
parameters was reduced to three: the velocity efrdnsversal wave for two layers and the
thickness of the first layer. The rest of the pagters were assumed to be constant. The
dispersion curves were generated with the use efHhaskell's model as well. In all the

examplesl kHzwas assumed for the scale of frequencies.

Identification procedure for the 2 layers — 3 paraneters (2w3p) model

configuration - LSQ method

The graphic result shows the Figure A2.1 and thmbar values are put in the table
where Synt — means the synthetic data, Inv — the dhtained from the inversion. The
numbers at individual parameters show the numbénefayer i.eVs; is the velocity of the
transversal wave in the second layer. Only theesln bold were the subject of identification.

The minimal value of the error function4$,5which gives us a normalized error BN
of 0,033%(according to the Equation 1V.2) despite the thet an ideal match should give a
value of0. It is worth noticing that even for such a smalmber of variables the algorithm
does not always find the right results, and thealteshown is the most accurate of a few ones.
It was noticed that when searching f8rparameters most of the found results may be
considered accurate (close approximation of théhgyic curve) despite different deviations
of curve fit. The biggest advantage of this proceda the small amount of time consumed

for calculations — in this example it was approxieia4,2 minute.
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1 Synt Inv (LSQ)
2600
] Vol [m/s] 3900 3900
2550
] —-— Synt Vp2 [mis] 4500 4500
2500 - Inv
] Vsl [m/s] 2500 2501
@ 2450
é ] V2 [mis] 3000 3007
> 2400+ d1 [em] 3 3,04
2350+ o1 [kg/m?3] 2000 2000
2300 02 [kg/m?3] 2100 2100
2250 BN [%)] 0,033
0,0 20,0k 40,0k 60,0k 80,0k 100,0k 120,0k Czas obliczeri [s] 252

f [Hz]
Figure A2.1 The example of identification procedwith LSQ method for the model in a configurati@layers

3 parameters (2w3p).

Identification procedure for the 2 layers — 3 paraneters (2w3p) model

configuration - SA method

2200 Synt Inv (SA)
21501 Vo1 [mis] 4000 4000
2100+ Vp2 [m/s] 4600 4600
g 20504 Vgl [mis] 2000 2005
> 20001 Vg2 [m/s] 2400 2395
1 d1 [cm] 2,5 2,55
1950
1 1 [kg/m?3 2000 2000
1900 o1 [kg/m?]
1 22 [kg/m?] 2000 2000
1850
—— BN [%] 0,027
0,0 20,0k 40,0k 60,0k 80,0k 100,0k 120,0k )
Czas obliczen [s] 3240

f [Hz]
Figure A2.2 The example of identification procedwith SA method for the model in a configurati@layers

3 parameters (2w3p).

To compare the usage of the local optimization @doce with the global procedure
for parameters identification, the same task wasedgowith the use of the Simulated
Annealing method. The dispersion characteristica/ith the parameters found was shown in
the Figure A2.2. The minimal value of the objectiuaction is close to the result for the local
procedure and equaB8,5 which gives a fit error 00,027% A disadvantage of global
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procedures is a noticeable amount of time consufoedhe realization of the tasks, it
amounted t®4 minutes — ten times longer than in the case of. 8@ method. In the process

of calculation the same computer was used.

Identification procedure for the 2 layers — 7 paraneters (2w3p) model

configuration - LSQ method

Decreasing the number of searched parameters nth&eglentification procedure
faster, but in the real conditions it requires kmewledge of a group of parameters or their
approximation. If the approximation is wrong th@gadure of identification would not find
the correct result. In the test below, the idecdition of all seven parameters for a two-layer
structure was conducted. The calculations were dorthe basis of LSQ method. The results
of identification were shown in the Figure A2.3.r@Qmaring the parameters it can be claimed
that the worst match was obtained for the longitablivave velocity. It confirms the results of
sensitivity research of Haskell's model descrilvethe Chapter 11.1.3. It must be remembered
that the larger number of variables the more antaiguhe result is. It is important to know
that both the velocity of the transversal wave #ralthickness of the layer were estimated
correctly. The minimal value of the function is qoanable with the results received in the
previous examples and equdlk,25which gives a fit error 00,021 The time of calculation

in comparison with a three parameter model d@mninutes longer.

2600 ] Synt Inv (LSQ)
2550 V1 [mis] 3900 4470
2500 Vp2 [m/s] 4500 4854
T 24501 Vgl [m/s] 2500 2437
£ ] Vg2 [mis] 3000 2893
>  2400-
| d1 [ecm] 3 3,12
2350
1 oL [kg/m?3] 2000 1999
2300
' 02 [kg/m3] 2100 2038
2250
T T T T T T T T T T T T 1 BN [%] 0,021
0,0 20,0k 40,0k 60,0k 80,0k 100,0k 120,0k Czas obliczen (3] 500

f [Hz]

Figure A2.3 The example of identification procedwith LSQ method for the model in a configurati@nayers

7 parameters (2w7p).
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Identification procedure for the 2 layers — 7 paraneters (2w7p) model

configuration - SA method

The results obtained for identifications of sevearameters with the Simulated
Annealing method are slightly less reliable thae tlesults obtained thanks to the LSQ
method. Similar to the previous experiences, lalfferences are for the longitudinal wave
velocities and the density of layers. The exampleharacterized by a larger value of the
objective function's minimum found which equd@s5 it results with an fit erro0.062%.
That is why more differences in identified parame&teccur. The time used for leading the
identification process amounted ™ minutes —7 times longer than in the case of LSQ

method for the same task.

2600+ \ Synt Inv (SA)
2550- ’ Vp1 [mis] 3900 4842
2500 Vp2[mis] | 4500 5167
T 2450- Vgl [mis] 2500 2414
5 2400 Vg2 [m/s] 3000 2942
2350 d1 [cm] 3 2,70
2300 1 [kg/im3] 2000 2440
2250 02 [kg/m?] 2100 1960
0,0 20,0k 40,0k 60,0k 80,0k 100,0k 120,0k BN [%] 0,062
f [Hz] Czas obliczen [s] 4500

Figure A2.4 The example of identification procedwuith LSQ method for the model in a configurati@layers

7 parameters (2w7p).

Identification procedure for the 3 layers — 5 paraneters (3w5p) model

configuration — LSQ method

The next test of the optimization procedure wasdooted on a three-layer model
searching for five parameters. In the process ehtification the values of transversal wave
propagation velocity in different layers and thieks of these layers were assumed. The
results of curve fitting process and the assumeanpeters are shown in the Figure A2.5. The
normalized fit error in this case equal@@®98%- three times more than in the cas@-dhyer
model. Despite that, the comparison of the resoiitshe identification with the synthetic
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results is satisfying, especially for the transaensave velocity in particular layers. The
identification of Layers' thickness was set witmior error only. The time of the calculation

- 16 minutes — is4 times longer than in the case of tbdayer model with3 parameters

searched.
Synt Inv (LSQ)

Vi1 [m/s] 4000 4000
26007 Vo2 [mis] 4600 4600
2500+ Vp3 [m/s] 5200 5200
2400+ —.«— Synt Vgl [mis] 2000 1999
2300 v V2 [mis] 2400 2337
é 2200 V3 [mis] 3000 2955
" 2100- d1 [cm] 2,5 2,32
2000—- d2 [cm] 4 3,59
1900 oL [kg/m3] 2000 2000
w0 | @kgmI 2000 2000
00 200k 40,0k 600k 80,0k 1000k 1200k [~ oy s 2100 2100
flHz] BN [%] 0,098
Czas obliczen [s] 960

Figure A2.5 The example of identification procedwith LSQ method for the model in a configurati@nayers

5 parameters (3w5p).

Identification procedure for the 3 layers — 5 paraneters (3w5p) model

configuration - SA method

A similar procedure of identification for a thresmyer model with five searched
parameters was conducted with the use of SA meffioelobtained match and parameters are
shown in the Figure A2.6. It is characterized byekatively small value of the objective
function equaling178,5 which gives an error of matching &082% The time of the
calculation for this example &7 minutes -6 times longer than in the case of LSQ procedure.
It has to be mentioned that a good matching wasliged) every time which supports the

thesis that algorithms which work globally do nagantee obtaining an accurate result.
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Synt Inv (SA)
Vpl [mis] 4000 4000
2600 Vp2 [mis] 4600 4600
25004 V3 [mis] 5200 5200
2400 Vgl [mis] 2000 2001
2300 Vg2 [mis] 2400 2459
£ 2000 V3 [mis] 3000 3052
z 2100_. dl [cm] 2,5 2,63
2000_- d2 [cm] 4 4,56
1900 o1 [kg/m3] 2000 2000
wo | r,2kgmT 2000 2000
00 200k 400k 600k 800k 1000k 1200k [ gpo/ay 2100 2100
o BN [%] 0,082
Czas obliczen [s] 5820

Figure A2.6 The example of identification procedwith SA method for the model in a configurationagers

5 parameters (3w5p).
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Résume de la these de doctorat

L’objectif principal de cette thése est de dévetpgpeux méthodes de diagnostic des
dégradations mécaniques et structurales du bétoma@en d'ultrasons. Les techniques
choisies pour les mesures sont non-destructivearst contact, permettant ainsi les situations
ou l'acces au corps d'épreuve est limité a uneeséate. Les sujets considérés dans ce
mémoire, nécessaires a la réalisation des objelgifa thése, sont les suivants :

- 'adaptation de deux modeéles de propagation dee®de surface dans des milieux
hétérogénes (modeéle de Haskell et modéle de Gibafin)de générer les caractéristiques de
la dispersion du matériau analysé ;

- I'adaptation du modele réflectométrique, afin giénérer les caractéristiques du
coefficient de réflexion des ondes acoustiquedassurface du matériau ausculté,

- le développement de deux systemes de mesuresiaigées : SWMD — systéme
pour la mesure de la propagation des ondes ducsyurRMD — systeme pour la mesure
réflectométrique ;

- le développement de logiciels pouvant résoudngrddleme inverse (inversion des
caractéristiques de dispersion),

- la réalisation de plusieurs mesures en laborateirin situ pour la vérification du

fonctionnement des systemes développés.

Le travail est présenté dans six chapitres et denexes.

Le premier chapitre contient une introduction géteéret définit les problemes a
résoudre et les objectifs du travail. Dans ce d¢haont présentés : un état des lieux du
domaine de diagnostic du béton, ainsi que les ipdinix problémes et enjeux liés a ce sujet,
une présentation et une analyse des méthodes stmiatares utilisées pour le diagnostic du

béton.
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Si I'on prend en compte le fait que les structueasbéton sont soumises a des
processus naturels de vieillissement et d'usurenmés par l'influence défavorable de
I'environnement et des conditions de fonctionnensentvent anormales, il devient évident
gu'’il est nécessaire d'assurer la sécurité deutlisation par la détection et l'indication de la
localisation des dommages potentiels. Habituellenfaffaiblissement commence par la
couche de surface. Au fil du temps, la dégradasiétend en profondeur et peut affecter la
zone de renfort, ce qui provoque une corrosion lace et excessive, qui a son tour peut
avoir un impact significatif sur le risque de l@itirement structurel. Signaler le probleme au
plus tét est alors un enjeu majeur. Il est impdrietnméme nécessaire de surveiller et de
diagnostiquer I'état de la construction. Cela rgitesles outils appropriés : des méthodes et
équipements de test, une technologie, un enregistre un traitement de résultats ; le tout
assuré par des systémes d’aide au diagnosticspeefiables.

Les méthodes employées pour la surveillance aalgndstic de I'état des ouvrages en
béton peuvent se faire de fagcon destructive oudestructive. Le procédé non-destructif est
depuis longtemps le sujet d'une forte demande é&tepte des avantages indéniables. La
majorité des méthodes non-destructives fait appeéés ondes ultra-sonores, néanmoins il
n'existe encore aucun « systeme » totalement dpgret, crédible et fiable, destiné au
diagnostic de I'état de la couche supérieure denbépres avoir présenté cette motivation, le
chapitre justifie le choix de deux méthodes nortrdesves (la méthode des ondes de surface

et la méthode de réflectométrie).

Le deuxieme chapitre contient une description dais modéles de propagation des
ondes ultrasonores. Les deux premiers, utiliségéaphysique : le modele de Haskell et le
modele de Gibson, conviennent a la modélisatioprdpagation des ondes de surface (OS)
dans les matériaux hétérogénes. Le troisieme mastlbasé sur le phénomeéne de réflexion
des ondes ultra-sonores par la surface d’'un matpoeeux.

Le modéle de Haskell permet de générer des caisttjées de dispersion des ondes
de surface dans un milieu hétérogéne. La priseoepte de I'hétérogénéité est réalisée par
une composition de plusieurs couches homogénefautl souligner que dans le but de
résoudre ce modele, il est nécessaire d'utiliserolgtils d’optimisation numériques, car la
solution analytique n’existe pas. Le modele de @ibdécrit la propagation des OS dans un
milieu hétérogene caractérisé par un changemeagtifen du module de cisaillement en

fonction de la profondeur.
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Le troisieme modéle exploite le phénomeéne de rigfftedes ondes ultra-sonores et |l
est basé sur la théorie simplifiée de Biot.

Ce chapitre contient aussi une étude de la sesilde ces modeles. Il s’agit
d’analyser I'impact des parametres définissant kénel physique ou structurel sur les

résultats.

Dans le troisieme chapitre, sont présentés lesscexpérimentaux construits dans le
cadre de ce travail afin de mettre en ceuvre ldsnigues de diagnostic. Il s’agit de deux
systémes : le premier sert a I'étude de la projmagdes ondes de surface et le second est
utilisé pour les essais en réflexion ultra-sonbeedéveloppement de ces systémes originaux

sous-entend :

la réalisation de deux dispositifs automatisés pasurer les ondes de surface
(«<SWMDp») et les ondes réfléchies par la surfacbétan (« RMD »),
le développement d'un logiciel a interface grapligaur contréler le « SWMD » et le

« RMD » - application de signaux a fréquence vaeiale type « chirp »

Ce chapitre contient aussi la description des wiffés essais de test effectués grace a
ces outils. Tout comme le chapitre précédent, désieme chapitre est terminée par les

conclusions.

Le quatrieme chapitre est consacré aux méthoddentification des parametres
meécaniques et structuraux du béton a partir desineesiltra-sonores. Le développement des
algorithmes d'estimation de la valeur des paramétnécaniques et structurels du béton
dégradé basés sur les modeles y est présentétiémy entre autres : une description des
algorithmes (procédures) utilisés pour évaluer tafgmdeur de la dégradation et les
parameétres qui déterminent la structure des matétiestés, les résultats des vérifications et
des essais effectués avec des données synthédiglessconclusions du travail effectué. Les
méthodes stochastiques et déterministes sontéaslisEn plus, deux programmes originaux
pour résoudre les problemes inversés sont dévedohpéprogramme « Cloud Point » réalise
I'inversion multiple avec l'utilisation du modeéeleedHaskell. Le deuxiéme programme,
nommeée « DDS » ; utilise le modele de Gibson ptastimation de la profondeur de la

dégradation.
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Le cinquiéme chapitre contient une présentationnet analyse des résultats obtenus
lors des mesures in situ et en laboratoire grageoatils de diagnostic développés. Avant de
passer aux tests, une description des matériatéstest présentée.

La mise en ceuvre d'une grande série de mesurgdusigurs échantillons de béton
dans des conditions de laboratoire, ainsi que lesunes sur les ouvrages y sont présentés.
Les mesures ont notamment été effectuées danjet gr SENSO ». Les conclusions du

travail sont formulées, comme précédemment, anlddichapitre.

Le sixieme chapitre constitue une conclusion glelsair le travail effectué. Il présente

aussi des perspectives pour les travaux ultérieurs.
Deux annexes completent ce mémoire. La premiersgepté le détail des méthodes

d'optimisation, la seconde fournie le détail descpdures d'essai pour l'identification des

parameétres du modele de Haskell.

180



181



Abstract

Diagnostic ultrasonore de la dégradation mécaniquet structurale du béton

Le travail présenté dans ce mémoire concerne lelagwement d'outils pour le diagnostic
non-destructif et sans contact de l'état (dégradatides matériaux de construction,
principalement du béton. La thése est focaliséedsux techniques d’évaluation utilisant la
propagation des ondes ultra-sonores : I'étude derdpagation des ondes de surface et
l'analyse des coefficients de réflexion en fonctilenl'angle d'incidence (réflectométrie). La
partie théorique du travail présente les bases seddélisation des phénomeénes considérés,
ainsi que la mise en ceuvre des modeles décritsldaésolution des problémes inverses. Un
logiciel utilisant des algorithmes d'optimisatiooup l'identification des parametres du modeéle
sur la base des données de mesure est développgélaelasadre ce travail. La partie
expérimentale présente le développement de deuénsgs de mesures ainsi que leur
utilisation en laboratoire et sur le terrain. Let lile cette partie est non seulement de
développer des outils expérimentaux mais aussi ede réndre opérationnels pour une
utilisation courante. Les applications des outésaloppés pour le diagnostic sont discutées
sur la base d'exemples de résultats obtenus eratabe et in situ. lls permettent de spécifier
les parametres tels que la profondeur de la détioadda vitesse des ondes de surface et des
ondes transversales en fonction de la profondewr p@ matériau testé ainsi que la
perméabilité de surface, la porosité et la torteosdii matériau testé.

Mots-clefs : ultrasons, ondes de surface, la réflectométyistemes de mesure, diagnostic de
matériaux, d'identification, béton, CND, |'optintisa

Ultrasonic diagnostic of mechanical and structuradegradation of concrete

The present work concerns the development of tlmolson-destructive and non-contact
diagnostic of state (degradation) of constructioatemnals, mainly concrete. Attention is
focused on two complementary techniques using tbpggation of ultrasonic waves, i.e. the
study of surface waves propagation and the anabysisflection coefficients as a function of
incidence angle (reflectometry). The theoreticat wd the thesis shows the foundations of
modelling the considered phenomena, as well agripeementation of the described models
in solving the inverse problems. Software develoged this work uses optimization
algorithms for identification of model parameterased on the measurement data. The
chapters concerning the experimental work shows cthestruction of two measurement
systems developed according to assumptions, ingjuttieir possible use in both laboratory
and field conditions. Applications of the developdidgnostic tools are discussed based on
the examples of the results obtained in the laboyadnd for the real objects. They allow to
specify the parameters such as the depth of degradaelocity of surface and S-waves as
functions of the depth for the tested material smdace permeability, porosity and tortuosity
of tested material.

Keywords: ultrasounds, surface waves, reflectometry, coetloimeasurement systems,
diagnostic of materials, identification, concrét®) T, optimization.
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