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Résumé

Depuis quelques années, économiser 1’énergie est devenu un enjeu majeur dans les technologies
de l'information et de la communication (TIC). Celles-ci représentent en effet 2% des émissions
de CO2 de la planete, soit autant que 'aviation.

Les systemes distribués (grilles, clouds, réseaux haute performance) constituent de gros
consommateurs d’électricité. En effet, pour des besoins de haute disponibilité, leurs ressources
sont allumées en permanence et notamment lorsqu’elles ne sont pas utilisées.

Les systemes de réservation garantissent qualité de service et respect des contraintes de 'uti-
lisateur. Ils permettent également une gestion plus fine des ressources. Pour limiter la consom-
mation électrique des systemes distribués et des réseaux dédiés, nous avons proposé un systeme
de réservation de ressources efficace en énergie.

Mesurer et comprendre la consommation énergétique des systémes distribués

Afin de mieux comprendre la consommation électrique des ressources de calcul, nous avons
déployé une infrastructure de mesure sur le site lyonnais de Grid’5000 (une grille expérimentale
frangaise comprenant plus de 5000 coeurs distribués sur 9 sites géographiques). Cette infrastruc-
ture comprend des wattmetres qui, grace a notre interface logicielle, nous permettent d’obtenir
la puissance consommée par chacun des 135 noeuds a raison d’une valeur par seconde.

Nous avons ensuite analysé 'utilisation de cette grille et nous avons corrélé ces informations
avec la consommation électrique. Cette analyse nous a permis de mettre en lumiere plusieurs
points : 'utilisation est faite de pics et de creux et la consommation des nceuds inutilisés est
tres élevée. Ainsi, éteindre ces noeuds lors des périodes creuses pourrait permettre d’économiser
beaucoup d’énergie.

ERIDIS : Energy-efficient Reservation Infrastructure for large-scale DIstributed
Systems

Différentes techniques peuvent étre employées pour réduire la consommation des ressources.
Réduire la vitesse de fonctionnement des composants est une solution permettant d’économiser
de Iénergie méme lorsque les ressources sont utilisées. Eteindre des ressources ou des compo-
sants peut permettre des économies d’énergie conséquentes lorsque ces ressources ne sont pas
utilisées. Cependant, ces extinctions ont besoin d’étre coordonnées a un niveau supérieur pour
étre réellement efficaces. C’est pourquoi nous avons proposé ERIDIS (Energy-efficient Reser-
vation Infrastructure for large-scale DIstributed Systems), une infrastructure de réservation de
ressources efficace en énergie.

ERIDIS agit au niveau du gestionnaire de ressources. Ses trois approches principales consistent
a éteindre les ressources non utilisées, agréger les réservations et prédire les réservations futures
dans le but d’éviter de trop fréquents allumages et extinctions.

Cette infrastructure générique a été adaptée aux grilles de calcul, aux clouds et aux réseaux
filaires dédiés.




EARI : Energy-Aware Reservation Infrastructure

Les grilles de calcul et les centres de traitement de données sont de plus en plus utilisés pour
des applications grandissant en taille et en complexité. Leur consommation énergétique devient
un frein majeur au déploiement de nouveaux centres.

En nous appuyant sur ’analyse des traces d’utilisation de la plate-forme Grid’5000 sur 'année
2007, nous avons conc¢u une infrastructure qui prend en compte la dimension énergétique sans
modifier les performances des utilisateurs. Cette infrastructure basée sur ERIDIS s’appelle EARI
(Energy-Aware Reservation Infrastructure).

Nous avons validé cette infrastructure en “rejouant” les traces de Grid’5000 avec et sans
utiliser EARI. Nos résultats montrent que nous aurions pu réduire la facture électrique de
Pannée 2007 d’environ 50% avec notre infrastructure, ce qui correspond & la consommation
annuelle d’'un village de 600 habitants.

GOC : Green Open Cloud

Les infrastructures de clouds sont des éléments de plus en plus incontournables dans I'Internet.
En effet, ces environnements virtualisés offrent une isolation robuste qui permet aux utilisateurs
de partager les mémes ressources sans interaction nuisible. Cette flexibilité dans la gestion des
ressources introduite par la virtualisation et la migration permet de regrouper les applications
sur un plus petit nombre de ressources et donc d’économiser de 1’énergie.

En nous appuyant sur ce constat, nous avons proposé GOC (Green Open Cloud), une ar-
chitecture basée sur ERIDIS et adaptée aux infrastructures de clouds capables d’effectuer des
migrations de machines virtuelles. Cette architecture a été validée expérimentalement sur notre
plate-forme locale. Nous avons en particulier mesuré a I'aide de wattmetres le cotit des opérations
basiques d’une machine virtuelle : instanciation, démarrage, lancement de I'application, arrét et
migration.

HERMES : High-level Energy-aware Reservation Model for End-to-end networkS

Enfin, nous nous sommes intéressés au cas des réseaux dédiés : réseaux d’entreprises, réseaux
interbancaires et réseaux de grilles de calcul et de clouds. En effet, ces réseaux sont régis par une
seule entité, ce qui nous a permis de proposer un overlay appelé HERMES basé sur ERIDIS.

Notre premiere étape a été de modéliser la consommation énergétique des équipements
réseau. En nous appuyant sur ce modele baptisé ECOFEN (Energy Consumption mOdel For
End-to-end Networks), nous avons proposé un simulateur basé sur NS2 (Network Simulator, le
simulateur le plus utilisé actuellement dans la communauté réseau). Notre simulateur permet
de simuler de grands réseaux avec des trafics réalistes et d’obtenir la consommation énergétique
de chaque équipement en tenant compte du trafic et du type d’équipement utilisé (routeur de
coeur, switch résidentiel, carte réseau, etc.).

Ensuite, nous avons adapté ERIDIS au cas des réseaux dédiés. Cette nouvelle infrastructure
a été nommée HERMES (High-level Energy-aware Reservation Model for End-to-end networksS).
Les algorithmes d’ordonnancement des réservations ont par exemple eu besoin d’étre adaptés
puisque pour faire une réservation de bout en bout, il faut réserver simultanément tous les liens
du chemin a emprunter.

La validation ’HERMES s’est effectuée grace a notre simulateur de réseau capable de gérer
des réservations de bande passante BoNeS (Bookable Network Simulator). Les simulations ont
été effectuées sur plusieurs architectures de réseaux typiques (réseau d’entreprise, réseau inter-
bancaire et réseau de grille de calcul) utilisant des valeurs de consommations électriques réalistes
et avec des trafics inspirés de la littérature.
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Conclusion

ERIDIS est un modele générique, robuste et adaptable permettant de mieux gérer I’énergie dans
les systemes de réservation de ressources. Nous avons montré son application a trois domaines
différents : les grilles de calcul, les clouds et les réseaux dédiés. A travers Iétude et la validation
des infrastructures proposées, nous avons montré que des économies d’énergie conséquentes
peuvent étre réalisées dans ces trois types d’infrastructures en utilisant ERIDIS.
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The beginning of knowledge
is the discovery of something
we do not understand.

Frank Herbert

Introduction

1.1 A new challenge for large-scale distributed systems

Large-scale distributed systems — such as computing data centers, Grids, Clouds and dedicated
networks — consist of vast collections of computing and storage resources interconnected through
a network. These systems, with different levels of scalability, interoperability and respect to user
constraints, have become the building blocks for numerous applications and services ranging from
weather forecast to web search.

Over the years, several solutions have been proposed to manage I'T resources in distributed
systems and make them available to user applications. Computational grids first appeared
in late 1990s as a promising hardware and software infrastructure that provides dependable,
consistent, pervasive, and inexpensive access to high-end computational capabilities [FK98|.
For many years grid computing has been an active field of research whose main goals are, in
addition to managing resources, to address issues related to resource heterogeneity, geographical
distribution of elements, and their dynamic behavior [SF10a].

More recently, the maturity of virtualization techniques has led to the emergence of Clouds,
which are a new paradigm increasingly becoming essential to IT services. Cloud comput-
ing aims to provide dynamic, reliable, customized and QoS guaranteed environments to end-
users [WTK™T08]. By benefiting from economies of scale, Clouds can efficiently manage and offer
virtually unlimited numbers of resources, minimizing the costs incurred by organizations when
providing Internet services.

Computer networks are the crucial elements that interconnect IT resources in these dis-
tributed systems. As the size of the systems increases and their traffic demands diversify,
network resources are often stretched to their limits and, in many cases, become a performance
bottleneck. When aiming at high performance, dedicated networks come to the rescue of dis-
tributed systems by providing a reliable infrastructure for large-scale applications that require
high speed data transfers and quality of service [LW08|.

Advances in the systems discussed above have historically been related to improving their
performance, scalability and quality of service. Reservation mechanisms are common practice to
guarantee that users receive the negotiated quality of service, which helps planning and executing
applications with very specific constraints and deadlines [CRH08, SMLF09, PBK*06]. Users are
thereby able to reserve computing nodes, virtual machines or bandwidth capacity for allocated
time intervals. Moreover, in systems that support advance reservations, users can specify a
reservation start time in the future. From the system administrator’s point of view, reservations
allow for more flexible and predictable resource management since the duration of a reservation
is known at its submission.

In recent years, the energy consumed to power Information and Communication Technologies
(ICT) has become a major concern. ICT is responsible for 2% of the global CO2 emissions,
the equivalent to the aviation industry. In 2008, data centers accounted for over 3% of the
electricity consumed in the US and between 1.5% and 2% of the global consumption. Moreover,
the energy demands continue to rise at around 12% annually [Koo08]. If cloud computing were a
country in 2007, it would have ranked 5th in electricity usage, placing itself between Japan and

1
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India [GrelOb] as shown in Figure 1.1.! Moreover, although technology improves, the advent
of petascale machines, cloud computing and peer-to-peer systems give hints that the energy
required to power these systems is likely to rise [Sma08].

USA 3923

Russia_ 1023
Cloud computing- 662
India 568
Germany- 547
Canada- 536
France- 447
Brazil- 404
UK- 345
0 1600 2600 3600 4600 SdOO

Figure 1.1: Electricity consumption for 2007 in billion kWh (from [Grell)).

These disturbing figures show that it is, therefore, urgent to curb the rising energy con-
sumption of ICT and drastically to increase the efficiency of large-scale distributed systems.
However, improvements have to accommodate usage growth to avoid the Jevons Paradox; a
situation where improving the efficiency can increase the usage, thereby enlarging the overall
consumption [Grell].

Improving the energy efficiency of large-scale distributed systems is, however, a challenging
task. The main approaches for augmenting the efficiency are to employ hardware that consumes
less (e.g. solid state drives and low-power processors) and to reduce the energy consumed by non-
IT infrastructure such as air-conditioning (e.g. utilizing free cooling). In spite of their benefits,
these gains do not address the resource wastage, the main source of inefficiency. Several of
current ICT infrastructures employ large server farms and network equipment that are constantly
powered on and operating at their maximum performance even when they are not in use.

1.2 Research problem and objectives

Large-scale distributed systems are major electricity consumers whose consumption is not yet
optimized. This thesis investigates means to improve the energy-efficiency of large-scale dis-
tributed systems that employ resource reservations while respecting the required performance
and user constraints. We focus on reservations because they enable more flexible management
and capacity planning, which are useful assets to reduce the energy consumption of large-scale
distributed systems. Although reservation frameworks have been developed for large-scale data
centers, Grids, Clouds and dedicated networks, only a few take into account the energy as-

!The figures considers the data centers and telecommunication networks used by cloud-based computing plat-
forms.
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pect and they are exclusively used in Grid environments. Currently no unified energy-efficient
reservation framework has been proposed to manage resources in these contexts.
Our objectives are to:

1.

2.

Investigate energy monitoring solutions for large-scale distributed systems.

Provide a fine-grain analysis of the energy usage of resources of large-scale distributed
systems. This analysis will help us to identify where the energy is wasted and whether the
energy-efficient solutions proposed in the literature are applicable to these systems.

Provide an architectural model that manages resources and user reservations of large-scale
distributed systems in an energy-efficient and transparent way. This general model will
exploit the similarities between the reservation models of different types of distributed
networks. The user performance is not impacted by the energy-efficient policies of the
model.

Adapt to and validate this model in three different contexts: (1) data centers and grids; (2)
clouds; and (3) dedicated networks. As reservation-based systems already exist in large-
scale data centers and Grids but not in Clouds and dedicated networks, the validations in
those environments will consider scenarios focused on this usage.

1.3 Contributions

Based on the objectives defined previously, we present in this thesis the following contributions:

1.

This thesis reviews and classifies the solutions proposed in the literature to reduce energy
consumption of large-scale distributed systems.

. We describe the infrastructure (equipment and software) deployed to monitor an experi-

mental Grid site. This infrastructure enabling 135 computing nodes provides an external
power measurement per second and per node [18]. Then, we analyze the usage and the en-
ergy consumption of the experimental Grid. This analysis over a period of several months
provides us with better understanding and precise quantification of resource wastage [11,
25, 23]. It also allow us to put things in perspective to distinguish facts from myths for
large-scale distributed systems dealing with resource heterogeneity [17].

We propose ERIDIS: an energy-efficient reservation framework for large-scale distributed
systems. Based on reservation aggregation in terms of time and space (number of used
resources), usage prediction and on/off power management, this unified theoretical frame-
work can be adapted to reservation-enabled Grid, Cloud and wired network environ-
ments [1, 5]. Our working hypothesis is that reservation-based systems are more con-
trollable and can be more optimized than best-effort systems.

This thesis presents EARI: an energy-efficient reservation framework for large-scale data
center and grid resources adapted from ERIDIS. This infrastructure is validated using
replay mechanisms with real Grid traces. Comparing to non energy-aware resource man-
agement, it allows important energy savings depending on the platform load [15, 14, 4,
19].

. We investigate the energy cost of virtual machines during basic operations (boot, run and

halt) and live migration [24, 7]. This led us to propose GOC: a Cloud framework adapted
from ERIDIS and validated through a prototype implementation test on real nodes. Using
live migration for a better load consolidation and proxying techniques to ensure the network
presence of sleeping hosts, GOC is compared to current resource management in Clouds [13,
12, 3].
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6. This thesis presents ECOFEN: and energy model and simulator for evaluating power con-
sumption and testing energy-efficient algorithms in large-scale networks. Based on the
well-known network simulator NS2, it is enhanced with energy-efficient features for net-
working equipment described in the literature [16]. This preliminary work allowed us to
propose HERMES: a bandwidth reservation framework adapted from ERIDIS to dedicated
networks. HERMES is designed for high-performance networks and thus, does not deal
with wireless networks which are more used in access networks. Centralized and decentral-
ized power management techniques are compared in terms of number of control messages
and energy consumption. The HERMES framework is validated through simulation-based
results since rate adaptation on on/off techniques are not yet present in networking equip-
ment [22, 10, 9, 8, 2, 6].

1.4 Organization of the manuscript

The manuscript is organized as follows.

Chapter 2 reviews the literature on techniques and mechanisms to save energy in large-scale
distributed systems, considering both computing and networking resources.

In Chapter 3, we present our experience in Grid monitoring and understanding its energy
consumption. The deployed infrastructure, described in this chapter, focuses on the energy
consumption of distributed resources.

Chapter 4 proposes our solution ERIDIS: Energy-efficient Reservation Infrastructure for
large-scale DIstributed Systems. It details the architecture and algorithms designed to save
energy.

This solution is adapted to three different contexts:

e data centers and Grids in Chapter 5;
e Cloud environments in Chapter 6;
e dedicated networks in Chapter 7.

These three chapters present both an energy-efficient framework, which is the adaptation of
ERIDIS to the particular context, and the validation of each framework using realistic assump-
tions.

We present conclusions and perspectives in Chapter 8.




Energy and persistence
conquer all things.

Benjamin Franklin

Energy-efficiency in computing and networking
resources: state of the art

Although energy consumption has always been a key factor in sensor networks and battery-
constrained devices, it has only recently become an issue for other ICT systems. The Gartner’s
annual hype cycle for emerging technologies' shows this phenomenon: green IT first appeared
in 2008, directly at the peak of the wave; in 2009 it was on the declining side of the wave, and
surprisingly by 2010 it had disappeared.

From the start, improving performance has been one of the main goals of research in dis-
tributed computing, from hardware [Moo98] to middleware design. However, it has become
impossible to ignore the energy consumption of distributed systems. On a small scale, the cost
of the energy consumed by a server often exceeds its purchase cost [Bar05]. On a large scale,
data centers are reaching power delivery limits, and new infrastructures are being set up near
power stations to make use of the maximum power they can deliver [Grell].

In general, the energy that a system consumes comprises two components:

e A fixed (or static) part that depends on the system’s size and on the type of the used
component (computing, storing and network elements); it is due to leakage currents present
in any powered system.

e A variable (or dynamic) part that results from the usage of computing, storage, and
network resources; it is due to the activity and the clock rates.

The energy consumption F of an element depends on its power consumption P over time t.
For a given time interval 7', the energy is given by:

BE(T) = /0 ' P(t) dt (2.1)

In a distributed system, a large amount of energy is generally wasted by various computing
and networking equipment — such as PCs, switches, routers, and servers — because they typically
remain fully powered on even when idle. Due to scaling effects, even a small wastage of energy
at the component level can have global consequences on the energy efficiency of the distributed
system. For instance, in 2010 the Green Grid consortium carried out a survey about unused
servers in 188 data centers, mostly located in the United States [GrelOa]. They estimate that
on average 10% of the servers are never used, hence wasting energy.

Reducing the energy consumption of large-scale distributed systems is a challenging issue that
should be addressed at different levels: infrastructure, nodes, and hardware components. Hence,
the rest of this chapter is organized as follows. Section 2.1 discusses the different approaches for
saving energy in computing resources. Section 2.2 classifies the research work on energy savings
for wired networks. Finally, Section 2.3 presents concluding remarks.

1http ://blogs.gartner.com/hypecyclebook/2010/09/07/2010-emerging-technologies-hype-cycle-is-here/
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2.1 Energy-efficiency of computing resources

Data centers and supercomputers are made up of large numbers of servers concentrated in a
small area. For example, Tianhe-1A located at the National Supercomputing Center in Tianjin,
China, is the fastest supercomputer in the world (2.566 PFLOPS) and consumes 4.04 MW of
power?. At a price of $0.10 per KWh, the cost to power this supercomputer is around $3.5
million per year (about 2.5 million euros). Such power requirements and costs are generally
limiting factors to the scalability of supercomputers and data centers.

The development of supercomputers has long been driven by performance as attested by
the top500 list3. The green500 list* has attempted to reorganize the top500 ranking consider-
ing the energy efficiency of supercomputers, trying to raise awareness about their huge power
requirements [FS09].

In these large computing infrastructures, energy can be saved at different levels. However,
the first, and difficult step, towards reaping these savings is to figure out how much power each
individual component consumes. It is mandatory to know how much energy resources consume
in order to design and evaluate new energy-efficient architectures and algorithms.

2.1.1 Measuring and modeling the energy consumption

The energy consumption of computing resources can be either determined by wattmeters or
estimated via energy models. Wattmeters can be completely external equipment or components
integrated into Power Distribution Units (PDUs) and temperature sensors. Regarding power
measurements, energy sensors integrated into the components offer a smaller granularity than
external wattmeters. Deploying energy sensors or wattmeters can be costly if it is not done
when the whole infrastructure (cluster or data center) is set up.

Using energy models to estimate the consumption of components or entire infrastructures
is less costly than deploying wattmeters. However, the models should be lightweight not to
interfere with the energy consumption they try to estimate. Models can estimate the energy
consumption of racks, devices, processes, services, etc. For example, PowerTOP® is a Linux
software utility released by Intel whose goal is to “find the software component(s) that make
your laptop use more power than necessary while it is idle”.

PowerTOF version 1.13 (C) 2007 Intel Corporation
Cn Résidence moy. P-states (fréquences)
CO (CPU en activité) (15,9%) Mode Turbo 2,9%
En cours d'interCl mwait 0,0m 2,40 GHz 0,0%
Cl mwait 0,0ms ([ ©,0%) 1,60 GHz 0,2%
C2 mwait 0,5ms (16,8%) 800 MHz 96, 9%
C6 mwait 1,9ms (67,3%)

Réveils depuis 1'état de repos par seconde : 722,5 intervalle : 10,0s
Consommation électrigue (estimation ACPI) : 12,4W (1,8 heures)

Principales causes de réveils :

14,4% ( 88,6) [kernel scheduler] Load balancing tick

12,7% ( 78,0) [extra timer interrupt]

12,6% ( 77,3) [1915] <interrupt>

11,9% ( 73,2) Périphérique USB 6-1 : Ci65m Wireless Notebk Optical (Kensing
Suggestion : activez la suspension automatique de 1'USB pour les périphériques a
utres gue de saisie & 1'alde de la touche U

Q - Quitter R - Rafraichir U - Activer la suspension de 1'USB

Figure 2.1: Screenshot of PowerTOP running on a laptop.

2Nvidia article http://pressroom.nvidia.com/easyir/customrel.do?easyirid=A0D622CE9F579F09&version=1ive&prid=678988&releasejsp=release_157
3Top500 supercomputing sites http://www.top500.org/

4Green500 list http://www.green500.org/

*PowerTOP http://www.linuxpowertop.org/powertop.php
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Figure 2.1 shows a screenshot of PowerTOP running on a laptop. It provides the time spent
at each Central Processing Unit (CPU) state (15.9% for the CO state for example), the number
of wake-ups per second (722.5 in this case), an estimation of the power usage using the ACPI
(12.4 W), the top causes for wake-ups (in this case, the first one is the kernel scheduler) and
tips to reduce the power consumption (to enable the option to automatically disable USB ports
when not in use). To estimate the power usage, PowerTOP uses Advanced Configuration and
Power Interface (ACPI)®.

As processors are among the most consuming components of computers, several solutions
have been proposed to evaluate their consumption at different levels [CBBA10], including:

e Cycle level estimation where the power consumption of each processor unit is estimated
at each clock cycle.

e Instruction level power analysis in which the power consumption of processor instructions
are summed to estimate the energy consumed by a program.

e Power analysis at the functional level based on the analysis of the processor architecture.

e System level power estimation considering the average power of an instruction multiplied
by the execution time to obtain the program’s energy consumption.

In [FWBO07], the authors model the energy consumption according to a CPU’s activity,
whereas another approach consists in deducing the consumption by using event-monitoring coun-
ters included in modern processors such as Pentium 4 [MBO6].

The power P consumed by a processor can be expressed mathematically as the sum of its
static power Pyquie and its dynamic power Pyynamic [WYLDW10]. Pgynamic can be presented as
follows:

denamic = ACVQf

where A is the percentage of active gates, C the total capacitance load, V the supply voltage
and f the frequency [GFCO05].

Another research issue is to estimate the power consumed by applications. In [SF10b], when
providing a model to predict the power consumption and performance of the LINPACK HPL
benchmarks’, the authors concluded that maximum energy efficiency is not always achieved at
the highest performance. This leads to the question: how to measure energy-efficiency? For
infrastructures such as data centers, the most common metric, introduced by the Green Grid,?
is the Power Usage Effectiveness (PUE), which is defined as:

Total Facility Power

PUE =
IT Equipment Power

Another common metric is the Data Center Infrastructure Efficiency (DCIE) [Gre07]:

1 IT Equipment Power
PUE  Total Facility Power

DCiE = x 100%

These two metrics indicate how much power is used by the IT infrastructure and hence, how
efficient are the cooling system and other non-IT resources. Other metrics are available, such as

6 Advanced Configuration and Power Interface (ACPI) is a standard co-developed by Hewlett-Packard, Intel,
Microsoft, Phoenix Technologies and Toshiba. Its goals is to reduce computer power consumption by switching
off its components. The operating system is in charge of managing the power supply of each component.

7High Performance LINPACK (HPL) http://www.netlib.org/benchmark/hpl

8The Green Grid is a non-profit, open industry consortium of end-users, policy-makers, technology providers,
facility architects, and utility companies collaborating to improve the resource efficiency of data centers and
business computing ecosystems (http://www.thegreengrid.org/).



http://www.netlib.org/benchmark/hpl
http://www.thegreengrid.org/

CHAPTER 2. ENERGY-EFFICIENCY IN COMPUTING AND NETWORKING RESOURCES: STATE OF
THE ART

the performance per watt, used to produce the Green500 list [FS09] and expressed in Floating
Point Operations Per Second (FLOPS) per watt.

Sun Microsystems has proposed a new three-criterion metric called Space, Watts and Per-
formance (SWaP) to evaluate server efficiency:

Per formance

SWaP =

Space x Power Consumption

They provide a web utility to compute a server’s energy efficiency”.

To evaluate the energy efficiency of an application or middleware, it is interesting to use
as criteria the QoS metrics related to the evaluated software. For task scheduling in a Cloud
environment, the authors of [YL11] utilize the energy-delay product. They show that computing
nodes that are at most three times slower than the fastest node should be discarded from the
Cloud system to achieve an optimal energy-delay product.

Another solution is to use benchmarks to compare the efficiency of different architectures
and software. Examples include the SPECpower'?, a benchmark that evaluates the power
and performance characteristics of volume server class and multi-node class computers; and
JouleSort, a benchmark to evaluate the trade-off between power and performance of computing
nodes by sorting a fix number of records using as little energy as possible [RSRKO07].

Once the energy consumption of individual computing resources is known, researchers can
design and implement new techniques to reduce energy consumed by the overall infrastructure.
In a grid context, different solutions can be applied to both the node and the grid levels. The
following sections discuss research on these two levels.

2.1.2 Node optimizations

This section analyzes energy-efficient solutions that work at the node level, which can in turn
lead to great energy savings at the grid level.

-On -On -On -On -On -On -On
STATES
- Off - Off - Off - Off - Off - Off - Off
- Different speeds - Different speeds - Different frequencies o iherboard 7
CPU N b PCI slot

Hard disk Network card

(many times)

(many times)
(many times)

Figure 2.2: Possible states per node component.

A computing node comprises several components, each of which can be optimized to save
energy as shown in Figure 2.2. The figure also shows which components can be switched off or
put in lower power modes. A node can typically be in one of several states, from fully-on to
fully-off, which have their own energy consumptions. For example, a CPU has an off-state and
several on-states that correspond to different frequencies and voltages [SRHO5].

Several studies focus on minimizing the consumption of specific components, such as Network
Interface Cards (NICs) [GCNO5], disks [AAF109] and CPUs [DD06]. Table 2.1 shows results

9SWaP http://www.europe.access.com/x64_swap.html
10SPECpower http://www.spec.org/power_ssj2008/
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on breaking up the energy consumed by a typical rack server into the consumptions of its
components [FWBO07].

‘ Component ‘ Peak power ‘ Count ‘ Total ‘ Percentage ‘

CPU 40 W 21 80 W 37.6 %
Memory 9W 41 36 W 16.9 %
Disk 12 W 1 12 W 5.6 %
PCI slots 25 W 2 50 W 23.5 %
Motherboard 25 W 1| 25 W 11.7 %
Fan 10 W 1 10 W 4.7 %
System total 213 W

Table 2.1: Component peak power breakdown for a typical server (from [FWB07]).

The motherboard, a high consuming component, can be turned off only if the entire node
can (sleep state). This section details node-level techniques to curb the energy consumption
of computing resources. These techniques comprise switching off resources (using sleep states),
configuring different voltages and frequencies for the CPU, improving the energy-efficiency of
software and using energy-efficient hardware and low-level capabilities.

Sleep state

While the first and natural idea to save energy is to shut down idle nodes [CATT01], this raises
a problem: how to wake them up when required? Wake-On-LAN, a mechanism implemented
on Ethernet cards, allows a distant user to wake up a PC by sending specific packets via the
network [GCNO5]. However, under this scheme the Ethernet card must be powered at all times.

The Intelligent Platform Management Interface (IPMI) is a standard hardware that operates
independently from the operating system and allows administrators to manage a system remotely
through a direct serial connection or via a LAN connection!'. This interface can also be used
to switch nodes on and off remotely [Lea06].

Suspend to disk techniques can be used to reduce the energy consumed during wake-up and
booting periods. When a node suspends to disk, all the main memory contents are saved in file
on the hard disk drive, thus preserving the state of the operating system (open applications,
documents, etc.). All of the node’s components are turned off and, at the next state switch, the
node will load the hibernate file, restoring the previous state.

However, the sleep state can only be used to save energy when the node is not used. Other
techniques can be more efficient in cases where nodes are constantly switched on.

Dynamic Voltage and Frequency Scaling

For a few years, laptop processors have been able to adjust their working frequency and power
consumption to conserve battery life. This technology, called Dynamic Voltage and Frequency
Scaling (DVFS) [SRHO5], is commonly available on recent High Performance Computing (HPC)
nodes present in the large-scale data centers, Grids and Clouds, but it is seldom exploited.
Under DVFS, P-states (processor performance states) define the different frequencies sup-
ported by a processor. The several P-states — PO, P1, P2. . . Pn where n is processor dependent
— enable power savings. For example, under P3 the processor will run slowly and use less power
than under P1. On Linux, the CPUfreq'? infrastructure allows the control of P-states by gov-
ernors that decide which available frequency, between minimal and maximum, must be chosen.
The available governors include the on-demand, which adjusts the frequency automatically; the

HIPMI http://www.intel.com/design/servers/ipmi/
12CPUfreq http://www.kernel.org/pub/linux/utils/kernel/cpufreq/cpufreq.html
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performance that chooses the highest frequency; the user-space, which allows for setting the
frequency manually; the conservative, which increases the frequency progressively (unlike the
on-demand governor which skips to the maximal frequency when the system is in full load).

C-states correspond to CPU idle states, except for CO, which is an operational state. In
C3 the processor can be turned off and will have to be reset to carry out instructions again,
whereas C4 refers to the deeper sleep state. The higher the number, the less energy the processor
consumes and the longer it takes to become active again. While keeping the processor idle for
a long period can allow for power savings, it is necessary to reduce CPU wake-ups by disabling
services and processes not strictly required. From the Linux kernel version 2.6.24, there is a new
feature called Dynamic ticks or tick-less kernel (NO_HZ) which allows to wake up the processor
only when required. This way, the processor is not woken up often just to realize that there is
no work to do.

Powernow! and Cool’n’Quiet technologies from AMD and Speedstep technology from INTEL
implement the P-states. They can reduce tension depending on the frequency and deactivate
unused processor parts.

Software improvements

This section presents software improvements that reduce the energy consumed by computing
resources.

Nowadays, developers of drivers, kernel modules and distributed applications should be more
careful when designing code if they wish to reduce the energy consumed by their systems. For
example, waiting loops and active polling may frequently wake up the CPU. As shown by
PowerTOP (Figure 2.1), many applications wake the CPU up hundreds of times per second and
sometimes unnecessarily!3.
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Figure 2.3: Power consumed by several versions of Windows for two different PCs (from [Ecol1)).

When concerning software, the Operating System (OS) is the first element to consider. OSs
have heterogeneous power consumptions and can be optimized to consume less energy. Even
different versions of the same OS do not present the same power consumption as illustrated in
Figures 2.3 and 2.4, which show the power consumed by several Windows versions and Linux
kernels respectively. The studies for Windows [Ecoll] and Linux [Les10] have similar method-
ologies. The consumption of a node under different versions of the considered OS presents non
negligible variations depending on the version in use.

Moreover, an OS can regulate its activity and energy consumption to meet thermal or energy
constraints, a task that is commonly done through the standard ACPI [Ste98].

The Basic Input Output System (BIOS) — the very first software called when a system boots —
is stored in an (EEP)ROM on the motherboard and contains a set of basic functions to initialize

B Examples of such applications are provided on the PowerTOP website:
http://www.linuxpowertop.org/known.php
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Figure 2.4: Power consumed by different Linux kernels (from [Les10]).

hardware, run diagnostics and search for bootable devices where the OS might be available.
Although manufacturers develop a BIOS for each motherboard they design, the default setup
is generally used to support all the configurations (OS) and checks for all the possible devices,
thus wasting time and energy for nothing.

In a similar way, initializing the Universal Serial Bus (USB) host adapter takes time. HPC
nodes often have several USB interfaces, but they are hardly used. To reduce the time to boot,
major BIOS setups can disable USB ports and avoid their initialization. Moreover, as shown
by PowerTOP (Figure 2.1), USB ports frequently wake up the CPU even if they are not in use.
These factors also concern other server components that are generally not used in data centers
(e.g. RS-232 serial ports, bluetooth modules and wireless cards) and that could be disabled.

Energy-aware hardware capabilities

As shown in Figure 2.2, manufacturers can improve the energy efficiency of all server components
(e.g. power supply, fans and disks) by providing solutions that work at the hardware level. For
example, HPC nodes commonly use hard disk drives — a scenario that may change as SSD become
more affordable — whose energy consumption can be reduced by spinning platters down [CPB03].
However, spinning platters up induces a peak power and takes time. Hence, the objective is
generally to minimize disk accesses to keep platters spun down as long as possible [CPB03].

In addition to improving the energy-efficiency of hardware components, manufacturers should
allow individual components such as PCI slots and CPU cores, to be put into sleep state when not
in use (independently from the motherboard). During computing phases for example, network
cards may not be required and could hence be turned off.

Finally, manufacturers should focus their efforts on increasing the number of voltages, fre-
quencies and speeds available for each component (CPUs, disks, NICs) making it able to adapt
its working conditions to the load. This could leads closer to proportional computing [BHO7].

2.1.3 Grid and data center power management

This section describes techniques for power management at the scale of a data center or grid.
Some of these techniques coordinate at a wide scale the node-level schemes described in the
previous section. The explored research areas include using green sources, thermal manage-
ment of computing resources, workload consolidation and energy-aware task scheduling at the
middleware level.
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Green sources

The first way to save energy at a data center is to locate it close to where the electricity is
generated, hence minimizing transmission losses. For example, Western North Carolina, USA,
attracts data centers with its low electricity prices due to abundant capacity of coal and nuclear
power following the departure of the region’s textile and furniture manufacturing [Grell]. As
of writing, this region has three super-size data centers from Google, Apple and Facebook with
respective power demands of 60 to 100 MW, 100 MW and 40 MW [Grell].

Other companies opt for greener sources of energy. For example, Quincy (Washington,
USA) supplies electricity to data facilities from Yahoo, Microsoft, Dell and Amazon with its
low-cost hydroelectrics left behind following the shutting down of the region’s aluminum in-
dustry [Grell]. Several renewable energy sources like wind power, solar energy, hydro-power,
bio-energy, geothermal power and marine power can be considered to power up super-sized
facilities.

Another green evolution is to use free cooling which consists in cooling equipment with out-
side air [PV10]. As cooling accounts for about 33% of the power used in a data center [GHMPOS],
this technique leads companies to locate their facilities in regions and countries with cold cli-
mate, such as Sweden'?. Another free cooling technique is to use sea water, such as in the new
Google data center in Hamina, Finland!®.

In spite of these approaches, numerous data facilities have already been built and cannot
move. Grid environments, on the other hand, can still take advantage of multiple locations to use
green sources of energy with approaches such as follow-the-sun and follow-the-wind [FLRT09).
As sun and wind provide renewable sources of energy whose capacity fluctuates over time, the
rationale is to place computing jobs on resources using renewable energy, and migrate jobs as
renewable energy becomes available on resources in other locations.

Thermal management

Thermal issues have been raised first because they are the most direct consequences of increasing
the number of transistors on processor chips. These issues and energy consumption are inter-
related since decreasing the heat production will reduce energy consumption. For this reason
many algorithms deal with both energy and thermal issues [PSBG02, SBPT05, MB06].

Figure 2.5, from an HP technical report [PSBGO02], presents the typical case of an infras-
tructure with a PUE of 1.5, meaning that cooling by itself consumes half the amount of power
used by the computing resources. The authors present a solution, called thermal load balanc-
ing [SBPT05], that takes advantage of the different clusters’ location in the Grid and assigns
workload based on the thermal management infrastructure and the seasonal and diurnal vari-
ations of temperature [PSBGO02]. It takes as example two sites of the same Grid, one located
in New Delhi and another in Phoenix. During Summer, the external temperature in New Delhi
reaches its peak at midday, at which time it is night in Phoenix and the temperature is lower.
Hence, it is preferable to place the workload in Phoenix and use less cooling capacity than in
New Delhi.

Workload consolidation

Workload consolidation [CD01, CAT*01], investigated in previous work [DCAT03, USC08,
VANO8a, CAT*01, KCH09, KKH*08, JJHT09, SKZ08], consists in running multiple tasks on
the same physical machine in order to reduce the number of nodes that are switched on. A
key component of these systems is to monitor and estimate the workload of applications or the
arrival of user requests. Several techniques have been applied to estimate the load of a system,

1 «Qafe, Green and Cool” http://www.investsweden.se/world/Industries/ICT/Data-centers/
15h‘l'.tp ://www.google.com/corporate/datacenter/efficient-computing/efficient-data-centers.html
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such as exponential moving averages [BJR94], Kalman filters [Kal60], auto-regressive models,
and combinations of methods [KNO1, CAT*01].
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Figure 2.5: Power consumed by cooling (from [PSBGO02]).

Fitted with workload-estimation techniques, Grid systems provide schemes to minimize the
energy consumed by the underlying infrastructure while minimizing costs and violations of Ser-
vice Level Agreements (SLAs). Chase et al. [CAT101] introduced MUSE, an economy-based
system that allocates resources of hosting centers to services aiming to minimize energy consump-
tion. Services bid for resources as a function of delivered performance whilst MUSE switches
unused servers off. Kalyvianaki et al. [KCH09] introduced autonomic resource provisioning us-
ing Kalman filters. Kusic et al. proposed a look-ahead control scheme for constantly optimizing
the power efficiency of a virtualized environment [KKHT08]. With the goal of maximizing the
profit yielded by the system while minimizing the power consumption and SLA violations, the
provisioning problem is modeled as a sequential optimization under uncertainty and is solved
using the look-ahead control scheme.

In some cases, consolidating workload on fewer nodes may increase the overall energy con-
sumed by the platform if unused nodes are not switched off. In [FPK*05], the authors show that
for some parallel applications, one can save energy and time by executing a program on more
nodes at a slower speed rather than on fewer nodes at the fastest speed. Similarly, sometimes
using the least power consuming state of processors is more energy consuming than exploring
parallelism and as many processors as possible to complete an application faster [dLJ06]. Hence,
parallelism should be implemented carefully.

Parallel applications with unbalanced load can benefit from using DVFS at nodes with small
tasks while they wait to synchronize with nodes with heavier load [KFLO05]. As the middleware
can influence the energy consumed by the platform as it maps users’ tasks and physical resources,
it constitutes a great leverage to improve the energy efficiency of distributed systems. However,
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although workload consolidation techniques often rely on task scheduling algorithms, energy-
efficient scheduling does not always aim at consolidating tasks on fewer nodes, as shown in the
next subsection.

Moreover, for all on/off algorithms, an unnecessary wake-up wastes energy by creating power
spikes when the node is woken up and put into sleep mode again. Such algorithms should thus
be carefully designed in order not to shut down nodes unnecessarily.

Energy-aware task scheduling

A significant number of algorithms has been proposed for energy-aware scheduling. These algo-
rithms differ on whether they are designed for divisible tasks [CAT*01] [WvLDW10], whether
they require synchronization [JGO6], if they use DVFS [WvLDW10], or whether they work
on homogeneous clusters [MRZT03] [YCKT09]. They are generally classified into three cate-
gories [ZCO08]: off-line scheduling based on a priori task information [YDS95], on-line scheduling,
which is purely dynamic [KR10, ZC08] and hybrid approaches including an off-line phase where
the slack is greedily absorbed and dynamic algorithms operating in the online phase [HJO08,
SKO04].

In [CDO1], the authors want to minimize the number of joules per operation. The resource
manager gets a set of awake nodes and minimizes its size as much as possible. When a task
ends on a node, the manager tries to move the other tasks from this node to the other running
nodes. If a new task arrives, the manager tries to put it on the awake nodes, while the other
nodes remain off. This algorithm includes no load balancing mechanisms, so some nodes may
wore out prematurely while others remain unused.

Under certain scenarios, it is also possible to negotiate the performance degradation with
the user (mainly in terms of execution time) to save more energy. Such an approach is described
in [WvLDW10] where users accept, for example, an increase of 10% in task execution time in
order to reduce energy consumption.

Some task scheduling algorithms use DVFS techniques [JG06, SRH05, FWBO07], which al-
lows for energy savings when the nodes are not fully utilized. DVFS can be used during the
execution of non-critical tasks [CMKRO05, WvLDW10] or during communication phases of MPI
applications [LFLO6]. In this case, the processor frequency is adjusted depending on the CPU
utilization. Another solution is to use the user-perceived latency, the delay between user input
and computer response, to drive voltage scaling [YZJ05].

As outlined by the variety of the proposed solutions, scheduling algorithms should be de-
signed for the workload they have to manage (e.g. web servers, computing jobs). For periodic
real-time tasks, Aydi et al. prove that the optimal solution consists in using the CPUs at either
full capacity or at the minimum speed if the utilization is under 100% [AMAMMO1]. In addition
to performance goals, energy-efficient job placement algorithms can take into account load bal-
ancing [MBO06], thermal management [PSBG02, SBPT05] and network connections [CHLT08].

2.1.4 Virtualization techniques

Clouds, already used by numerous companies, differ from Grids as explained in [BYV'09] and
can be part of the next-generation data centers with virtualized nodes and provisioning on
demand. As of writing, Salesforce.com handles 54,000 companies and their 1.5 million employees
using only 1,000 servers [Ham09]. Different enterprises, such as IBM [BMQ107], also support
and provide Cloud infrastructures and services to customer companies.

Virtualization is a key feature of Clouds that can improve the efficiency of large-scale dis-
tributed systems [TBLO09]. It is now widely used to provide a large number of computing
resources and minimize the energy consumption of Cloud infrastructures — an issue as urgent as
the energy consumption of data centers and grids [NS07, SLB07, TBL09].
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Even if virtualization adds a software layer that consumes energy [TCH'08], it allows
for finer load consolidation on a virtualized node [SKZ08] and provides live migration tech-
niques [TDG'06] to strengthen load aggregation. However, these techniques have a cost [OLG10]
and should be carefully studied in order to reduce the overall consumption of Clouds.

This section details the energy gains of virtualization techniques at the Virtual Machine
(VM) level, using VM migration techniques, and at the Cloud level.

Virtual Machines

Virtualization brought along ideas on energy management [TBL09, HLMO06]. As nodes can be
virtualized and host several virtual machines, virtualization can address some of the limitations
in cooling and power delivery faced by large-scale distributed systems.

The overhead posed by VM technologies [CG05] has decreased over the years, which has ex-
panded their appeal for running high performance computing applications [TMMO06] and turned
virtualization into a mainstream technology for managing and providing resources for a wide
user community with heterogeneous software-stack requirements.

While the macro-level resource management performs actions that generally take into ac-
count the power consumption of a group of resources or the whole data center, at the host-level
the power management is performed by configuring parameters of the hypervisor’s scheduler,
such as throttling of Virtual CPUs (VCPU) and using other OS specific policies. In the proposed
architectures, hosts generally run a local resource manager that is responsible for monitoring
the power consumption of the host and optimizing it according to local policies. The power
management capabilities available in virtualized hosts have been categorized as [NSO7]: “soft”
actions such as CPU idling and throttling; “hard” actions like DVFS; and consolidating in the
hypervisor. CPU idling or soft states consist in changing resource allotments of VMs and at-
tributes of the hypervisor’s scheduler (e.g. number of credits in Xen’s credit scheduler) to reduce
the CPU time allocated to a VM so that it consumes less power. Hard actions comprise tech-
niques such as scaling the voltage and frequency of CPUs. Consolidation can also be performed
at the host-level where the VCPUs allocated to VMs can be configured to share CPU cores,
putting unused cores in idle state, hence saving the energy that would otherwise be used by the
additional core to run a VM.

Nathuji and Schwan [NS07] presented VirtualPower, a power management system for virtu-
alized environments that explores both hardware power scaling and software-based methods to
control the power consumption of underlying platforms. VirtualPower exports a set of power
states to VM guests that allow them to use and act upon these states thereby performing their
own power management policies. The soft states are intercepted by Xen hypervisor and are
mapped to changes in the underlying hardware such as CPU frequency scaling according to the
virtual power management rules. The power management policies implemented in the guest VMs
are used as “hints” by the hypervisor rather than executable commands. They also evaluate the
power drawn by cores at different frequency/voltage levels and suggest that such technique be
used along with soft schemes.

VM-based resource management systems such as Eucalyptus [NWCT08] and OpenNeb-
ula [FVGT08], allow users to instantiate and customize clusters of virtual machines atop the
underlying hardware infrastructure. When applied in a data center environment, virtualiza-
tion can allow for impressive workload consolidation. For instance, as Web applications usually
present variable user population and time-variant workloads, virtualization can be employed
to reduce the energy consumed by the data center environment through server consolidation
whereby VMs running different workloads can share the same physical host.
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Migration

Virtualization needs powerful resource management mechanisms [GIYCO06] to benefit from mi-
grating, pausing and resuming VMs. The design of resource-management policies is challenging
(NP-hard problem) and dynamic. Live migration [CFH'05] greatly improves the capacities
and the features of Cloud environments: it facilitates fault management, load balancing, and
low-level system maintenance. Migration implies more flexible resource management as virtual
machines can move from one host to another. It offers a new stage of virtualization by removing
the concept of locality in virtualized environments.

However, this technique is complex and more difficult to use over MAN/WAN [TDG*06]
than within a cluster. IP addressing is a problem since the system should change the address of
the migrated virtual machine which does not remain in the same network domain. Moreover, it
impacts the performance of VMs by adding a non negligible overhead [VBVB09].

Cloud computing

Current Web applications demand highly flexible hosting and resource provisioning solutions as
explained in [SSvdBZ09]. The rising popularity of social network Web sites, and the desire of cur-
rent Internet users to store and share increasing amounts of information (e.g. pictures, movies,
life-stories, virtual farms) have required scalable infrastructure. Benefiting from economies of
scale and recent developments in Web technologies, data centers have emerged as a key model
to provision resources to Web applications and deal with their availability and performance re-
quirements. However, data centers are often provisioned to handle sporadic peak loads, which
can result in low resource utilization [IDE106] and wastage of energy [HSMRO9].

A Cloud computing environment can scale dynamically by allocating virtualized resources
that are often provided as services over the Internet [Hay08]. Clouds open up new horizons
where anything is considered a service (infrastructure, platform, software, computing, storage)
and provide advantages such as cost and reliability. However, customers commonly worry about
security and loss of sensitive data when using services from Cloud providers such as Amazon'S.
Accounting is another key challenge as providers need to be competitive and remain economically
viable.

The ever-increasing demand for cloud-based services does raise the alarming concern on the
energy consumed by data centers. Recent reports [PCGL07] indicate that energy consumption
is becoming dominant in the Total Cost of Ownership (TCO). In 2006, data centers represented
1.5 percent of the total US electricity consumption. By 2011, the energy consumed by data
centers could double [Sil08] leading to more carbon emissions. Electricity becomes the new
limiting factor for deploying data center equipment.

A range of technologies can be utilized to make cloud computing infrastructures more en-
ergy efficient, including better cooling technologies, temperature-aware scheduling [MCRSO05,
FWBO07, PSBG02], Dynamic Voltage and Frequency Scaling (DVFS) [SRHO05], and resource
virtualization [TBL09]. The use of VMs [BDF*03a] brings several benefits including envi-
ronment and performance isolation; improved resource utilization by enabling workload con-
solidation; and resource provisioning on demand. Nevertheless, such technologies should be
analyzed and used carefully for really improving the energy-efficiency of computing infrastruc-
tures [MLVH102].

Consolidation is directly linked with energy management in clouds since it aims to manage
jobs and assign them to physical nodes. Consolidation algorithms have to strike a balance of
performance, resource utilization and energy consumption by exploring resource heterogeneity
and application affinities [SKZ08, FRM*10].

By consolidating the workload of user applications into fewer machines, unused servers can
potentially be switched off or put in low energy consumption modes. Yet attracting virtual-

http://aws.amazon. com
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ization is, its sole use does not guarantee reductions in energy consumption. Improving the
energy efficiency of Cloud environments with the aid of virtualization generally calls for devising
mechanisms that adaptively provision applications with resources that match their workload de-
mands and utilizes other power management technologies such as CPU throttling and dynamic
reconfiguration; allowing unused resources to be freed or switched off.

Existing work has proposed architectures that benefit from virtualization for making data
centers and Clouds more energy efficient. The problem of energy-efficient resource provisioning
is commonly divided into two sub-problems [LZLHO09]: at micro- or host level — discussed ear-
lier — power management techniques are applied to minimize the number of resources used by
applications and hence reduce the energy consumed by an individual host; and at a macro-level,
generally a Resource Management System (RMS) strives to enforce scheduling and workload con-
solidation policies that attempt to reduce the number of nodes required to handle the workloads
of user applications or place applications in areas of a data center that would improve the effec-
tiveness of the cooling system. Some of the techniques and information commonly investigated
and applied at a macro- or RMS-level to achieve workload consolidation and energy-efficient
scheduling include:

e Applications workload estimation;
e The cost of adaptation actions;
e Relocation and live-migration of virtual machines;

e Information about server-racks, their configurations, energy consumption and thermal
states;

e Heat management or temperature-aware workload placement aiming for heat distribution
and cooling efficiency;

e Study of application dependencies and creation of performance models; and

e Load balancing amongst computing sites.

Although consolidation fitted with load forecasting schemes can reduce the overall num-
ber of resources used to serve user applications, the actions performed by RMSs to adapt the
environment to match the application demands can require the relocation and reconfiguration
of VMs. That can impact the response time of applications, consequently degrading the QoS
perceived by end users. Hence, it is important to consider the costs and benefits of the adap-
tation actions [VANO8a]. For example, Gueyoung et al. [JJHT09] have explored a cost-sensitive
adaptation engine that weights the potential benefits of reconfiguration and their costs. A cost
model for each application is built offline and to decide when and how to reconfigure the VMs,
the adaptation engine estimates the cost of adaptation actions in terms of changes in the utility,
which is a function of the application response time. The benefit of an action is given by the
improvement in application response time and the period over which the system remains in the
new configuration.

Moreover, consolidation raises the issue of dealing both with necessary redundancy and
placement geo-diversity. Cloud providers such as Salesforce.com, who offer to host entire websites
of private companies [Ham09], do not want to lose entire websites due to power outages or
network access failures. Hence, outages and blackouts should be anticipated and taken into
account in resource management policies [SV09].

We conclude this section by summarizing the existing approaches in Table 2.2. This classi-
fication follows the organization adopted in this section and replaces each presented work in its
main research area. Our framework for large-scale data centers and Grids, detailed in Chap-
ter 5, acts at the Grid level and uses consolidation techniques and scheduling algorithms. Our
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framework for Clouds presented in Chapter 6 works at the management system level and uses

migration techniques.

Node level

Sleep state

[CAT01] [GCNO5] [Lea06]

DVFS

[SRHO5] [KFLO5]
[WvLDW10] [LFL06]
[CMKRO5] [YZJO05]

Software improvements

[Ecoll] [Les10] [Ste98]

Hardware capabilities

[CPB03]

Infrastructure level

Green sources

[Grell] [FLR'09]

Thermal management

[PSBG02] [SBP¥05] [MB06]

Workload consolidation

[CDO1] [DCA103] [USCT08]

[VANO8a] [KKHT08]
[JJHT09] [SKZ08] [FPK™*05]
[dLJO6]

[JG06] [MRZT03] [YCKT09]
[ZC08] [YDS95] [HJOS]
[SK04] [FWBO07]
[AMAMMO1] [MBO6]
[CHL*08]

[NS07] [SLB07] [TBLO09]
[TCH*08] [CGO5] [HLMO6]
[CFH'05] [TDGT06]
[VBVBO09]
[NWCT08] [FVGT08]
[BDFT03a] [MLVHT02]
[LZLHO09] [VANOSa|
[JJHT09] [FRMT10]

Task scheduling

Virtual machines
Virtualized environments

VM migration

Cloud level

Table 2.2: Classification of the work on energy-efficiency

2.2 Wired networking resources

The number of Internet users has increased 5 fold between 2000 and 2009'7. In less than
twenty years, the Web has become an essential means of communication for private companies,
governments, institutions and other organizations.

The ever increasing number of Internet hosts calls for high performance end-to-end networks,
which in turn increases the topology complexity, the number of core components to ensure
performance and reliability, and consequently, the energy consumed by the networks [BO09].
In [BBDC11], the authors forecast that the energy consumption of telecommunication networks
will grow 2.5 times by 2018 compared to 2009 (Figure 2.6).

In [GS03], with coarse approximations, Gupta & Singh have stated that transmitting data
through wired networks takes more energy (in bits per Joules) than transmitting it via wireless
networks. Energy is indeed one of the main concerns of wireless networks, whereas it is currently
not the case of wired networks because they are not battery constrained. However, wireless
networks are not renowned for their energy-efficiency, and thus, the fact that wired networks
are not better is eloquent.

The energy issue is becoming more present in wired networks because of the need for main-
taining network connectivity at all times [CGNGO4]. This ever increasing demand in energy can

Ysource: http://www.internetworldstats.com/stats.htm
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Energy Consumption

Figure 2.6: Energy consumption forecast for the optical networks (from [BBDC11]).

yet be greatly reduced. Studies have shown for a few years that network links, especially at the
network edges, are lightly utilized [CGNG04, Od103].

Moreover, the difference in terms of power consumption between an idle and a fully utilized
Ethernet link is negligible [GCNO05]. These observations have led researchers to propose several
approaches to take advantage of link under-utilization and reduce the idle power consumption.

The energy consumption of networks is not only incurred by powering networking equipment
(routers, switches, links, hubs, etc.), but also by end-hosts that demand high availability and
full-time connectivity even if the network is not used.

Current research in energy conservation in wired networks aims to reduce the energy con-
sumption of networking devices while guaranteeing the same Quality of Service (QoS) to users.
This same-for-less approach is transparent to users whereas network managers, designers and
providers should be aware of network usage and energy consumption in order to provide green
network solutions.

Several methodologies can be used at the macro level with routing strategies and traffic
aggregation and at the micro level with hardware improvements in NICs and switches, for
example. However, interoperability and backward compatibility with existing protocols and
products is also needed.

2.2.1 Measuring and modeling the energy consumption

Similar to computing infrastructures, before being able to save energy with new technologies
and mechanisms, researchers and designers need to know how energy is consumed and wasted
by network equipment. This preliminary analysis is key to understand how energy can be saved
and to design energy models of network equipment that will be used to validate new hardware
components and new algorithms.

Estimating and modeling the energy consumed by the Internet

The Internet is this familiar network that encompasses millions of private and public networks
with different scales and functions, linked by various electronic and optical networking technolo-
gies. Due to its heterogeneity and to privacy and security constraints, the Internet’s topology
and density are hard to evaluate. As a result, precisely estimating the energy consumed by the
Internet remains a challenge.
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R. Bolla et al. have decomposed the Italian network into home, access, metro/transport
and core networks [BBCT11]. They forecast the power consumption for typical network equip-
ment by type of network, and the total number of equipment in the considered overall network
(Figure 2.3). This allows us to deduce the energy consumption of the overall network and the
portion induced by each its parts. Hence, a home network element is the least consuming, but is
the most important contributor to the overall energy consumed by the network (79%) because
of the large number of such equipment. Therefore, reducing the energy consumption of the least
consuming appliance can still represent a lot of energy due to the scaling effect. Similar results
are presented in [CML110] based on the topology of an Italian Internet Service Provider (ISP).

power number of overall

consumption devices consumption

(W) (GWh/year)

Home 10 17,500,000 1,533
Access 1,280 27,344 307
Metro/Transport 6,000 1,750 92
Core 10,000 175 15
Overall network consumption 1,947

Table 2.3: 2015-2020 network forecast: device density and energy requirements in the business-
as-usual case (BAU). Example based on the Italian network (from [BBC*11]).

Baliga et al. model the energy consumption of the Internet as a function depending on the
access rate [BHTO07]. According to their results, with a peak access rate of 100 Mbps, the Internet
accounts for 1% of the electricity consumed in broadband enabled countries; a consumption that
can increase up to 4% with a peak access rate of 1 Gbps.

On the client-side, Bianzino et al. estimate the power consumption of end-user PCs while
browsing the Web depending on the hardware platform, operating system, browser and website.
They point out that tabbed browsing cause several scripts to run in parallel while users typically
interact with only one tab at any given time, thus wasting energy.

Estimating and modeling the energy consumed by certain types of networks

Due to the Internet diversity, it is easier to focus on a type of network (access networks, intercon-
nection networks, backbone networks, etc.). As each network has its own role and well identified
users, by focusing on a specific network type, parameters such as traffic, global architecture,
types of interconnecting components are more easily determined.

In addition, constraining the study to a type of network allows to obtain a more precise
view of the energy consumption of networking devices, and enables the development of energy
consumption models for specific scenarios. In the following sections, we detail models for dif-
ferent types of networks. This organization in types does not cover the entire range of network
categories, it just reflects the currently most explored research areas.

Optical networks

The growth of optical-network usage reflects the increasing demand in bandwidth by new
Internet applications (e.g. e-science applications). The energy consumption of optical networks
is thus becoming an important issue. In [BE09b], the authors proposed a model expressing the
energy required to transmit an optical bit across a Wavelength Routed Node (WRN). Their
basic assumption is that an optical network consumes energy in two cases: when transmitting
an optical bit over fiber and when a WRN switches an optical signal. This model, which takes
the bit error rate into account, is also applied in [BE09a] with Optical Burst Switched (OBS)
networks that allow the dynamic sub-wavelength switching of data.
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In [BAHT09], Baliga et al. present a power consumption model for optical IP networks, which
they extrapolate to estimate the energy consumed by the Internet. Similarly to the Internet,
Optical IP networks are split into three main parts: the access network, the metropolitan and
edge network, and the network core. The power consumption model is described as a function
of the access rate to users, and so, the global network consumption is the sum of the per user
power consumption for all the components in the network. Thus, this model relies greatly on
traffic estimation. A representative example is taken for each type of component and the power
consumption of this component under typical load is included in the model to compute the total
network consumption.

Backbone networks

Instead of studying the underlying network technology of backbones which are mainly optical
networks [ZCTM10], the authors of [CMNO9] consider a real IP backbone network with real
traffic generated by one of the largest ISPs in Italy. The ISP network is divided into four levels:
core, backbone, metro and feeder nodes. Even though core nodes are the most power consuming
(per node), they represent less than 10% of the total energy consumption while feeders represent
more than 65%, backbone nodes account for 19% and metro nodes for around 6%. These values
do not consider air conditioning costs, which commonly increase the total power consumption

by 40% to 60%.

Access networks

Access networks, also known as the last mile, connect end users to the telecommunication
networks. The authors of [LKWG11] divide telecommunication networks into operator’s network
and home network, and provide energy consumption forecasts for these two parts. They show
that access networks (including home networks and the access section of operator’s networks)
are the most consuming portion.

A consumption model of access networks is proposed in [BAS*08]. The authors consider sev-
eral technologies: fiber to the home using Passive Optical Networks (PONs)!®, fiber to the node
(FTTN)' combined with Very high speed Digital Subscriber Line (VDSL)?°, Point-to-Point
(PtP) optical systems?! and Worldwide Interoperability for Microwave Access (WiMAX)2?2. This
analysis shows that the most energy efficient access technology that they considered is PON for
low access rates and PtP for very high access rates, and FTTN gives the worst power per user
and energy consumption per bit when it is operating at full capacity.

Interconnection networks

Interconnection networks are another well studied type of network used to relay data and
control traffic between computation and storage elements in parallel computer systems [SPJ06].
The energy consumption model presented in [SEP05] for such network type is based on estimat-
ing the utilization of links and output buffers. Indeed, contrary to other technologies, in these
networks, links are the dominant power consumers.

A holistic approach is presented in [KLYT05] where the authors present a power consumption
model of the entire cluster interconnections based on energy profiles of the three major compo-
nents: switches, NICs and links. This model leads them to propose energy-efficient designing
techniques.

18 A Passive Optical Network (PON) is a point-to-multipoint fiber in which unpowered optical splitters are used
to enable a single optical fiber to serve multiple premises.

9Fiber To The Node (FTTN) is an architecture using a copper local loop linked with fiber at a distribution
node.

20Very-high-bitrate DSL is a technology for high speed DSL over copper cables.

21 Point-to-Point, (PtP) optical systems designates fully optical based access networks.

22Worldwide Interoperability for Microwave Access (WiMAX) is a standard-based technology enabling the
delivery of last mile wireless broadband access.
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CHAPTER 2. ENERGY-EFFICIENCY IN COMPUTING AND NETWORKING RESOURCES: STATE OF
THE ART

Theoretical graph models

A consensual and commonly adopted way to represent a network topology is to model it
as an undirected graph where the vertices are the nodes and the edges are the bidirectional
links [CCLMO09, HFPJ10]. Each vertex and each edge has an associated power cost function
with parameters varying from one to another using random theory. As the network topology
is often unknown, random graph theory is used to generate graphs with particular properties
that match the observed properties of these networks. Random graph theory can also be used
to estimate the number of devices that can eventually be powered off to save energy [CCLMO09].

Measuring and modeling the energy consumed by network devices

The most precise view of the energy consumed by wired networks is focused on network devices
as it is possible to plug energy sensors at this small scale. Wired networks consist of several
devices such as routers, switches, bridges, optical repeaters, hubs, firewalls, links, coaxial cables,
optical fibers, twisted pair wires and network interface cards.

Each type of device has its own characteristics (architecture and functionalities) and ser-
vices. Thus, each of these devices presents an energy consumption that is influenced by various
parameters such as device type, traffic, number of connected devices, manufacturer, number of
switched-on interfaces (ports for routers and switches), used protocols and QoS services (which
can add processing time if high level operations such as flow identification and packet inspecting
are required) and energy saving modes. The following sections describe models for different
types of network devices. Here we cover only the most studied range of devices.

Routers

A router is a device that interconnects two or more networks and forwards data packets from
one network to another (routing and forwarding tasks). Following the OSI model, the router is
a layer 3 device.

Several models have been proposed to describe the energy consumed by a particular device.
For example, the energy consumed by routers is studied in [SPJ06, WPMO02, CSB108] and
different parameters are used to model this consumption. A general model for router power
consumption depending on the number of active line cards is proposed in [CSB108]. This model
is based on real experiments with different line cards.

In [SPJ06], the authors take a different approach where the router actions are broken up
into 7 basic operations: input buffer write, routing decision, virtual-channel allocation, switch
arbitration, input buffer read, switch traversal and outgoing link traversal. Each operation
dissipates dynamic power. Switch arbitration and allocation are not considered since they
are negligible. Each of the remaining operations is detailed and mathematical formulas are
provided for each power consumption. These models are integrated into their online power
estimator embedded in each router in order to dynamically monitor local power consumption.
Hence, these models replace an actual expensive wattmeter for each networking device. One can
hope that such energy sensors will be directly included in future router architecture and will be
available to router administrators.

The two previous power models are generic and can be applied to any router. In [WPMO02],
the authors design a power consumption model for CMOS (complementary metal-oxide-semi-
conductor) routers based on the switch capacitance and switching activity. To estimate the
switch capacitance, the model includes FIFO buffers, crossbar switch and arbiters modeling,
since these three components are the basic building blocks of routers. This model is then
applied to two different commercial routers: the integrated Alpha 21364 and the IBM 8-port
12X Infiniband router. The model validation is compared with success to designers’ estimates.

The crossbar switch is one of the possible switching fabric architectures. Switch fabrics are
responsible for an important part of the router power consumption; 90% in the case of the IBM
Infiniband router and 26-35% for the Alpha 21364 (input buffers contribute 46-61% of total

22



2.2. WIRED NETWORKING RESOURCES

power) [WPMO02]. In [YMBO02], four widely-used switch fabrics are studied, namely crossbar,
fully-connected, Banyan and Batcher-Banyan. The authors show that the fully connected switch
has the lowest power consumption, and that the relation between power consumption and traffic
throughput is almost linear for the crossbar, fully-connected and Batcher-Banyan networks.

Switches

A switch, commonly viewed as a layer 2 device in the OSI model, connects network segments
in LANs. Quantitative models of energy consumption in several optical switching devices are
provided in [TuclOb]. These models decompose the device’s consumption into the consumption
of its hardware components (e.g. supply, transistors). The authors study two classes of switches:
linear analog switches which pass the input signal to the appropriate output without altering
the waveform of the signal, and digital switches that operate at the bit level and generally
incorporate highly nonlinear and logic devices.

In [HCPO09], the authors use linear regression to model the relation between the measured
power consumption and the injected traffic in typical residential and professional switches. Some
results are surprising: the Netgear residential switch (Netgear FS608v2, 8 ports) consumes less
energy under high bandwidth values, and the 3Com professional switch (3Com 3824, 24 ports)
achieves the optimum ratio between energy consumption and bandwidth between 100 and 1000
kbit/s. As a conclusion, they show that energy consumption and bandwidth are linked, but that
the dependence is quite small and not linear. The number of end host devices plugged on the
switch has a bigger impact on its consumption. For example, when the HP professional switch
(HP ProCurve 2810-48G, 48 ports) is fully occupied (connected to 48 computers), its power
consumption doubles.

This heterogeneous behavior has led Mahadevan et al. to propose a benchmarking frame-
work in order to compare the power characteristics of a variety of network devices (routers and
switches) [MSBRO09a]. The power model for each device is based on the base chassis power,
the number of linecards, the number of active ports, the port capacity, the port utilization, the
Ternary Content Addressable Memory (TCAM) and the firmware. Per-port traffic characteris-
tics are also taken into account by the traffic generator module: packet size, inter-packet delay
and IP options set in the packet. This benchmarking framework is able to predict the power
consumed by different switches currently used in data centers within a 2% error margin.

Digital Subscriber Line (DSL) systems

With the ubiquity of broadband residential Internet services and the increasing number of
Internet users (around 1.8 billions in December 200923), the number of deployed ADSL modems
is exploding. The authors of [NBO7] study the power consumption of typical ADSL modems
under various load conditions, including minimum load (no physical wires plugged to the device),
idle (with physical wires plugged but no user-initiated traffic), loaded (with various packets per
second rates). For two Linksys ADSL modems (AG041 and WAG54G), heavy link load tends to
decrease the power consumption compared to the idle state, which is not the case of the Cisco
837 modem. Hence, these findings are