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Abstract

The development of a high performance negative ion (NI) source constitutes a crucial
step in the construction of Neutral Beam Injector of the future fusion reactor ITER.
NI source should deliver 60 A of H− (or 40 A D−), which is a technical and scientific
challenge, and requires a deep understanding of the underlying physics of the source
including the role of the magnetic filter. The present knowledge of the ion extraction
mechanism from the negative ion source is mainly based on experimental work involving
among other difficulties the complex magnetized plasma sheaths used to avoid electrons
being co-extracted from the plasma together with NI. Moreover, due to the asymmetry
induced by the crossed magnetic configuration used to filter and further to deflect the
electrons, any realistic study of this problem must consider the three space dimensions.

To properly address this problem, 3D Particle-in-Cell electrostatic collisional code was
developed within the framework of this thesis. Binary collisions between the particles are
introduced using Monte Carlo Collision approach. The code estimates the solution of
Boltzmann equation, bringing detailed information about the density and energy distri-
bution of the different species. The code uses Cartesian coordinate system, but it can
deal with curve boundary geometry as it is the case of the extraction apertures. Complex
orthogonal magnetic fields are also taken into account. This code, called ONIX (Orsay
Negative Ion eXtraction), was used to investigate the plasma properties and the transport
of the charged particles close to a typical extraction aperture.

The main results obtained from this code are presented in this thesis. They include:

• negative ions and electrons 3D trajectories in the extraction region of ITER Neutral
Beam Injector plasma source system;

• the meniscus formation in the plasma in front of the extraction aperture by the
repealing of positive ions;

• negative ion and electron current density profiles for different local magnetic field
configurations;

• production, destruction, and transport of H− in the plasma volume, close to the
extraction region. Production of H− in the volume is investigated via electron
dissociative attachment to the vibrationally exited molecules H2(v) collision. The
negative ion destruction processes are:(i) mutual neutralization,(ii) electron detach-
ment and (iii) associative and non-associative detachment with H ;

• negative ion surface production is examined via (i) interaction of the positive ions
H+ and H+

2 with the aperture surface and (ii) collisions of the neutral gas H with
plasma grid wall.
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• extraction efficiency of the negative ion produced from the volume and the plasma
grid surface;

• the role of sheath behavior in the vicinity of the aperture and the NI extraction
limitation due to the double layer structure induced by negative ion flux from the
surface;

• influence of the external extracted potential value on the formation of negative
sheath and the strength of the magnetic filter on the total extracted NI and co-
extracted electron current;

• the suppression of the electron beam by the negative ion produced at the plasma
grid wall.

Most of these results are in good agreement with experimental data obtained by
IPP group (Garching, Germany). The performance predicted for the extractor fulfills
the ITER NBI requirements in terms of extracted NI and electron currents and current
densities. Thus, it opens a large field of possible configurations being a valuable tool for
future optimizations of the NI source.
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Chapter 1

Introduction

The world energy consumption has been continuously growing since the dawn of the
industrial revolution in the nineteen century. After the second world war, the growth
of the energy demand strongly accelerated, following the spreading of the industrializa-
tion to underdeveloped countries and the global population growth. The growth of the
energy consumption constitutes a worldwide tendency, and it concerns specially emerg-
ing economies as China, India and Brazil. Fig. 1.1 shows three scenarios of the future
evolution of the world energy consumption [1]. A - “High Growth′′ describes a future
of extreme economic growth and impressive technological improvements. B - “Middle
Course′′ represents a future of more realistic technological improvements and more inter-
mediate economic growth. The scenario C - “Rich and Green′′ shows future that includes
both strong technological improvements and strict environmental control. However, even
in the most promising case (C) the twice more energy is required in comparison with the
present moment.

Fossil fuels (gas, oil and coal) provide at the present more than 80 % of the energy
consumed in the world. Reserves of oil and gas are expected to be exhausted in next
decades, whereas for coal the estimations vary between 40 to 200 years. The use of
fossil fuels, on the other hand, constitutes a risk for the environment. Their burning
produces huge amounts of CO2, that is emitted to the atmosphere. There exists a scientific
consensus on the fact that these emissions contribute significantly to the greenhouse effect
responsible of the global warming. Renewable energy sources constitutes today a rapidly
evolving alternative to fossil fuels. Nevertheless, the currently envisaged sources present
serious drawbacks. The construction of hydroelectric power plants by artificial damming
of rivers is limited by the small number of potential sites still unexploited. On the other
hand, very large dams damage the ecosystem. Solar and wind power plants delivering
powers comparable to that of fossil or nuclear plants would be huge, and they would
also constitutes an environmental problem. Moreover, as the power provided by these
centrals cannot be controlled, they require a way to store the energy. Nuclear fission
plants present the problem of producing important amounts of radioactive waste and the
risk of potentially catastrophic accidents. One of the alternative energy sources can be
the fusion which doesn’t use exhaustible resources and not require specific location. The
electric power stations based on the fusion could become the alternative “clean′′ energy
source in the nearest future, replacing nuclear and fossil-fuel power stations.
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Figure 1.1: Evolution of the world energy consumption - y axis (in Gigatons of Oil
Equivalent) versus time evolution - x axis (in years). Inlay figure presents the world
population growth [1]

1.1 Fusion energy

The fusion reaction was recognized as the power source of the Sun and other stars in 1938
[2]. Since then, fusion research has been planned in many laboratories all over the world,
in order to reproduce it on the Earth in a controlled manner. The fusion has become
one of the most promising new energy sources. It is a process where two light nuclei fuse
together to form a new heavier element, thereby releasing energy. The fusion reaction in
the Sun is a multi step process, during which hydrogen’s nuclei transform into helium.
The process begins with thermal collision of two protons. The colliding protons create
a deuteron, with simultaneous emission of a positron and a neutrino (Reac. 1.2a). To
overcome the electrical repulsing barrier the energy of 2.298 × 10−13 J is required. The
created deuteron hits another proton, thus forming 3He nucleus (Reac. 1.2b). Finally,
two 3He find each other and rearrange into one stable 4He nucleus and two protons
(Reac. 1.2c). The energy released in this process is:

∆E = [4 ∗ 1.007825u− 4.002603u] ∗ [931MeV/u] = 26.7MeV, (1.1)

where 1.007825u and 4.002603u are masses of the proton and helium atoms, respec-
tively; neutrino and photons are considered to have no mass.
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1H + 1H −→ D + e+ + ν (1.2a)

D + 1H −→ 3He+ γ (1.2b)

3He+ 3He −→ 4He+ 1H + 1H (1.2c)

Reaction (1.2a) requires the weak interaction in order to transform protons into a
neutron. The likelihood of such weak interaction is almost zero; thereby, the fusion
process is very slow. Nevertheless, the Sun and other stars overcame the low reaction
rate due to their large mass. On the Earth, such fusion process can’t be achieved, since
fusion reactor is much smaller than that of a star. The most appropriate candidates for
fusion on the Earth are:

2D + 3T −→ 4He+ 1n+ 17.6MeV (1.3a)

2D + 2D −→ 3He+ 1n+ 3.2MeV (1.3b)

2D + 2D −→ 3T + 1H + 4.03MeV (1.3c)

2D + 3He −→ 4He+ 1H + 18.3MeV (1.3d)

The production rate of the reactions 1.3 is proportional to cross section of the reac-
tants, which in its turn depends on their kinetic energy (See Fig. 1.3 [3, 4]).

Figure 1.2: Cross-section for different fusion reactions

At low energies, the cross-sections of the fusion reactions are small due to the Coulomb
barrier that repels the two nuclei and does not allow them approach close enough in order
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to fuse [5, 6]. However, this electrostatic barrier is eventually overcome when kinetic
energy of the reactants increase. As Fig. 1.2 shows, reaction 1.3a has the highest cross-
section value at relatively low energies (about 70 keV). Moreover, the produced energy is
one of the highest in the group of the perspective fusion reactions – 17.6 MeV. Thereby,
it becomes the most promising candidate for fusion on the Earth so called ”controlled
fusion ”.

The principal reactants for reaction 1.3a are two hydrogen’s isotopes: deuterium and
tritium. Deuterium occurs naturally and could be extracted from the seawater (about 30
g from one cubic meter of water). Tritium is unstable radioactive hydrogen’s isotope, with
half-life around 12 years. It can be produced in nuclear reactor from lithium, which exists
in large quantities in the Earth’s crust. The energy produced from 1 kg of deuterium and
1.5 kg of tritium equals the energy released by burning of 19000 tons of oil, which makes
fusion very attractive from the point of view of resources consumption.

In order to achieve ignition, when fusion reaction becomes self-sustained, the deu-
terium and tritium atoms must be heated from an external source. At thermonuclear
temperature gas atoms are ionized. This hot gas, when electrons and nuclei are not
bound together, is called plasma. Ignition condition also requires high plasma density in
order to obtain enough fusion collisions. In addition to the plasma heating, hot electrons
and nuclei must be trapped in a specific volume to minimize the energy loss. If plasma
looses its energy faster than it can be obtained from the fusion reaction or external heat-
ing, the process will fade out. Eventually, if all conditions are satisfied the fusion reaction
will provide itself enough energy to heat plasma.

The progress towards the plasma ignition can be expressed by the Lawson criterion,
which includes triple product nTτ , where n stands for plasma density, T - temperature
and τ - energy confinement time. The last parameter gives the quality of the heat insu-
lation and the rate of plasma energy losses 1/τ . The energy confinement time increases
simultaneously with the plasma volume, as large plasma has better confinement in the
core than a small one. The fusion reaction will be self-sustained, when the product of
aforesaid parameters is sufficiently high. For instance, for the deuterium and tritium
reaction it must be:

nTτ ≥ 1021keV s/m3 (1.4)

Fig. 1.3 shows the research progress towards ignition of the most important fusion
devices with magnetic confinement in the world. Considerable progress of the triple
product has been achieved in the last 40 years. It is expected that the next generation
of the fusion device will achieve the ignition conditions in 2020-2025.

1.2 Plasma confinement

The fusion reactions on the Sun and other stars are balanced out and confined by high
gravitation force, which prevents plasma cooling and dispersing. On the Earth, the
gravitation confinement is impossible, hence other methods of confining plasma had to
be found. At present, two technologies are well developed: the inertial and magnetic
confinement.
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Figure 1.3: Research progress towards the Lawson criterion at the world’s most important
machines with magnetic confinement. The triple product (density n, temperature T and
energy confinement time τ) - y axis plotted against the center plasma temperature T -
x axis. The open symbols represent the experiments with deuterium plasmas, the solid
symbols shows the experiments with a mixture of deuterium and tritium plasmas

In the inertial confinement, high energy beams (generally a laser beam) are focused on
small volume of deuterium-tritium solid target, which commonly has the form of a pellet.
It ionizes and evaporates the outer layer of material, thus creating a plasma envelope sur-
rounding the target sphere. The heated layer explodes outwards, and generates reaction
force moving inwards, in the direction of the inner layers of the target, simultaneously
sending shock waves into the center. The core of the target may be compressed and
heated so intensely, that the fusion reaction occurs. The thermonuclear blow-off spreads
quickly inside the sphere, yielding several times more energy than it was spent on initial
heating. The aim of the inertial fusion is to produce continuous chain of such reactions
to achieve the ignition conditions during very short time (less than a nanosecond). This
time is limited by the inertia of the fuel, which gave the name to inertial confinement
[7, 8].

In the magnetically confined high-temperature plasma, the particles are completely
ionized and their behavior can be described as a mixture of charged particles. Their
movement can be restricted by the magnetic field due to the Lorentz force. All charged
particles gyrate around the magnetic field lines with a cyclotron frequency ωc = |q|B/m
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and the Larmor radius rL = mv⊥/|q|B, where q is the charge of a particle, B - the
magnetic field, m - the mass of particle, and v⊥ - the velocity component perpendicular
to the magnetic field direction. Thus, it is possible to efficiently confine the plasma by
the magnetic field. The goal of the magnetic confinement is to avoid the hot particles
flow coming onto the reactor wall. The particles will cool down within scrape-off layer of
the reactor vessel, and thereby will loose their energy.

A linear device is unsuitable for the fusion due to large energy losses at the ends.
To efficiently confine the plasma, the magnetic field lines must be closed in themselves,
thereby creating a toroidal structure. However, such configuration with a pure toroidal
magnetic field causes particle losses arising from various drifts and instabilities. For
instance, the gradient of the magnetic field creates the so-called grad B drift, which sep-
arates electrons and ions in the vertical direction. This causes rise of electric field E,
that leads to an outward ~E × ~B drift of the whole plasma. This undesirable drift can
be suppressed by adding another magnetic field (poloidal) perpendicular to the toroidal
one. When toroidal and poloidal components come together, they create a helical struc-
ture of the twisted magnetic lines, thus suppressing the drift and improving the plasma
confinement [9, 10].

Presently, the magnetic helical confinement is applied in two types of fusion machines:
the tokamak and the stellarator (Fig. 1.4.).

(a) (b)

Figure 1.4: Sketch of (a) tokamak and (b) stellarator (picture taken from the CEA and
IPP web sites)

The tokamak (in Russian – toroidal chamber with a magnetic coils) was designed
in USSR in 1951 by Andrey Sakharov and Igor Tamm [11]. The tokamak includes a
set of coils, evenly surroundings the vacuum vessel to generate the magnetic field in the
toroidal direction. The poloidal magnetic field is created by a strong toroidal plasma
current which is generated in the plasma itself by a transformer placed in the middle of
the torus. The additional poloidal field coils are used mainly for the plasma shaping and
stability (Fig. 1.4(a)). In the stellarator, the poloidal magnetic component is composed
of complicated windings of external coils, thus the complex helical magnetic structure is
generated from the coils themselves (Fig. 1.4(b)). The advantage of such device is the
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potential to maintain the steady-state plasma. On the other hand, in the tokamak the
poloidal current, which causes most of the instabilities, also serves to heat the plasma. In
the stellarator all plasma heating has to be done from the outside. However, the complex
configuration of the magnetic coils is the main disadvantages of the stellarator from the
engineering point of view.

A measure of helicity of the resulting magnetic field is given by the safety factor:

q =
m

n
=

rBϕ

RBθ
(1.5)

where Bϕ and Bθ are toroidal and poloidal magnetic fields respectively, r is the minor
radius, and R is the major radius of the torus. The safety factor describes the number of
the toroidal winding needed before a field line returns to the same poloidal coordinate.
It also shows the ratio of the toroidal magnetic field to the poloidal one. In the tokamak
it varies from 1 at the plasma center to 8 at the plasma edge. More details about the
tokamak structure are presented in Section 1.4, where the ITER tokamak reactor is
described.

1.3 Plasma heating

The fusion reaction occurs when the plasma temperature reaches about 10 − 20 keV
(about 100 million degree Celsius), according to the Lawson criterion. None of the known
ways of plasma creation on the Earth gets this condition initially. The heating of the
plasma plays a decisive role in achieving such high temperatures. At present, there are
three most developed methods of heating the plasma: the ohmic heating [12], the waves
heating [15, 14, 13], and heating by injection of energetic heavy particles [16].

In a tokamak, The toroidal current flowing through the plasma is responsible of the
poloidal magnetic field. However, it has also the property of heating the plasma via
the natural Joule effect (ohmic heating). The same principle is utilized in the electric
light bulb, when current is passing thought a filament. The ohmic heating depends
on the plasma resistivity and the applied current, in accordance with the Joule effect.
Unfortunately, the rise of the plasma temperature tends to decrease its resistivity and
this heating mechanism becomes inefficient. The maximum temperature produced by the
ohmic heating is limited to 10-20 million degrees. This means, that in order to achieve
the fusion temperature condition the external additional heating must be applied.

The second method of increasing the plasma temperature is the antenna waves heat-
ing. The plasma has ability to absorb the electromagnetic waves, which will transfer
their energy to particles. There are two main mechanisms of the radio-frequency heating
to enable the particles obtain the energy from the wave: the cyclotron and the Landau
absorption. In both cases, the particles have to turn with the same frequencies as the
waves, thereby to be in the resonance. In the cyclotron absorption the wave couples to
the plasma at the same frequencies as the particles rotation induced by the magnetic
field. The Landau absorption is based on the waves coupling to the particles at the same
population frequencies in such way that particles and waves have the same propagation
velocity. Nowadays, there are three mechanisms of the antenna heating applied at the
fusion reactors. They are classified by the range of propagation frequencies: the ion cy-
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clotron heating (in range of MHz), the electron cyclotron heating (about hundred GHz),
and the hybrid heating (few GHz).

The last mechanism of the plasma heating consist of the injection of high energetic
particles (neutrals) into the plasma. The injected particles transfer their energy to the
plasma ion/electron via collisions. Strong electric fields are used to accelerate the hy-
drogen/deuterium ions in order to obtain the high energy beam. Generally, the charged
particles are neutralized before being injected into the tokamak vessel. This is done with
the aim of preventing the effect of magnetic field which could trap them at the machine’s
entrance. To deliver the neutrals into the plasma core inside the fusion reactor, the beam
must be injected with sufficiently high energy (depending on the reactor size and the
plasma parameters). Because of the low value of the electron-ion mutual neutralization
cross section, the neutral beam injection based on acceleration and neutralization of pos-
itive ions is efficient only for small scale tokamak. Thereby, a negative ions concept has
to be introduced in order to achieve the higher energies. The negative ions are more
problematic in the sense of their production and subsequent extraction from the plasma,
but they have much better neutralization efficiency than positive ions.

The combination of all heating systems will provide enough energy to increase the
plasma temperature and thus achieve the fusion in the plasma reactor. When the number
of reactions exceed the threshold, the helium nuclei themselves will produce enough energy
to maintain the process. As a result, contribution of the external heating will be no longer
necessary, and the plasma will reach the self-ignition condition.

This thesis is dedicated to understanding of the mechanisms and physics of the neg-
ative ion production and their extraction from the plasma source in the neutral beam
injector (NBI) system of the future thermonuclear reactor ITER. More details about
ITER tokamak are presented in the next section, while the principle of the ITER NBI is
described in details in Chapter 2.

1.4 ITER tokamak

The ITER (International Thermonuclear Experimental Reactor) is the future experimen-
tal thermonuclear reactor with magnetic confinement [17, 18, 19, 20, 21]. The main goal
of the ITER is to demonstrate the possibility and feasibility of fusion power on the Earth.
The amplification factor Q, showing the ratio between the power produced by the fusion
to the input external power supplying the reactor in ITER, should achieve value of about
10. It means that from 50 MW of the input power (73 MW designed) tokamak will
produce 500 MW of the output power from the fusion. Thereby, ITER will be the first
fusion machine that gets more energy out of the fusion process, than it uses to generate it,
which has never been shown before at other experimental facilities. Consequently, ITER
should achieve ignition condition when switching off all additional heating systems, and
plasma becomes self-sustained. The main technical data and parameters of the reactor
are listed in Table 1.1.

The ITER plasma parameters were chosen to satisfy the steady state ignition condition
during long pulse time (∼ 400 s for H plasma). ITER will combine the advantages of
2 most successful existing fusion reactors: JET [22] and Tore Supra [23]. JET is close
to ignition conditions because of the large dimensions of the torus, while Tore Supra has
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ability for the long discharge time due to the super-conductive toroidal magnetic coils.
The major radius of ITER torus is measured of 6.2 m, while the plasma minor radius is
2.0 m. The toroidal plasma current that is responsible for the generation of the poloidal
magnetic field is planned to be ∼ 15 MA. The toroidal magnetic field reaches value of
about 5.3 T. The electron density and temperature are 1020 m−3 and 20 keV respectively.

Schematic view of the ITER is shown in Fig. 1.5. The Vacuum Vessel of the reactor
is surrounded by a large stainless steel structure called Cryostat. It provides the vacuum
environment and protect the reactor from an external damage. The Blanked covers the
interior part of the Vacuum Vessel and protect it from the heat load and neutron fluxes
of the fusion reaction. The neutrons will transform their kinetic energy into heat energy
that will be in turn collected by the coolants. The Divertor is positioned at the bottom
of the Vacuum Vessel. It is main interface between the hot plasma and surface material.
Its main function is to extract heat, Helium ash and other impurities from the plasma.

Table 1.1: Technical data and plasma parameters of the future tokamak ITER [18, 21]

Total fusion power 500 MW
Q=fusion power/addition heating power ∼10
Plasma inductive burn time ≥400 s
Plasma major radius (R0) 6.2 m
Plasma minor radius (r) 2.0 m
Plasma current (Ip) 15 MA
Safety factor (q) 3
Toroidal magnetic field (B) 5.3 T
Electron density (ne) 1020 m−3

Temperature (T) 20 keV
Plasma total heating ∼ 50 MW
Neutral Beam Injector 33 MW
Electron cyclotron antenna 20 MW (170 GHz)
Ion cyclotron antenna 20 MW (50 MHz)
Plasma type deuterium-tritium
Plasma volume 837 m3

ITER design includes three auxiliary heating systems. They are the neutral beam, the
ion cyclotron and the electron cyclotron heating. These systems will supply maximum of
73 MW heating power with contribution of the neutral beam injectors of 33 MW. The
NBI heating system includes two injectors, each of which delivering 16.5 MW power into
the ITER plasma. In the NBI a beam of the hydrogen/deuterium ions is produced and
accelerated by the electric field. In order to penetrate into the ITER plasma core and
generate sufficiently high toroidal current, responsible of the poloidal magnetic field in
tokamak configuration, the neutral beam has to be injected with the energy of order 1
MeV supplying current of 40 A. As it has been described above, neutralization of the
positive ions is not efficient at such energy. Therefore, a concept of neutralization of
negative ions will be used in the ITER NBI system. However, the production and further
extraction of negative ions together with acceleration of 40 A beam to the energy of 1
MeV are the most problematic issues in the NBI plasma source system. On the one hand,
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Figure 1.5: Cutaway of the ITER project [21]

undesirable co-extracted electron beam consumes the acceleration machine power, thus
causing addition heat load onto the acceleration grids. On the other hand, the negative
ion surviving length in the source plasma is few centimeters. It means that negative
ions created only in vicinity of the acceleration system could be extracted. Moreover,
negative ions could be destroyed even after extraction due to the electron detachment
process (H− +H2 → H +H2 + e).

1.5 Scope of this work

The development of suitable negative ion source and an extraction system constitutes
crucial step in the construction of the neutral beam injector of ITER. The understanding
of the mechanism of ion extraction from the negative ion source requires to know the
physics of electronegative plasmas under magnetic fields.

The purpose of this thesis is to explain by the means of the numerical simulations the
different mechanisms of the negative ion extraction (produced at the surface and in the
volume) from the electronegative plasma source, and to find the best parameters of the
extractor for maximizing the negative ion extracted current and minimizing co-extracted
electron current.

In this thesis a full 3D Particles-in-Cell electrostatic code has been developed to
investigate the transport of the NI and electrons in the extraction region of the ITER
NBI plasma source system. The collisions between particles are introduced using a Monte
Carlo Collisions scheme. The code gives the Boltzmann equation solution, providing
detailed information about the density and energy distribution of different species. The
code uses Cartesian coordinate system and can deal with complex boundary geometry,
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as it is in the case of extraction holes. Two local real magnetic fields are applied, one
to avoid e co-extraction and second to deflect the electrons that could however cross the
grid. Both B fields are taken into account.

The thesis has the following structure: Chapter 2 reviews the structure of the ITER
Neutral Beam Injector system and presents details about the NI source setup. An
overview of the recent NBI plasma source testbed facilities is also given. In the end
of Chapter 2 current simulation models of the plasma source, and their numerical ap-
proaches, are presented. The description of the developed code and numerical algorithms
is given in Chapter 3. Chapter 4 includes results of the plasma screening effect in the
collisionless approximation, proving necessity for full 3D model. In Chapter 5 the results
of collisional plasma approximation (in particular, optimization and limitation of the NI
extraction) are discussed. Finally, conclusions and perspectives for the future research
are presented in Chapter 6.
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ITER Neutral Beam Injector System

Achieving and sustaining of thermonuclear temperature in the ITER plasma requires
the use of external heating sources. One of the methods of transferring power to the
plasma ions is the injection of energetic neutrals. In addition to plasma heating, it also
contributes to the generation of the toroidal current responsible for the tokamak poloidal
magnetic field. To increase toroidal current in the tokamak vessel up to 15 MA the
neutral beams must be injected with energies of the order 1 MeV, which is a challenging
task. In this section a detailed overview of the ITER Neutral Beam Injector system will
be presented.

2.1 Conceptual Design of the ITER NBI

Initially, ITER will consist of two NBI, which should provide 33 MW power to the toka-
mak plasma. The layout of the injectors around the reactor allows future installation of
the third diagnostic NBI system [24]. The system can supply the H0 or D0 energetic neu-
trals, depending on the ITER requirements. The beam power has to be deposited inside
the plasma core. Thus, to overcome the magnetic confinement mode barrier it has to
be injected with the sufficient high energy. Moreover, to maintain the T+/D+ ions ratio
in the plasma close to 1 for the efficient fusion reaction, the beam energy must be even
higher than 400 keV [25]. Due to the low value of the electron-ion mutual neutralization
cross section at these energies [26], the NBI based on the acceleration and neutralization
positive ions has become unpractical. Therefore, the negative ion concept has to be used
due to their much higher neutralization efficiency for energies > 500 keV.

Beside a power deposition, the NBI system will be used to drive current in the tokamak
plasma which is responsible for the poloidal magnetic field [27]. Two parameters represent
effectiveness of the current drive: the tangential radius Rtan and the energy of the beam
Ebeam. The first has to be higher than the major tokamak radius Rtan > R, while the
second should reach value of about 1 MeV to satisfy the ITER requirements [25]. The
tangential radius is restricted by the exit injector’s port size, which is placed between two
toroidal magnetic coils. The beam energy depends on the applied acceleration voltage.
Eventually, the estimated value of the current drive produced by NBI in the ITER reactor
is between 1.8 and 2.8 MA [28].

The main drawback of the NBI system based on the acceleration of negative ions
is their production and following extraction from the plasma. The negative ions are
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produced in a low pressure plasma source (< 0.3 Pa) with a bulk plasma density n0 ∼
5 × 1018m−3. They are created via collisions into the plasma volume or by neutral
gas/positive ions impact with the first grid of the extraction system called plasma grid
(PG). However, a surviving length of the negative ions in such conditions is limited to
few centimeters, thus only NI created in the vicinity of the plasma grid can be extracted.
Moreover, the negative ions can be destroyed by the collisions with other particles (H2, e)
even after their extraction. Considering all the difficulties mentioned above, the ITER
NBI plasma source is designed to produce 40 A extracted current and 200 A/m2 current
density of negative ions [16, 29]. During the neutralization procedure the negative ion
current significantly decrease. Thus, ITER NBI system will deposit 16.5 MW neutral
beam with energy 1 MeV.

The ITER neutral beam injector consists of four main parts: the source, the acceler-
ation grids, the neutralizer and the residual ion dump (RID), see Fig. 2.1. In the source
region negative ions are produced and extracted through the large number of small aper-
tures made in the extraction grids. They are further accelerated to the energy of 1 MeV
in five stages through the accelerator grids. In the neutralizer, most negative ions are
converted into neutrals via collisions with deuterium (D2) gas. After, a set of parallel
plates biased such as they generate a transverse electric field which deflects all charged
particles. It is the principle of the electrostatic RID system. Finally, neutral beam goes
on the calorimeter or it is injected into the reactor vessel.

In the NI source region the hydrogen plasma is created by the radio frequency induc-
tively coupled (ICP) coils. It diffuses in the expansion chamber and takes actual form
there. To enhance the production of the negative ions, Cs atoms are introduced in the
expansion chamber. The extraction system is placed at the end of the expansion cham-
ber; it consists of two grids: the plasma grid (PG) and the extraction grid (EG). The
first grid can be positively biased against the source (10 to 20 V) to reduce the fraction
of the co-extracted electron current. A positive potential (∼ 10 kV) is applied between
EG and PG to drain out the negative ions, and to repel the positive ions. Each grid
contains a bidimensional set of extraction apertures. The main problem of this system
is the co-extraction of the plasma electrons. To limit the co-extracted electron current,
a magnetic filter field is placed close to the PG. A second magnetic field, orthogonal to
the first one, is generated by magnets embedded in the EG in order to deflect escaping
electrons towards the grid’s wall. These magnetic fields are strong enough to trap the
electrons, but they only slightly disturb the ions trajectories [30]. More details about
NBI plasma source are presented in Sec. 2.2.

After the extraction, negative ions enter to the accelerator, where they increase their
energy up to 1 MeV [32]. Two designs of the accelerator system have been proposed
for ITER NBI: MAMuG (Multi-Aperture Multi-Grid) developed by JAEA, Japan [33]
and SINGAP (Single-Aperture Single-Gap) created by CEA Cadarache [34]. The main
difference between them is the number of accelerating stages and size of the apertures.
The first one achieves the beam energy of 1 MeV in five steps (200 kV each), whereas
the second does it in one pre-accelerating (40 kV-200 kV) step. The advantage of the
SINGAP (Fig. 2.2) is its simple structure, because intermediate accelerating grids are
absent. However, electrons are created inside the machine by a variety of collisions [35],
and are accelerated to full energy. Therefore, the efficiency of power consumption is
decreased. Moreover, these energetic electrons cause extreme heat load on the beam line
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Figure 2.1: Schematic view of the ITER Neutral Beam Injector

components. On the other hand, MAMuG accelerator has a more complex structure, but
undesirable electron beam can be suppressed by the intermediate grids before it gains
full energy. The experiments show that power carried by electrons is much higher at the
end of the SINGAP accelerator than in the MAMuG system [36, 37]. Consequently, the
five stage machine has been accepted as the reference design for the future ITER NBI
accelerating system.

The MAMuG accelerator as used in the Japanese test facility includes four interme-
diate grids (A1G, A2G, A3G, A4G) and the grounded grid GRG (Fig. 2.3) [39]. Each
grid has a set of apertures of 16 mm diameter arranged in matrix. The negative ions are
accelerated by the potential difference between two successive grids. One accelerating
potential step is 200 kV, thus the total energy gained by the NI is 1 MeV.

One of the problems in such system is the production of D+ by NI stripping in
interaction with the neutral gas D2. It leads to the backward acceleration of the positive
ions that causes additional heat load on the accelerating grids (3.6 MW/m2 [36]) and can
also damage the NI source wall. This problem has been partially resolved by adding the
water cooling component inside the grids. However, the suppression of both, co-extracted
electrons and the backward positive ion remains a challenging task.

From the accelerator the high energetic negative ion beam penetrates into the neu-
tralizer, where NI are mainly converted in neutrals via the stripping collision. The D2 gas
neutralizer has been chosen for the ITER NBI due to its relatively simple structure and
important stripping cross section. The alternative concepts of the neutralizer are: the
plasma neutralizer [40], the lithium neutralizer [41] or the neutralizer based on photode-
tachment using intense laser beams [42]. The D2 neutral gas is injected in the middle of
the 3 m long neutralizer to have a relatively smooth profile of the gas targets all along.
In order to reduce the gas flow, the neutralizer is divided onto 4 channelss eparated by
copper plates (Fig. 2.4). Each wall measures 3 m long, 1.7 m high, and the gap between
the plates is 10.5 cm. The water cooled swirl tubes are embedded inside the plate to limit
the wall temperature [16].
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Figure 2.2: The cross-section of the SINGAP accelerator [38]

Figure 2.3: The cross-section of the MAMuG accelerator in the Japanese test facility [39]

The most important reactions that occur in the neutralizer are:

D− +D2 −→ D0 +D2 + e (2.1a)

D− +D2 −→ D+ +D2 + e+ e (2.1b)

D0 +D2 −→ D+ +D2 + e (2.1c)

The neutral deuterium D0 beam is created by the stripping of the weakly bounded
electron from the negative ions (Reac. 2.1a). The double stripping reaction leads to the
direct production of D+ (Reac. 2.1b). The D0 particles beam can be also destroyed
by ionization giving D+ as well (Reac. 2.1c). Moreover, the efficiency of the beam
neutralization is decreased by the indirect gas heating process ??. Theoretically, the
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Figure 2.4: Cutaway ITER NBI neutralizer system [16]

beam with the energy of 1 MeV passing through the optimum gas target at the exit plane
of the neutralizer is composed of ∼ 56%D0,∼ 23%D+ and ∼ 21%D− [16].

The charged particles surviving in the neutralizer are deflected from the beam by
the electrostatic residual ion dump (ERID) system. It has a structure similar to that
of the neutralizer and consists of 4 narrow channels formed by 5 vertical panels. Each
panel has the same high as the neutralizer plates, it measures 1.8 m long in the beam
direction, and two plates are separated by about 10 cm [16]. The transverse electric field,
which is created by a potential difference between two neighboring plates, traps charged
particles. The first, third and fifth panels are grounded, whereas the −20 kV is applied
to the second and fourth panels. The particles are deflected onto the plate’s walls, with
the power deposition of about 17 MW across the surface. The water cooled swirl tubes
are placed inside the panels in order to decrease the heat load.

The ERID system has advantages over more conventional magnetic residual ion dump
design (MRID). First of all, the power load of the deflected charged particles will be
distributed among 5 plates. The second advantage of the ERID is the absence of the
strong magnetic field that may affect the charged particles outside the machine. The
main disadvantage of the ERID is the secondary electron emission in the collision of
positive ions with the panel’s walls. These electrons will be accelerated towards the
opposite plate up to 20 kV, causing additional power load. Another problem may be
plasma formation inside the channels that will screen electric field and, therefore, decrease
efficiency of ERID. However, the numerical models show that the density of the created
ions between two plates is 2 orders of magnitude smaller than critical threshold of the
plasma production [44]. The last issue of ERID is formation of the hot spots at the walls
due to inhomogeneous ion dump. However, recent numerical calculations [45, 46] have
proven that maximum peak of the power load at the wall is lower than 8 MWm−2, which
is acceptable from an engineering point of view.

After the ERID system the neutral D0 beam passes to the V-shaped calorimeter
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formed by two panels. The calorimeter is 2.6 m long in the axial direction, with an open
end 531 mm wide facing the ERID system [47]. Such configuration gives a possibility of
an independent exploitation of the NBI system from the ITER reactor. The panels can be
fully opened, thus the beam moves through the calorimeter to the NBI duct and further
to the reactor vessel. The calorimeter allows performing measurements of the neutral
power coming to ITER, as the difference between the power arriving to the calorimeter
and downstream losses. In spite of energies loses during all stages of the beam formation
in the NBI system the neutrals should be injected into the ITER tokamak vessel with
the power ∼ 16.7 MW.

2.2 ITER Neutral Beam Injector Plasma Source

Two types of the negative ion plasma source have been tested for the ITER NBI: the
arc [48, 49] and the radio-frequency driven source. The latter one, developed by IPP
Garching, Germany [50, 51] has been chosen as more appropriate, because it does not
require the regular filament replacement. This is an important issue for the reactor,
since NBI and consequently the ion source will be remotely operated during the ITER
discharge.

Nowadays, there are few ion source machines developed at IPP: BATMAN (Bavarian
Test Machine for Negative Ion), MANITU (Multi-Aperture Negative Ion Test Unit),
RADI and under construction ELISE (Extraction from a Large Ion Experiment) [52].
They have different dimensions relative to the ITER requirements, but similar design.
The Fig.2.5 shows schematic set-up of the negative ion source system. It consists of
three main parts: the driver, the expansion chamber and the extractor. The plasma
is generated in the driver by inductively coupled radio-frequency coils. The driver of
BATMAN machine is represented by alumina cylindrically shaped of 140 mm long and
245 mm diameter. The coils are rolled around the driver and connected to the 1 MHz
high power supply (∼ 100 kW) oscillator. The D2 or H2 is injected inside the driver and
it diffuses together with the ICP plasma in the expansion chamber. Neutral gas (D2 or
H2) is pumped after the accelerator.

The expansion chamber has rectangular form with 6 mm steel wall and 3 mm drilled
water cooled channel inside the wall. For the better heat distribution the inner wall of
the chamber is covered with a thick copper layer. A compact form of the source allows
easier installation of any external magnetic system. The pressure inside the chamber is
kept at low level (about 0.3 Pa) to satisfy the stripping losses criterion [50, 51].

The extractor is constructed by two grids – the plasma grid (PG) and the extraction
grid (EG), with a positive potential applied between them, in order to extract negative
and repel positive ions. The PG could be positively biased against the plasma reducing
the fraction of undesirable co-extracted electrons.

In the ITER configuration each grid is represented as the lattice of 1280 chamfered
apertures divided by 16 groups [32]. Each hole of the plasma grid has a conical shape
with the inner diameter of 14 mm and chamfered edges with the angle of 45 degrees.
The length of the aperture is about 2 mm. The extraction grid hole is much longer than
PG (12 mm), because the permanent magnets bars are embedded into the wall in order
to dump hot electrons. Moreover, the water cooling pipes are also placed inside this
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Figure 2.5: Schematic set-up of the prototype radio-frequency negative ion source ITER
NBI system

grid. The distance between two grids is 6 mm, whereas the distance from EG to the first
accelerating grid is 2.5 mm. The detailed cross section of one single aperture channel of
the extractor is presented in Fig. 2.6.

Figure 2.6: Geometry of the single extraction channel at the ITER source [16]

The production of the negative ions in the expansion chamber can take place via
the collision of low energy electrons (about 1 eV) with the highly vibrationally exited
hydrogen molecules (volume process) [53]:

e+H2(v) −→ H +H− (2.2)

At the low vibrational levels of H2 the cross section of the reaction is low to produce
sufficient amount of the NI, but starting from the vibration level v = 5 it increases by 5
orders of magnitude and becomes constant for higher levels [54].
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The concept of the negative ions in ITER NBI has been chosen due to their neutral-
ization efficiency at high energy (∼ 1 MeV), but on the other hand it makes the task of
their production and extraction complicated. However, the life length (mean free path) of
NI into the plasma is few centimeters [55] due to the variety of the destruction processes.
The electron stripping collision is efficient at low electron temperature (in range of a few
electronvolts) [54]:

e+H− −→ H+ + 2e− (2.3)

It can be minimized by the reducing the electron temperature which is already <
1eV , but mutual neutralization collision will take occur (Reac. 2.4). Beside aforesaid
destruction reactions, the associative and non-associative detachment are also important
due to the low threshold value (Reac. 2.5 and Reac. 2.6 respectively) [53]. Consequently,
only small amount of the volume produced negative ions can be extracted.

H− +H+ −→ H +H (2.4)

H− +H −→ e+H2 (2.5)

H− +H −→ e+H +H (2.6)

To enhance the NI production, Cs atoms are injected in the expansion chamber from
the oven mounted at the back wall. The evaporation rate is about 10 mg/h controlled
by the temperature of the oven. The cesium atoms will cover the plasma grid surface
of the extraction system, therefore the production of negative ion will be fulfilled by
the plasma–wall interaction process. The low work function of Cs (about 2 eV) allows
increasing the amount of NI produced as backscattering of the positive ions H+, H+

2 , H
+
3

or neutral gas H from the metal surface [53]:

H∗, H∗

2 , H
∗

3 +Wall(Cs) −→ H− +H +Wall (2.7)

The experiments show that evaporated Cs atoms increase negative ion extracted
current by about 10 times [51]. The NI produced at the PG surface will move with high
axial velocities towards the accelerator due to strong positive potential in this region.

One of the most problematic issues of the plasma source system is the co-extracted
electron current. The electrons waste a huge amount of the accelerator power and causes
additional heat load on the grid. To avoid electron current, a complex magnetic con-
figuration is installed in the extraction region of the plasma source chamber. The first
magnetic field is called “Filter field′′ and is created by magnets placed above the plasma
grid with the strength peak value of about 7 mT. The second field (“Deflecting field′′) is
generated via the magnets bars embedded in each aperture of the extraction grid with
Bmax = 130 mT. Both fields form complex orthogonal magnetic configuration that is
strong enough to sufficiently trap the electron beam. However, it only slightly disturbs
the negative ions trajectories due to their high mass.
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2.2.1 BATMAN Experimental 1/8 Size ITER Negative Ion
Source Test Bed

The Bavarian Test Machine for Negative Ion was designed and built at IPP Garching
in order to prove the feasibility of the ITER requirements in terms of the extracted NI
current and current density during short pulse length (∼ 4 s) [57, 58]. The BATMAN
machine was also used to develop a set of diagnostics for the most important plasma
characteristics. Among them: optical emission spectroscopy – to measure density and
temperature of the electron, Cs atoms and neutral gas; Langmuir probes – to detect local
plasma parameters; laser detachment – to determine density of the negative ion [50, 52].

BATMAN machine has similar structure to the one described in previous section.
However, it can use two different extraction systems. The first one is called “CEA′′; and
was developed at CEA Cadarache, France. The second one is “LAG′′ (Large Area Grid)
[59], and was derived from the NBI positive ion based source machine used on ASDEX
Upgrade tokamak [60]. The CEA grid was constructed according to the ITER NBI source
design with diameter of the plasma grid aperture of 14 mm. 45 apertures form the total
extraction area of about 70 cm2. The LAG system has much larger extraction area of 390
cm2, and it is composed of 774 small apertures with the diameter of 8 mm. However,the
LAG grid was masked down to 74 cm2 of the extraction area. All apertures are chamfered
at the edge in order to increase the efficiency of the negative ion production and extraction
from the plasma grid wall.

Several days of machine operation are needed to achieve so called “good Cs condition′′,
when cesium atoms thoroughly cover the plasma grid surface. Typical results of the
extracted negative ion current density and electron/ion ratio from the hydrogen plasma
are shown in Fig. 2.7 [52]. The yellow cycles represent the LAG accelerating system,
whereas the blue triangle – the ITER like CEA grid. The NI current density reaches the
value of about 25 mA/cm2 in both configurations, which is close to the ITER requirement
of 28 mA/cm2. The electron/negative ion current ratio is maintained around 1, which
also meets the ITER condition.

The other purpose of these experiments was demonstrating that value of the extracted
negative ion current does not depend of the aperture size. As it was mentioned above
the extracted currents from both system: LAG with 8 mm aperture’s diameter and CEA
with d = 14 mm are in very good agreement.

The BATMAN test bed machine has shown the possibility of achieving the ITER
criterion in terms of high negative ion extracted current at the low pressure plasma
(< 0.4 Pa). However, the extraction is limited by the short discharge time (about few
seconds) due to technical reasons. Therefore, another source called MANITU has been
built to satisfy the ITER requirement of 3600 s of continuous operation. This system will
be described in detail in the next section.

2.2.2 The MANITU Experimental 1/8 size ITER Negative Ion

Source Test Bed Machine

The short pulse length limitation of the BATMAN test bed machine has been solved via
installation of additional cooling systems. The temperature control of all source walls
was developed by IPP Garching in new test facility called MANITU. The water cooled
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Figure 2.7: Accelerated negative ion current densities via CEA (yellow cycle) and LAG
(blue triangle) acceleration systems from the hydrogen source plasma (at the bottom).
The electron/negative ion current ratio is shown at the top [52]

system was applied to the Faraday shield (used to protect the inner wall against the
plasma load), as well as to the driver’s backplate. The temperature in this region is held
less than 180 C. The temperature of the interior part of the expansion chamber is also
reduced by the water tubes located inside the wall (< 400 C). The PG of the extractor
is cooled by the airflow passing through the grid, allowing to decrease its temperature to
1500 C [30]. After the aforesaid modifications the long discharge (∼ 1 hour) operation
becomes possible without any thermal disruptions.

The Cs evaporation control is another problem of the stable long pulse NI extraction.
The production of the negative ions depends on the Cs level inside the expansion chamber.
The remote temperature control system was installed in the Cs oven that allowed the
adjusting of the injection rate during the long operation.

MANITU test bed uses the same negative ion source as BATMAN, where plasma
is produced in the “driver′′ by inductively coupled radio frequency coils. The magnetic
crossed configuration was also derived from the BATMAN machine. However, the plasma
grid of the extractor is represented by LAG system with aperture diameter of 8 mm, hence
total extraction area is 206 cm2. The plasma source operates also at the low pressure
plasma (about 0.3 Pa). The MANITU facility is equipped with the diagnostics that
was used in BATMAN, but with a data acquisition system, which allows to record long
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discharges.
An example of the MANITU long pulse performance is shown in Fig. 2.8 [61]. The

pulse duration of about 3600 s satisfies one more ITER requirement. However, due to
the high electron current coming to the plasma grid the power of the radio frequency
driver has been limited, resulting in small negative ion current density (12 mA/cm2).
Yet, during relatively short discharges (< 200 s) it can reach the maximum value of 25
mA/cm2. The suppression of the electron current is still a challenging task and requires
further optimization of the magnetic filter and potential distribution inside the chamber.

Figure 2.8: The example of 1 h Hydrogen plasma run on the MANITU test bed machine.
The blue line shows the extracted negative ion current. The red line corresponds to the
co-extracted electron current [61]

2.2.3 RADI – Experimental Source Machine with Large Plasma
Area

The extending of the dimensions of the RF plasma source to the ITER requirements was
fulfilled in RADI machine. Four driver systems have been combined in RADI, hence the
roughly half-ITER size plasma source was constructed. However, the machine does not
include the extraction system as previous BATMAN and MANITU test facilities. The
RADI source can operate with both hydrogen or deuterium plasma and has possibility
for Cs gas seeding. The main purposes of RADI are study of the plasma uniformity and
demonstration of the concept of the modular source extension.

Fig. 2.9 presents one of the main result from the RADI experiments. The total
positive ion density distribution in horizontal a) and vertical b) directions for different
magnetic field intensity is shown. The hydrogen plasma has been studied under the
pressure of 0.6 Pa with the power of 40 kW per driver. If we do not take into account
the plasma decay close to the edge, the plasma distribution is almost homogeneous along
the machine within about 10 percent of the error bar in both horizontal and vertical
directions.
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Figure 2.9: a) - Positive ion density distribution in the horizontal direction for different
magnetic field strength; b)- Positive ion density distribution in the vertical direction for
different magnetic field strength. Pressure of 0.6 Pa and power of 40kW per driver have
been used [31]

2.2.4 ELISE – the Half-size ITER Negative Ion Source Test Bed

Machine

The ELISE [62] will be the future experimental facility of the negative ion source with
a large extraction area including extraction system. The machine is an intermediate
step between the existing relatively small BATMAN, MANITU and the full size ITER
NBI source under construction at RFX Padova Italy. The main goal of ELISE is to
demonstrate the possibility of the negative ion beam formation uniformly distributed
over a large extraction area. The suppression of the co-extracted electron current is also
an important issue for ELISE.

The machine is designed as half size of the ITER NBI system with are dimensions of
1.0 m × 0.86 m and 1000 cm2 extraction area. The extraction is restricted to 10 s due to
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the limitation of the high voltage power supply. The source will be able to operate with
both hydrogen and deuterium plasma.

The ELISE’s designe is similar to that of previous test machines, the advantages of
which have been reproduced in this new design on a higher scale. The plasma will be
created in 4 cylindrical aluminum drivers with the inner diameter of 30 cm via inductively
coupled coils wounded around the cylinder. The extractor consists of three grids: the
plasma grid, the extraction grid and the grounded grid. The large extraction area of 640
apertures is divided in 8 groups. The plasma grid aperture has 14 mm diameter with
chamfered edges of 450, whereas the aperture of the extraction grid is designed with the
diameter of 12 mm. The grids are equipped with a cooling system allowing to reduce of
the electrons heat load. Therefore, the highest temperature of the plasma grid should not
exceed 2000 C, while the extraction grid is referred to 500C [62]. The water cooling tube
is also installed inside the expansion chamber’s wall that allows to keep their temperature
around 500C. Such temperature conditions have been chosen to maximize the negative
ion yield based on the previous experimental works.

The co-extracted electron beam will be dumped by a complex magnetic geometry.
The field will be produced via 8 kA current flowing through the plasma grid [62].

The main characteristics of the ELISE machine together with the parameters of the
BATMAN and MANITU facilities are summarized in Tab. 2.1 [50, 51, 52, 30, 61, 62].
The start-up of the new testbed negative ion source is planned for the end of 2011 [63].

Table 2.1: Main parameters of the NBI negative ion source facilities [52, 16]

Parameter ITER
requirments

BATMAN
results

MANITU
results

ELISE
prospect

Extracted current
density H−

280Am−2 ∼ 240Am−2 ∼ 200Am−2 -

Extracted current
density D−

200Am−2 ∼ 200Am−2 ∼ 200Am−2 -

Extraction voltage 9kV 9kV 9kV 12kV
Source pressure 0.3Pa < 0.4Pa 0.3Pa -
Electron-ion ratio 1 < 1 < 1 -
Pulse length 3600s < 6s 3600s ∼ 10s
Source dimension 1.5×0.6m2 0.32× 0.59m2 0.32× 0.59m2 1× 0.86m2

Extraction area 0.2m2 70cm2 206cm2 1000cm2

2.3 Numerical Approaches for Plasma Source Model-

ing

The negative ion approach for the formation of the neutral beam still requires under-
standing the physics of the electronegative sheath, when electrons and NI are pulled out
from the plasma. Several numerical studies of the plasma behavior around the extraction
region have been published in recent years, including the Monte Carlo transport calcu-
lations and 1-3D PIC simulations. Each code was developed to demonstrate particular
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physical effects inside the source. Among them: production of the negative ion in the vol-
ume and by the plasma-wall interaction process; effect of the external positive potential
and magnetic configuration on the extraction of the negative ion and electron currents;
study of the aperture geometry and the beam optics. In this section, the recent numerical
approaches will be described together with their simulation results.

2.3.1 2D Fluid Simulation of the Plasma Source

The two-dimensional fluid model was developed in the LAPLACE laboratory in Toulouse,
France, in order to estimate plasma parameters at the ITER NBI source region [64, 65].
The code is mainly devoted to understand the properties of the plasma in the ICP type
source. The model is able to calculate the density and temperatures distributions of
different species, energy balance, plasma potential, particles flux to the wall, etc. The
simulations based on the transport of the charged particles (e,H+, H+

2 , H+
3 ) and neutral

gas (H , H2) were performed at the various initial pressure (0.2 − 0.8 Pa) and power
(10− 80 kW) conditions.

The transport of the charged particles is performed by solving the continuity, the
momentum and the energy equations. The Navier-Stokes equation is used to introduce
the motion of the neutral gas via the Direct Simulation Monte Carlo (DSMC) algorithm.
The potential distribution is self-consistently obtained from the equation of Poisson.
The large list of volume reactions is included in the simulation using the Monte Carlo
approach. However, the present model does not involve the production of the negative
ions from the plasma grid wall. Thus, the code does not resolve the negative sheath in
vicinity to the extraction system, which is a subject for future improvement.

The typical results of the density distribution along the simulation domain are shown
in Fig. 2.10. Concentration of the electrons and H+

2 is dominant in the beginning of the
simulation volume that corresponds to the source ′′driver′′, whereas the densities of the
H+ and H+

2 in the expansion chamber are nearly the same. The density of the H+
3 is

small everywhere relative to other particles, Fig. 2.10 (a). The distribution of the neutral
gas density is presented in Fig. 2.10 (b). The concentration of the hydrogen molecules is
shown in two cases: with and without the plasma for the same gas flow. The densities of
both H and H2 in the expansion chamber are significantly lower than close to the driver,
when the plasma is turned on. It has been proved that there are mainly 2 mechanisms
corresponding to this density drop in the chamber: 1) gas hitting and 2) depletion of the
gas density due to high ionization degree [65]. However the simulation results are lower
than in the experimental measuments [50, 51].

2.3.2 SLACCAD 2D Monte Carlo Code

The SLACCAD code was derived from the early transport model called SLAC, which is
devoted to simulation of the positive ions based plasma source facility [66]. The code
is a two-dimensional one; it uses Monte Carlo approach coupled with Poisson Solver in
order to estimate the electric field inside the accelerator of the ITER NBI. The developed
model is dedicated to the study of extraction beam optics in the presence of the magnetic
field [67]. The SLACCAD code is able to follow only the trajectories of the negative ions,
thus the electrons behavior is not considered. However, the electron stripping collision is
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Figure 2.10: The density distribution of the charged particles (a) and the neutral gas (b)
along the simulation domain of the NBI plasma source (0 m corresponds to the driver
position). The constant values of the pressure – 0.3 Pa and the power 60 kW were used
in all simulations [65]

taken into account. Another limitation of the code is the absence of the filter magnetic
field in the extraction region and the treatment of only the deflecting one due to the
choice of 2D simulation.

An example of the negative ions trajectories is shown in Fig. 2.11 [68]. The aperture
of the plasma grid has 14 mm diameter, whereas the extraction grid – 12 mm, as in the
ITER NBI source design. The positive potential of about 10 kV is applied between the
PG and EG, when the ground plate is set to 100 kV. The simulation gives the maximum
extracted H− current density of 34.2 mA/cm2 that could pass through EG without any
beam destruction.

Figure 2.11: The negative ion trajectories (magenta) calculated by the SLACCAD code.
Blue lines indicate the external positive potential distribution [68]
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The parametric study of the aperture geometry and external potential has been also
performed using the SLACCAD code in [69]. The NI extracted current densities have
been calculated at the potential of 7kV and 5kV . The different inner diameters of the
PG orifice have been tested. The calculation shows that smaller aperture size is the cause
of the rise of the negative ion current density. 16, 25 and 35 mA/cm2 have been obtained
during the simulation of 14, 11 and 8 (mm) aperture’s diameter respectively, using 7 kV
of the external potential. The same behavior of the extracted NI current density has been
demonstrated with 5 kV extraction potential. However, the experimental measurements
presented in Fig. 2.7 show no difference of the extracted negative ion current density
when the diameter of the aperture is decreased from 14 to 8 mm [52].

2.3.3 EAMCC 3D Monte Carlo Code

The Electrostatic Accelerator Monte Carlo Code (EAMCC) is a three-dimensional rela-
tivistic transport code for simulation of the beam trajectories in the accelerator region of
the ITER NBI system [35]. The current model does not calculate the electric or magnetic
field in self-consistent manner. They are taken as input parameters from the SLACCAD
results described above. In the calculation macro particles are launched from the menis-
cus region close to the plasma grid, thus the code could record full 3D extracted negative
ions or co-extracted electrons trace along the accelerator. Each macro particle represents
an array of real ions and typically carries on current of about 50 nA. The collisions in the
model are resolved via the Monte Carlo approach. Among them: an interaction of the
electrons, ions and neutrals with accelerating grids; the stripping and double stripping
negative ion reactions; ionization of the background gas.

The main results from the EAMCC modeling are presented in Fig. 2.12 [68]. The
NI are injected with the total current density of 34.2 mA/cm2 [70]. The trajectories
of the negative ions and produced species are shown in Fig. 2.12 (a) for a single beam
component. The power heat load on each grid from different particles has also been
calculated. The total power load of the transmitted beam detected in the end of the
extractor, that corresponds to the whole accelerator system with 1280 apertures (see Sec.
2.2), is 6340 kW, including: 5550 kW of H− + 490 kW of e− + 10 kW of H+. The total
back-streaming power of the positive ions at the plasma grid plane is 90kW composed by
10 kW of H+ and 80 kW of H+

2 . The electrons heat load on the extraction and grounded
grids is 31 kW and 169 kW respectively.

Fig. 2.12 (b) presents the trajectories of the co-extracted electron beam. Due to the
reference ITER value of the electron/NI current ratio ∼ 1 [16], the electrons are launched
with the same current density (34.2 mA) as the NI in previous calculation. Most of the
electrons are dumped onto the extraction grid due to the strong magnetic field in this
region. Therefore, co-extracted electron power load on the extraction grid is 632 kW,
whereas the grounded grid consumes only 78 kW. The same system behavior has been
detected in the experimental measurements where most of the electron deflected onto the
EG.
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Figure 2.12: Negative ion (a) and electron (b) trajectories calculated by the EAMCC
code. The power heat load on each grid corresponding to the whole accelerator system
(1280 beamlets) is presented at the bottom [68]

2.3.4 Monte Carlo Code TRAJAN

The other trajectories analysis, the Monte Carlo code TrajAn, was developed in IPP
Garching [71, 72, 73]. The code is three-dimensional one and is devoted to simulate
the extraction probability of the negative ions and electrons in the extraction region of
the NBI plasma source. The simulation domain includes multi set of the plasma grid
apertures with the specific chamfered geometry of the LAG extraction system, which
was described in the Sec. 2.2.1. The double-crossed magnetic field distribution is taken
into account, whereas the electric field component is borrowed from the Ray Tracing
KOBRA3 [74] code. The collisions between the particles are resolved via the Monte
Carlo path length estimation algorithm. To push the charge species the modified Lorentz
equation is solved by the Runge-Kutta method [72].

In Fig. 2.13 (a) the parametric study of the initial negative ion energy is shown
in 2 configurations of the plasma grid geometry: with chamfered and flat aperture’s
edges. The extraction probability of the surface produced negative ions strongly depends
on their initial velocities. At the higher starting energies the extracted amount of the
negative ions decreases. It is especially visible at the energy less than 3 eV. The low initial
velocity is the result of the long retention time of the negative ions close to the plasma
grid aperture. This enhances the probability of the elastic collision that could change
the particles trajectories towards the expansion chamber. The Fig. 2.13 (a) also presents
the benefit of the chamfered aperture’s geometry (as in ITER specification) over the flat
shape. The extraction probability increases from the bend area due to the redirection
processes, which leads to a more efficient ion transport.

The parametric study of the filter magnetic field strength is shown in Fig. 2.13 (b) at
different negative ion initial energies. The extraction probability increases at high values
of the filter magnetic field. The low initial velocity and strong magnetic field cause the
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decrease of the negative ion’s gyro radius. The destructive processes are inefficient at
the small mean free path in the source plasma; therefore, it enhances the negative ion
extraction [72]. The identical simulations were done for two magnetic configurations:
with orthogonal magnetic field geometry and with only one - the filter filed, when the
deflecting one being turned off. The calculations show the absence of influence of the
deflecting field on the extraction probability of NI. Because of its short range, deflecting
field does not have big contribution of the total number of the redirected ions.

Figure 2.13: Calculated extraction probability versus initial energy of the surface pro-
duced negative ions in chamfered and flat configurations of the plasma grid aperture (a).
The extraction probability versus the filter magnetic field strength for different starting
ion energies (b) [72]

2.3.5 1-2D PIC Simulation of Negative Ion Extraction

1-2D PIC models of the negative ion extraction was developed to simulate the parti-
cles dynamics in the plasma source, close to the extraction region. The code is 1 − 2D
Particle-in-Cell Monte Carlo Collision [75, 76, 77]. The distribution of the filter mag-
netic field is applied in the model as an initial parameter, whereas the electric field is
calculated in a self-consistent manner. The Boris-Buneman [78] version of the leap-frog
methodology is used in order to move the charged particles. The complete list of the
particles collision reactions is considered in the simulation, which allows obtaining full
picture of the kinetic dynamics in the plasma source. The production of the negative ions
is fulfilled via 3 atomic processes: (i) electron dissociative attachment to the vibrationally
exited molecules H2 (the densities of H2 in different vibrational state are self-consistently
calculated in the kinetic part); (ii) interaction of the positive ions with Cs covered plasma
grid wall; and (iii) the neutrals impact with the PG.

The study of the bias potential effect that is used to decrease the co-extracted electron
current is shown in Fig. 2.14. The densities distribution of the electrons (red lines) and
negative ions (green lines) are presented in 2 cases: with 0 V (dashed line) and with
36 V (solid line) applied bias potential. In both calculations the magnetic filter field is
considered with Bpeak = 4 mT (different from the experiments ??) . In the simulation
with positively biased plasma grid, the electrons density is reduced drastically in vicinity
to the extraction orifice, which is in accordance with experimental results [58]. However,
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the bias potential causes the simultaneous decreasing of the negative ions density at the
distace ∼ 1 cm from the PG.

Figure 2.14: Distribution of the electron and negative ion densities close to the plasma
grid grounded (0 V - dashed line) and biased (36 V - solid line) [76]

The study of the external magnetic filter field effect is given in Fig. 2.15. The electron
and negative ion density profiles are presented without consideration of the magnetic filter
field (dashed line) and with Bpeak = 4 mT (solid line). In both cases the plasma grid
bias potential is set to the foating. The electron density decreases when magnetic field
is switched on, whereas it almost does not have any effect on the negative ion profile.
Moreover, the H− creation in the bulk plasma increases from the electron dissociative
attachment collisions due to the reduction of electron temperature by the magnetic field.

However, the low dimensions PIC simulation is not able to bring a quantitative de-
scription of the extraction problem. This happens because of the presence of the double-
crossed magnetic fields that breaks up the cylindrical symmetry of the system close to
the extraction aperture. Moreover, the external positive potential between plasma and
extraction grids is not taken into account in the current model. This potential is much
higher (∼ 10 kV) than the bias one at PG (∼ 20−40 V) and it plays a crucial role in the
“meniscus” formation. Therefore, in order to obtain a realistic simulation of the extractor
further optimizations of the model are required.

2.3.6 Three-dimensional PIC Simulation

The first three-dimensional particle-in-cell simulation of the negative ion extraction was
implemented in extended TRQR code [79, 80]. It is an electrostatic code, where the
electric field is self-consistently calculated each time step. The fixed magnetic filter field
distribution is also taken into account in the current model. The electrostatic potential is
determined by solving the Poisson equation via the successive over-relaxation method [81].
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Figure 2.15: The electron and negative ion densities along the extraction axis without
(dashed line) and with (solid line) magnetic filter field : Bpeak = 4 mT. PG is grounded
in both cases [76]

The motion of the charged particles was fulfilled by the 4th order Runge-Kutta algorithm.
The random-walk diffusion routine was installed in the model to reduce nonphysical effect
of the excessive electrons accumulation in the magnetic field region. This model focuses
on the study of the extracted NI and electron currents using various configurations of the
extraction potential and the magnetic field.

The parametric study of the external positive potential versus total extracted neg-
ative ion (a), and electron (b) currents is presented in Fig. 2.16 as a function of the
simulation time. The results show simultaneous growing of the NI extracted current with
the increasing of the extracted potential (Fig. 2.16 a). The same observation has been
made for the co-extracted electron current (Fig. 2.16 b). However, the filter magnetic
field emphatically traps the electron beam. Therefore, the values of the electron current
are smaller in the end of the simulations, when the system is close to the steady-stay
regime.

Nevertheless, the description of the aperture geometry in the current model is rather
rough, because of the large value of the PIC mesh size used (∆x = 0.1 mm, ∆y = ∆z =
0.75 mm [79]). The low plasma density (n0 = 1016m−3 [79]) and the magnetic field
configuration used in the simulations are far from those which have been planned for the
ITER source. Moreover, the collisions between the particles are not taken into account.
Finally, significant modifications of the model are required in order to get realistic plasma
description close to the extraction area of the ITER NBI source system.
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Figure 2.16: The evolution of the total extracted negative ion (a) and electrons (b)
currents as a function of the simulation time [79]
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Chapter 3

Numerical Approach

An electrostatic full 3D Particle-in-Cell Monte Carlo Collision code has been specifically
designed to study negative ion extraction from the electronegative plasma in the Neutral
Beam Injector source system. The code is called ONIX – Orsay Negative Ion eXtraction.
It is an unique code for such system that uses realistic descriptions of the applied fields
and simulated aperture geometry. The code uses the Cartesian coordinates system and
it can deal deals with a complex boundary geometry of the simulation domain, as it is in
the case of the chamfered plasma grid aperture. The developed code is parallelized for
distributed memory multi-CPU computers using the spatial domain and particle decom-
position method via the Message Passing Interface technique.

This chapter presents the most important numerical approaches used in the ONIX
program. The particle movement algorithm, giving the solution of the modified Lorentz
equation, is presented. The Precondition Conjugate Gradient (PCG) method that is used
for resolving the Poisson equation is explained. The simulation domain, mesh structure,
initial plasma parameters, boundary conditions, etc. are shown together with the numer-
ical limitation criteria. In the end of the chapter the code stability and validation results
are presented and discussed.

3.1 Extraction Region and Simulation Domain

In the negative ion plasma source the extraction system is composed as the bi-dimensional
array of 1280 apertures. However, it is computationally intractable to simulate the whole
system, because of considerable need in real time and computer power. Therefore, we
restrict the simulation domain to a single extraction orifice of the plasma grid (Fig. 3.1).
Periodic boundary conditions are used in y and z directions (as in other similar codes) to
model an infinite 2D array of the apertures. The transverse dimension of the simulation
box is 20 mm × 20 mm, that corresponds to the distance between the center of adjustent
apertures in each direction.

The choice of the simulation box length in axial x direction is a more complex issue.
The idea is to use the length large enough to get a valid result, i.e. independent of the
box size, but not too large to make the simulation unpractical from the computational
point of view. It is assumed that the plasma properties in the expansion chamber are
homogeneous, and the presence of the extraction apertures affects only the plasma prop-
erties in a small region around the plasma grid. In this region, usually known as the
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Figure 3.1: Schematic view of the simulation domain. The cross section in (y, z) plane
is a square with side-length of 20 mm. The conical aperture has the larger diameter of
18 mm (plasma side - left-hand side) and the smaller diameter of 14 mm (extraction grid
side - right-hand side)

”meniscus”, the space charge is significant. Different lengths of the domain have been
tested to get a volume large enough on the left-hand side (before the PG) to include
the neutral undisturbed plasma region that remains unchanged during the simulation.
This region acts as an infinity reservoir. Simulations show that such conditions could
be achieved beyond 7 mm inside the expansion chamber. Therefore, the left side of the
simulation domain measures 19 mm, where plasma is placed between 0 and 12 mm from
the beginning of the domain. The properties of the plasma (density and temperature) are
assumed constant, and are taken from the experimental data (ne = 1017m−3, Te = 3eV )
[50, 51].

The cutoff distance of the simulation box after plasma grid is less critical. The border
of the simulation domain from the right side is set at 4 mm away of the PG. To determine
the potential in this plane to be used as a boundary condition in the Poisson’s solver,
the vacuum potential of the whole extraction region (including EG) has been simulated
(Fig. 3.2). In this calculation, the potential at EG is 10 kV, whereas the plasma grid is
grounded. At the distance of 4 mm from PG, the potential isosurface is roughly flat, and
its corresponding value is 6.8 kV. Therefore, the size of the simulation box is 25 mm ×
20 mm × 20 mm in x, y, z directions (Fig. 3.1). The plasma grid is 2 mm thick and is
centered in the y − z plane at x = 19 mm.

In the first code version [83, 82] the cylindrical shape of the extraction aperture has
been tested. However, its form has been improved to be closer to the real machine.
Finally, the extraction aperture in the standard configuration is represented as a cone
that corresponds to the chamfered orifice of the plasma grid (Fig. 3.1), with R = 9 mm
and r = 7 mm.
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Figure 3.2: The potential distribution along the large simulation domain (including EG)
without plasma. The right border plane represents the extraction grid

3.2 General Description of the ONIX Code

ONIX (Orsay Negative Ion eXtraction) is a full three-dimensional Particle-in-Cell elec-
trostatic code in Cartesian coordinates. The code is dedicated to simulate the plasma
behavior in vicinity to the PG orifice. It is the first 3D model of the extractor that
uses the realistic topology of the magnetic fields. The code includes a simplified kinetics
using MC collision approach. Hence, it takes into account the production of the negative
ions via the electron dissociative attachment through collisions with the vibrationally
excited molecular states H2(v) in the expansion chamber, as well as the production of
the negative ions involving the Cesium layer which covered PG wall (i.e. volume and
surface production). The most important negative ion destruction processes are also in-
cluded in the model. Another specificity of the ONIX code is the possibility to model
complex geometrical shapes, as it is in the case of the extraction orifice. In order to
perform calculations which need reasonable computation time, the code is parallelized to
distribute memory between multi-CPU computers using spatial domain decomposition
via the Message Passing Interface protocol.

In the NBI plasma source system, the plasma and extraction grids are constructed
with hundreds of small orifices. However, it is computationally intractable to simulate all
of them at once. Therefore, a single aperture channel is simulated, with the assumption
that neighboring orifices have the same properties. Nevertheless, the asymmetry induced
by the complex orthogonal magnetic configuration requires full 3D modeling.

ONIX is an electrostatic code, where electric field is recalculated from the potential
difference at each iteration step. The potential is obtained from the Poisson solver via
the iterative Precondition Conjugate method [84]. The magnetic field distributions are
taken from the experimental results [50] and are used as the constant input function.

The general chartflow diagram of the ONIX code is shown in Fig. 3.3. It is designed
to give a basic overview of the numerical technique used in the code. The diagram also
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explains the simulation algorithms in general terms. The first step of the process involves
the assignment of the input data, allocation of the required memory and initialization
of all variables and constants. During the initialization phase the necessary mesh struc-
ture and domain geometry are constructed. The initial plasma is loaded in the system.
The first stage includes introduction of the MPI multi processor tasks, in particular, the
amount of the required processes and their sub-domain boundaries. The boundary con-
dition of the simulation domain is also set up here. The ”initial.dat” file controls many
input parameters for simulation and it is parsed during this step. After the initialization
procedure, the main time iteration loop of the simulation begins.

The first step in this loop is the projection of the plasma particles charge (from the
previous step) onto the PIC grid points. A linear interpolation algorithm has been used
in order to distribute the particle charge among eight nearest cell nodes (detailed in Sec.
3.7).

The next step involves solving the Poisson equation. The charge density 3D matrix
from step 2 is used in the Poisson solver to recalculate potential distribution along the
simulation domain. A variation of the iterative Conjugate Gradient method is imple-
mented in the model as one of the most suitable algorithms for such matrix size. The
auxiliary precondition matrix has been used to speed up calculations (Sec. 3.8.2).

During the next step the electric and magnetic fields are calculated. The electric field
is self-consistently calculated from the potential distribution in all three directions: ex,
ey, ez. The magnetic field is interpolated to get local value corresponding each particle
location from the given constant function (Sec. 3.9).

Next, at each time step all charged particles are moved according to the electric and
magnetic fields calculated in the previous procedure. The leapfrog Boris scheme is used
in this step to push the particles. The detailed description of this method is given in Sec.
3.10.

The routine of particle interaction with the domain boundaries then follows. Accord-
ing to the simulation boundaries conditions, described in Sec. 3.4, the particles could be
absorbed, reflected or extracted from the volume. The production of the negative ions
from the Cesium covered plasma grid wall by the positive ion impact is also considered
here.

The volume collision events are then calculated. During this phase the production of
the negative ions in the expansion chamber is fulfilled. The collision procedure also in-
cludes a list of the most important NI destruction reactions and energy transfer collisions.
More details about the particle collision module are presented in Sec. 3.11.

The particle migration between MPI processes is performed during the next step.
If a particle moves out of a process, this particle will be deleted from this process and
transferred to the neighboring one. The details about the MPI technique implemented
in the model are discussed in Sec. 3.12.

All electrons and positive ions deleted from the simulation domain (extracted or ab-
sorbed in the PG wall) are randomly reinjected with the thermal energy in the initial
plasma position range (Sec. 3.6). The production of the negative ions from the PG wall
by the neutrals impact is implemented in the program as the given flux from the wall.
This procedure is also fulfilled during the current step.

Regularly, in the main time loop, the output files are generated. They contain in-
formation about the density distribution of different species, extracted NI and electron
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currents, the potential map along the volume, etc. The positions and velocities of all
particles are saved each 20000− 100000 iterations, in order to resume calculation in case
of the sudden program shutdown.

Finally, when the specified simulation time elapses, the main loop is terminated and
code finalization is executed. During this step the program deallocates all reserved mem-
ory and cleans up all temporary variables and files. The final results of the simulation
are printed out.

3.3 Computation Parameters

Most of the plasma parameters are self-consistently calculated by the ONIX code. How-
ever, some physical characteristics of the plasma in the expansion chamber are required
to start the simulation and they are taken from the experimental measurements described
in Sec. 2.2.

3.3.1 Initial Plasma Conditions

In the standard configuration plasma fills the first 12 mm of the computation domain,
where the same conditions as in the expansion chamber are assumed. Initially, the plasma
is composed of electrons and positive ions: H+, H+

2 . The negative ions are not present
at the beginning of the simulation, but they are born during the run via various pro-
cesses (described in details in Sec. 3.11). The properties of the plasma (density and
temperature) are constant in this region; they follow the experimental data [50, 51] (Tab.
3.1).

Table 3.1: Main initial plasma parameters

Plasma density ne/nH+/nH+

2
1/0.6/0.4× 1017m−3 [51, 65]

Electron temperature Te (eV ) Te = 3 [51]
Positive ions temperatur TH+/TH+

2
(eV ) 1/1 [51]

Gas density nH/nH2
0.4/4× 1020m−3 [51, 65]

Density of H2(v) ( 5 ≤ v ≤ 9) 2× 1018m−3 [76]

At t = 0, the spatial distribution of the electron and positive ions density is the same
(ne = nH+

2
+ nH+), i.e. the plasma is neutral. The primary H+ density is shown in Fig.

3.4. As it has been mentioned above, the initial plasma is placed between 0 and 12 mm
(the plasma grid inner wall starts at x = 19 mm). The rest of the simulation domain is
empty.

The described initial conditions have been used in the code in most of simulations.
However, these parameters have been adjusted for each program run depending on the aim
of calculation. The different domain size (from 20 mm to 40 mm) and aperture geometry
(conical and cylindrical) have been tested. Some calculations included the negative ions
in the initial plasma state from 1 to 10 percents of the bulk density. Several values of the
plasma temperature, density and position of the initial plasma ”reservoire” have been
simulated. The differences with respect to Tab. 3.1 set of values are explicitly indicated
in the text, otherwise they have been used.
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Figure 3.3: Chartflow of the ONIX code

3.3.2 Simulation Units

ONIX code could be adjusted to a variety of physical situations due to flexibility of the
input parameters and realistic (not normalized) physical constants. The code simulation
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Figure 3.4: The initial positive ion density (H+) distribution along the simulation domain.
The plasma grid is centered at the distance of 20 mm

units are the International System ones and they are summarized in Tab. 3.2.

Table 3.2: Simulation units and physical constants used in the ONIX code

Unit of Length [x,y,z]=m
Unit of Time [t]=s
Unit of Velocity [vx, vy, vz]=m/s
Unit of Temperature [T]=K
Unit of Density [ρ]=m−3

Unit of Charge [q]=C
Unit of Mass [m]=kg
Unit of Potential [φ]=V
Unit of Energy [E]=J
Unit of Electric Field [Ex, Ey, Ez]=V/m
Unit of Magnetic Field [Bx, By, Bz]=T
Boltzmann constant [kb]=1.38× 10−23 J/K
Electric constant (Permit-
tivity of Free Space)

[ǫ0]=8.85×10−12 A∗s/V ∗m

3.3.2.1 Length Scale

The smaller length scale in these plasma simulations is the Debye length given by:

λD =

√

ǫ0kbTe

e2ne
(3.1)

where ǫ0 is the permittivity of free space, kb is the Boltzmann constant, Te is the
temperature of electron, e is the electron charge and ne the electron density. In the
standard initial plasma conditions (Te = 3 eV and ne = 1017m−3) λD equals about
4 × 10−5 m. Nevertheless, the electron temperature grows fast close to the plasma grid
orifice, so the Debye length increases up to 0.3 mm.
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In the stable PIC plasma simulation the size of one cell should be smaller than the
Debye length. Therefore, huge computer resources are necessary to satisfy the length
scale condition in 3 dimensional model of the computation domain shown in Fig. 3.1.
Consequently, in order to employ reasonable computation time the uniform simulation
mesh of 100 × 100 × 100 cells has been used in our calculation with the distance of
0.00028 × 0.0002 × 0.0002 m between two neighboring points in x, y and z directions,
respectively.

3.3.2.2 Time Scale

The estimated length and time scale factors completely satisfy the
Courant–Friedrichs–Lewy (CFL) condition [85]:

v∆t

∆x
≤ 1 (3.2)

Taking v as the maximum velocity that an electron can gain (3.5 × 107 m/s, 6800
V) we set ∆t = 3 × 10−12 s. Note that this value is much smaller than reverse plasma
frequency w−1

p . It means that electron with maximum possible velocity will not ”jump”
between PIC nodes, i.e. will be present in one cell at least once for each refresh of the
potential map.

In order to prove the validity of the time scale, the simulation with a smaller time
step has been performed. In Fig. 3.5 the steady state potential distribution is presented
from the calculations using 3× 10−12 s (red line) and 1.5× 10−12 s (green line) time step.
Both distributions are almost the same, therefore the chosen time scale is applicable for
the model. The relative error is < 2% all along the simulation domain, except the plasma
”reservoir” where the statistical fluctuations changing the plasma potential around zero
(±10 V).

3.3.3 Weighting Scheme

If each and every particles will be modeled in our simulation domain (Fig. 3.1) with bulk
density of 1017 m−3, we will have to track 10 trillion particles. Such enormous number of
particles would clearly overcrowd even the best computer’s memory capacities. If once
assumes that particles could be stored, the amount of required simulation time to compute
their trajectories would be unreasonable even when using the best modern computation
machines. Therefore, it is important to reduce the number of simulated particles to some
reasonable amount.

One of the methods for reducing the number of simulated particles is known as ”Super-
Particles” or ”Macro-Particles”. It consists of assigning to a single computational particle
a given number of real, physical particles. This technique was used for the first time in
[86, 96]. Generally, one macro-particle denotes 103 to 107 real particles. It has been
found that the size of 1 super-particle could be increased up to a certain point without
any significant loss of stability. However, when the number of the computation particles
per one grid cell becomes too small, the particle statistics gains inaccuracy.

In order to prove the accuracy conservation run tests have been performed increasing
the size of macro-particle, with simultaneous decreasing of the particles number per grid
cell, two simulations have been performed with different statistical weighting. The first
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one includes 10 super particles in one cell, while the second uses 20 particles per cell for
half of the previous weight. The simulation results do not show any significant difference
between these two calculations. However, the lower particle’s number per cell than 10
could cause the raising of the numerical noise and simulation instabilities. Therefore, 10
particles per cell have been accepted as the standard configuration of the ONIX program
and used in most simulations.

3.4 Boundaries Conditions

The boundary condition is one of the major tasks in the numerical physics. On the one
hand, it is difficult to define the border’s range of the simulation volume. On the other,
the applied conditions on the edge of the domain should be carefully chosen according to
the physics representing the domain boundary. In this section different types of boundary
conditions implemented in the studied model will be outlined.

As it has been mention above, the model includes only one aperture of the plasma
grid (Fig. 3.1). Periodic boundary conditions have been applied in y and z directions to
simulate a matrix of many the PG orifices (1280 in the real machine). Hence one charged
particle which leaves the volume in the vertical z direction from the top, will be injected
from the bottom with the same energy distribution. This particle corresponds to particles
which come from other aperture placed below. The same technique is implemented in
the horizontal y direction.

The choice of boundary conditions in the axial x direction is a more problematic task.
The boundary from the left-hand side of the simulation domain should be chosen in such
a way, as not to evoke artificial influence on the neutral plasma in this region. Therefore,
all charged particles that strike the left border are reflected back towards the plasma
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with new thermal velocity. It is assumed, that if a particle leaves the region close to
the plasma grid, another particle of the same kind will come there from the expansion
chamber. Therefore, the neutrality of the system is saved.

The Poisson solver uses the Dirichlet boundary condition applied to the left edge of
the simulation domain in the standard version of the code. The potential in this plane
has been set to the constant analytical or experimental potential value varying between
0 < φ < 50 V. However, several runs have been also performed with the Neumann
boundary condition, where the electric field value at the boundary points has been fixed

at 0:
∂φ

∂x
= 0. More details about boundary conditions involved in the Poisson solver are

presented in Sec. 3.8.3.
The plasma grid is represented as a perfect conductor. All positive and negative ions

impacting the wall are totally absorbed or neutralized. Nevertheless, the electrons that
strike PG could produce secondary electrons. The coefficient of the secondary electron
emission by electron impact has been determined a posteriori, based on the energy dis-
tribution of electrons hitting the wall. This energy distribution has been obtained from
the first ONIX simulations. About 90% of electrons have enough energy (> 50eV ) to
produce new ones. Consequently, the emission probability for electrons has been chosen
as 0.9. The electrons are emitted from the wall with new thermal energy of 3 eV.

A constant potential of 6.8 kV is applied to the right side boundary of the simulation
domain in the axial (x) direction. The positive ions and electrons crossing this boundary
are reinjected at a random position inside the volume filled by the initial plasma. The
negative ions passing through the right boundary of the simulation domain are eliminated
from the system and are encountered as the NI extracted current.

3.5 Initial Velocity Distribution

Basically, particles are injected in the simulation domain with the Maxwellian velocities
distribution in all directions (vx, vy, vz). The probability of finding a velocity is given by
[86]:

p(v) = (
√

(2π)vth)
−1exp

(−v
2

2v2th

)

(3.3)

where vth =
√

kbT
m

is the particle thermal velocity. The general method of setting up

this distribution is expressed as:

c(v) =
1

2
erf

(

v

(2v2th)
1

2

)

(3.4)

where c(v) is a random number in the range −1
2
≤ c(v) ≤ 1

2
and erf is the error

function defined by:

erf(x) =
2√
π

∫ x

0

e−x2

dx (3.5)

c(v) = (r − 1
2
) was set, where r is a random number in the normal range 0 ≤ r ≤ 1.

Then, solving the equation (3.4) for the required velocity v:
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v =
√
2vtherf

−1(2r − 1) (3.6)

Therefore, this method requires the inverse error function erf−1 subroutine, or precal-
culated table of this function. Thus, such subroutine has been developed and integrated
in the code. The typical result of the initial electron velocity distribution in x direction
is shown in Fig. 3.6, with vth = 3 eV.
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Figure 3.6: The Probability Density Function (PDF) of the initial electron velocity dis-
tribution

3.6 Different Types of Plasma Formation

The plasma is neutral inside the expansion chamber of the NBI negative ion source system.
The negative charge prevails only close to the plasma grid (1 − 5 mm from PG), where
positive ions meniscus is placed. Therefore, it is important to keep neutral plasma in the
simulation region corresponding to the expansion chamber. Three methods of plasma
formation inside the simulation volume have been implemented and tested in the ONIX
program (Fig. 3.7).

The first numerical technique has been partially discussed in Sec. 3.4. The initial neu-
tral plasma (ne = nH+ +nH+

2
) covers the area from 0 to 12 mm of the simulation domain

(Fig. 3.7 (left)). If the simulated particle leaves the computation domain (extracted or
absorbed in the PG wall) another particle of the same kind will be injected with thermal
energy in the region of the initial plasma at random position. The particle, which strikes
the left side boundary of the simulation domain, is reflected back in the volume with
new initial velocity. It means that if one particle transfers from the extraction region
to the expansion chamber, another particle (in the expansion chamber) will come to the
extractor. Thus, the plasma is retained neutral in the region of the computation domain
that corresponds to the expansion chamber.
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The second technique to generate a plasma is the injection of given particle flux from
one plane (y − z cross section) of the simulation volume. This method takes place in
other 2D code for negative ion extraction [75]. Usually, this plane is located at the
left boundary of the domain, or close to it (Fig. 3.7 (center)). The simulated particles
are injected at each iteration step with the flux that builds up the necessary plasma
density. The full open boundary conditions are considered at the right and left sides
of the simulated domain, namely if a particle collides with these boundaries it will be
eliminated from the system. Different initial velocity distributions and plane positions
have been tested. However, the neutral plasma in the injected plane region has never
appeared. The injected particles create excessive electric field there, which artificially
accelerates particles towards the extractor. In order to prove the ability of this method
to form steady state neutral plasma, one-dimensional transport collisionless code has been
developed. In this model particles move only according to their constant initial velocities
(electric and magnetic fields are not considered). Even in such humble model the steady
state neutral plasma is created only after 400 µs. It proves the quasi-impossibility of
using this method in the ONIX code due to intolerably long computation time (2 days
of ONIX performance on 20 CPU gives only 1 µs of simulation time).

The last numerical technique of plasma creation involves a construction of one or a
few neutral planes with constant plasma density (Fig. 3.7 (right)). In this method, a
given amount of simulated particles is held in each cell of the neutral plane in order to
form the necessary density. For instance, if one electron leaves a cell from this plane,
another electron will be injected there; and vice versa, if one extra electron comes from
the simulation domain to the neutral plane, another one will be eliminated from the
system. However, the current method suffers from the same artificial field formation as
the previous one, in the transition region from the neutral plane to the ordinary volume
cells.

Therefore, taking into account all instability and artifacts of the particles flux and
neutral plane methods, the particles reinjection technique has been chosen as the most
accurate for such plasma system. Consequently, most of the simulations have been per-
formed using the first particles reinjection tqchnique.

Figure 3.7: Three numerical technique to generate the plasma tested in the ONIX code.
The particles re-injection procedure is shown in the left. The particles flux injection is
shown in the middle. The particle injection from the neutral plane - in the right
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3.7 Particle-in-Cell Method in the ONIX Code

The Particle-In-Cell (PIC) method is used to approach a solution of Vlasov equation
(Eq. 3.7). This equation describes the self-consistent acceleration of the electron and ions
(time evolution of the distribution function f ) in a plasma with long-range interaction.
It operates by applying the charge of all particles used in the simulation onto an artificial
mesh.

df

dt
=

∂f

∂t
+ v · ∂f

∂x
+

F

m
· ∂f
∂v

= 0 (3.7)

where f(x,v, t) is the particle distribution function, F is the force acting on the
particles, and m is the particle mass. The field distribution is then resolved according to
the mesh points. This method was described by Hockney (1988) [86] and Birdsall (1991)
[87], and has been widely used in various areas of numeric physical research. The decided
advantage of the PIC method is the possibility to follow each charged particle trajectory
in self-consistent electromagnetic or electrostatic fields capturing thus the microscoping
information on the plasma. For different types of problems the PIC algorithm is nearly
the same, and is straightforward to develop. It includes five main steps:

1. Assigning charge of the particles to the mesh.

2. Solving Poisson’s equation on the mesh points.

3. Computing forces from the mesh-calculated potential (electric field).

4. Interpolating forces to the particles location.

5. Moving particles (calculating new particle velocities and position according to the
computed force).

The first step requires the charge dispatched on the PIC mesh points. There are
several schemes of this procedure [86]. The most popular are the Nearest Grid Point
(NGP) and the Cloud-In-Cell (CIC) algorithms. NGP is the zero order approximation
involving the absolute charge assignment to the nearest node. The second method (first
order) deals with eight neighboring nodes in 3D case. A particle charge is divided among
eight nearest points relative to the distance to each of them.

The Cloud-In-Cell method requires the use of the interpolation algorithms to project
the charge of the particles onto the mesh. There are many interpolation methods; the
idea is to exploit the one, which gives sufficiently high accuracy and contributes tolerable
to the increase of the simulation time. Our three-dimensional model, where 7000000 −
40000000 real particles (depending on the run) are used, suffers from the real computation
time. Therefore, the CIC charge assignment method with the humble first-order linear
interpolation algorithm has been developed in the ONIX code. For the sake of clarity
this scheme is presented in Fig. 3.8 for the 2 dimensions case. The charge has been
distributed onto the mesh points by using Eq. 3.8:

ρ(i, j) = q × (1− dx)× (1− dy)× weight (3.8a)

ρ(i+ 1, j) = q × (dx)× (1− dy)× weight (3.8b)

57



CHAPTER 3. NUMERICAL APPROACH

Figure 3.8: Example of linear 2D charge assignment on the mesh points with computa-
tional particle located at (x, y). Eq. 3.8 is used to distribute the charge onto the grid
nodes

ρ(i, j + 1) = q × (1− dx)× (dy)× weight (3.8c)

ρ(i+ 1, j + 1) = q × (dx)× (dy)× weight (3.8d)

where q is the charge of different species that is projected onto PIC nodes, dx and
dy distance to the left and bottom boundaries of the cell, respectively, and ”weight”
describes the number of real particles (see Sec. 3.3.3).

3.8 Poisson Solver

The calculation of the potential distribution inside the simulation domain is one of the
cardinal tasks in an electrostatic PIC code. The potential is determined by the solution
of the Poisson equation:

∇2φ = − ρ

ǫ0
(3.9)

where ǫ0 = 8.85 ∗ 10−12 F/m (C2/Nm2) is the permittivity of free space, φ is the
electrostatic potential (volts), and ρ is the charge density (C/m3).

3.8.1 Discretization

In 3D Cartesian coordinate the Poisson equation is expressed as a second order partial
differential equation:

∂2φ

∂x2
+

∂2φ

∂y2
+

∂2φ

∂z2
= − ρ

ǫ0
(3.10)

58



CHAPTER 3. NUMERICAL APPROACH

The finite difference method is used in order to get solution of Eq. 3.10. Thus, the
first derivative is given as:

∂φ

∂x
≈ φ(i+1,j,k) − φ(i,j,k)

∆x
(3.11a)

∂φ

∂y
≈ φ(i,j+1,k) − φ(i,j,k)

∆y
(3.11b)

∂φ

∂z
≈ φ(i,j,k+1) − φ(i,j,k)

∆z
(3.11c)

where φi,j,k is the potential value at the mesh point with coordinate (i, j, k), and
∆x,∆y,∆z are distances between two neighboring nodes in x, y and z directions, respec-
tively. The second derivative is then shown as:

∂2φ

∂x2
≈ φ(i+1,j,k) − 2φ(i,j,k) + φ(i−1,j,k)

∆x2
(3.12a)

∂2φ

∂y2
≈ φ(i,j+1,k) − 2φ(i,j,k) + φ(i,j−1,k)

∆y2
(3.12b)

∂2φ

∂z2
≈ φ(i,j,k+1) − 2φ(i,j,k) + φ(i,j,k−1)

∆z2
(3.12c)

Therefore, using Eq. 3.12, the Poisson equation can be rewritten as follows:

φ(i+1,j,k) − 2φ(i,j,k) + φ(i−1,j,k)

∆x2
+
φ(i,j+1,k) − 2φ(i,j,k) + φ(i,j−1,k)

∆y2
+
φ(i,j,k+1) − 2φ(i,j,k) + φ(i,j,k−1)

∆z2
= − ρ

ǫ0
(3.13)

Finally, the obtained Eq. 3.13 could be easily applied for computer simulations due
to the absence of the complex mathematic functions.

3.8.2 Conjugate Gradient Method

There are a number of algorithms for the solution of the second order differential equation
(Eq. 3.12). They are restricted to the structure of the equation matrix and require
different computation time. If we have to amnage large and sparse matrix, then iterative
methods are often to be preferred over the direct methods, because the former help to
reduce both the required memory and computing time. The Conjugate Gradient (CG)
is one of the successful iterative methods that provides high accuracy using the tolerable
simulation time. This algorithm was first introduced in 1952 by M. R. Hestenes and E.
Stiefel [88]. The Conjugate Gradient method is an algorithm for finding the nearest local
minimum of the function that is also a solution of the system of linear equations. CG is
effective for the following system:

Ax = b (3.14)

where x is an unknown vector, b is a given vector and A is the Symmetric Positive
Defined (SPD) matrix:

59



CHAPTER 3. NUMERICAL APPROACH

{

AT = A
xTAx > 0, x 6= 0

(3.15)

If A is SPD, then solving Eq. (3.14) is equivalent to the problem of minimizing the
quadratic form [89]:

f(x) =
1

2
xTAx− bTx (3.16)

One can minimize f(x) by setting f ′(x) equal to zero:

f ′(x) =
1

2
ATx+

1

2
Ax− b (3.17)

If A is symmetric, Eq. 3.17 is reduced to the following form:

f ′(x) = Ax− b (3.18)

By setting the gradient to zero, Eq. 3.14 is obtained, which is the linear system that
needs to be solved. Therefore, the solution of Ax = b is a minimum of f(x), so Eq. 3.14
can be solved by finding x that minimizes f(x).

In order to find such minimum, we start from the arbitrary value of x0 (generally
x0 = 0 ) and move down along the function to the minimum value. The series of steps
x1, x2, ..., xn are taken until the solution x is reached. At each step the direction d is
chosen, in which f(x) decreases faster. This direction is opposite to f ′(xi):

−f ′(xi) = b− Axi = di (3.19)

At the first step (i = 0) di = ri, where ri is the residual and shows how far we are
from the correct value of b. At each next iteration step point x is chosen as:

xi+1 = xi + αdi (3.20)

with α derived in [90] as:

αi =
rTi ri
dTi Adi

(3.21)

The Conjugate Gradient method could be applied for finding the solution of the
Poisson equation (3.9), because it is the SPD linear system of the partial differential
equations, as in (3.14). The chartflow of the CG algorithm leveraged in the ONIX program
is shown in Fig. 3.9.

The convergence rate of the CG method is estimated by the eigenvalues of the equa-
tions matrix [91]. In order to accelerate the convergence of matrix A (Eq. 3.14), the
precondition technique is frequently used [84]. Suppose that M is the SPD matrix ap-
proximating A, meanwhile matrix M is easier to invert. Therefore, we can solve Eq. 3.14
indirectly resolving the following system:

M−1Ax = M−1b (3.22)

The matrix M can be chosen in such a way that eigenvalues of M−1A are clustered
better than those of A. Finally, we can solve Eq. 3.22 much faster than the original
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Figure 3.9: Chartflow of the CG method implemented in the ONIX program (Poisson
Solver part of Fig. 3.3), where r, φ, d, Ad are matrices of equal size (0 : i, 0 : j, 0 : k).
The tolerance corresponds to the required accuracy

problem (Eq. 3.14). This acceleration technique has been also implemented in the ONIX
code.

Several runs have been performed for estimating the advantage of the precondition
method over the humble Conjugate Gradient algorithm. In Tab. 3.3 the required calcu-
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lation time necessary for finding the solution of the Poisson equation is collected using
both methods. One can see that the PCG method is about three times faster than CG
in all precisions.

Table 3.3: The comparison of time performance for solving the Poisson equation using
the Conjugate Gradient and the Precondition Conjugate Gradient methods

Precision PCG
(∼iteration)

CG
(∼iteration)

PCG time
(s)

CG time
(s)

1E 104 601 0.25 1.12
1E−1 188 637 0.39 1.141
1E−2 211 750 0.56 1.7
1E−3 235 818 0.6 1.82
1E−4 268 870 0.65 1.89
1E−5 295 915 0.67 2.1
1E−10 397 1130 0.88 2.6

3.8.3 Potential Boundaries Correction

The negative ions created at the Plasma Grid wall organize negative sheath in vicinity
to the orifice that plays decisive role in the NI extraction, and has significant influence
on the co-extracted electron current (see Sec. 5.4). Therefore, it is important to obtain
the realistic potential at the points close to the PG boundaries. The ordinary Poisson
solver is not able to calculate the true potential value at boundaries lying between the
mesh nodes in the PIC simulations. In order to calculate the potential on the grid points,
the potential value of two neighboring nodes has to be used in each direction (Eq. 3.12).
There are often points in the simulation domain with irregular boundaries, which have
only one neighbor inside the domain. The second neighboring point is usually located
outside the border. Fig. 3.10 shows an example of such irregular region [92]. The solid
line is the real boundary, and the open circle marks the nearest points of the mesh. For
instance, we need to calculate the potential at point x = 0.6. According to Eq. 3.12 the
potential values at points x = 0.5 and x = 0.7 are required. However, point x = 0.7
is out of the computation domain, thus its utilization will lead to the gridded (stepped)
structure of the resulting potential distribution at the boundaries. We can avoid such
situation by introduction of new points at the domain border line, and by using the
distance from last node (xi,j)to the border (xb) [93]: ∆x′ = xb − xi,j (Fig. 3.10).

Therefore, when applying this technique to the Poisson solver, the second derivative
approximation must be modified to account for the boundaries correction. Eq. 3.12 is
then rewritten as [93]:

∂2φ

∂x2
≈ 1

∆x2
(φi+1,j,k + φi−1,j,k − φi,j,k(1 +

1

αxi,j,k
)) (3.23a)

∂2φ

∂y2
≈ 1

∆y2
(φi,j+1,k + φi,j−1,k − φi,j,k(1 +

1

αyi,j,k
)) (3.23b)

62



CHAPTER 3. NUMERICAL APPROACH

Figure 3.10: The irregular region of simulation domain. The solid line is the real bound-
ary; the open circle indicates the problematic points

∂2φ

∂z2
≈ 1

∆z2
(φi,j,k+1 + φi,j,k−1 − φi,j,k(1 +

1

αzi,j,k
)) (3.23c)

where:

αx, αy, αz =







1, at "correct" points
xb − x

∆x
;
yb − y

∆y
;
zb − z

∆z
at problematic points

(3.24)

αx, αy and αz = 1 are at all ”correct” nodes and take value between 0 and 1 at the
problematic points. For example, at point x = 0.5 (Fig. 3.10) αx = (xb − x)/∆x =
(0.65 − 0.6)/0.1 = 0.5. If αx, αy, αz = 1, Eq. 3.23 will assume the form of general Eq.
3.12.

The improvement achieved using this method can be seen in Fig. 3.11, that shows the
potential inside a grounded cylinder created by an arbitrary charge distribution. Without
boundary correction (Fig. 3.11.a), the gridded structure is clearly visible on the potential
field map. The electric field calculated from this potential is non purely radial, but it
presents a large poloidal component in certain points close to the border. This numerical
artifact is almost suppressed when using the boundary correction (Fig. 3.11.b) with the
same grid. The potential is smoother, and the electric field obtained is almost radial
everywhere.
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Figure 3.11: Potential created by a given charge distribution inside a grounded cylinder
calculated without the boundary correction in the Poisson solver (a) and with the cor-
rection (b) Eq. 3.23. In the case without boundary correction (a) the gridded structure
is presented at the edges (yellow and blue isolines). This artifact is suppressed when
potential boundary correction technique is applied (b)

3.8.4 Potential Boundaries Conditions

It should be remembered, that the simulation model includes only one orifice of the
plasma grid with periodic boundary conditions in y and z directions (Fig. 3.1). Such
configuration represents an infinite array of the plasma grid apertures. Due to the pe-

riodicity, the potential must fulfill a Neumann boundary condition (
∂φ

∂y
= 0,

∂φ

∂z
= 0 ).

Therefore, the electric field in this region vanishes.
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The right hand side boundary of the simulation volume uses the Dirichlet condition.
The potential at the boundary points is fixed to the constant value (from 4 to 20 kV in
different calculations), that represents the local isopotential plane between the plasma
and the extraction grid. The left hand side boundary uses both Neumann and Dirichlet
conditions depending on the simulation.

In real experiments PG is positively biased against the plasma (10− 20 V) [50, 51] to
reduce the co-extracted electron current. However, for the geometry used here (an infinite
array of apertures) the effect of the bias should be less important. This is because in the
vicinity of any point of the PG surface the screened extraction field takes significant values
in the simulation, while in the experimental device the total aperture area is smaller than
full plate electrode (PG). The calculations made with a bias potential of 100 V do not
show significant differences with respect to the unbiased case. Consequently, in most of
simulations presented here, the bias potential is taken at 0 V (plasma grid is grounded).

3.9 Electric and Magnetic Fields Calculation

The forces in plasma depend not only on the externally applied fields and boundaries con-
ditions, but also on the plasma structure itself. Maxwell’s equations control these forces
and can be found in any general plasma physics textbook, for instance in [97]. Two major
types of the plasma simulation are commonly used in the numeral physics: electromag-
netic and electrostatic. The first one assumes that externally produced electromagnetic
fields (laser, microwaves, etc.) induced in the plasma are present. This approach requires
calculation and interpolation of the full set of Maxwell’s equations at every time step,
and its computation is usually costly.

The electrostatic approach, which is used in the present ONIX program, assumes that
external magnetic field remains constant throughout, and is static in time. This permits
to reduce complete set of Maxwell’s equations to only one Poisson equation (Eq. 3.9).
The electric field is then calculated at each node by taking the gradient of the potential:

E = −∇φ (3.25)

The central-differences scheme gives the following expression:

Ex =
φi+1,j,k − φi,j,k

∆x
(3.26a)

Ey =
φi,j+1,k − φi,j,k

∆y
(3.26b)

Ez =
φi,j,k+1 − φi,j,k

∆z
(3.26c)

where Ex, Ey, Ez are calculated electric fields at the middle of the PIC nodes in x, y,
and z directions, respectively. The linear interpolation algorithm (see Sec. 3.7) is then
used to project the electric field onto the particles coordinates for each cell.

Let us remember that external complex magnetic field geometry is applied in the
NBI plasma source system in order to decrease fraction of the undesirable co-extracted
electron beam. The distributions of both filter and deflecting magnetic fields were taken
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from the experimental data [50]. The filter magnetic field is in z direction, with the
gradient along x, and given by:

Bz,y(x) = Bmax exp

(

−(x− xmax)
2

2σ2

)

(3.27)

with Bmax = 7 mT, σ = 35 mm , xmax = 0 mm. The deflecting magnetic field is
oriented in the horizontal y direction, but its gradient is also along x. Its profile is given
by Eq. 3.27 with different parameters than Bz, namely Bmax = 80 mT, σ = 6 mm and
xmax = 30 mm Fig. 3.12 [94].

Figure 3.12: Distribution of magnetic field along the simulation domain. Red line repre-
sents the magnetic filter field in the vertical z direction, green line – deflecting magnetic
field in the horizontal y direction. Plasma grid is located between x = 19 mm and
x = 21mm (blue line)

3.10 Particle Movement

One of the most important parts of the PIC plasma simulation process is the particles
pusher. Even if the weighting macro-particle scheme is used (see Sec. 3.3.3), the total
number of simulated particles is > 106. Commonly, particle motion is the most time
consuming part of the PIC model, because it has to be done each time step for each
particle independently. The particle movement is a procedure of the particle advancing
to a new position in response to the forces acting on them.

The particle motion governing equations are simply the definition of velocity:

dx

dt
= v (3.28)

and acceleration:

dv

dt
=

q

m
(E+ v ×B) (3.29)
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The Eq. 3.29 is the Newton’s Second Law, with the force being the Lorentz Force.
The aim is to integrate this equation in time. There are two numerical schemes usually
used for particles movement: implicit and explicit solvers. In the former the particle
velocity is calculated from already updated fields, while in the latter only old forces from
the previous step are used. The explicit scheme is commonly faster and simpler, but it
requires a smaller integration time step.

In the ONIX code the explicit solver is used according to the mesh size, which is usually
faster for the simulation with large equation matrix. The typical scheme for discretization
of Eq. 3.28, 3.29 is the leapfrog finite-differential algorithm [86]. It is called so because
time, at which velocity components and positions are known, are delayed from each other
by half a time step. First, velocity is calculated through the time, after the position is
updated using the velocity vector(Fig. 3.13). In this method, the particles position and
field values are defined at integral time levels (t = 0,∆t, 2∆t, 3∆t, ...), while particles

velocities are defined at half-integral time levels (t =
1

2
∆t,

3

2
∆t,

5

2
∆t, ...). The leapfrog

finite-differential approximation to Eq. 3.28, 3.29 takes the following form:

xn+1 − xn = vn+1/2∆t (3.30)

vn+1/2 − vn−1/2 = ∆t
q

m
(E+

vn+1/2 + vn−1/2

2
×B) (3.31)

Figure 3.13: The schematic view of the leapfrog method. Particle position is evaluated
at integral time step, while the velocity is calculated at half time step

The current version of the simulated code uses the Boris leapfrog algorithm to push
charged particles [86, 87, 95]. In this method the electric acceleration terms and the mag-
netic rotation terms of Eq. 3.31 can be separated by the introduction of two intermediate
velocities v− and v+:

v
− = vn−1/2 +

qE

m

∆t

2
(3.32)

v
+ = vn+1/2 −

qE

m

∆t

2
(3.33)

If we substitute these definitions into the original equation (3.31), we obtain pure
rotation:
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v
+ − v

−

∆t
=

q

2m
(v+ + v

−)×B (3.34)

The chartflow diagram of the particle motion subroutine implemented in the ONIX
code is shown in Fig.3.14. The validation of the developed subroutine is given in Sec.
3.13.1, where the numerical check-up of all program parts is presented.

Figure 3.14: Chartflow diagram of the particles motion subroutine using Boris leapfrog
methodology (Move Particles part of the general chartflow Fig. 3.3)
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3.11 Model for Collision Events

The Vlasov equation (Eq. 3.7) includes a collision term on the right-hand side. This
expression is responsible for all collisions between particles in a modeling system, during
which they can exchange energy and momentum, produce new species, be eliminated
from the domain, etc. The collision calculation between all possible particle pairs of
a large volume would be too expensive computationally, even if the ”Macro-Particle”
acceleration weighting scheme is applied. Therefore, several Monte Carlo (MC) methods
have been developed in order to obtain a solution for the particle collision term during
relatively short computation time.

Monte Carlo Collision (MCC) method has been used in plasma modeling for the first
time in [98]. At present, there are many modified MCC algorithms such as Null Collision
Method (NCM) [78], Binary Collision Model (BCM) [99], etc. However, they all mainly
use two techniques for collision events. The first one works with a variable time step
between collisions, while the second uses a fixed time step [100].

In ONIX code, as well as in many others standard PIC programs, the second method
is used. This technique can be easily implemented in PIC codes, because the required
fixed time step is already used there to resolve the Lorentz force equation. In this method
the probability P of a particle to fulfill a collision during the fixed time dt is estimated.
A random number rand is then chosen in order to assess if a collision occurs or not in
dt. The main drawback of such methodology is that particle could not have multiple
collisions during one time step.

In this section the probability theory used in the ONIX code for the particle collision
events will be outlined. The collisions between charged particles included in the program,
as well as particle collisions with the neutral background gases, will be presented. Plasma-
wall interaction procedure, in particular the production of the negative ions from the
Cesium covered PG surface, will be explained.

3.11.1 Basic Probability Calculation for Particle Collision Events

In general, the likelihood of realizing a single collision using the Monte Carlo technique
is given by the following relation [101]:

P = ntarget ∗ vincident ∗ σ ∗ dt (3.35)

where ntarget – is the density of the target particle, vincident – is the velocity of the
incident particle, σ – is cross section of the process and dt – is the time step. An uniformly
distributed random number is then used in the interval 0 ≤ rand ≤ 1 in order to compare
it with calculated collision probability P. If the random number is smaller than P, then
collision occurs. Eq. 3.35 requires a subroutine or precalculated table of each cross
section of reactions, which are included in the code. A full set of the cross-section (σ)
data was downloaded from the Internet database ALADDIN [102] in order to calculate
P (Eq. 3.35), they depend only of the particle’s incident kinetic energy σ = f(Ekin).
The auxiliary subroutine has been developed in ONIX to correlate calculated particle
energy with the cross-section data. Consequently, the true reaction cross-section value
for a relevant energy is obtained.

69



CHAPTER 3. NUMERICAL APPROACH

The target density (ntarget) in Eq. 3.35 is represented as integral of all target particles
in one PIC cell forming a cloud. Thereby, the collision occurs between each incident
single particle and the cloud of the target.

The chartflow diagram of the whole cycle of one collision process is presented in Fig.
3.15. During the first step the kinetic energy and mean velocity of the incident particle
are calculated. Most of reactions have an energy region (threshold), where the process
is not executable. Then follows the energy check statement. The next step involves an
estimation of the reaction cross section by using the precalculated table and correlation
function. The likelihood of collision realization is further calculated. In the end, a random
number is generated. If it is smaller than the collision probability, the reaction occurs
and the procedure is finalized.

3.11.2 Volume Collisions

The volume production of the negative ions results from the collision of low energy elec-
trons (about few eV - Fig. 3.17) with the vibrationally exited molecules (Reac. 1, Table
3.4) [53]. For vibrational levels of H2 with v< 5, the cross section of the reaction is
negligible, thus a chance to release collision is taken 0. When the vibration level goes
beyond 5 the cross section increases by five orders of magnitude [54]. The code does not
calculate the population of the vibrational states. We assume total effective density of
vibrational excited H2(v) (with 5 ≤ v ≤ 9 ) taken from calculations reported in [75]. The
energy of created negative ions is given as:

EH− =
1

2
(Ee − 3.994 + EH2(v)) (3.36)

where Ee is the incident electron energy, value 3.994 comes from the difference between
the nuclei potential energy at equilibrium internuclear separation (Ep = 4.748) and the
electron affinity (EA = 0.754 eV) [75], and EH2

(v) is the internal energy of the hydrogen
molecules in the vibration level v.

Three volume processes are mainly responsible for the destruction of the negative
ions [53]: mutual neutralization in collision with H+ ions (Tab. 3.4 Reac.5), associative
and non-associative detachment (Tab. 3.4 Reac.2 and Reac.3 respectively) in collision
with H atoms, and electron stripping collision (Tab. 3.4 Reac.4). The cross-sections of
the negative ion destructive processes are shown in Fig. 3.17. The destruction of NI by
the electron stripping collision (pink line, Fig. 3.17) can be minimized by reducing the
electron temperature to 1 − 2 eV. Hence in this case, the mutual neutralization (blue
line, Fig. 3.17) becomes the dominant loss process. The associative (red line, Fig. 3.17)
and nonassociative (green line, Fig. 3.17) detachment reactions are independent of the
particles energy and they are always effective due to the absence of threshold. Their
destruction rates could be reduced only by decreasing H density.

3.11.3 Plasma Wall Interaction Collisions

The production of the negative ion in the volume is limited due to the low density of
the H2(v) in high vibrational states (because of the low pressure requirement close to
the extractor ∼ 0.3 Pa). Moreover, electron stripping and mutual neutralization collision
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Figure 3.15: Chartflow diagram of the collision event (Collisions part of the general
chartflow Fig. 3.3)

will destroy most of the negative ions produced in the expansion chamber before the
extraction.

Another important way to produce negative ions (in ITER NBI source system) is from
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Figure 3.16: Cross section of the electron dissociative attachment reaction
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Figure 3.17: The cross-sections of the most important negative ion loss processes [54, 102]

the Cs covered plasma grid surface by the positive ions or neutral gas impact Eq. 3.37
[105]. First, the positive ions are transformed in neutrals by the Auger neutralization
effect [106]. Affinity level of neutrals is shifted down and broadened when they reaches the
surface. Overlap with metal states causes electron tunneling and negative ion formation
[107]. Therefore, the covered materials with the lower work function gives the higher
probability of the negative ion formation.

The positive ions (H+, H+
2 ) which reach the plasma grid wall can produce NI if they

get two e− from Cs:

H+ + esurface −→ H,H + esurface −→ H− (3.37)

Seidl has derived universal expresion for NI yield Y (Ein) by combining the electron
tunneling and atomic scattering theories [108]. In the his formula Eq. 3.38 the negative
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ion yeild is completely characterized by two parameters: RNη0 = 0.3 and Eth/RE = 2
eV [108] for both H+ and H+

2 ions, because most of the molecular ions are dissociated
before colliding with the surface. Therefore, the negative ion yield is calculated as the
function of the incident positive ions energy:

Y (Ein) = RNη0

(

1− Eth/RE

Ein

)

, Ein ≥ Eth/RE , (3.38)

where RN and RE are the particle and energy reflection coefficients, η0 is the height,
Ein is the incident energy of the positive ion and Eth is the threshold energy:

Eth = φ− EA, (3.39)

where φ is the material’s work function (for Cs φ ∼ 1.5 eV), EA = 0.75eV is the
electron Affinity of the hydrogen atom. Therefore, for Cs Eth ≈ 1.5− 0.75 = 0, 75eV.

In our calculation new born negative ions at the PG surface are released from the
surface in normal direction with initial energy of ∼ 1 eV due to the average energy of the
sheath and the energy of the incident particles.

The most important process for negative ion production is the collision of the neutral
gas (H , H2) with the Cs covered surface [105, 109] because they need only one electron.
To produce negative ions, neutrals must strike the wall with the energy larger than 2
eV [110] due to the Cs work function described above. However, they usually have not
enough energy that leads to increasing the energy in the sheath close to the plasma grid.
There are two main processes responsible for the creation of the high energetic neutrals:
(i) resonant charge transfer of the atoms and molecular ions (Tab. 3.4, Reac. 7, 8) and
electron dissociation (Tab. 3.4, Reac. 9).

The external potential applied between PG and EG penetrates deeply inside the ex-
pansion chamber, thus repelling most of the positive particles close to the extraction
aperture creating the ”meniscus”. Eventually, the production of the negative ions by
impact of H+ and H+

2 with the PG wall (described above) becomes inefficient. How-
ever, external positive potential does not have any influence on the neutrals flux onto
the plasma grid surface. The neutral particles (H , H2) colliding with the Cs covered
wall could return as atoms or negative ions. The probability of becoming negative ions
interacting with the surface is given by the Langmuir-Saha relation [111] that depends
on the electron affinity and the surface work function. In our model we do not follow
trajectories of the neutrals, but we treat them as a background gas with given density
and temperature (Tab. 3.1). Because the calculation of the real flux of NI created by
the mechanism described above is a very complex task, which is out of the scope of the
present work. A parametric study of this value has been performed. The produced NI
particles are launched with the initial energy of 1 eV normal to the surface. The emitted
negative ion will move then towards the extraction grid and extracted or reflected back
to the plasma grid wall due to the negative sheath in this region (more details of this
phenomena will be discussed in the Chapter 5 of this thesis).

Due to the limitation of the real computation time the list of the reactions, that are
included in the model, is restricted to the most important negative ion destruction and
production processes. The elastic collisions are not taken into account in the present code
version. All reactions included in the model are summarized in Tab. 3.4.
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Table 3.4: Main volume reactions into the hydrogen plasma. * indicates the reactions
included in the simulation model

# Reactions Process Reference

(1)* Electron dissociative attachment e+H2(v) → H + H− [103]
(2)* Associative detachment with H H−+ H → e + H2 [54]
(3)* Non-associative detachment with H H−+ H → e + H + H [54]
(4)* Electron detachment e + H− → H + 2e [54]
(5)* Mutual neutralization H++ H− → H + H [54]
(6)* Charge exchange with H H−+ H → H + H− [54]
(7) Proton charge exchange with H H++ H→ H + H+ [104]
(8) Proton charge exchange with H2 H+

2 + H2 → H2 + H+
2 [104]

(9) Electron dissociative excitation e+ H2 → H + H+e [54]

3.12 Parallelization

The simulation of tens of millions of real particles during hundreds of thousands of itera-
tion steps requires overwhelming computational time. The power of the parallel modeling
has been used in the ONIX code for distributing memory among multi-CPU computers.
The Message Passing Interface (MPI) was implemented in the program using the do-
main and particle decomposition methods. The code was run on the parallel machine
that includes 24 cores (Fujitsu-Siemens RX600 R4, 48Gb RAM). This supercomputer has
been generously granted by ”Laboratorire de Physique des Gaz et des Plasmas (LPGP)”,
University Paris-Sud 11. In this section a brief synopsis of the MPI technique developed
in the ONIX code will be outlined. The benefit of the parallel computation will be also
presented.

MPI is the application programming interface (API), which allows multi-CPUs to
communicate with one another. The communication is performed by sending and receiv-
ing messages between the processes. MPI was first realized in 1994 by William Gropp
[112], and since then it has been widely used in the area of numerical calculations. The
MPI technique is explained in detail in many books [113, 114], and has been successfully
applied to many PIC programs.

3.12.1 Initialization

The MPI initialization begins with the introduction of a number of required processors
(this number is determined by uses manually ) that will perform simultaneous calcula-
tions. The procedure starts with the following commands:

MPI_INIT (ierr)
MPI_COMM_RANK(MPI_COMM_WORLD, rank, ierr)
MPI_COMM_SIZE(MPI_COMM_WORLD, numtasks, ierr)

where the numtasks variable denotes the amount of required processors used in par-
ticular simulation, rank is the unique identity number assigned to each processor (from
0 to numtasks-1), and ierr is the error message in case of initialization failure.
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During the next step all processors allocate their own memory for initialization of the
calculating matrices and data structures. MPI widens possibilities of the model in terms
of the amount of computational particles and domain size. For instance, the maximum
number of the allocated particles in one CPU is restricted to the RAM computer mem-
ory. In general, about 10 million particles (with data type of double precision) can be
introduced in one personal computer with 4 Gb RAM memory. In the parallel version,
each CPU will be able to contain this quantity, enabling the total number of simulation
particles being 10 millions × numtasks.

The division of the simulation domain then follows. In the ONIX code the simulation
domain (Fig. 3.1) can be separated between all processes in three spatial directions (x,
y, z ). The addition routine has been developed in order to perform automatic domain
division between all MPI-CPU. This function defines the size and the boundaries of each
processor. In the standard configuration the code has been run on 18 CPU. However, the
variety domain division structures have been tested in order to find the most suitable for
our model; among them were such as 18× 1× 1, 1× 2× 9, 2× 2× 4, 2× 3× 3, etc in x, y,
z directions. For efficient calculation, each processor should include a maximum domain
volume with a minimum area size. Therefore, the configuration with 2× 3× 3 processes
has been chosen as the most appropriate for our system.

3.12.2 Particles Injection

Depending on the method of plasma creation, particles could be injected by huge portions
during the first iteration, or may need to be injected each iteration step. However, in
the former algorithm, when a particle leaves the simulation domain, another particle of
the same kind should be added to the system. Moreover, the negative ions flux from
the plasma grid wall, that represent production of the NI via the neutral gas impact
explained in Sec. 3.11.3, causes the regular injection of new particles into the simulation
volume.

Usually, parallelization of such particle injection routine is simple in implementation.
All CPU execute the same injection function, where the particles ”obtain” their position,
velocity, identity number and type.

The main disadvantage of this method is that number of particles injected per CPU
is unbalanced. For instance, the process which controls injection of NI from the PG wall
would contain more particles than the process at the extraction plane. The accumulation
of the injected particles in one process could overload CPU, decreasing the global efficiency
of the parallelization. This problem has been partially alleviated by the division of the
particle injection region between more processors and put less processors in the initially
empty domain region.

3.12.3 Charge Assignment and Field Projection

At each iteration step, the charge of all simulation particles is assigned to the eight
nearest PIC nodes as detailed in Sec. 3.7. The problem arises during this procedure in
parallelization, when particles are located between the boundaries of two or, sometimes,
four processors (Fig. 3.18). In this case, the particle purely refers to one process, but its
charge should be distributed between several processes. The assignment of full charge to
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the paternal process will lead to diminishing stability of the calculation and decreasing
of the program accuracy. The problem has been resolved by adding one supplementary
external plane to each process from all sides. These planes relate to two neighboring
processes and play role of the last plane of the first process and the first plane of the
neighboring process. After the charge projection procedure, the neighboring processes
exchange with each other by these virtual planes. Thus, the correct profound charge
distribution is obtained.

Figure 3.18: Charge assignment procedure of the particles that are located between the
processes boundaries

The field projection to the particles is the reverse procedure to the charge assignment
routine. Here, the calculated force at the PIC nodes should be interpolated to the particles
location. Difficulties appear during the parallelization phase in the same place as in the
charge assignment routine, when particles are placed between the process borders (Fig.
3.18 - red particle). The calculated force at the boundaries nodes from two processes must
be projected to the particle located in one of them. The virtual auxiliary planes from
the charge assignment routine have been used also in the field interpolation procedure.
It allows to project full force distributions, thus improving program accuracy.

3.12.4 Poisson Solver

The calculation of the potential distribution involves solving of the Poisson equation.
The method for resolving this equation and its discretization is outlined in detail in Sec.
3.8. Let us remember, that in order to calculate the potential value at the PIC node with
coordinate φi,j,k the descriptions of the next (φi+1,j,k) and previous nodes (φi−1,j,k) are
required. A problem in parallelization procedure arises again at the boundaries points.
The potential calculation at the boundaries node needs the data of the potential value at
the first or last plane of the neighboring process. This problem has been eliminated by ex-
changing the boundaries planes between neighboring tasks (Fig. 3.19). Consequently, all
processes will be informed about the boundaries potential distribution of their neighbors
in parallel calculations.
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Figure 3.19: Schematic view of the boundaries potential data exchanging between parallel
tasks

The iterative conjugate gradient algorithm, which is used for obtaining the solution
of the Poisson’s equation, requires a calculation of the global error. However, the parallel
processes are able to entirely compute the error value only of their chunk. This problem
has been simply resolved by a call of the MPI command MPI_Allreduce. This function
sums up the error value of each individual process and broadcasts a copy of the global
error back to each parallel task. The same function has been used in the code in order
to estimate the total number of each species at each time step in the simulation domain.
The total extracted electron and negative ion currents among all processes at the right
boundary of the simulation domain have been calculated by using the same function.

3.12.5 Particle Movement

One of the most important and time consuming steps in the PIC code is the particles
motion. During this step position and velocity of each individual particle are updated
due to the precalculated electric and static distribution of the magnetic fields. The
parallelization of this stage is more or less straightforward; each process governs the
particles which are located in its chunk. All processors have full information about the
force acting on the particles, geometry of the part of the domain where particles are
placed, and other necessary quantities for realizing this procedure. Complications in
parallelization of this routine arise when a particle moves from one process to another
during one time step.

The modified MPI sending and receiving functions have been leveraged to transfer
particles between the processors. Each particle is described by a complex numerical data
type structure: 3 variables correspond to the particle positions (P.x, P.y, P.z), 3 vari-
ables denote the particle velocities (P.vx, P.vy, P.vz), the particle type (electron, positive
ion ... - P.sp) and the particle unique identity number (P.id). According to this struc-
ture MPI_SEND and MPI_RECV functions have been slightly updated in order to
transfer the correct memory part corresponding to full description of one particle.
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Let us remember that periodic boundaries conditions are used in vertical z and hor-
izontal y directions. Therefore, if a particle leaves the simulation domain from the top,
it should be injected from the bottom with the same velocity components. Such parti-
cles transfer between parallel processors requires knowing of the address and the rank of
the sending and receiving processes. Usually, one process knows only information about
its neighbors (addresses and ID numbers), but does not have any data about the task
located at the opposite side of the simulation domain. Therefore, auxiliary routine has
been implemented in the ONIX code to precalculate the positions and addresses of the
parallel processes that are placed at the periodical boundaries of the simulation volume
in all configurations of the domain interface.

In the later version of the ONIX program the particle transmission routine has been
modified to increase the computational efficiency. In the first code version each particle
that leaves one process is being directly sent to the receiving process. However, this
procedure requires excessive computational time. It has been decided that such particle
transfers will be performed only once per iteration. All particles, which must be sent
to other process, are grouped in special matrix and it is transmitted in the end of the
routine. After all particles have been moved, the actual transition occurs. Therefore,
the particles are interchanged between neighboring CPU only once per time step. If a
process is currently not sending information, it is waiting to receive it. Such modification
alleviates communication between the processes and speeds up the simulation.

3.12.6 Parallelization Efficiency

In most cases the ONIX code has been launched on the Fujitsu-Siemens RX600 R4 paral-
lel machine. The benefit from the code parallelization has been estimated by running the
same version of the program during 2000 iterations on different number of the working
processors. The parallel efficiency is estimated as acceleration of the program execu-
tion. The code performance on 1, 4, 8, 12, 18, 24 CPU has been tested. The program
acceleration has been then measured and results are represented in Fig. 3.20.
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Figure 3.20: Computational time as the function of amount of the processors working in
parallel
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When more processors are used the acceleration increases to a certain point. After
that, starting from 20 CPU, communication between the processes takes more time than
the time necessary for the code performance. Therefore, it has been decided to launch
the code on 18 processors in the standard program configuration.

3.13 Numerical Check-up

With the successive development of the ONIX program, various tests have been applied
to each new module of the code in order to prove their validity. The tests have been
done on a basis of an individual module and in combination with other parts of the code.
By conducting such tests we obtained important confidence in the accuracy of our code
before it was actually applied to simulate the extraction of negative ions in the ITER NBI
source system. Therefore, in this section different program tests, starting from simple
single particle trajectories for fulfilling field calculation procedure, will be outlined.

3.13.1 Particle Motion Tests in Constant Field

In order to verify the accuracy of the particle motion integrator, a few simple low-level
tests have been undertaken. The trajectories of a single computation particle with posi-
tive, negative or zero charges have been recorded under the influence of the magnetic and
electric fields constant in time. Different mass ratios have also been tested.

The first simple test included the trajectories of 3 particles with negative, positive
and zero charges in a three-dimensional mesh. Each particle had the same mass and
was placed in the middle of the first box of the computation domain with coordinates
x = 8 mm, y = 10 mm, z = 10 mm. Each particle was sent in different direction with
the identical initial velocity of 105 m/s. The negative particle was pushed in positive
axial direction (vx = −105 m/s, vy = 0, vz = 0), the positive charge - in negative axial
direction (vx = −105 m/s, vy = 0, vz = 0), while the neutral particle - in y direction
(vx = 0, vy = 105 m/s, vz = 0). The magnetic and electric fields were not present in this
calculation.

The results of the test are shown in Fig. 3.21. The first important conclusion from
the simulation is that the trajectories of all particles remain entirely straight due to the
absence of external forces and applying constant initial velocity. Also, it is important to
note that all particles traveled exactly the same distance. Therefore, all types of charge
are treated in the same way in the case of zero fields. The distance (1 mm), which
all particles passed during 1000 iterations also corresponds to the time step used in the
simulation (∆t = 10−11 s).

3.13.2 Particle Motion Test at Constant B Field

Having proved the rightness of the particle motion integrator in the absence of electro-
magnetic fields in the previous section, now it is important to show the correctness of the
particle motion routine in the presence of external forces. The following test involves cal-
culation of the charged particle trace under the effect of magnetic field. The same three
particles, as in the test described above, are introduced in the same position. However,
the initial velocities vx = 105 m/s, vy = 0, vz = 0 are applied to all species. The magnetic
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Figure 3.21: Trajectories of three charged particles released from the middle of the com-
putation domain in the absence of electric and magnetic fields. All particles pass the
same distance retaining accurately straight trace

field with the constant value of 0.0005 T is installed in the system oriented in vertical z
direction, when the electric field is set up to zero. In this test uncharged particle should
be unaffected by the magnetic field, while the particles with the negative and positive
charges should perform the cyclotron motion with gyration radius given by:

rL =
m ∗ v⊥
|q| ∗B (3.40)

where rL is the gyro radius, m – is the mass of a particle, v⊥ is the velocity component
perpendicular to the direction of the magnetic field, q is the particle charge and B is the
magnetic field strength. The analytical value of rL with overhead parameters is ∼ 0.0011
m. Fig. 3.22 depicts the particle trace for this test. As it has been expected, the charged
particles gyrate in the magnetic field, while the neutral ones have straight trajectory.
The simulated gyro radii of the positive (green line) and negative (red line) particles are
entirely the same and correspond to the precalculated analytical value of 1.1 mm for a
particle with charge q = 1.6e−19 C and mass m = 9.1e−31 kg. From this test, we also have
to note that negative charge makes clockwise turn, while the positive charge performs
opposite gyration.

3.13.3 Mass Checking

In all previous tests the electron mass was assigned to all simulated particles. It is also
important to verify that the particle motion integrator scales the particle trace properly
when the mass is scaled. In the current test two negatively charged particles are placed
in the same position, as in the tests described above, with coordinate x = 8 mm, y = 10
mm, z = 10 mm. The mass of the first particle is ascribed to the electron mass, while
the second particle is assigned to two electron masses. The initial velocity of 105 m/s
in axial direction is set for both particles. The constant magnetic field distribution of
0.0005 T is oriented in z direction. The analytical Larmor radius is calculated again; for
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Figure 3.22: Trajectories of three particles with negative charge (red line), positive charge
(green line) and zero charge (blue line) in the constant magnetic field of Bz = 0.0005 T

a heavier particle it must take the value of 0.0002275 m, while the particle with electron
mass must have the radius exactly half of that (∼ 0.0001136 m).

The trajectories of the simulated particles are depicted in Fig. 3.24. The green line
corresponds to the particles with heavier mass, when the red line represents the particle
with electron mass. The computed Larmor radii of both particles are in agreement with
the theoretical values calculated above. Thus, the rightness of the scaling factor has been
proved using the example of the particles motion with different masses.

3.13.4 Particle Motion Test in Constant E×B Field

In the preceding two sections we have proved the correctness of the particle motion
integrator in the presence of magnetic field. The next step is to demonstrate accuracy of
the particle trajectories in the electromagnetic field system.

In this test three particles with negative, positive and zero charge are used again.
However, their initial position is changed. The negative charge is placed at the bottom of
the simulation domain, with coordinates x = 8 mm, y = 1 mm z = 10 mm, the positive
charge is located in the middle of the simulation domain x = 8 mm, y = 10 mm, z = 10
mm, and the neutral one takes position at the top x = 8 mm, y = 11 mm, z = 10 mm.
The constant magnetic field of 0.0003 T is used in z direction, while the constant electric
field of 1.1 V/m is set in y direction. The velocity distribution of charged particles are
left as in the previous test - 105 m/s in the axial direction. However, the velocity of the
neutral particle is assigned 3667 m/s. This velocity corresponds to the guiding center
drift velocity of the charged particles:

vE×B =
E ×B

B2
(3.41)
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Figure 3.23: Trajectories of the negative charged particles with mass ratio 2 in the con-
stant magnetic field Bz = 0.0005 T

The trajectories of the three particles are shown in Fig. 3.24. The charged particles
clearly execute E × B drift as it was expected. In the end of the trace it is seen that
positive charge performs clockwise turn, while the negative charge revolves in the opposite
clockwise direction, as it should be. Also, it has to be noted that the radii of both charged
particles are constant and stable throughout revolving.

The guiding center of the drift motion moves with the same velocity as the neutral
particle, as was expected in the beginning. It is also evident from the trajectories length
of all particles that they are nearly the same. Therefore, the correctness of the particle
motion integrator has been verified and proved in 3 cases: without external force, with
constant magnetic field, and under the influence of both the magnetic and electric fields.

3.14 Electric Potential Test

One of the decisive parts of the electrostatic PIC code is the solver of the Poisson equation.
In our program potential distribution is calculated by the iterative precondition conjugate
gradient method. In this section the accuracy of this algorithm developed in the ONIX
code is demonstrated.

In order to verify the potential computed value, a test of the electric dipole potential
is executed. Two opposite charged particles are placed in the middle of the computation
domain 1 mm separated from each other. We set the particle charge which equals 105

elementary electron charges (1.6 × 10−19 × 105) for better potential visualization. The
analytical value of the electric dipole potential at R distance has been calculated by
superposing the point charge potentials of two particles:
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Figure 3.24: Trajectories of the negatively charged (red line), positively charged (green
line) and neutral particles under the influence of the E × B drift

φ(R) = φ(r+) + φ(r−) =
1

4πǫ0
∗ q
(

1

r+
− 1

r−

)

(3.42)

where φ(R) is the calculated potential, q is the particle charge, and r+ and r− are
distances from the calculated potential point to the positive and negative charge respec-
tively.

The simulated potential distribution is depicted in Fig. 3.25. The potential isolines
are bended as it was expected in the dipole structure, with 0 V in the center between two
charges. The potential value of ∼ 0.0384 V was theoretically calculated at the distances
of r+ = 1.5 mm and r− = 2.5 mm from the positive and negative charges respectively.
From the simulated test the potential value at such distances is almost the same (∼ 0.039
V). The reason for such a small difference could be the precision of the Poisson solver or
numerical (truncation) error.

The electric field has been also calculated by using the potential distribution shown
in Fig. 3.25. In theory, the electric dipole field should form a specific ”clover” structure.
Fig. 3.26 shows the distribution of electric field in x direction. The strong field is observed
between the charges, while the weak field is placed at the edge of the simulation domain.
The ”clover” structure is clearly visible in the figure. Therefore, these simple tests have
shown the correctness of the field solution and validity of the Poisson solver implemented
in the ONIX code.

3.15 Plasma Oscillation Test

Considering the rightness of the particle motion and the Poisson solver routines imple-
mented in the program, the next logical step is to demonstrate the accuracy of the code
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Figure 3.25: The electric dipole potential distribution computing by the Poisson solver
implemented in the ONIX code

Figure 3.26: The distribution of the electric dipole field in x direction calculated by the
ONIX code

performance in a combination of both parts of the program. In order to verify this portion
of the code, the cold Langmuir oscillation test was fulfilled.

Langmuir oscillation, also know as the plasma oscillation, is fast periodic oscillation
of the electrons in the neutral plasmas. If the neutral plasma is assumed to be in the
system, the electron charge will oscillate at the plasma frequency:
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ωpe =

√

ne ∗ q2
m ∗ ǫ0

(3.43)

where ne is the electron density, q is the elementary charge, m is the electron mass,
and ǫ0 is the permittivity of free space.

In this test, particles are placed in the middle of the simulation domain (in x − y
plane) forming a square. The density of the electrons and positive ions are the same:
ne = nH+ = 1.2×1017m−3. The theoretical value of the plasma period is ∼ 300 simulated
time steps. The initial velocities of all species are assigned zero. The potential distribution
along the simulation volume is depicted in Fig. 3.27, with four different time steps
separated by a half of the plasma period. Fig. 3.27 (a) and (c) show two peaks of the
plasma potential, while Fig. 3.27 (b) and (d) give two minimums. The electric potential
fluctuates at the same rate as the electron charge density, and moves from maximum to
maximum during one plasma period.

Figure 3.27: Snap shots of the potential distribution at four simulation instants separated
by ∼half plasma period

3.16 Parallelization Test

Given that particle motion integrator has been correctly developed in the ONIX code, the
next step is to demonstrate the correctness of the particle motion routine in the parallel
computation, when the simulated particle moves from one processor to another. The
periodic boundary conditions has been also verified during this test.

The electron is placed in the middle of the simulation domain (x = 10 mm, y = 10
mm, z = 10 mm), with the following initial velocities: vx = 10000 m/s, vy = 50000 m/s,
vz = 100000 m/s. The magnetic and electric fields are switched off during the test. The
simulated domain is divided between 18 processors – 2 × 3 × 3 in x, y and z direction
respectively. The electron trajectory is depicted in Fig. 3.28 in the x-y plane. Different
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colors show the process through which the electron is currently moving. From this fig-
ure one can see that the electron jumps from one CPU to another, preserving straight
trajectories. Therefore, it shows correctness of communication between the processes im-
plemented in the ONIX program. Also, we need to note that when the electron attains
the domain boundary (y = 20 mm) it is reinjected from the other side with the same
x and z coordinates. Thus, it proves the accuracy of the periodic boundary conditions
applied in the system.
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Figure 3.28: Parallel computation of the electron trajectory. Each color indicates different
processor corresponding to the domain through which the test electron moves
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Chapter 4

Results in Collisionless Approximation

After the numerical model development, implementation and test, the next step is to
check the program behavior for the real application such as negative ion extraction from
an electronegative plasma. This chapter presents the first results of our code in the
collisionless plasma approximation (Collisions between the particles are not included in
the model ). The necessity of full 3 dimensional model is proved by the symmetry
breakup induced by the complex magnetic configuration. In the end of the chapter the
first evolution of the extracted NI and co-extracted electron currents are given.

4.1 Self-consistence of the Meniscus Formation

The results presented in this section were obtained with using the simulation model shown
in Fig. 3.1. However, a cylindrical shape of the plasma grid aperture was assumed. The
simulations were performed using an initial plasma density filling the left region of the
simulation chamber, as shown in Fig. 3.1. Between x = 0 and x = 6 mm we assume that
the plasma properties are the same than in the expansion box, and we set the density to
ne = 1017 m−3. Between x = 6 mm and x = 15 mm we consider a more diluted plasma
(ne = 0.5 × 1017 m−3), corresponding to the pre-sheath. The negative ions were absent
in this calculation, i.e. plasmas includes only electrons and positive ions. Electron and
ion temperatures are 3 and 1 eV respectively.

After 0.3 µs of the computational time, the system has evolved to a situation close
to the steady state (discussed below). At this time, the plasma screens efficiently the
external extraction field, adopting the meniscus shape (Fig. 4.1). The denser plasma
band at the left side of the simulation box has not been affected by the plasma density
redistribution close to the extraction aperture.

The final state of the system is relatively weakly affected by its initial state. For
example, if the length of the dilute plasma region is reduced by half, the final shape of
the meniscus is only slightly affected (Fig. 4.1 and 4.2). A more detailed comparison
requires to continue the simulation to much longer times to truly reach the steady state,
specially in the second case of a half length pre-sheath.
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Figure 4.1: Spatial distribution of ion density in the plane y = 10 mm at the beginning
of the simulation (a) and at t = 0.3 µs (b)
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Figure 4.2: Spatial distribution of ion density in the x− z plane at the beginning of the
simulation (a) and at t = 0.3 µs (b). The pre-sheath lies from x = 5 to x = 10 mm
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4.2 Calculation of Potential Distribution

Fig. 4.3 shows the electrostatic potential at the beginning of the simulation and after
0.3 µs. The larger plasma condition, from x = 0 to x = 15, mm is assumed. At t = 0 the
external electric field deeply penetrates in the expansion chamber Fig. 4.3 (a). Once that
the plasma screening occurs, the iso-potential lines are pushed towards the walls. The
potential is constant in most of the volume, meaning that electric field vanishes. Later
in the manuscript is described how this affects the extraction of negative ions.
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Figure 4.3: Spatial distribution of electric potential in the x − z plane at the beginning
of the simulation (a) and at t = 0.3 µs (b) for the ”large” initial plasma. The pre-sheath
lies from x = 5 to x = 15 mm

4.3 Extracted Electron Current

As mention above, a significant number of electron is co-extracted together with NI. Fig.
4.4 shows the time evolution of the extracted electron current crossing the right side of
the simulation box, that is roughly equal to the current crossing the PG aperture. Here
we have to take into account that this current is calculated 4 mm after the PG and it
is larger than the electron current entering through the aperture of the extraction grid.
Most of the electrons reach the right side of the simulation box with very large transverse
velocity due to the deflecting field and they will hit the EG wall or the vessel. At the
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Figure 4.4: Extracted electron current vs. time for an electropositive hydrogen plasma

beginning of the simulation, the electron current grows very fast, because the extraction
potential is not screened. The growing of the extracted electron current continues up to
t = 0.2 µs. At this time, the plasma screening of the extraction potential starts being
efficient, reducing thus the fraction of extracted electrons. From this moment there is
a smooth decreasing of the electron current, but a real steady state is not reached even
at t = 0.9 µs. Inspection of the potential distribution shows that the changes in its
magnitude are very small (<2%) when the computation time is larger than t = 0.6 µs.
Consequently, to limit computing cost, simulations are performed up to this time. The
longer time evolution of the system could be the subject of future studies.

4.4 Simulation with Negative Ions

In the next simulation negative ions at the first time have been introduced in the model.
The plasma included 10% of the negative ions (H−), 90% of electrons and 100% of H+

(H+
2 and H+

3 ions are not included in this simulation). The potential obtained in this
calculation is similar to the one obtained without NI, although the screening is slightly
better (Fig. 4.5). On the other hand, the time evolution of the system is very different.
Fig. 4.6 shows the extracted electron and negative ion currents for this case. As it can
be seen, the steady state is reached much faster than in the electropositive plasma (Fig.
4.4), even if the asymptotic values for the electron current are similar in both cases. The
initial overshooting due to a large charge separation caused by the unscreened extraction
potential becomes less strong because of the presence of negative ions. The displacement
of NI during the initial transient phase is much smaller than for electrons. The charge
separation is therefore smaller, allowing the system to approach faster the steady-state.
The first negative ions are extracted at ∼ 0.2 µs. The electron current is roughly 10 times
larger than the negative ion current.
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4.5 Symmetry Breakup

As mentioned above, the presence of the filter and deflecting magnetic fields breaks
the cylindrical symmetry of the problem, making necessary a full three-dimensional de-
scription. The combination of the filter field (oriented in vertical z direction) with the

extraction field results in ~E × ~B drift in the horizontal y direction, whereas the drift
in the vertical z direction is produced by the deflecting field (oriented in y direction).
The asymmetry caused by these drifts is apparent in the spatial distribution of charge.
The positive ion charge distribution in the vertical midplane (z = 10 mm) and in the
horizontal midplane (y = 10 mm) are shown in Fig. 4.7, for the plasma without NI. In
the first case, we can see that ions pile up in the upper part of the x − y plane. Ions
are not magnetized, and therefore they are not subject to the ~E × ~B drift. Nevertheless,
the drift associated with the filter field push electrons to the upper part of the x − y
plane. This produce charge separation, creating an electric field that push the ions in
the same direction as the electrons. The effect of the drift over the electrons results in
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an asymmetric ion spatial distribution, even if ions are not magnetized.
On the other hand, the effect of the drift associated with the deflecting magnetic

field, larger than the filter one close to the PG aperture (see Fig. 3.12), is stronger. As
it can be seen, in the horizontal midplane (Fig. 4.7.b), the meniscus shape is much more
distorted, and the asymmetry is more marked.
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Figure 4.7: Positive ion charge distribution in the vertical midplane (a) and in the hori-
zontal midplane (b). The plasma is composed by the electron and H+

4.6 Magnetic Fields Effect on the Extracted Electron

Current

To illustrate the role played by each field, we performed a simulation using only the filter
field. The electronic charge density distribution in the horizontal midplane, shown in
Fig. 4.8.a), is similar in the upper and lower regions. In fact, the effect of the drift
created by the filter field, in the y direction, is not visible in this plane. Note also that
a significant number of electron escape though the aperture, leaving the simulation box
by the right side. When the deflecting field is included , the drift produced in z direction
changes dramatically the electron density distribution close to the hole. The field is able
to deflect most of the electrons (Fig. 4.8.b).

To bring a further illustration of the importance of the symmetry break produced by
the magnetic fields, we calculated the trajectories of negative ions (as test particles) in
the potential screened by the plasma obtained with the code and in the vacuum external
potential (obtained with the code without plasma). In both cases the filter and deflecting
magnetic fields are included. Negative ions are initially at rest at x = 16 mm, close to the
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Figure 4.8: Electron charge distribution without (a) and with (b) the deflecting field in
two different planes (a:x-y plane, b:x-z plane)

extraction aperture. They are disposed in five rings concentric with the aperture axis.
Fig. 4.9 shows the position of the ions when they cross the right side plan of the simulation
box, 4 mm away of the PG. Without plasma, the distribution of the extracted NI is still
rather circular, with some fluctuation caused by the magnetic fields and numerical noise.
When the plasma is present, the distribution is visibly distorted. The number of rings in
the extracted beam in this second case is lower than in the first case, even if the initial
number of rings is the same. The screening of the extraction field by the plasma destroys
the symmetry of the rings. We discuss in the next section the effect of the screening on
the NI extraction.

4.7 NI Extraction

To study the efficiency of the screened potential to extract negative ions we integrate the
trajectories of NI in the field obtained with the PIC simulation for given initial conditions.
In these calculations NI are test particles, they do neither affect the plasma not the fields.
This situation corresponds to the case of a low NI density.

In the previous section the extraction aperture have a cylindrical shape. Simulations
made show that the extraction of NI created at the surface of the PG is greatly affected
by the shape of the aperture. Because of this, in this section we use a conical aperture,
similar to the real device [50, 37]. For all the calculation the diameter of the aperture is
kept constant (d1=9 mm, d2=14 mm).
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4.7.1 Negative Ion Extraction from the Plasma Grid Wall

Fig. 4.10.a shows the trajectories of NI (as the test particles) created at the inner sur-
face of the aperture - representing NI surface production 3.11.3, for the plasma without
negative ions. Initial energy of the NI released from the wall is 1 eV. As it can be seen,
all the particles are extracted. Negative ions created on the inner face of the PG are also
totally extracted (Fig. 4.10.b). A detailed view of the potential distribution in the vicin-
ity of the PG is shown in Fig. 4.11. The plasma pushes the potential lines close to the
PG, creating an electric field perpendicular to the PG wall, i.e. in the x direction. This
field accelerates negative ions towards the center of the chamber. The particles pass the
maximum isopotential surface, close to x = 16 mm, where they start being accelerated in
the opposite direction, to be finally driven through the aperture. The parametric study
of the initial energy of NI leaving the plasma grid surface has performed. It was detected
that from 0.5 to 2 eV all negative ion totally extracted
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Figure 4.10: Trajectories of NI released from the aperture inner wall (a) and over the PG
(b) - surface production. Initial energy 1 eV

 15  16  17  18  19  20  21  22  23  24
 0

 1

 2

 3

 4

 5

 6

           

  Pot (V)
   3e+03
   2e+03
   1e+03

     500
     400
     300
     200
     100
      50
      20
      10

x (mm)

y 
(m

m
)

Figure 4.11: Zoom of the spatial distribution of electric potential close to the PG

4.7.2 Negative Ion Extraction from the Volume

Extraction of NI from volume is strongly affected by the plasma screening. Close to
the extraction aperture (Fig. 4.12) all the particles are extracted. But the fraction of
extracted NI drops quickly as particles are created farther from the PG. This can be
seen in Fig. 4.13, that shows the fraction of extracted particles as a function of their
initial position along x, with and without plasma. Negative ions are initially randomly
distributed in the expansion chamber volume. In the case without plasma, the external
potential is not screened and almost all the NI are extracted. Plasma screening reduces
strongly the extraction field and, consequently, the extracted fraction. As it can be seen
in Fig. 4.13, at 11 mm from the PG (x = 8 mm), less than 1% of NI created in the
volume are extracted. The extraction efficiency starts dropping at x ∼ 14 mm, that
roughly corresponds to the position of the meniscus point farthest from the PG (Fig.
4.1). Therefore, the extraction from the plasma volume is significant only if the NI are
present not far (∼ 6 mm) from the meniscus. Otherwise, NI will remain trapped into
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the plasma up to being neutralised. This result is in contradiction to results obtained in
[115], where mean free paths have been shown for negative hydrogen ion in range from
0.1 to 0.7 m. However, due to the positive charge compensation in the plasma volume
most of the negative ion will stay in the volume and not extracted.
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Figure 4.12: Trajectories of NI created in the volume, close to the aperture. Initial energy
1 eV
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The results in collisionless plasma approximation were presented in this chapter in
order to show the general system behavior in simplified conditions. However, the imple-
mentation in the code of a realistic kinetic model is a necessary step to bring quantitative
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predictions of NI current. In particular, reliable data for the negative ion producing yields
from the surface is critically needed. Therefore, collision part using Monte Carlo Col-
lision approach has been successfully developed and implemented in the program. The
next chapter will present the simulation results that are close to the real experiments, in
collision approximation
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Chapter 5

Results Including Plasma Kinetics

The previous chapter presents the first simulation results of the plasma behavior close to
the extraction region of the NBI source system using simplified plasma. In order to attain
more realistic results the kinetic module has been developed and implemented in ONIX. In
the modified version of the program, negative ions are created in the simulation domain.
The production of the negative ions in the volume has been self-consistently introduced
by the electrons dissociative attachment to the Hydrogen molecule in high vibrational
states. The NI production from the Cs covered plasma grid wall has been given by the
constant flux of the randomly distributed negative ions. The most important negative
ion destruction processes have been also implemented in the new version of the code.

According to all these modifications the potential distribution along the simulation
domain has been calculated and presented in this chapter. The self-consistency of the
positive ion meniscus formation is stressed by recalculating all the parameters including
the collision processes. The contribution of the extracted negative ions current of ions
born in the volume and at the different sides of the PG is shown. The maximum neg-
ative ion extracted current has been found with respect to the optimum emission rate
of negative ion from the plasma grid wall. Beyond this optimum, a double layer builds-
up by the negative ions charge density close to the grid aperture surface reducing thus
the extraction probability, and therefore the extracted current. Finally, the parametric
study of the extraction potential and magnetic field magnitudes on the extraction is also
discussed.

5.1 General Behaviour

5.1.1 Self-consistency of the Meniscus Formation

The high positive potential applied between the plasma and the extraction grids acceler-
ates the negative particles towards the calorimeter. Simultaneously it repels the positive
ions back into the expansion chamber where they organize in a semi-spherical structure
called meniscus. The self-consistent meniscus formation was already shown in the pre-
vious chapter for the case of an aperture with cylindrical shape. Fig. 5.1 shows the
initial and quasi-steady state (at ∼ 0.3µs) H+ density distributions for an conical shape
aperture [50]. Positive ions are pushed by the external potential towards the expansion
chamber, forming the meniscus visible in the figure. The meniscus is placed farther from
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the plasma grid than in the previous results. The distance from the PG is ∼ 6 mm instead
of ∼ 4 mm in the cylindrical geometry. This is because the extraction field penetrate
deeper inside the expansion chamber for the conical aperture, and thus positive ions are
pushed farther from the grid.
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Figure 5.1: Spatial distribution (x,y) of positive ion density in the mid-plane (z = 10
mm) of the simulation box at the beginning of the simulation (t = 0,left) and close to
the steady-state (t = 0.3 µs, right)

5.1.2 Potential Calculation

The spatial distribution (x,y) of electrostatic potential at the beginning of the simula-
tion and after 0.3µs are shown in Fig. 5.2. At t=0, the external electric field deeply
penetrates into the expansion chamber. However, once that plasma screening occurs, the
iso-potential lines are pushed towards the PG. The neutrality of the system is maintained
in the initial plasma region (0 ≤ x ≤ 12mm). The potential is constant in this region,

meaning that electric field vanishes and ~E × ~B drifts are suppressed.
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5.2 Evolution of the Extracted Electron and Negative

Ion Current

At the beginning of the calculations negative ions are not present into the plasma volume.
They are created via three different processes:(i) electron dissociative attachment to the
vibrationally exited molecules H2(v) in the volume, (ii) interaction of the positive ion H+

with the aperture wall and (iii) collisions of the neutral gas H with aperture wall. Fig. 5.3
shows the time evolution of the NI extracted current for each production chennel induced
by different atomic processes together with the co-extracted electron current. All currents
are evaluated at the exit plane (the right side of the simulation domain), 4mm far from
the PG. One can see first that the electron current grows very fast, because the extraction
potential is not screened at the beginning. The growing of the extracted electron current
continues up to t=0.15µs. At this time, the plasma screening of the extraction potential
starts being efficient, thus reducing the fraction of the extracted electrons. After this
transitory phase, electron and the NI currents stabilize, and the system reaches a quasi-
steady state. The achievement of the quasi-steady state is also visible from the potential
evolution. For t> 0.3µs, the local value of the potential presents fluctuations smaller
than 1%.

 0

 0.01

 0.02

 0.03

 0.04

 0.05

 0.06

 0.07

 0.08

 0.09

 0  0.2  0.4  0.6  0.8  1  1.2

cu
rr

en
t (

A
)

time (µs)

Figure 5.3: Time evolution of the extracted electron and negative ion currents. Blue
line(+) - co-extracted electron current. Red line (�)- NI extracted current from the PG
inner aperture surface produced by neutrals impact. Pink line (∗)- NI extracted current
from the PG outer surface produced by neutrals impact Green line ( · ) - NI extracted
current from the volume, produced via electron dissociative attachment collisions

Because of the low density of the H2(v) in high vibrational states (due to the low
pressure in the source ∼ 0.3Pa), it is not possible to produce a large amount of NI in the
volume. Moreover, NI destruction by electron stripping, significant at electron energies of
few eV, and by mutual neutralization will destroy most of the negative ions produced in
the expansion chamber before being extracted. On the other hand, the efficient screening
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of the extraction field by the plasma reduces the region from where NI can be extracted.
Therefore the extracted NI current coming from the volume created ions (green line Fig.
5.3) is much smaller than one extracted from the PG surface (red and pink lines Fig.
5.3). This result agrees with the strong reduction of NI current in experiments performed
in the Cs-free operation regime [50].

The dominant process of NI surface creation is the collision of neutral molecules with
the PG wall. In our simulations the high external potential pushes most of the positive
ions far from the PG wall. The extracted NI current coming from interaction of positive
ions with PG surface is therefore very low. However the positive ion-neutral conversion
is not taken into account in the code. It was assumed that negative ion flux from the PG
includes all the mechanisms of the NI production by neutral impact. In this simulation
a given value for the emission rate of negative ions from the PG wall has been used, that
corresponds to the case of optimum extraction (see next section).

One can distinguish between the contributions to the extracted current of NI origi-
nating from the outer surface of the PG (pink line Fig. 5.3) and from its inner surface
(red line Fig. 5.3). Due to the double layer formation close to the PG, discussed below,
and of the geometry of the screened electric field in this region, the contribution of NI
coming from the outer surface of the PG in about 10 times smaller than the one of NI
coming from the inner surface of the aperture.

The asymptotic value of the whole extracted current through one aperture obtained in
the simulation (INItot = 0.036A, Fig. 5.3) is in good agreement with experimental results
obtained in the BATMAN test bed machine at IPP Garching (1.3−1.6A from 44 apertures
extraction system) [50, 51]. The aperture geometry and the magnetic field structures
used in the simulations are taken from those used for test facility. A good agreement
is also obtained for the electron/NI currents ratio (∼ 1.15), close to the experimental
value. The NI current density was found equal to jNI = 234 A/m2, that also matches
the experimental results. In both cases the extracted current density is close to ITER
specifications: jNI = 280 A/m2, Ie/INI = 1 [16]. The numerical predicted co-extracted
electron current is slightly larger than the negative ion one. However we have to take
into account that this current, calculated 4 mm after the PG, is much larger than the
real electron current entering the accelerator. Most of the electrons cross the right side
of the simulation box with very large transverse velocity due to the deflecting field, and
they will hit the extraction grid wall or the vessel.

5.3 Saturation of Negative Ion Current

In the previous section we enacted that the extraction of negative ions from the volume
is not efficient and its contribution the total extracted NI current is rather small in
comparison with that of ions created on the plasma grid surface. Experimental evidence
of this fact has been reported in several works [50, 52, 61]. However, the present knowledge
of the physics of the NI production by interaction of neutral molecules with a Cs covered
surface is limited. Lacking of reliable data, we performed simulations for different values
of NI emission rate from the PG surface. Each time iteration step the negative ions are
randomly launched from the aperture cone wall and from the flat surface wall of the PG
with 1 eV initial velocity. Fig. 5.4 shows the extracted NI current versus the negative
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ion yield at the surface. The current reaches a maximum at the rate of 2000A/m2, and
further subsequent increasing of negative ions production rate results in the smaller NI
current. The explanation why the NI extracted current decrease when the higher emission
rate is used will be given in the next section.
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Figure 5.4: Extracted NI current by the surface production mechanism for different
emission rates

5.4 Limitation of the Negative Ion Extraction

The reason of such limitation is the formation of a double layer [116, 117, 118], created
by the negative ions in the vicinity of the aperture wall. Fig. 5.5 (a) shows the spatial
potential distribution close to the PG in the x − y mid-plane. The aperture is located
between x = 19 mm and x = 21 mm. It is clearly visible in this figure the strong double
layer behind the plasma grid at x = 18.5 mm for NI emission rate of 2000 A/m2. Electrons
and negative ions flux released from the plasma grid wall is higher than their values into
the sheath. Thus, negative particles accumulate in the vicinity to the PG surface creating
the double layer structure. In such double layer, electrons and negative ions coming from
the wall are decelerated and reflected back towards the surface due to the inversion of the
electric field there if their energy is lower than the doule layer potential well. Reflected
negative ions striking the wall are destroyed, i.e. their extraction is not longer possible.
The depth of the double layer is maximum on the inner side of the aperture (source
side) (Fig. 5.5 (a)). Fig. 5.5 (b) shows the electric potential transverse profile at three
longitudinal positions inside the PG. The curve ”A” corresponds to x = 19.04 mm, close
to the beginning of the aperture (source side). The curve ”B” is in the middle of the cone
(x = 20.16 mm). The curve ”C” corresponds to x = 20.72 mm, at the end of the aperture.
Note that the curves begin at different abcissae because the apperture is conical. As it
can be seen, the depth of the double layer is maximum on the inner side of the aperture
(curve ”A”). The depth of the potential well decreases from VA ≈ 30 V at the curve ”A”
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to VC ≈ 10 V for the ”C”. This reduction is due to the grow of the extracting field with
x. For a given value of x, the external extracting field will eventually become able to
balance the negative charge pile-up, reducing the depth of the double layer. For x > 20.5
mm, the double layer is too weak to reflect negative ions, and most of them are extracted.

For lower emission rates, the double layer depth is less important and it is limited to a
smaller region of the plasma grid. Thus, more particles will be able to cross the negative
sheath being finally extracted. The reason of such double layer formation close to the
plasma grid aperture is not enough of the positive ion flux from the source in this region
that will be able to compensate the negative charge of the wall created NI [119].

Figure 5.5: (a) Spatial distribution of the electric potential close to the PG (PG is located
between x = 19 mm and x = 21 mm). The optimal emission rate from the PG was used.
(b) transverse profile of the electric potential at three different location along the aperture:
(A) corresponds to x=19.04 mm, (B) x=20.16 mm, (C) x=20.72 mm

The presence of the double layer reduces the “effective surface′′ of PG from where
produced negative ion will be able to be extracted. This effective area can be inferred from
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Fig. 5.6, that shows the number of extracted ions as a function of the axial coordinate
x corresponding to the NI born position (along PG surface), for several emission rates.
For an emission rate of 800 A/m2, particles are extracted from almost the whole range
of x values, that is, the effective area is equal to the area of the aperture wall. For a
rate of 2000 A/m2, the emission region is strongly reduced, but the integrated number
of extracted particles is larger than for 800 A/m2, because of the larger rate. For higher
rates, the area decreases faster than the rate grows, and the resulting total number of
extracted particles becomes smaller (this is also visible in Fig. 5.4). Note that in the
optimum case (2000 A/m2), only particles created beyond x = 20.5 mm are extracted,
i.e. the “effective extraction′′ area covers only a small part of the PG aperture surface.
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Figure 5.6: Number of extracted NI as a function of the born axial position (along PG
surface) for different emission rates. The plasma grid goes from x = 19 mm and x = 21
mm

5.5 Effect of the External Positive Potential on the NI

Extraction

We present in this section the effect of the extraction potential on the total extracted
NI current. Simulations with potential of 4 kV, 6 kV, 10 kV and 20 kV were performed
with the optimum emission rate of NI from the surfaces, discussed above. In order to
benchmark our results with experimental data, extracted current was calculated from
44 apertures as in configuration of the BATMAN test bed facility [50]. Fig. 5.7 shows
the total extracted NI current versus external potential applied in the system. Up to
20 kV the NI current grows with the applied potential. In the present design of the
NI extractor for ITER NBI, the extraction potential is V ∼ 10 kV. The calculated NI
current for this potential is about 0.036 A, that satisfied ITER requirements of 40 A
current for 1280 apertures assuming that the simulated aperture is representative for all
the others. However, higher extracted currents can be obtained by raising the external
potential above 10 kV. However, the co-extracted electron current also increases with
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higher potential value. Experiments performed in Garching show a similar trend ([50]
- Fig. 23). The simulation results are in a good quantitative agreement with these
experiments, showing the validity of our simulation model.
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Figure 5.7: Total extracted NI current vs. positive external potential. Red line - ONIX
calculations, blue line - experimental BATMAN results [58]

As it was mentioned above, a significant number of electrons are co-extracted with
negative ions. The reduction of the electron co-extracted current is an important issue
for the NBI operation. Fig. 5.8 shows the ratio of the negative ion electron extracted
current for different extraction potentials. For lower potentials (4 kV and 6 kV), the NI
current is dominant (6 and 1.5 times higher than electron one respectively). This is in
contradiction with the already mentioned experimental results [50], and requires further
studies of the method implemented in the code to reinject electrons and ions, that could
affect the estimated value of the total extracted electron current. But, we have to note
here that the electron current obtained from ONIX calculations has been measured at
the distance 4 mm from the PG could be different from the experimental electron current
measured at the EG. However, for the potentials V ≥ 10 kV the NI/electrons ratio
remains around 1, in agreement with experimental results. In addition, this value, fulfills
ITER requirements as well [16].

5.6 Effect of the Magnetic Field on the Electron Ex-

traction

A relatively complex magnetic field topology is used in the negative ion source system in
order to filter the electrons. This magnetic field should be high enough to trap plasma
electrons, but not as high to disturb the negative ions trajectories. All previous simula-
tions were done with the magnetic field distribution that is shown in Fig. 3.12, hereafter
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Figure 5.8: Negative ion current/electron current ratio vs. positive external potential.
Red line - ONIX calculations, blue line - experimental BATMAN results [58]

named the standard magnetic configuration. In this section we multiply the filter and
the deflecting fields by the scalars γf and γd respectively.

5.6.1 Study of the Deflecting Field Effect

The electron and negative ions extracted currents for γf = γd = 1, 1.5 and 2 are shown
in Fig. 5.9. In the standard configuration the electron current is slightly larger than the
negative ion one. Remember that this current is calculated in a plane 4 mm far from
the PG, and the presence of the deflecting magnetic field close to the EG results in a
lower current farther this plane. Configuration with the magnetic fields multiplied by a
factor 1.5 leads to a more efficient electrons trapping, decreasing ∼ 8 times the electron
current. For the strongest configuration tested (γf = γd = 2), the electron current
almost vanishes even at the distance of 4 mm from the PG. The increment of the field
strength does not affect visibly the NI beam, because of their higher mass. However, the
negative ion current is slightly smaller for the stronger magnetic field configurations. The
ratio electron/negative ion currents takes much smaller value for higher magnetic field
configurations. The electron current suppression in these simulation causing mostly by
the high configuration of the deflection magnetic field, while the high configuration of the
filter magnetic field decreases electron current by 10− 25%.

5.6.2 Study of the Filter Field Effect

For technical reasons, it is difficult to increase the strength of the deflecting field. The
permanent magnets that create this field are embedded inside the extraction grid, that
has a limited size and that includes a water cooling system to evacuate the heat load.
Hence, we made simulations keeping the standard value of the deflecting field (shown in
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Fig. 3.12, with γd = 1) and changing only the strength of the filter one (γf). Fig. 5.10
shows the co-extracted electron current for different values of the filter magnetic field
strength. If this field is suppressed, the electron current passing through one aperture
rises up to 0.07 A, about 1.5 times bigger than in the standard configuration. For larger
values of the field strength, the electron current decreases. However, the electron current
continues to be remains significant (0.03 A) even for a field twice stronger.
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5.6.3 Halo of the Negative Ion Beam

In the previous chapter was demonstrated how the plasma screening effect and ~E× ~B drift
of the magnetized electrons (in the sheath region) disturb the symmetry of the model.
In the next studies we want to show the role of the magnetic fields on the trajectories
of the negative ions produced at the plasma grid surface. In this simulation the NI are
test particles as in the Sec. 5.4 (Fig. 5.6). Fig. 5.11 shows the intensity of the extracted
NI at the exit plane a) with and b) without magnetic fields. The standard distribution
of the magnetic fields (Fig. 3.12) could not magnetized NI, however it slightly disturbs
their trajectories and changes the angle of the extracted NI beam. In the Fig. 5.11 a)
the center of the beam is shifted in z (vertical) direction compare to the Fig. 5.11 b)
- where the center of the beam is located exactly in the middle of the simulation box
(y = 10 mm, z = 10 mm). The difference between two beams is also visible at the left
bottom from the centers of the figures, thus the magnetic fields affect the NI trajectories
and slightly diverge center of the beam. The asymmetry of the beam is present on both
figures (due to the plasma screening effect) that also prove the necessity of the 3D model
for such simulations.
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Figure 5.11: Intensity of the extracted NI at the exit plane (y − z) with a) and without
b) magnetic fields

5.7 Suppression of Electron Current by Production of

NI From PG Wall

The injection of the Cs atoms in the plasma source system increases the extracted neg-
ative ion current. Meanwhile, it causes the decreasing of co-extracted electron current.
This phenomenon has been detected in many experiments, for instance in [50] during the
discharges with evaporated Cs atoms and Cs free regime.

In order to understand the reason of such electron current suppression, two simulations
have been conducted. First one does not include the emission of the negative ions from the
plasma grid surface, i.e. corresponds to the Cs free experiments, while the second run has
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been performed with the production of NI at the PG wall – experimental situation with
evaporated Cs gas. The electron current of 0.0062 A has been measured in the simulation
without negative ions, when in the case with the injection of Cs atoms electron current
decreases by ∼ 30 percent (in agreement with experimental currents behavior) and takes
value of 0.0042 A.

The explanation of this phenomenon is given in the Fig. 5.12, where the potential
distribution is shown from two simulations: a) – without, b) – with NI. The flux of
negative ions from the plasma grid surface changes the potential isolines in vicinity to
the aperture. In the case without NI the external potential penetrates deeper inside
the expansion chamber, thus repulses the meniscus depthward. Therefore, the electrons
retention time in the volume grows causing the depletion of the extracted electron current.

Figure 5.12: The potential distribution along the simulation volume in two cases: a) –
without negative ions production from the PG surface (corresponds to Cs free experi-
mental regime) and b) with NI emitted from the PG wall
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Chapter 6

Conclusions and Future Work

This thesis has described the development and the implementation of full 3 dimensional
PIC-MCC model for simulation of the negative ion extraction from the NBI plasma
source system for future thermonuclear experimental reactor ITER. The ONIX code has
been parallelized to distribute memory between multi-CPU computers to reduce the real
computation time. The primary results from the preceding chapters are summarized here
and possibilities for future work are presented.

6.1 Unique Numerical Tool

The developed program is the first 3D PIC model for NI extraction from hydrogen plasma
source that uses realistic description of the geometry of the grids and externally applied
fields. In order to accurately calculate the potential distribution in the vicinity to the
plasma grid orifice the special technique of the boundaries correction was implemented in
the Poisson’s solver routine. Our code is able to deal with complex boundaries geometries
and thus with the boundaries lying between PIC nodes. It gives a wide flexibility to
describe complex simulation geometries as it is in the case of the plasma grid aperture.

The kinetic module in the code includes the relevant volume reactions occuring in
the ICP type of plasma source. The plasma parameters are all taken from experimental
previous works and they are defined in the International System giving thus a large
flexibility of the code performance possible to be extended to other topics of plasma
physics.

The ONIX program is fully parallelized using domain and particles decomposition
approach. The benefit from the parallelization procedure is obvious; the elapsed time
necessary for one complete program run is reduced ∼15 times on 20 CPU with respect
to one sequential code run and it takes about 4− 5 days.

6.2 Summary of Results

The following summarizes the main results obtained by running the ONIX program:

• The electron, positive and negative ions transport together with plasma proper-
ties have been studied in the extraction region of negative ion plasma source of
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ITER NBI. It is shown the ”meniscus” formation corresponding to the positive ion
arrangement in the front of the PG aperture.

• The intrinsic three-dimensional nature of the problem induced by the presence of
the filtering magnetic fields is visible in the plasma spatial properties as well as in
the screened potential map. Its asymmetry affects strongly the geometric properties
of the extracted negative ion beam breaking its circular symmetry.

• It has been shown that the plasma screening of the external extraction field is
very effective, producing a deleterious effect over the extraction capability of this
device. The extraction of negative ions created in the volume is actually reduced to
a very small region around each extraction hole. As expected, the better extraction
efficiency corresponds to negative ions created in the meniscus region, specially
over the plasma grid surface. However, the extraction there appears to be strongly
dependent with the details of the aperture geometry.

• The simulations have shown that the main contribution to the extracted negative
ion current comes from ions created in the inner surface of the plasma grid (roughly
90% of the extracted current). The contribution of the volume created negative
ions is very small.

• The code is able to simulate the co-extracted electron current, founded value is
close to the NI one, in agreement with experimental results.

• An optimum of the extracted NI current with respect to the rate of negative ion
emission from the plasma grid wall has been found. For lower or larger emission
rates than this optimum, the extracted NI current decreases.

• The NI current limitation is caused by the formation of a negative sheath (double
layer) close to the plasma grid surface. For larger emission rates, the negative charge
close to this surface produces the inversion of the electric field, pushing back the
negative ions to the surface, avoiding thus their extraction.

• Parametric studies on the value of the extraction potential and on the magnetic field
strength were performed. It has been found that the NI current can be enhanced
by raising the extraction potential. The use of stronger magnetic field does not
affect the negative ion current, whereas it can reduce significantly the co-extracted
electron current. Larger negative ion current with smaller electron/NI current ratio
can be obtained by increasing both values: of the extraction potential and the
magnetic fields strength.

• The performance predicted for the extractor fulfills the ITER NBI requirements, in
terms of extracted NI and electron currents and current densities for the hydrogen
discharge. Such estimation has been done by the multiplication of the total cur-
rent obtained from single simulated aperture by the number of apertures in ITER
NBI configuration (1280). However, in large source the extracted current is not
homogeneous and prediction from ONIX code could be different from experimental
results.
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6.3 Future Plans

Several plasma simulations had been successfully conducted by using the ONIX code.
However, there are still open challenging tasks concerning the production and extraction
of the negative ions, which can be addressed in the future. Moreover, new ways are opened
by the large set of possibilities shown from the simulations presented in this thesis. Some
items that require future investigation include:

• Detailed analysis of the double layer structure. The formation of the double layer
has been detected and described in this thesis. However, the further optimization
of the negative ion extraction requires to know the contribution of all negative
particles involved in this double layer formation. Among them the electrons that
come from the expansion chamber, the electrons secondary emitted from the plasma
grid, negative ions created in the volume and negative ions produced at the PG
surface.

• Theory of the fast negative ions. The limitation of the negative ion current has been
presented in the manuscript. It had been shown that extracted NI current from the
PG wall saturates at a certain emission rate and further increasing of the NI yield
will be the result of a smaller extracted current due to the reverse negative sheath
close to the PG. However the effect of the initial NI velocity has not been studied.
More energetic negative ions could overcome the negative sheath and than could
be extracted from the system.

• Suppression of the co-extracted electron current. One of the most critical issues of
the NBI plasma source system is the trapping of the electron beam. More simula-
tions with a different position and geometry of the filter and deflecting magnetic
fields must be done in order to find the optimum configuration at which the ex-
tracted electron current attains its minimum.

• Study of the aperture geometry. The shape of the extraction and plasma grid aper-
tures has a significant effect on the extracted negative ion and electron currents.
The potential distribution in vicinity to the plasma grid changes drastically when
the form of the aperture is modified. In this thesis only rough comparison between
conical and cylindrical shapes has been performed. The future study should include
the simulation with different diameters and bands of the PG aperture. The double
chamfered aperture shape, as in the ITER specifications, must be also considered.

• Deuterium simulations. The NBI system for the future tokamak ITER should
operate with both Hydrogen and Deuterium ions. The most of the results presented
in the thesis have been obtained by performing simulations with Hydrogen plasma.
The particles and plasma behavior have to be also studied when Deuterium ions
are extracted.

• Complete composition of the experimental results. The initial plasma parameters in
the simulations have been taken from the experimental data. However, some quanti-
ties are not well described when the parametric study was performed. For instance,
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the study of influence of the Cs evaporation rate on the co-extracted electron cur-
rent. Cs induces the changing of the electron density and temperature. All these
quantities must be adjusted for each independent simulation in order to obtain the
full description of the system behavior. The current installation of several new di-
agnostics at the BATMAN experimental machine allows to measure simultaneously
for first time all plasma parameters. The complete data set of the experimental
results will give the possibility to perform the more realistic calculations.

Although ONIX code is capable performing wide variety of the plasma situations,
some program parts require additional work. The list of the possible improvements for
the ONIX code includes:

• Self consistent NI production from the PG wall. Implementation of the self consis-
tent NI production from the Cs covered PG surface. In the current version of the
ONIX code, negative ions created at the plasma grid wall represented as the given
arbitrary flux of the NI. Future version of the program must include the dynamics
of the energetic neutral atoms responsible for the birth of NI and self-consistent
negative ion production at the PG surface.

• Extension of the modeling region. At present, simulation domain includes only one
aperture from the plasma grid. The introduction of the second aperture is necessary
in order to simulate complete distribution of the magnetic fields that play decisive
role of the electron beam suppression. The deflected magnetic field has different
direction between two neighboring orifice, thus full path of the electrons dynamic
will be detected, when the second aperture will be included in the simulation model.

• New mechanism of the plasma formation. The current method that is used to
build-up and to keep neutral simulated plasma is forcing the system by reinjection
of eliminated particles in the region where the initial plasma was placed. Especially
the system suffers when new particles are injected close to the plasma grid. Two
other methods (the particles flux and the neutral plane) of plasma constructing
have been also tested, but they had even more artificial influence on the system
then reinjection procedure. Therefore, the new mechanism of the plasma formation
should be found and implemented in the code in order to avoid numerical artefacts.
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