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## Abstract

The thesis focuses on precision aspects of 3D reconstruction with a particular emphasis on camera distortion correction. The causes of imprecisions in stereoscopy can be found at any step of the chain. The imprecision caused in a certain step will make useless the precision gained in the previous steps, then be propagated, amplified or mixed with errors in the following steps, finally leading to an imprecise 3D reconstruction. It seems impossible to directly improve the overall precision of a reconstruction chain leading to final imprecise 3D data. The appropriate approach to obtain a precise 3D model is to study the precision of every component.

A maximal attention is paid to the camera calibration for three reasons. First, it is often the first component in the chain. Second, it is by itself already a complicated system containing many unknown parameters. Third, the intrinsic parameters of a camera only need to be calibrated once, depending on the camera configuration (and at constant temperature).

The camera calibration problem is supposed to have been solved since years. Nevertheless, calibration methods and models that were valid for past precision requirements are becoming unsatisfying for new digital cameras permitting a higher precision. In our experiments, we regularly observed that current global camera methods can leave behind a residual distortion error as big as one pixel, which can lead to distorted reconstructed scenes. We propose two methods in the thesis to correct the distortion with a far higher precision. With an objective evaluation tool, it will be shown that the finally achievable correction precision is about 0.02 pixels. This value measures the average deviation of an observed straight line crossing the image domain from its perfectly straight regression line.

High precision is also needed or desired for other image processing tasks crucial in 3D, like image registration. In contrast to the advance in the invariance of feature detectors, the matching precision has not been studied carefully. We analyze the SIFT method (Scaleinvariant feature transform) and evaluate its matching precision. It will be shown that by some simple modifications in the SIFT scale space, the matching precision can be improved to be about 0.05 pixels on synthetic tests. A more realistic algorithm is also proposed to increase the registration precision for two real images when it is assumed that their transformation is locally smooth.

A multiple-image denoising method, called "burst denoising", is proposed to take advantage of precise image registration to estimate and remove the noise at the same time. This method produces an accurate noise curve, which can be used to guide the denoising by the simple averaging and classic block matching method. "burst denoising" is particularly powerful to recover fine non-periodic textured part in images, even compared to the best state of the art denoising method.

## Résumé

Cette thèse se concentre sur les aspects de précision de la reconstruction 3D avec un accent particulier sur la correction de distorsion. La cause de l'imprécision dans la stéréoscopie peut être trouvée à toute étape de la chaîne. L'imprécision due à une certaine étape rend inutile la précision acquise dans les étapes précédentes, puis peut se propage, se amplifie ou se mélange avec les erreurs dans les étapes suivantes, conduisant finalement à une reconstruction 3D imprécise. Il semble impossible d'améliorer directement la précision globale d'une chaîne de reconstruction 3D qui conduit à données 3D imprécises. L'approche plus approprié pour obtenir un modèle 3D précis est d'étudier la précision de chaque composant.

Une attention maximale est portée à la calibration de l'appareil photo pour trois raisons. Premièrement, il est souvent le premier composant dans la chaîne. Deuxièmement, il est en soi déjà un système compliqué contenant de nombreux paramètres inconnus. Troisièmement, il suffit de calibrer les paramètres intrinsèques d'un appareil photo une fois, en fonction de la configuration de l'appareil photo (et à température constante).

Le problème de calibration de l'appareil photo est censé d'avoir été résolu depuis des années. Néanmoins, méthodes et modèles de calibration qui étaient valables pour les exigences de précision autrefois deviennent insatisfaisants pour les nouveaux appareils photo numériques permettant une plus grande précision. Dans nos expériences, nous avons régulièrement observé que les méthodes globales actuelles peuvent laisser une distorsion résiduelle en ordre d'un pixel, ce qui peut conduire à des distorsions dans les scènes reconstruites. Nous proposons deux méthodes dans la thèse pour corriger la distorsion, avec une précision beaucoup plus élevée. Avec un outil d'évaluation objective, nous montrons que la précision de correction finalement réalisable est d'environ 0,02 pixels. Cette valeur représente l'écart moyen d'une ligne droite observée traversant le domaine de l'image à sa ligne de régression parfaitement droite.

La haute précision est également nécessaire ou souhaitée pour d'autres tâches de traitement d'images cruciales en 3D, comme l'enregistrement des images. Contrairement au progrès dans l'invariance de détecteurs des point d'intérêt, la précision de matchings n'a pas été étudiée avec soin. Nous analysons la méthode SIFT (Scale-Invariant Feature Transform) et d'évaluer sa précision de matchings. Il montre que par quelques modifications simples dans l'espace d'échelle de SIFT, la précision de matchings peut être améliorée à être d'environ 0,05 pixels sur des tests synthétiques. Un algorithme plus réaliste est également proposé pour augmenter la précision de matchings pour deux images réelles quand la transformation entre elles est localement lisse.

Une méthode de débruitage avec une série des images, appelée "burst denoising", est proposée pour profiter des matchings précis pour estimer et enlever le bruit en même temps. Cette
méthode produit une courbe de bruit précise, qui peut être utilisée pour guider le débruitage par la moyenne simple et la méthode classique. "burst denoising" est particulièrement puissant pour restaurer la partie fine texturée non-périodique dans les images, même par rapport aux meilleures méthodes de débruitage de l'état de l'art.

## Chapter 1

## Introduction

The thesis focuses on precision aspects of 3D reconstruction with a particular emphasis on camera distortion correction. The causes of imprecisions in stereoscopy can be found at any step of the chain. The imprecision caused in a certain step will make useless the precision gained in the previous steps, then be propagated, amplified or mixed with errors in the following steps, finally leading to an imprecise 3D reconstruction. It seems impossible to directly improve the overall precision of a reconstruction chain leading to final imprecise 3D data. The appropriate approach to obtain a precise 3D model is to study the precision of every component.

We shall pay a maximal attention to the camera calibration for three reasons. First, it is often the first component in the chain. Second, it is by itself already a complicated system containing many unknown parameters. Third, the intrinsic parameters of a camera only need to be calibrated once, depending on the camera configuration (and at constant temperature).

The camera calibration problem is supposed to have been solved since years. Nevertheless, calibration methods and models that were valid for past precision requirements are becoming unsatisfying for new digital cameras permitting a higher precision. In our experiments, we regularly observed that current global camera methods can leave behind a residual distortion error as big as one pixel, which can lead to distorted reconstructed scenes. We propose two methods in the thesis to correct the distortion with a far higher precision. With an objective evaluation tool, it will be shown that the finally achievable correction precision is about 0.02 pixels. This value measures the average deviation of an observed straight line crossing the image domain from its perfectly straight regression line [53, 3, 4, 89].

High precision is also needed or desired for other image processing tasks crucial in 3D, like image registration. In contrast to the advance in the invariance of feature detectors, the matching precision has not been studied carefully. We analyze the SIFT method (Scaleinvariant feature transform) [117] and evaluate its matching precision. It will be shown that by some simple modifications in the SIFT scale space, the matching precision can be improved to be about 0.05 pixels on synthetic tests. A more realistic algorithm is also proposed to increase the registration precision for two real images when it is assumed that their transformation is locally smooth. A multiple-image denoising method, called "burst denoising", is finally proposed to take advantage of precise image registration.

### 1.1 Context

This thesis belongs to the research project CALLISTO (Calibration en vision stéréo par méthodes statistiques) sponsored by ANR (Agence Nationale de la Recherche), whose final aim is to reconstruct 3D scenes with high precision. This project relies on the collaboration between several universities and Grandes Ecoles: CMLA-ENS-Cachan, IMAGINE-ENPC, MAP5-Paris 6 and LCTI-Télécom Paris. Even though this project mainly processes images taken by consumer digital cameras, a significant part of the results can be used in the satellite imaging context. The work thus helped to some extent the MISS (Mathématiques de l'imageries stéréscopique spatiale) project in collaboration with CNES (Centre National d'Etudes Spatiales), whose aim it is to reconstruct a completely controlled and reliable 3D terrain models from two images taken almost simultaneously by air-bone cameras or satellite cameras.

The 3D scene reconstruction chain from two images, which is very relevant in space imaging, can be roughly divided into five components [65, 89, 71]: camera calibration, image rectification, dense image registration, 3D scene reconstruction and merging (Fig. 1.1). Some components can be replaced by other techniques to make the chain more adapted to specific applications [105, 74].

The camera calibration is the first step in the chain and thus plays a very important role. It consists of a camera internal/external parameters calibration and of a distortion model estimation $[65,89,71,115,20]$. By camera internal parameters we mean the intrinsic parameters of the camera, like its aspect ratio, focal length, principal point, lens distortion parameters. The camera external parameters mean the camera orientation and position in a fixed world coordinate. The distortion model is a planar deformation field modeling the geometric deviation of the real camera from a pinhole camera.

Image stereo rectification is an auxiliary step for dense image registration [89]. Starting from a stereo pair of images, it virtually rotates the cameras which took the photographs around their respective optical centers so that the two cameras planes become co-planar, and that their $x$-axes become parallel to the baseline. This generates two images whose corresponding epipolar lines coincide and are parallel to the $x$-axis of the image. A pair of rectified images is helpful for dense stereo matching algorithms. It restricts the search domain for each matching to a line parallel to the $x$-axis. Due to the redundant degrees of freedom, the solution to rectification is not unique and actually can lead to undesirable distortions or be stuck in a local minimum of the distortion function. This motivated us to propose a robust three-step image rectification in Chapter 7.

Dense image registration is the thesis subject of Neus Sabater [154], whose aim was to find dense correspondences between two images. Traditional "large B/H" (large baseline/height) stereo is a difficult problem because of the varying imaging conditions when taking the images, like a geometric distortion depending on the viewing angle, a non-linear lens distortion of the camera, changing lighting condition, non-static scenes, occlusions, etc [120, 71]. As the mentioned thesis shows, these problems can be to some extent alleviated by using a pair of images with "low B/H" (low baseline/height), which are taken by a satellite almost simultaneously. But this raises a higher demand on the precision of the correspondences.

Once a camera is precisely calibrated and a pair of images is accurately and reliably registered, a 3D model of a scene can be easily reconstructed on the same order of precision
with some classic methods, up to a 3D similarity transformation [89, 120, 71, 115, 65]. Of course one pair of images only permits us to reconstruct a partial 3D model. To have a more complete model, it is necessary to take photos with different angles of view around the 3D scene. By merging many pair-wise partial 3D models, a more complete 3D model can be obtained.


Figure 1.1: The 3D reconstruction chain.

### 1.2 Background

The 3D scene reconstruction preexisted to computer vision. Before the "computer" and digital camera came into history, at the end of the seventies, scene reconstruction was already a classic problem in photogrammetry, where it had the different name "stereo-photogrammetry" [138, 178]. Its aim was always to determine the geometric properties of objects from photographs. At that time, more attention was paid to the methods in optics and metrology, due to the lack of computational power. The distances and angles were directly measured manually from photographs, objects in scene and cameras separated by a fixed baseline. The precision is not ensured in the measurement, which can lead to inaccurate final result. The lack of imprecision of manual work limited the practical application of early photogrammetry techniques.

With the advent of digital cameras and high-performance computers, the 3D reconstruction became more mature with fewer or no manual measurement. The prompt perhaps came from the remarkable advance in camera calibration techniques. The ground breaking numerical calibration methods, Guang and Long's automatic calibration method [82], Sturm's plane-based calibration [163, 83], Zhang's flexible pattern based method [191], the Lavest et al. method [95], the Devernay and Faugeras plumb-line method [53], Hartley's pattern-free method [85], Bouguet's dual-space geometry based method [21, 22], Bouguet's calibration toolbox [20] or Pierrot-Deseilligny's automatic bundle adjustment calibration software [147], make it possible to calibrate a camera and reconstruct a 3D scene on site with little human intervention.

Another possibility to obtain 3D reconstructions is to use a 3D laser or LIDAR (LIght Detection And Ranging) [23]. Unlike the multi-view geometric methods, this kind of methods is active. The position of object in space is measured by the time delay between the transmission of a pulse and the detection of the reflected signal. Thus a dense 3D points can be directly obtained by some numerical post-processing, mainly filtering and merging. (An intermediate technique exists with triangulation scanners, where a laser comb is coupled with a camera). It is commonly admitted that 3D stereo reconstruction from images is not as precise as the result obtained by a 3D laser scanner. A high quality 3D triangulation scanner can for example provide 3D point clouds with a precision about $20 \mu \mathrm{~m}$ at a 40 cm distance. This cannot
be achieved by state-of-art image-based 3D stereo reconstruction algorithm and camera technology. Yet, accurate 3D laser scanners are expensive sophisticated machines, which have to be set up carefully and cannot be easily transported for on site 3D reconstruction tasks, while a camera, even a reflex camera of good quality, costs almost nothing compared to a scanner machine and can be flexibly transported anywhere to take photos (Fig. 1.2). In addition, it is not feasible to install a huge laser scanner on a satellite to perform 3D reconstruction. So it is still of interest to use camera photos to reconstruct 3D scenes if the precision can achieve or surpass that of 3 D scanners.


Figure 1.2: Left: 3D laser scanner. Right: Canon EOS Reflex camera.

### 1.3 The Precision Challenge

To have a precise final 3D reconstruction from 2D photos, each component should produce a precise result. This gives the first importance to the camera calibration because its imprecision will be inevitably propagated to the other components and usually cannot be corrected later. With a precise camera calibration, it is already sufficient to determine the relative position of two cameras and reconstruct a sparse model of 3D scene from the correspondences between two images. The common camera model has the form

$$
\begin{equation*}
\mathbf{P}=\mathcal{D} \mathbf{K} \mathbf{R}[\mathbf{I} \mid-\mathbf{C}] \tag{1.1}
\end{equation*}
$$

with $\mathcal{D}$ non-linear operator of lens distortion, $\mathbf{K}$ calibration matrix, $\mathbf{R}$ camera orientation matrix and vector $\mathbf{C}$ the camera optical center in a fixed world frame. Given a 3D point, it is first transformed into the camera-based frame by the translation $-\mathbf{C}$ then the rotation $\mathbf{R}$. Then it is projected onto the image plane by $\mathbf{K}$, followed by the non-linear lens distortion represented by $\mathcal{D}$. According to this model, camera calibration consists of two parts: internal parameters calibration ( $\mathcal{D}$ and $\mathbf{K}$ ) and external parameters calibration ( $\mathbf{R}$ and $\mathbf{C}$ ). The internal calibration is to retrieve the intrinsic parameters of camera, which should be constant once the camera has fixed its configuration. But in the experiments, it so happens that the internal parameters vary from one experiment to the other, even if the same camera was used with a fixed configuration. This means that the internal calibration is not reusable for the other data sets. Similarly, for the external calibration, the camera position and orientation also varies by using two data sets sharing a common camera position. This led us to think
over again the whole camera calibration system. The conjecture about the phenomenon can be two-fold:

1. the distortion model cannot capture the real physical aspect of real distortion
2. the error in external calibration for $\mathbf{R}$ and $\mathbf{C}$ compensates the error in internal calibration for $\mathcal{D}$ and $\mathbf{K}$. So the whole camera model can be precise in the sense that the observed point is close to the point computed by the camera model. But none of the components ( $\mathcal{D}, \mathbf{K}, \mathbf{R}, \mathbf{C}$ ) is precise.

This is in fact the common drawback of many global camera calibration methods, which perform the internal and external calibration together. Typical global calibration algorithms were tested to verify the problem. In particular, the state of the art Lavest et al. algorithm [95] shows a very small re-projection error of about 0.02 pixels, which confirms the precision of the global camera model. But the residual distortion error can be 10 times bigger. Since the Lavest et al. algorithm corrects also the non-flatness of the pattern and estimates its shape, this 10 factor can only be explained by an error compensation between the various estimates. In our opinion this error compensation cannot be corrected in the framework of a global method. This is why we chose to address the distortion correction separately, actually as the preliminary step to any calibration. We shall explain why and how this leads to use a slightly new and probably cleaner camera model, abstracted from any physical contingency, which we call the virtual pinhole camera.

### 1.4 The Virtual Pinhole Camera

It seems to us that an important contribution of this thesis is the proposition and use of a virtual pinhole camera, which succeeds in avoiding the model inaccuracies of physical models. The first aim of camera calibration is to recover a pinhole camera by correcting the distortion. But as explained, due to the error compensation, it is risky to use global calibration methods to correct lens distortion. The error compensation can be avoided by separating the distortion correction from the global calibration. So the camera calibration is decomposed into two steps. The first step is to correct lens distortion to obtain a pinhole camera; the second step is to calibrate the pinhole camera. As for the pinhole camera, the fundamental theorem must be cited [89, 53]:

Theorem 1 A camera follows the pinhole model if and only if the projection of every line (not passing through the optical center) in space onto the camera is a line.

This theorem can be understood in three different ways. First, the distortion can be corrected by rectifying the distorted lines in image. Second, the distortion correction can be evaluated by measuring the straightness of corrected lines in image. Third, the pinhole camera is not unique because a straight line in the image remains straight under any 2 D homography. This means that the distortion can be corrected only up to an arbitrary homography. Assume the arbitrary homography is $\mathbf{H}$, then the estimated distortion is $\tilde{\mathcal{D}}=\mathcal{D} \mathbf{H}$ with $\mathcal{D}$ the absolute distortion introduced by camera lens system. By applying the inverse of $\tilde{\mathcal{D}}$ on camera, we obtain a new camera

$$
\begin{equation*}
\tilde{\mathbf{P}}=\tilde{\mathcal{D}}^{-1} \mathbf{P}=\mathbf{H}^{-1} \mathcal{D}^{-1} \mathcal{D} \mathbf{K R}[\mathbf{I} \mid-\mathbf{C}]=\mathbf{H}^{-1} \mathbf{K R}[\mathbf{I} \mid-\mathbf{C}] . \tag{1.2}
\end{equation*}
$$

$\mathbf{H}, \mathbf{K}$ being invertible, the decomposition $\mathbf{H}^{-1} \mathbf{K}=\tilde{\mathbf{K}} \mathbf{R}^{\prime}$ is unique by $Q R$ decomposition with the constraint that $\tilde{\mathbf{K}}$ is an upper-triangle $3 \times 3$ matrix and $\mathbf{R}^{\prime}$ is a $3 \times 3$ rotation matrix. The new camera $\tilde{\mathbf{P}}$ becomes $\tilde{\mathbf{P}}=\tilde{\mathbf{K}} \mathbf{R}^{\prime} \mathbf{R}[\mathbf{I} \mid-\mathbf{C}]=\tilde{\mathbf{K}} \tilde{\mathbf{R}}[\mathbf{I} \mid-\mathbf{C}]$. We call it the virtual (or mathematic) camera after distortion correction because the calibration matrix $\tilde{\mathbf{K}}$ and the rotation matrix $\tilde{\mathbf{R}}$ do not match the physics of the actual camera, but yield a virtual pinhole camera that can be used to the very same purposes. Indeed, consider several positions of the physical camera inducing as many camera models $\mathbf{P}_{i}=\mathcal{D} \mathbf{K} \mathbf{R}_{i}\left[\mathbf{I} \mid-\mathbf{C}_{i}\right]$. Applying the correction $\tilde{\mathcal{D}}^{-1}$ to all images obtained from these camera positions yields virtual pinhole cameras $\tilde{\mathbf{P}}_{i}=\tilde{\mathbf{K}} \tilde{\mathbf{R}}_{i}\left[\mathbf{I} \mid-\mathbf{C}_{i}\right]$, which maintains the same relative orientations: $\tilde{\mathbf{R}}_{i}^{-1} \tilde{\mathbf{R}}_{j}=$ $\mathbf{R}_{i}^{-1} \mathbf{R}_{j}$. From these cameras the whole 3 D scene can be reconstructed by standard methods, up to a 3D similarity.

### 1.5 Image Registration and Denoising

Invariance and precision are two key problems in image registration. Invariance means whether an image matching algorithm can find reliable correspondences under critical geometric or photometric transformations. Precision means whether the matchings between two images are precise. The two problems are crucial for the success of many applications, like superresolution, image mosaicing, camera calibration, etc. Many efforts have been recently dedicated to obtaining feature detectors more invariant to geometry or photometric transformations, while the matching precision of feature points is always considered enough and has not been carefully studied. In fact, some state-of-art feature detectors combining a robust descriptor give enough invariance for many applications. So it seems to be time to evaluate and improve the matching precision. We took interest in the matching precision of SIFT [117], the most popular scale-invariant feature detector. The matching precision of the SIFT method is studied and improved. We show that the matching precision can achieve a precision better than 0.05 pixel if the transformation between the two matched images is locally smooth.

Precise image registration inspired us a new image denoising algorithm, which we called "burst denoising". Basically, this algorithm aligns a burst of images to a reference image and performs the average operation to reduce the noise level. This method is extended to be a mixed algorithm by combining the block denoising when the two images are not related by a rigid transformations.

### 1.6 The Thesis Chapter by Chapter

## Chapter 2: Camera Model and Projective Geometry

Many algorithms in multi-view geometry are based on the assumption that the camera is ideal pinhole. But in practice, the camera is deviated from a pinhole model by lens distortion. In this chapter, some basic concepts about pinhole camera model and distortion model are introduced. A typical bundle adjustment camera calibration method is also explained in detail to show the problems we shall meet in distortion correction.

Once the distortion is removed and the camera becomes pinhole, projective geometry is the perfect tool to solve many problems in multi-view geometry, like image rectification and mosaicing. The geometric constraint becomes more complicated when the number of views
increases. Here we concentrate on the simplest two-view geometry because it is difficult for three or more images to share enough stable feature points in practice. The relation between corresponding points in two views is described by epipolar geometry. From the algebraic viewpoint, the epipolar geometry is coded by a $3 \times 3$ matrix, called fundamental matrix, F. The fundamental matrix only depends on the relative position of two cameras and the intrinsic parameters of cameras, but not on the 3D scene. Two important observations of epipolar geometry are:

- Given one point $\mathbf{x}$ in the left image, its corresponding point in the right image must be on the line called epipolar line, which can be explicitly computed as $\mathbf{F x}$. This provides a necessary condition to test whether two points correspond to the same 3 D point, see Fig. 1.3.
- Given a set of corresponding points in two images, the 3D scene can be reconstructed up to a 3D projective transformation, as well as the camera position and orientation.


Figure 1.3: (a) The optical center of two cameras and a 3D point form a epipolar plane which intersects two image planes at the epipolar line. (b) Given one point $\mathbf{x}$ in the left image, its correspondence in the right image must be on the corresponding epipolar line.

## Chapter 3: Calibration Harp: A Measurement Tool of Lens Distortion Correction Precision

Lens distortion is a non-linear deformation which deviates a pinhole camera from perspective projection. The alignment is the only property preserved in the perspective projection. So it is reasonable to measure the straightness of the projection of 3 D straight lines to evaluate the lens distortion correction precision. To this aim one can photograph tightened good quality strings. It is relatively easy to ensure a high straightness by tightening the strings on a frame, while it is more delicate to choose an appropriate type of string. We tried four types of strings and found that the opaque fishing string is the best choice for our purpose. An evaluation pattern made of several parallel tightly stretched opaque fishing strings with a translucent paper as background, called "calibration harp" is thus built (see Fig. 1.4). The Devernay sub-pixel precision edge detector [52] is used to extract the edge points in image, which are
then associated to the line segments detected by LSD (Line Segment Detector) [174]. Finally, the distortion correction is evaluated as the root-mean-square (RMS) distance from the edge points belonging to a same line segment to their corresponding linear regression line.


Figure 1.4: (a) The harp of opaque fishing strings with a translucent paper as background. (b) A close-up of (a).

## Chapter 4: Non-parametric lens distortion correction

This chapter presents a first technique to correct the distortion with high precision. By high precision, we mean that the residual error between the camera and its numerical model obtained by calibration should be far smaller than the pixel size. At first sight, this problem seemed to have been solved adequately by recent global calibration methods. The celebrated Lavest et al. method [95] measures the non-flatness of a pattern and yields a remarkably small re-projection error of about 0.02 pixels, which outperforms the precision of other methods. For the goals of computer vision, this precision would be more than sufficient. Yet, this chapter describes a seriously discrepant accuracy measurement contradicting this hasty conclusion. According to the measurement tool of distortion correction precision developed in Chapter 3, the only objective and correct criterion is straightness of corrected lines.

Following this tool, the accuracy criterion used herewith directly measures the straightness of corrected lines. We shall see that this straightness criterion gives a RMSE as large as 0.2 pixel, which contradicts the 0.02 pixel re-projection accuracy. This significant discrepancy means that, in the global optimization process, errors in the external and internal camera parameter are being compensated by opposite errors in the distortion model. Thus, an inaccurate distortion model can pass undetected. Such facts raise a solid objection to global calibration methods, which estimate simultaneously the lens distortion and the camera parameters. This chapter reconsiders the whole calibration chain and examines an alternative way to guarantee a high accuracy. A useful tool toward this goal will be proposed and carefully tested. It is a direct non-parametric, non-iterative, and model-free distortion correction method. By non-parametric and model-free, we mean that the distortion model allows for any diffeomorphism.

This non-parametric method requires a flat and textured pattern. By using the dense matchings between the pattern and its photo, a distortion field can be obtained by trian-
gulation and local affine interpolation. The obtained precision compares favorably to the distortion given by state of the art global calibration and reaches a RMSE of 0.08 pixels (see Fig. 1.5 for a correction example). The non-flatness of the pattern is a limitation of this method and can introduce a systematic error in the distortion correction. Nonetheless, we also show that this accuracy can still be improved in the next two chapters.

(a)

(b)

Figure 1.5: A correction example. (a) distorted image. (b) corrected image.

## Chapter 5: Self-Consistency and Universality of Camera Lens Distortion Models

This chapter is a preparation for the next chapter. Due to the difficulty to control the flatness of a pattern, we will go back to the parametric method in the next chapter to obtain a higher correction precision. For any parametric method, an appropriate distortion model is necessary. Even though there exist many distortion models in the literature, it is not clear which one is more appropriate than the others. In addition, the role of distorted points and undistorted points seems to be interchangeable in literature, which makes the notion of distortion model ambiguous.

In this chapter, the concepts of "self-consistency" and "universality" are introduced to evaluate the validity and precision of camera lens distortion models. Self-consistency is evaluated by the residual error when distortion generated with a certain model is corrected (using the model in reverse way) by the best parameters for the same model. Analogously, universality is measured by the residual error when a model is used to correct distortion generated by a family of other models.

Five classic camera lens distortion models are reviewed and compared for their degree of self-consistency and universality. The realistic synthetic experiments shows clearly that the polynomial model is self-consistent and more universal than the other models. Indeed the polynomial model, with order from 8 to 19 , permits to approximate any other four models, and the inverse of any other four models including itself, at the precision about $1 / 100$ pixel. The high order of the model is more than compensated by its linearity and its translation invariance, which makes it independent of the distortion center. A real experiment shows that the polynomial model of degree 6 can approximate a real distortion field between a textured
pattern and its photo at a $1 / 100$ pixel precision (see Fig. 1.6). So the polynomial model will be chosen in the next chapter as distortion model to improve the correction precision.

## Chapter 6: High Precision Camera Calibration with a Harp

This chapter is a continuation of the last chapter to improve the precision of lens distortion correction. Even though non-parametric pattern based methods do not depend on the a priori choice of a distortion model with a fixed number of parameters, to achieve a high precision, they require a very flat non deformable plate with highly accurate patterns printed on it. It is shown in this chapter that a relatively small $100 \mu \mathrm{~m}$ flatness error can nonetheless introduce a 0.3 pixels error in distortion estimation. But to fabricate sizeable very flat patterns (a half meter or more is necessary for camera calibration), or even to validate their flatness, is a very difficult physical and technical problem. This is why, as suggested in "plumb line methods" the easiest physical object for which we can ensure some serious straightness are tightened strings. This is why we resort to a real plumb-line method to correct the distortion.

Based on the well-known fact that a camera follows the pinhole model if and only if the projection of every line in space onto the camera is a line, it is sufficient to correct the distorted lines to obtain the pinhole camera [53, 3, 4, 89]. The "calibration harp" built in Chapter 3 to evaluate the precision of distortion correction can be directly used here. But this time, it is used both as a distortion correction tool and as a validation tool. The hardware problem of plumb-line methods is easily solved. But we still need a good distortion model to associate with the plumb-line method to treat different types of realistic lens distortion. According to our discussion of the self-consistency and universality of the main models, the polynomial model seems more adapted to correct real distortion. In addition, it is invariant to any translation to the distortion center. So the distortion center can be fixed anywhere without being estimated. This is a big advantage compared to other models.

Photographs of different orientations were taken to estimate the best coefficients of the polynomial model to correct the distortion (see Fig. 1.7). Real experiments show that no artificial bias is created on the corrected strings and higher precision is attained compared to non-parametric pattern based method. Both the harp of sewing strings and the harp of opaque fishing strings were tested in the experiments. With the sewing strings harp, the correction precision is better than the non-parametric pattern based method and no global artificial bias is observed. With the opaque fishing strings harp, the residual oscillation due to the braid pattern of sewing strings is largely reduced (see Fig. 1.8). We do gain a precision factor about 2 over sewing strings harp and achieve a average correction precision of about 0.02 pixels. This precision is much better than the result given by global camera calibration, which is not stable and varies with the parameters used in the distortion model.

## Chapter 7: Three-Step Image Rectification

The epipolar geometry is particularly easy to deal with when the two camera planes are coplanar and parallel with the line connecting the optical center of both cameras. In this case, the corresponding epipolar lines also coincide and align with the $x$-axis of the image. This means that one point has the same $y$-coordinate as its corresponding point. This special geometry can be achieved by rotating two cameras without changing their optical center. This is equivalent to applying a homography on each image respectively. This process is


Figure 1.6: (a) digital pattern. (b) a photo of the digital pattern. (c) the distortion field constructed by the estimated parameters of the polynomial model. (d) level lines of (c) with quantization step of 20. (e) distorted images of tightly stretched lines. (f) corrected image by polynomial model.


Figure 1.7: Distorted fishing strings taken by the camera fixed on a tripod with different orientations.


Figure 1.8: Correction performance of the proposed plumb-line method with a harp made up of fishing strings. The distance (in pixels) from the edge point to the corresponding linear regression line is plotted. The $x$-axis is the index of edge points. The range of $y$-axis is from -0.3 pixels to 0.3 pixels. The straightness error (in pixels) measured as root mean square distance from the edge points to their linear regression line is given below each figure. Note that each figure contains two curves because there are two sides for one string. The camera focal length is fixed 55 mm and the distance between camera and object is about 100 cm .
called image rectification in two-view geometry (Fig. 1.9 shows a pair of images before and after rectification). A pair of stereo-rectified images is helpful for dense stereo matching algorithms. It restricts the search domain for each match to a line parallel to the $x$-axis and also restricts the deformation of the blocs in bloc matching. Due to the redundant degrees of freedom, the solution to stereo-rectification is not unique and actually can lead to undesirable projective distortions or be stuck in a local minimum of the distortion function. Many rectification methods reduce the distortion by different explicit measures. But it is not clear which measure is the most appropriate. We propose a rectification method by a three steps of camera rotation. In each step, the distortion is explicitly reduced by minimizing the rotation angle. For un-calibrated cameras, this method can be formulated as an efficient minimization algorithm by optimizing only one natural parameter, the focal length. This is in contrast with many methods which optimize between 3 and 6 parameters.


Figure 1.9: Rectification example. (a) and (b): two original images. (c) the blend of two original images. (d) and (e): two rectified images. (f) the blend of two rectified images. A horizontal line is added to images to check the rectification.

## Chapter 8: Matching Precision of SIFT

Image features detection and matching is a fundamental step in many computer vision tasks. Many methods have been proposed in recent years, with the aim to extract image features fully invariant to any geometric and photometric transformation. Even though the state-of-art has not achieved the full invariance, many methods, like SIFT [117], Harris-affine [128] and Hessian-affine [127] combining a robust and distinctive descriptor, give sufficient invariance for many practical applications. In contrast to the advance in the invariance of feature detectors, the matching precision has not been paid enough attention to, even though the repeatability
and stability are extensively studied. Matching precision is evaluated on a pair of images and reflects to some extent the average relative localization precision between two images. It depends on the localization precision of feature detector, the scale change between two images, the descriptor construction and matching protocol. In this chapter, we focus on the SIFT method and measure its matching precision by average residual error under different geometric transformations. For the scale invariant feature detector, the matching precision decreases with the scale of the features. This drawback can be avoided by canceling the subsampling in SIFT scale space. This first scheme improves the matching precision only when there is no scale change between both images. An iterative scheme is thus proposed to address the scale changes. For real images, a local filtering technique is used to improve the matching precision if the transformation between two image is locally smooth.

The applications of precise SIFT matching can be envisaged in three directions, two of which are considered in this thesis:

- panorama: the aim is to perform a photo montage seamlessly from several photos. These photos are taken at large distance from the object and the overlapping between two adjacent photos is important.
- burst denoising: the aim is to obtain an image with better SNR from a burst of short exposure images.
- global camera calibration: the aim is to calibrate camera model parameters by several photos of a flat pattern.


## Chapter 9: Burst Denoising

Denoising is one of the most important image enhancement techniques. Even though denoising algorithms have been largely developed since years, most of them concentrate on the single image denoising. However, with the increase of memory size and data storage speed, today it is possible for cameras to take a burst of images in a few seconds. This opens a new possibility to do image denoising, in particular under dim light conditions. Many of us had the frustrating experience of taking photos in a museum under low light conditions, where the flash of camera and tripod are forbidden. In such a situation, taking photographs with a hand-held camera is problematic. If the camera is set to a long exposure time, the photograph gets motion blur. If it is taken with short exposure, the image is noisy. This dilemma can be solved by taking a burst of images, each with short-exposure time, as shown in Fig. 9.1. But then, as classical in video processing, an accurate registration technique is required to align the images. Denote by $u(x)$ the ideal non noisy image color at a pixel $x$. Such an image can be obtained from a still scene by a camera in a fixed position with a long exposure time. The observed value for a short exposure time $\tau$ is a random Poisson variable with mean $\tau u(x)$ and the standard variation proportional to $\tau u(x)$. Thus the SNR increases with the exposure time proportionally to $\tau$. The core idea of the burst denoising method is a slight extension of the same law. The only assumption is that the various values at a cross-registered pixel obtained by a burst are i.i.d. Thus, averaging the registered images amounts to averaging several realizations of these random variables. An easy calculation shows that this increases the SNR by a factor proportional to $\sqrt{n}$ where $n$ is the number of shots in the burst. (We call SNR of a given pixel the ratio of its temporal standard deviation to its temporal mean).

Fig. 1.10 summarizes the possibilities offered by an image burst. A long exposure image is exposed to motion blur. The short exposure image is noisy, but sharp. Finally, the image obtained by averaging the images of the burst after registration is both sharp and noiseless. In this real example the burst taken in a gallery had 32 images. The noise standard deviation was therefore divided by approximately 5.6.


Figure 1.10: (a) one long-exposure image (time $=0.4 \mathrm{sec}, \mathrm{ISO}=100$ ). (b) one of 16 short-exposure images (time $=1 / 40 \mathrm{sec}, \mathrm{ISO}=1600$ ). (c) the average after registration. All images have been color-balanced to show the same contrast. The long exposure image is blurry due to camera motion. The middle short-exposure image is noisy, and the third one is some 5.6 times less noisy, being the result of averaging 32 short-exposure images.

Even though the denoising power of burst denoising is eventually hemmed by the low growth of the square root, dividing the noise by the mentioned factors and getting an artifact free image is in no way a negligible ambition. Indeed, even the best state of the art denoising methods can create slightly annoying artifacts. If a fine non-periodic texture is present in an image, it is virtually indistinguishable from noise, and actually contains a flat spectrum part which has the same Fourier spectrum as the white noise. Such fine textures can be distinguished from noise only if several samples of the same texture are present in other frames and can be accurately registered.

Yet, this method rises serious technical objections. The main technical objection is: how to register globally the images of a burst? Fortunately, there are several situations where the series of snapshots are indeed related to each other by a homography, and we shall explore these situations first. The homography assumption is actually valid if one of the assumptions is satisfied:

- the only motion of the camera is an arbitrary rotation around its optical center;
- the photographed objects share the same plane in the 3D scene;
- the whole scene is far away from the camera.

In those cases, image registration is equivalent to computing the underlying image homography. But this registration should be sub-pixel accurate. To this aim we will use the precise

SIFT in Chapter 8 and a generalization of ORSA (Optimized Random Sampling Algorithm, [67]) to register all the images together. Yet, in general, the images of 3D scene are not related by a homography, but by an epipolar geometry. Even if the camera is well-calibrated, 3 D point-to-point correspondence is impossible to obtain without knowing the depth of the 3D scene. Therefore, we should not expect that a simple homography will work everywhere in the image, but only on a significant part. On this part, we shall say that we have a dominant homography. At each pixel that is well-registered, the registered samples are i.i.d. samples of the same underlying Poisson model. As a result, a signal dependent noise model will be accurately estimated for each colour channel. This model simply is a curve of image intensity versus the standard deviation of the noise.

Averaging does not work at the mis-registered pixels, and block matching methods are at risk on the fine image structures. Thus they will be combined. The simple combination used here will be a convex combination of them, the weight function being based on the noise curve and on the observed standard deviation of the values for the accumulation at a certain pixel. If this standard deviation is compatible with the noise model, the denoised value will be the mean of the samples. Otherwise, the standard deviation test will imply that the registration at this point is inaccurate and a conservative denoising will be applied.

### 1.7 Main Contributions

In our opinion, the main contributions of this thesis are:

- the concept of a virtual pinhole camera and the proof that it can be used as a real camera;
- a tool to evaluate the precision of distortion correction with a calibration harp;
- a non-parametric pattern based distortion correction method;
- a concept of "self-consistency" and "universality" of distortion models permitting to discuss them thoroughly;
- a distortion correction method with a calibration harp which reconstructs a highly precise virtual pinhole camera;
- a robust three-step image rectification;
- an evaluation and improvement of the SIFT matching precision;
- the "burst denoising" algorithm;
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### 2.1 Introduction

This chapter is dedicated to the introduction of camera model and projective geometry. Some basic concepts will be reviewed to make the following chapters easier to read. The ideal pinhole camera model is first introduced due to its simplicity and linearity in projective geometry. By adding the lens distortion to the pinhole model, a more realistic camera model is obtained. A typical bundle adjustment camera calibration algorithm [171] is then introduced to show how to estimate the internal and external parameters of a camera. The other part of this chapter treats the geometry deduced from two images produced by pinhole cameras. The most important one is perhaps the epipolar geometry, which is the intrinsic projective geometry between two views. It is independent of scene structure, and only depends on the cameras' internal parameters and relative pose. From the algebraic view point, the epipolar geometry is represented by a $3 \times 3$ fundamental matrix $\mathbf{F}$, which can be computed by more than 7 correspondences between two images. Finally the image rectification, as an application of the fundamental matrix, is presented.

### 2.2 Camera Model

A real camera can be modeled as a pinhole camera deviated by lens distortion. Some basic concepts about the pinhole camera are shown in Fig. 2.1:

- camera center (or optical center, or focal point): the point through which all relevant light rays pass.
- image plane: the camera CCD plane where the image is formed. This plane does not contain the camera center.
- principal axis: the line from the camera center perpendicular to the image plane.
- principal plane: the plane containing the camera center and parallel to the image plane.
- principal point: the intersection point of the principal axis and the image plane.
- normalized image plane: the plane parallel to the image plane and the principal plane, but at one unit distance from the camera center.
- focal length $f$ : the distance from the camera center to the image plane.
- camera frame: the coordinate frame linked to the camera with origin at the camera center and with $Z$-axis equal to the principal axis. The $X$ and $Y$ coordinates are the same as those of the image plane.
- world frame: a pre-fixed coordinate frame for 3D points.

Note that there is a rotation and translation between the world frame and the camera frame.


Figure 2.1: Pinhole camera model.

### 2.2.1 Perspective Projection

In the pinhole camera model, all the relevant light rays pass through the camera center. So it is called perspective projection. To project a 3 D point on the camera plane, the first step is to represent it in the camera frame by a translation and a rotation from the world frame

$$
\begin{equation*}
\hat{\mathbf{X}}_{c}=\mathbf{R}(\hat{\mathbf{X}}-\mathbf{C}) \tag{2.1}
\end{equation*}
$$

with $\hat{\mathbf{X}}=(X, Y, Z)^{T}$ and $\hat{\mathbf{X}}_{c}=\left(X_{c}, Y_{c}, Z_{c}\right)^{T}$ the coordinate of a point in the world frame and in the camera frame respectively; $\mathbf{C}=\left(X_{o}, Y_{o}, Z_{o}\right)^{T}$ represents the camera center in the world frame. $\mathbf{R}=\left[\mathbf{r}_{1}, \mathbf{r}_{2}, \mathbf{r}_{3}\right]$ represents the rotation matrix between the world frame and the camera frame. $\mathbf{r}_{1}, \mathbf{r}_{2}$ and $\mathbf{r}_{3}$ are respectively the $X$-axis, $Y$-axis and $Z$-axis of the world frame represented in the camera frame.

By Thales theorem, the projection of $\hat{\mathbf{X}}_{c}$ on the camera plane is

$$
\begin{align*}
x_{u} & =f X_{c} / Z_{c}  \tag{2.2}\\
y_{u} & =f Y_{c} / Z_{c} \tag{2.3}
\end{align*}
$$

This can also be represented more succinctly in matrix form by using homogeneous coordinates:

$$
\mathbf{x}_{u}=\mathbf{G} \hat{\mathbf{X}}_{c}=\left(\begin{array}{ccc}
f & 0 & 0  \tag{2.4}\\
0 & f & 0 \\
0 & 0 & 1
\end{array}\right) \hat{\mathbf{X}}_{c}
$$

where $\mathbf{G}$ is the focal length matrix:

$$
\mathbf{G}=\left(\begin{array}{lll}
f & 0 & 0  \tag{2.5}\\
0 & f & 0 \\
0 & 0 & 1
\end{array}\right)
$$

In homogeneous coordinates, $\mathbf{x}_{u}=\left(f X_{c}, f Y_{c}, Z_{c}\right)^{T}$ is equivalent to the 2 D point $\left(f X_{c} / Z_{c}, f Y_{c} / Z_{c}\right)^{T}$ by dividing the first two coordinates by the third coordinate. By concatenating the frame change and the perspective projection, a 3 D point is projected on a 2 D point

$$
\mathbf{x}_{u}=\mathbf{G} \hat{\mathbf{X}}_{c}=\mathbf{G R}(\mathbf{I} \mid-\mathbf{C})\binom{\hat{\mathbf{X}}}{1}=\left(\begin{array}{ccc}
f & 0 & 0  \tag{2.6}\\
0 & f & 0 \\
0 & 0 & 1
\end{array}\right) \mathbf{R}(\mathbf{I} \mid-\mathbf{C}) \mathbf{X}
$$



Figure 2.2: The effect of skew on the pixel.
where $\mathbf{X}=(X, Y, Z, 1)^{T}$ are the homogeneous coordinates of the 3 D point $\hat{\mathbf{X}}=(X, Y, Z)^{T}$. By inverting the focal length matrix $\mathbf{G}$ on $\mathbf{x}_{u}$, we obtain the point $\hat{\mathbf{x}}_{u}=\left(\hat{x}_{u}, \hat{y}_{u}, 1\right)^{T}$ with

$$
\begin{align*}
\hat{x}_{u} & =X_{c} / Z_{c}  \tag{2.7}\\
\hat{y}_{u} & =Y_{c} / Z_{c} . \tag{2.8}
\end{align*}
$$

The point $\hat{\mathbf{x}}_{u}$ is the projection of $\hat{\mathbf{X}}_{c}$ on the normalized image plane, which is the plane parallel to the image plane situated at unit distance from the optical center.

### 2.2.2 Internal Parameters

The above obtained 2D point $\mathbf{x}_{u}=\left(x_{u}, y_{u}, 1\right)^{T}$ can have a meter or millimeter or inch unit. But any digital image will be measured in the pixel unit. In addition, the projected point $\mathbf{x}_{u}$ has the principal point as the origin, while the convention is to take the top-left corner of the image as origin. Due to some manufacturing imprecision, the pixel in a CCD array is not necessarily a square, but may be a rectangle or even a parallelogram. In the skew coordinate system with skewness angle $\theta, \mathbf{x}_{u}$ is represented by $\mathbf{x}_{u}^{\prime}=\left(x_{u}^{\prime}, y_{u}^{\prime}, 1\right)^{T}$ (Fig. 2.2):

$$
\begin{aligned}
x_{u}^{\prime} & =x_{u}-y_{u} \cot \theta \\
y_{u}^{\prime} & =\frac{y_{u}}{\sin \theta}
\end{aligned}
$$

Putting everything in matrix form, we obtain

$$
\begin{align*}
\mathbf{x} & =\mathbf{L S} \mathbf{x}_{u}=\left(\begin{array}{ccc}
m_{x} & 0 & u_{0} \\
0 & m_{y} & v_{0} \\
0 & 0 & 1
\end{array}\right)\left(\begin{array}{ccc}
1 & -\cot \theta & 0 \\
0 & \frac{1}{\sin \theta} & 0 \\
0 & 0 & 1
\end{array}\right) \mathbf{x}_{u} \\
& =\left(\begin{array}{ccc}
m_{x} & 0 & u_{0} \\
0 & m_{y} & v_{0} \\
0 & 0 & 1
\end{array}\right)\left(\begin{array}{ccc}
1 & -\cot \theta & 0 \\
0 & \frac{1}{\sin \theta} & 0 \\
0 & 0 & 1
\end{array}\right)\left(\begin{array}{lll}
f & 0 & 0 \\
0 & f & 0 \\
0 & 0 & 1
\end{array}\right) \mathbf{R}(\mathbf{I} \mid-\mathbf{C}) \mathbf{X} \\
& =\left(\begin{array}{ccc}
m_{x} f & -m_{x} f \cot \theta & u_{0} \\
0 & \frac{m_{y} f}{\sin \theta} & v_{0} \\
0 & 0 & 1
\end{array}\right) \mathbf{R}(\mathbf{I} \mid-\mathbf{C}) \mathbf{X} \\
& =\left(\begin{array}{ccc}
\alpha_{x} & s & u_{0} \\
0 & \alpha_{y} & v_{0} \\
0 & 0 & 1
\end{array}\right) \mathbf{R}[\mathbf{I} \mid-\mathbf{C}] \mathbf{X}=\mathbf{K R}[\mathbf{I} \mid-\mathbf{C}] \mathbf{X}=\mathbf{P X} \tag{2.9}
\end{align*}
$$

where $m_{x}$ and $m_{y}$ are the number of pixels per unit length for the skew $x$-axis direction and for the skew $y$-axis direction in the image plane respectively; $f$ is the focal length of camera; $u_{0}$ and $v_{0}$ are the coordinates of the principal point, represented in the skew image frame in pixels; $s$ is the skewness factor which is 0 when the pixel is rectangular; $\theta$ is the skewness angle between two sides of image CCD plane.

$$
\mathbf{S}=\left(\begin{array}{ccc}
1 & -\cot \theta & 0  \tag{2.10}\\
0 & \frac{1}{\sin \theta} & 0 \\
0 & 0 & 1
\end{array}\right)
$$

is called the skewness matrix and

$$
\mathbf{L}=\left(\begin{array}{ccc}
m_{x} & 0 & u_{0}  \tag{2.11}\\
0 & m_{y} & v_{0} \\
0 & 0 & 1
\end{array}\right)
$$

is called pixelation matrix. The calibration matrix

$$
\mathbf{K}=\mathbf{L S G}=\left(\begin{array}{ccc}
m_{x} f & -m_{x} f \cot \theta & u_{0}  \tag{2.12}\\
0 & \frac{m_{y} f}{\sin \theta} & v_{0} \\
0 & 0 & 1
\end{array}\right)=\left(\begin{array}{ccc}
\alpha_{x} & s & u_{0} \\
0 & \alpha_{y} & v_{0} \\
0 & 0 & 1
\end{array}\right)
$$

depends only on the camera settings, not on its position. Remark that the entries in $\mathbf{K}$ are not all positive: $\theta$ is generally in the range $[0, \pi]$. The entry $-m_{x} f \cot \theta$ will be positive if $\theta>90^{\circ}$, negative if $\theta<90^{\circ}$ and 0 when $\theta=90^{\circ}$. The entry $\frac{m_{y} f}{\sin (\theta)}$ is always positive. So the determinant of $\mathbf{K}$ will always be positive.

### 2.2.3 Projection Matrix

In conclusion, the perspective projection from 3 D to 2 D performed by a pinhole camera can be represented by a $3 \times 4$ matrix $\mathbf{P}=\mathbf{K R}[\mathbf{I} \mid-\mathbf{C}]$, which is called the camera projection matrix. This matrix contains all the parameters of the camera: the calibration matrix as internal parameters; the camera orientation and camera center as external parameters. Remark that the projection matrix has rank 3 and that the right null vector of $\mathbf{P}$ is the vector representing the camera center in homogeneous coordinates: $\mathbf{P C}=\mathbf{0}$.

### 2.2.4 Lens Distortion

The pinhole camera is only an ideal camera model. Various effects deviate the real camera from the pinhole camera, like optic blur, lens distortion, vignetting, chromatic aberration, etc. However, from the geometric viewpoint, the lens distortion is the main difference between a real camera and an ideal pinhole camera. The lens distortion is the result of several types of imperfections in the design and assembly of lenses composing the camera optical system. The distortion produces a space-varying displacement of each point in the image domain from its ideal pinhole position. This displacement can be decomposed into a radial component and a tangential component. The main kinds of distortion considered in the literature are radial distortion, decentering distortion and thin prism distortion [25, 177]. Radial distortion only contributes to the radial component, while decentering distortion and thin prism distortion contribute to both the radial and tangential components.

Lens distortion is applied on the undistorted point $\mathbf{x}_{u}$ in Eq. (2.6). Denote $\left(x_{d}, y_{d}\right)$ the distorted point, $\left(\bar{x}_{u}, \bar{y}_{u}\right)$ the radial undistorted point and $\left(\bar{x}_{d}, \bar{y}_{d}\right)$ the radial distorted point where $\bar{x}_{u}=x_{u}-x_{c}, \bar{y}_{u}=y_{u}-y_{c}, \bar{x}_{d}=x_{d}-x_{c}$ and $\bar{y}_{d}=y_{d}-y_{c}$ with $\left(x_{c}, y_{c}\right)$ the distortion center, which does not undergo the distortion. The distorted radius is $r_{d}=\sqrt{\bar{x}_{d}^{2}+\bar{y}_{d}^{2}}$. The distortion model can be written as [25]:

$$
\begin{align*}
\bar{x}_{d} & =\bar{x}_{u}\left(k_{0}+k_{1} r_{u}+k_{2} r_{u}^{2}+\cdots\right) \\
& +\left[p_{1}\left(r_{u}^{2}+2 \bar{x}_{u}^{2}\right)+2 p_{2} \bar{x}_{u} \bar{y}_{u}\right]\left(1+p_{3} r_{u}^{2}\right)+s_{1} r_{u}^{2}  \tag{2.13}\\
\bar{y}_{d} & =\bar{y}_{u}\left(k_{0}+k_{1} r_{u}+k_{2} r_{u}^{2}+\cdots\right) \\
& +\left[p_{2}\left(r_{u}^{2}+2 \bar{y}_{u}^{2}\right)+2 p_{1} \bar{x}_{u} \bar{y}_{u}\right]\left(1+p_{3} r_{u}^{2}\right)+s_{2} r_{u}^{2}
\end{align*}
$$

where $p_{1}, p_{2}, p_{3}$ are parameters of the decentering distortion, $s_{1}, s_{2}$ parameters of the thin prism distortion, and $k_{0}, k_{1}, k_{2}, \cdots$ parameters of the radial distortion.

The skewness matrix $\mathbf{S}$ in Eq. (2.10) is applied on the distorted point $\mathbf{x}_{d}=\left(x_{d}, y_{d}, 1\right)^{T}$, followed by the pixelation matrix $\mathbf{L}$ in Eq. (2.11). So the final observed point $\mathbf{x}$ in image is

$$
\begin{align*}
\mathbf{x} & =\mathbf{L S} \mathbf{x}_{d}=\mathbf{L S} \mathcal{D} \mathbf{x}_{u}=\mathbf{L S} \mathcal{D} \mathbf{G R}[\mathbf{I} \mid-\mathbf{C}] \mathbf{X}  \tag{2.14}\\
& =\mathbf{L S D}\left(\begin{array}{lll}
f & 0 & 0 \\
0 & f & 0 \\
0 & 0 & 1
\end{array}\right) \mathbf{R}[\mathbf{I} \mid-\mathbf{C}] \mathbf{X} \\
& =\mathbf{L S}\left(\begin{array}{lll}
f & 0 & 0 \\
0 & f & 0 \\
0 & 0 & 1
\end{array}\right) \tilde{\mathcal{D}} \mathbf{R}[\mathbf{I} \mid-\mathbf{C}] \mathbf{X} \\
& =\mathbf{L S G} \tilde{\mathcal{D}} \mathbf{R}[\mathbf{I} \mid-\mathbf{C}] \mathbf{X}=\mathbf{K} \tilde{\mathcal{D}} \mathbf{R}[\mathbf{I} \mid-\mathbf{C}] \mathbf{X}
\end{align*}
$$

with $\mathcal{D}$ the non-linear distortion represented in Eq. (2.13), and $\tilde{\mathcal{D}}$ another form of distortion model by putting the distortion operator after the focal length matrix. The model $\tilde{\mathcal{D}}$ is similar to $\mathcal{D}$ except that the distortion parameters and the distortion center is normalized by the focal length $f: \tilde{k}_{0}=k_{0}, \tilde{k}_{1}=f k_{1}, \tilde{k}_{2}=f^{2} k_{1}, \cdots, \tilde{p}_{1}=f p_{1}, \tilde{p}_{2}=f p_{2}, \tilde{p}_{3}=f p_{3}, \tilde{s}_{1}=f s_{1}, \tilde{s}_{2}=f s_{2}$, $\tilde{x}_{c}=x_{c} / f$ and $\tilde{y}_{c}=y_{c} / f$. By including the distortion, the camera model becomes complete:

$$
\begin{equation*}
\mathbf{P}=\mathbf{K} \tilde{\mathcal{D}} \mathbf{R}[\mathbf{I} \mid-\mathbf{C}] . \tag{2.15}
\end{equation*}
$$

### 2.3 The Lavest et al. Method: a Bundle Adjustement

In this section we introduce the Lavest et al. method [95], probably the most achieved global calibration method from flat patterns. It will be used for comparison in all experiments. This method is complete in the sense that, in contrast to other global calibration methods, it also estimates the 3D position of the pattern feature points. Thus it is simply a pattern based camera bundle adjustment method [171]. The feature points on the pattern are supposed to be known. But due to manufacturing error and mechanical instabilities, the pattern itself can undergo physical deformation. A typical pattern and one of its photographs are shown in Fig. 2.3. The feature points used in the method are the disk centers.


Figure 2.3: (a) the ideal disk pattern used in the Lavest et al. method. (b) one photograph of the pattern.

The basic idea of this method is to find the parameters which, on the one hand, correct the observed feature points in the normalized image plane; on the other hand project the 3D feature points on the pattern onto the normalized image plane, and minimize the distance between corrected points and the re-projected ones.

The distortion model is similar to the one in Eq. (2.13), but with fewer parameters:

$$
\begin{align*}
\tilde{x}_{u} & =f_{x}\left(\tilde{x}_{d}, \tilde{y}_{d}\right)=\tilde{x}_{d}+\tilde{x}_{d}\left(k_{1} \tilde{r}_{d}^{2}+k_{2} \tilde{r}_{d}^{4}+k_{3} \tilde{r}_{d}^{6}\right) \\
& +p_{1}\left(\tilde{r}_{d}^{2}+2 \tilde{x}_{d}^{2}\right)+2 p_{2} \tilde{x}_{d} \tilde{y}_{d}  \tag{2.16}\\
\tilde{y}_{u} & =f_{y}\left(\tilde{x}_{d}, \tilde{y}_{d}\right)=\tilde{y}_{d}+\tilde{y}_{d}\left(k_{1} \tilde{r}_{d}^{2}+k_{2} \tilde{r}_{d}^{4}+k_{3} \tilde{r}_{d}^{6}\right) \\
& +p_{2}\left(\tilde{r}_{d}^{2}+2 \tilde{y}_{d}^{2}\right)+2 p_{1} \tilde{x}_{d} \tilde{y}_{d} \tag{2.17}
\end{align*}
$$

Remark that the distortion model is used in the inverse direction, that is, for distortion correction. The distorted point on the normalized image plane is denoted by $\tilde{\mathbf{x}}_{d}=\left(\tilde{x}_{d}, \tilde{y}_{d}, 1\right)^{T}$, obtained by applying $\mathbf{K}^{-1}$ on the observed feature point $\mathbf{x}$ :

$$
\begin{equation*}
\tilde{\mathbf{x}}_{d}=\mathbf{K}^{-1} \mathbf{x} . \tag{2.18}
\end{equation*}
$$

The skewness coefficient in the calibration matrix being zero and the distortion center being
at the principal center, we have

$$
\begin{align*}
\tilde{x}_{d} & =\left(x-u_{0}\right) / \alpha_{x}  \tag{2.19}\\
\tilde{y}_{d} & =\left(y-v_{0}\right) / \alpha_{y}  \tag{2.20}\\
\tilde{r}_{d} & =\sqrt{\tilde{x}_{d}^{2}+\tilde{y}_{d}} \tag{2.21}
\end{align*}
$$

The corresponding 3 D point $\mathbf{X}$ is projected to $\hat{\mathbf{x}}_{u}=\left(\hat{x}_{u}, \hat{y}_{u}, 1\right)^{T}$ in the normalized image plane like Eq. (2.7). The error vector $\left(e_{x}, e_{y}\right)^{T}$ (in pixels) is

$$
\begin{align*}
& e_{x}=\alpha_{x}\left(\tilde{x}_{u}-\hat{x}_{u}\right)  \tag{2.22}\\
& e_{y}=\alpha_{y}\left(\tilde{y}_{u}-\hat{y}_{u}\right) \tag{2.23}
\end{align*}
$$

The re-projection error $e_{x}{ }^{2}+e_{y}{ }^{2}$ is minimized to estimate the best parameters in the least square sense.

Given $m$ cameras observing a pattern containing $n$ circles, there are $9+3 n+6 m$ unknown parameters: 5 parameters for the distortion model ( 3 for radial distortion and 2 for decentering distortion, the distortion center is supposed to the same as the principal point in the calibration matrix), 4 parameters for the calibration matrix (the skewness coefficient being assumed to be 0 ), $3 n$ parameters for the 3 D position of $n$ pattern features and $6 m$ parameters for the rotation and translation of $m$ cameras.

Denoting by $\left(e_{x}^{j}, e_{y}^{j}\right)$ the error vector for point $j$ in image $i$, and the total error vector by $\mathbf{E}(\boldsymbol{\Phi})=\left(e_{x}{ }_{1}^{1}, e_{y}{ }_{1}^{1}, e_{x}{ }_{1}^{2}, e_{y}{ }_{1}^{2}, \cdots, e_{x}{ }_{m}^{n}, e_{y}^{n}\right)^{T}$, with $\boldsymbol{\Phi}$ the vector of all the unknown parameters. The total error $S$ to be minimized is

$$
\begin{equation*}
S=\sum_{i=1}^{m} \sum_{j=1}^{n} e_{x_{i}}^{j^{2}}+e_{y_{i}}^{j^{2}} \tag{2.24}
\end{equation*}
$$

This is a non-linear optimization problem, even without the distortion. The LevenbergMarquardt (LM) algorithm can be used to estimate the unknown parameters (see Appendix A.3). LM algorithm is in fact a strategy to decompose a non-linear minimization problem into an iterative step-wise linear problem, from an initialization solution $\boldsymbol{\Phi}_{0}$. At iteration $k$, the augmented normal equation to be solved is

$$
\begin{equation*}
\left(\mathbf{J}\left(\boldsymbol{\Phi}_{k}\right)^{T} \mathbf{J}\left(\boldsymbol{\Phi}_{k}\right)+\lambda \operatorname{diag}\left(\mathbf{J}\left(\boldsymbol{\Phi}_{k}\right)^{T} \mathbf{J}\left(\boldsymbol{\Phi}_{k}\right)\right)\right) \Delta \boldsymbol{\Phi}_{k}=-\mathbf{E}\left(\boldsymbol{\Phi}_{k}\right) \tag{2.25}
\end{equation*}
$$

where $\mathbf{J}\left(\mathbf{\Phi}_{k}\right)$ is the Jacobian of $\mathbf{E}$ with respect to the unknown parameters vector $\boldsymbol{\Phi}$ at the point $\mathbf{\Phi}_{k}, \Delta \mathbf{\Phi}_{k}$ the update step to $\boldsymbol{\Phi}_{k}$ and $\mathbf{E}\left(\boldsymbol{\Phi}_{k}\right)$ the residual error vector at the point $\boldsymbol{\Phi}_{k}$. LM algorithm is a mixture of Gauss-Newton method (when $\lambda$ is small) and gradient descent (when $\lambda$ is large). When $\lambda$ is large, the coefficient matrix in Eq. (2.25) is close to be diagonal and there is always a solution. When $\lambda$ is small, the coefficient matrix degenerates to be $\mathbf{J}\left(\mathbf{\Phi}_{k}\right)^{T} \mathbf{J}\left(\mathbf{\Phi}_{k}\right)$. The Jacobian matrix $\mathbf{J}\left(\mathbf{\Phi}_{k}\right)$ having size $2 m n \times(9+3 n+6 m)$, there is an unique solution to $\Delta \boldsymbol{\Phi}_{k}$ if $2 m n \geqslant 9+3 n+6 m$. This condition is easily satisfied. For the pattern in Fig. 2.3 containing 180 points $(n=180)$, 2 photographs ( $m=2$ ) are sufficient to satisfy $2 m n \geqslant 9+3 n+6 m$. Then the updated step $\Delta \boldsymbol{\Phi}_{k}$ can be computed and $\boldsymbol{\Phi}_{k}$ can be updated as $\boldsymbol{\Phi}_{k+1}=\boldsymbol{\Phi}_{k}+\Delta \boldsymbol{\Phi}_{k}$.

### 2.3.1 Initialization

The initialization is important for the LM algorithm to converge to the global minimum. The smart linear initialization method proposed in Zhang's flexible method [191] is used here for initialization. Assume the pattern is planar and no distortion is introduced by the camera, then Eq. (2.14) can be written as

$$
\begin{align*}
\mathbf{x} & =\mathbf{K R}[\mathbf{I} \mid-\mathbf{C}] \mathbf{X}=\mathbf{K}[\mathbf{R} \mid-\mathbf{R C}] \mathbf{X}  \tag{2.26}\\
& =\mathbf{K}\left[\begin{array}{llll}
\mathbf{r}_{1} & \mathbf{r}_{2} & \mathbf{r}_{3} & \mathbf{t}
\end{array}\right]\left(\begin{array}{c}
X \\
Y \\
0 \\
1
\end{array}\right)=\mathbf{K}\left[\begin{array}{ll}
\mathbf{r}_{1} & \mathbf{r}_{2}
\end{array}\right]\left(\begin{array}{c}
X \\
Y \\
1
\end{array}\right)=\mathbf{H}\left(\begin{array}{c}
X \\
Y \\
1
\end{array}\right),
\end{align*}
$$

with $\mathbf{R}=\left[\begin{array}{lll}\mathbf{r}_{1} & \mathbf{r}_{2} & \mathbf{r}_{3}\end{array}\right]$ and $\mathbf{t}=-\mathbf{R C}$. The pattern plane is on the plane $Z=0$ in the world frame, so the homography can be written

$$
\begin{equation*}
\mathbf{H}=\mathbf{K}\left[\mathbf{r}_{1} \mathbf{r}_{2} \mathbf{t}\right] \tag{2.27}
\end{equation*}
$$

The homography can be computed by the linear method from more than 4 pairs of correspondences between the pattern and the image or by the non linear method which minimizes the geometric error [89].

Denote $\mathbf{H}=\left[\mathbf{h}_{1} \mathbf{h}_{2} \mathbf{h}_{3}\right]$. Remark that $\mathbf{H}$ is estimated up to a scale factor. So Eq. (2.27) can be rewritten

$$
\left[\mathbf{h}_{1} \mathbf{h}_{2} \mathbf{h}_{3}\right]=\lambda \mathbf{K}\left[\begin{array}{ll}
\mathbf{r}_{1} & \mathbf{r}_{2} \tag{2.28}
\end{array}\right]
$$

with $\lambda$ the scale factor equating the left side and the right side in the above equation. Since $\mathbf{r}_{1}$ and $\mathbf{r}_{2}$ are orthonormal, we have the following two constraints

$$
\begin{align*}
\mathbf{h}_{1}^{T} \mathbf{K}^{-T} \mathbf{K}^{-1} \mathbf{h}_{2} & =0  \tag{2.29}\\
\mathbf{h}_{1}^{T} \mathbf{K}^{-T} \mathbf{K}^{-1} \mathbf{h}_{1} & =\mathbf{h}_{2}^{T} \mathbf{K}^{-T} \mathbf{K}^{-1} \mathbf{h}_{2} \tag{2.30}
\end{align*}
$$

Let

$$
\mathbf{B}=\mathbf{K}^{-T} \mathbf{K}^{-1}=\left(\begin{array}{lll}
\mathbf{B}_{11} & \mathbf{B}_{12} & \mathbf{B}_{13} \\
\mathbf{B}_{12} & \mathbf{B}_{22} & \mathbf{B}_{23} \\
\mathbf{B}_{13} & \mathbf{B}_{23} & \mathbf{B}_{33}
\end{array}\right)=\left(\begin{array}{ccc}
\frac{1}{f_{x}^{2}} & 0 & \frac{-x_{0}}{f_{y}^{2}} \\
0 & \frac{1}{f_{y}^{2}} & \frac{-y_{0}^{0}}{f_{y}^{2}} \\
\frac{-x_{0}}{f_{x}^{0}} & \frac{-y_{0}}{f_{y}^{2}} & \frac{x_{0}^{2}}{f_{x}^{0}}+\frac{y_{0}^{2}}{f_{y}^{2}}+1
\end{array}\right) .
$$

Remark that $\mathbf{B}$ is symmetric and defined by a 5 -vector:

$$
\mathbf{b}=\left[\begin{array}{lllll}
\mathbf{B}_{11} & \mathbf{B}_{13} & \mathbf{B}_{22} & \mathbf{B}_{23} & \mathbf{B}_{33} \tag{2.31}
\end{array}\right]^{T} .
$$

Let the $i^{\text {th }}$ column vector of $\mathbf{H}$ be $\mathbf{h}_{i}=\left[h_{1 i} h_{2 i} h_{3 i}\right]^{T}$. Then we have

$$
\begin{equation*}
\mathbf{h}_{i}^{T} \mathbf{B h}_{j}=\mathbf{v}_{i j}^{T} \mathbf{b} \tag{2.32}
\end{equation*}
$$

with $\mathbf{v}_{i j}=\left[h_{1 i} h_{1 j}, h_{1 i} h_{2 j}+h_{2 i} h_{1 j}, h_{2 i} h_{2 j}, h_{3 i} h_{1 j}+h_{1 i} h_{3 j}, h_{3 i} h_{2 j}+h_{2 i} h_{3 j}, h_{3 i} h_{3 j}\right]^{T}$. So the two constraints in Eq. (2.30) and (2.30), from a homography, can be written as two homogeneous equations in $\mathbf{b}$,

$$
\begin{equation*}
\binom{\mathbf{v}_{12}^{T}}{\left(\mathbf{v}_{11}-\mathbf{v}_{22}\right)^{T}}=\mathbf{b} \tag{2.33}
\end{equation*}
$$

A linear system can be established if there are $k$ images of the pattern ( $k$ homographies):

$$
\begin{equation*}
\mathbf{V b}=\mathbf{0} \tag{2.34}
\end{equation*}
$$

where $\mathbf{V}$ is a $2 k \times 5$ matrix. If there are $k \geqslant 3$ images, then there is an unique solution to $\mathbf{b}$ up to scale. Once $\mathbf{b}$ is obtained, the calibration matrix $\mathbf{K}$ and the camera rotation and translation can also be computed (see more details in [191]). These parameters are then used for the initialization for LM minimization.

### 2.3.2 Distortion Correction

One of the aims of camera calibration is to estimate the distortion model and correct the distortion of the images taken by the same camera. In the Lavest et al. method, the correction model (Eq. (2.17) and (2.17)) is estimated. Given a distorted image, Eq. (2.17) and (2.17) can be used to send each pixel in the distorted image to its corresponding undistorted point in the corrected image. But the undistorted point has not necessarily integer coordinates and there can be some zones receiving no distorted point.

The distortion model (Eq. (2.14) and (2.14)) is more adapted for distortion correction. Given an integer position in the corrected image, the distortion model allows one to find its corresponding distorted point at sub-pixel position in the distorted image. Any appropriate interpolation technique (like high-order spline interpolation) can be used to recover the intensity. So the corrected image can be obtained without the problem of "unfilled holes".

So, from Eq. (2.17) and (2.17), given an undistorted point $\tilde{\mathbf{x}}_{u}=\left(\tilde{x}_{u}, \tilde{y}_{u}\right)$, we want to find the corresponding distorted point $\tilde{\mathbf{x}}_{d}=\left(\tilde{x}_{d}, \tilde{y}_{d}\right)$. It is again a non-linear problem and LM can be used. Denote the error vector $\mathbf{E}\left(\tilde{x}_{d}, \tilde{y}_{d}\right)=\left(f_{x}\left(\tilde{x}_{d}, \tilde{y}_{d}\right)-\tilde{x}_{u}, f_{y}\left(\tilde{x}_{d}, \tilde{y}_{d}\right)-\tilde{y}_{u}\right)^{T}$. The initialization of $\left(\tilde{x}_{d}, \tilde{y}_{d}\right)$ can be simply the undistorted point $\left(\tilde{x}_{d_{0}}, \tilde{y}_{d_{0}}\right)=\left(\tilde{x}_{u}, \tilde{y}_{u}\right)$. The Jacobian $\mathbf{J}=\frac{\partial \mathbf{E}}{\partial \tilde{\mathbf{x}}_{d}}$ is a $2 \times 2$ matrix. So the updated step $\Delta \tilde{\mathbf{x}}_{d}=\left(\Delta \tilde{x}_{d}, \Delta \tilde{x}_{d}\right)^{T}$ can be uniquely determined at each iteration.

Remark that Eq. (2.17) and (2.17) are performed on the normalized image plane. So a normalization step is necessary to obtain the distorted point $\mathbf{x}=(x, y)^{T}$ on the image plane

$$
\begin{align*}
& x=\tilde{x}_{d} \alpha_{x}+u_{0}  \tag{2.35}\\
& y=\tilde{y}_{d} \alpha_{y}+v_{0} . \tag{2.36}
\end{align*}
$$

### 2.3.3 Ellipse Center

The correspondences used in the Lavest et al. method are the centers of disks on the pattern (see Fig. 2.3a) and the centers of ellipses on the photo of pattern (see Fig. 2.3b). Of course, the assumption that the circles on the pattern are projected as ellipses in the photo is true only if the pattern is completely planar. There is no difficulty to satisfy the assumption because even if the pattern is not globally planar due to some small mechanic instability or manufacturing error, it is locally planar at the scale of each disk.

A systematic error is introduced by the correspondences, due to the fact that the projection of the center of a circle is not the center of the projected ellipse. This is always true except when the pattern plane is parallel to the image plane or the radius of circle is zero [91].

Assume a circle is projected to the image plane. The camera frame is established as convention (see Fig. 2.1). The circle lies on a plane $\Pi$ in the world frame. The world frame
has the same origin as the camera frame. The $X$ and $Y$ axis of the world frame are identical with those of the plane where the circle is on; and the $Z$ axis is orthogonal to the plane. In the world frame, the plane is $Z=Z_{0}$. On the plane $\Pi$, the circle equation has the form

$$
\begin{equation*}
\left(X-X_{0}\right)^{2}+\left(Y-Y_{0}\right)^{2}=R_{0}^{2} \tag{2.37}
\end{equation*}
$$

with $\left(X_{0}, Y_{0}\right)^{T}$ the circle center and $R_{0}$ the radius. The circle can also be represented in matrix form

$$
\mathbf{C}=\left(\begin{array}{ccc}
1 & 0 & -X_{0}  \tag{2.38}\\
0 & 1 & -Y_{0} \\
-X_{0} & -Y_{0} & -R_{0}^{2}
\end{array}\right) .
$$

Apply the camera projection matrix (without the calibration matrix $\mathbf{K}$ ) on any point in the plane П:

$$
\begin{align*}
\mathbf{x} & =\mathbf{R}[\mathbf{I} \mid-\mathbf{0}] \mathbf{X}=\mathbf{R}[\mathbf{I} \mid-\mathbf{0}]\left(\begin{array}{c}
X \\
Y \\
Z_{0} \\
1
\end{array}\right)  \tag{2.39}\\
& =\mathbf{R}\left(\begin{array}{c}
X \\
Y \\
Z_{0}
\end{array}\right)=\mathbf{R}\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & Z_{0}
\end{array}\right)\left(\begin{array}{c}
X \\
Y \\
1
\end{array}\right)=\mathbf{R T X}=\mathbf{H X}
\end{align*}
$$

with $\mathbf{H}$ the homography between the image and the plane, $\mathbf{X}=(X, Y, 1)^{T}$ the point on the plane in the world frame.

Under the homography $\mathbf{H}$, the circle $\mathbf{C}$ is transformed to the conic $\mathbf{E}$ :

$$
\begin{equation*}
\mathbf{E}=\mathbf{H}^{-T} \mathbf{C H}^{-1} \tag{2.40}
\end{equation*}
$$

The equation $\mathbf{x}^{T} \mathbf{E x}=0$ can be explicitly computed by replacing $\mathbf{X}$ by $\mathbf{H}^{-1} \mathbf{x}=\left(r_{11} x+\right.$ $\left.r_{21} y+r_{31}, r_{12} x+r_{22} y+r_{32}, \frac{r_{13} x+r_{23} y+r_{33}}{Z_{0}}\right)^{T}$ in Eq. (2.37), then we have

$$
\begin{align*}
& \left(k^{2}+n^{2}-r^{2}\right) x^{2}+2(k l+n p-r s) x y+\left(l^{2}+p^{2}-s^{2}\right) y^{2}+  \tag{2.41}\\
& 2(k m+n q-r t) x+2(l m+p q-s t) y+m^{2}+q^{2}-t^{2}=0
\end{align*}
$$

with

$$
\begin{align*}
k & =Z_{0} r_{11}-X_{0} r_{13}  \tag{2.42}\\
l & =Z_{0} r_{21}-X_{0} r_{23} \\
m & =Z_{0} r_{31}-X_{0} r_{33} \\
n & =Z_{0} r_{12}-Y_{0} r_{13} \\
p & =Z_{0} r_{22}-Y_{0} r_{23} \\
q & =Z_{0} r_{32}-Y_{0} r_{33} \\
r & =R_{0} r_{13} \\
s & =R_{0} r_{23} \\
t & =R_{0} r_{33} .
\end{align*}
$$

E represents a quadratic curve, which can be a circle, hyperbola, parabola, or ellipse. In practice, due to the limited field of view, it is usually a circle or ellipse. The center of the ellipse is

$$
\begin{align*}
& x_{e}=\frac{(k p-n l)(l q-p m)-(k s-l r)(t l-m s)-(n s-p r)(t p-q s)}{(k p-n l)^{2}-(k s-l r)^{2}-(n s-p r)^{2}}  \tag{2.43}\\
& y_{e}=\frac{(k p-n l)(m n-k q)-(k s-l r)(m r-k t)-(n s-p r)(q r-n t)}{(k p-n l)^{2}-(k s-l r)^{2}-(n s-p r)^{2}} .
\end{align*}
$$

The projection of the circle center can be obtained by setting the radius $R_{0}=0$, leading to $r=s=t=0$. Then the position of the projection of the circle center $\mathbf{x}_{c}=\left(x_{c}, y_{c}\right)^{T}$

$$
\begin{align*}
& x_{c}=\frac{l q-p m}{k p-n l}  \tag{2.44}\\
& y_{c}=\frac{m n-k q}{k p-n l} .
\end{align*}
$$

The center of the ellipse never coincides with the projected circle center if the radius $R_{0} \neq 0$ and if the rotation $\mathbf{R}$ axis is different from the $Z$-axis of the camera frame.

In the Lavest et al. method, the ellipse fitting method gives the center of ellipses. However, what we really need is the projection of the circle centers. So a systematic error could be introduced by the Lavest method if this bias is not corrected. The first strategy is to integrate the correction $\left(x_{c}-x_{e}, y_{c}-y_{e}\right)$ in the non-linear minimization problem. This gives the best solution in the least squares sense with a much lower convergence rate. Another strategy is to find the solution recursively. Once the Lavest method has given the intrinsic and extrinsic parameters of camera, the correction $\left(x_{c}-x_{e}, y_{c}-y_{e}\right)$ can be computed to correct the detected ellipse centers (by considering the calibration matrix $\mathbf{K}$ )

$$
\begin{array}{r}
x^{\prime}=x+\alpha_{x}\left(x_{c}-x_{e}\right) \\
y^{\prime}=y+\alpha_{y}\left(y_{c}-y_{e}\right) \tag{2.46}
\end{array}
$$

where the point $(x, y)^{T}$ is the detected ellipse center and $\left(x^{\prime}, y^{\prime}\right)^{T}$ the corrected ellipse center. Then the Lavest method is run again to estimate the new camera parameters. The process can be iterated until that the correction $\left(x_{c}-x_{e}, y_{c}-y_{e}\right)^{T}$ is stable. This strategy is simpler and faster and does not modify the core of Lavest method.

### 2.4 Projective Geometry

Once the distortion is removed and the camera becomes pinhole, the projective geometry is a useful tool to solve different problems in multi-view geometry. Some basic concepts are introduced here and more details can be seen in [89].

### 2.4.1 Homogeneous Coordinates

Homogeneous coordinates are very useful in multi-view geometry, as they represent many fundamental relationships in vector or matrix form and reduce them to linear algebra. We first introduce the homogeneous notation for points and lines on a plane. Then the homogeneous
notation for 3D space is just evident. A convention in multi-view geometry is that all the geometric entities are represented by column vectors by default.

A line in the plane can be represented by an equation $a x+b y+c=0$ with $(x, y)^{T}$ a point on the line. It is natural to represent the equation in vector form: $\mathbf{x}^{T} \mathbf{l}=0$ with $\mathbf{x}=(x, y, 1)^{T}$ and $\mathbf{l}=(a, b, c)^{T}$. But the vector $(x, y, 1)^{T}$ and $(a, b, c)^{T}$ are not the only vectors which satisfy the line equation. Any vector $m(x, y, 1)^{T}$ or $n(a, b, c)^{T}$ satisfies also the line equation for any $m \neq 0$ and $n \neq 0$. So two vectors related by an overall non-zero scaling are considered as being equivalent. An equivalence class of vectors under this equivalence relationship is known as a homogeneous vector. For a point in the plane, its homogeneous coordinates have the form $\mathbf{x}=\left(x_{1}, x_{2}, x_{3}\right)^{T}$, representing the point inhomogeneous coordinates $\left(x_{1} / x_{3}, x_{2} / x_{3}\right)^{T}\left(x_{3} \neq 0\right)$ in $\mathcal{R}^{2}$. Even if the homogeneous coordinates of points and lines in the plane are 3 -vectors, by homogeneity the real degrees of freedom (DOF) are still 2.

Given two lines $\mathbf{l}=(a, b, c)^{T}$ and $\mathbf{1}^{\prime}=\left(a^{\prime}, b^{\prime}, c^{\prime}\right)^{T}$, the homogeneous coordinates of the intersection point are $\mathbf{x}=\mathbf{l} \times \mathbf{l}^{\prime}$ with $\times$ the cross product (see Appendix A.1). On the other hand, the line passing through two points $\mathbf{x}$ and $\mathbf{x}^{\prime}$ has the form $\mathbf{l}=\mathbf{x} \times \mathrm{x}^{\prime}$. Note that the simplicity of the expressions is a direct consequence of the use of the homogeneous vector representation of lines and points.

Now consider two parallel lines $a x+b y+c=0$ and $a x+b y+c^{\prime}=0$. They are represented by vectors $\mathbf{l}=(a, b, c)^{T}$ and $\mathbf{l}^{\prime}=\left(a, b, c^{\prime}\right)^{T}$. Note that the first two coordinates are the same because they are parallel. The intersection point of the two lines is $\mathbf{l} \times \mathbf{l}^{\prime}=\left(c^{\prime}-c\right)(b,-a, 0)^{T}$. By ignoring the scale $c^{\prime}-c$, the intersection point is $(b,-a, 0)$. If we try to compute the inhomogeneous coordinates of this point, we have $(b / 0,-a / 0)^{T}$, which makes no sense, except to suggest that this point has infinitely large coordinates. In fact, a point with homogeneous coordinates in the form $(x, y, 0)^{T}$ does not correspond to any finite point in $\mathcal{R}^{2}$. This agrees with the usual idea that parallel lines meet at infinity.

Homogeneous vectors $\mathbf{x}=\left(x_{1}, x_{2}, x_{3}\right)^{T}$ such that $x_{3} \neq 0$ correspond to finite points in $\mathcal{R}^{2}$. By augmenting $\mathcal{R}^{2}$ with points having a last coordinate $x_{3}=0$, the resulting space is the set of all homogeneous 3 -vectors, namely the 2D projective space $\mathcal{P}^{2}$. The points with last coordinate $x_{3}=0$ are called ideal points or points at infinity. Each ideal point represents a direction determined by the ratio $x_{1}: x_{2}\left(x_{2} \neq 0\right)$ or $x_{2}: x_{1}\left(x_{1} \neq 0\right)$. In addition, all the ideal points lie on a line at infinity, denoted by $\mathbf{l}_{\infty}=(0,0,1)^{T}$ since $\left(x_{1}, x_{2}, 0\right)(0,0,1)^{T}=0$, $\forall x_{1}, x_{2}$. Each line $\mathbf{l}$ intersects $\mathbf{l}_{\infty}$ at an ideal point, which corresponds to the direction of $\mathbf{1}$. So the line at infinity $\mathbf{l}_{\infty}$ can also be considered as the set of all directions of lines in the plane.

### 2.4.2 Projective Plane

The set of equivalence classes of vectors in $\mathcal{R}^{3}-(0,0,0)^{T}$ forms the projective space $\mathcal{P}^{2}$ (the vector $(0,0,0)^{T}$ makes no sense in projective space). We can also think of $\mathcal{P}^{2}$ as a set of rays in $\mathcal{R}^{3}$. The set of vectors $k\left(x_{1}, x_{2}, x_{3}\right)^{T}$, when the scalar $k$ varies, forms a ray through the origin. Such a ray may be thought of as representing a single point in $\mathcal{P}^{2}$. In this model, the lines in $\mathcal{P}^{2}$ are planes passing through the origin. Two non-identical rays lie on exactly one plane, and any two planes intersect in one ray. This is the analogue of two distinct points uniquely defining a line, and two lines always intersecting in a point. Points and lines may be obtained by intersecting this set of rays and planes by the plane $x_{3}=1$. In Fig. 2.4, the rays representing ideal points and the plane representing $\mathbf{l}_{\infty}$ are parallel to the plane $x_{3}=1$.


Figure 2.4: Projective plane model.

Notice that in the projective plane, two lines always intersect (at an ideal point if they are parallel).

### 2.4.3 Transformations

The most important transformation in the projective plane is the projective transformation (or homography), which simply is a non-singular $3 \times 3$ matrix, denoted by $\mathbf{H}$. The 2D planar projective transformation preserves the collinearity: If $\mathbf{x}_{1}, \mathbf{x}_{2}$ and $\mathbf{x}_{3}$ are on the line $\mathbf{l}$, then $\mathbf{H x}_{1}, \mathbf{H x}_{2}$ and $\mathbf{H x}_{3}$ are also on the line $\mathbf{H}^{-T}$ l. (This translates the fact that if three vectors are coplanar, so are their images by a 3D linear transformation). Note that the computation here is in homogeneous coordinates,

$$
\left(\begin{array}{l}
x_{1}^{\prime}  \tag{2.47}\\
x_{2}^{\prime} \\
x_{3}^{\prime}
\end{array}\right)=\left(\begin{array}{lll}
h_{11} & h_{12} & h_{13} \\
h_{21} & h_{22} & h_{23} \\
h_{31} & h_{32} & h_{33}
\end{array}\right)\left(\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3}
\end{array}\right) .
$$

$\mathbf{H}$ in the above equation may be changed by multiplication by an arbitrary non-zero factor without changing the result. The inhomogeneous coordinate of the point $\left(x_{1}^{\prime}, x_{2}^{\prime}, x_{3}^{\prime}\right)^{T}$ is

$$
\begin{align*}
& \frac{x_{1}^{\prime}}{x_{3}^{\prime}}=\frac{h_{11} x_{1}+h_{12} x_{2}+h_{13} x_{3}}{h_{31} x_{1}+h_{32} x_{2}+h_{33} x_{3}}  \tag{2.48}\\
& \frac{x_{2}^{\prime}}{x_{3}^{\prime}}=\frac{h_{21} x_{1}+h_{22} x_{2}+h_{23} x_{3}}{h_{31} x_{1}+h_{32} x_{2}+h_{33} x_{3}} .
\end{align*}
$$

Note that the multiplication of $H$ itself by a scalar factor yields the same transform. So $\mathbf{H}$ is also a homogeneous geometric entity and it has 8 degrees of freedom. A homography is uniquely determined by the knowledge of 4 correspondences (with no more than 2 of them on any line). With $h_{31}=h_{32}=0 \neq h_{33}$, a homography degenerates to an affine transformation, which keeps the line at infinity $\mathbf{l}_{\infty}$ globally invariant. A point $\mathbf{x}$ is transformed to point $\mathbf{H x}$ under the homography $H$, while a line $\mathbf{1}$ is transformed to a line $\mathbf{H}^{-\mathbf{T}} \mathbf{l}$. More details about projective transformations can be found in [89].

### 2.5 Camera Rotation

A particular 2D projective transformation can be induced by a pure camera rotation without changing its optical center (Fig. 2.5). Given a 3 D point $\mathbf{X}$, its projected image by rotating the camera is

$$
\begin{align*}
& \mathbf{x}_{1}=\mathbf{K}_{1} \mathbf{R}_{1}[\mathbf{I} \mid-\mathbf{C}] \mathbf{X}  \tag{2.49}\\
& \mathbf{x}_{2}=\mathbf{K}_{2} \mathbf{R}_{2}[\mathbf{I} \mid-\mathbf{C}] \mathbf{X}
\end{align*}
$$

By a simple substitution, we find that $\mathbf{x}_{1}$ and $\mathbf{x}_{2}$ are related by the homography

$$
\begin{equation*}
\mathbf{x}_{2}=\mathbf{K}_{2} \mathbf{R}_{2} \mathbf{R}_{1}^{-1} \mathbf{K}_{1}^{-1} \mathbf{x}_{1}=\mathbf{H} \mathbf{x}_{1} \tag{2.50}
\end{equation*}
$$

A camera rotation is not the only situation which induces the homography. When the 3D scene is a plane, the relationship between two images taken by a camera is also a homography. The third situation inducing homography is that the scene is very far away from the camera.


Figure 2.5: 2-D projective transformation (homography) induced by a pure camera rotation without changing camera center.

### 2.6 Fundamental Matrix

The epipolar geometry is the intrinsic projective geometry between two views. It is independent of the observed scene structure and of the world frame. It depends only on the camera internal parameters and relative pose. The fundamental matrix $\mathbf{F}$ encapsulates this intrinsic geometry. It is a $3 \times 3$ matrix of rank 2 . If $\mathbf{x}$ and $\mathbf{x}^{\prime}$ is a pair of corresponding points in two views, then they satisfy the scalar equation $\mathbf{x}^{T T} \mathbf{F} \mathbf{x}=0$. The fundamental matrix can be computed from correspondences of imaged scene points alone, without requiring knowledge of the camera internal parameters or relative pose.

### 2.6.1 Epipolar Constraint

In Fig. 2.6, we can see that a 3 D point $\mathbf{X}$ is projected to $\mathbf{x}$ and $\mathbf{x}^{\prime}$ in two views. These three points $\mathbf{X}, \mathbf{x}$ and $\mathbf{x}^{\prime}$ form the epipolar plane, which intersects the two image planes by two epipolar lines respectively. The line connecting the two camera centers is called baseline and


Figure 2.6: Left: The epipolar plane is formed by two camera centers and the 3-D point $\mathbf{X}$ Right: The 3-D point $\mathbf{X}$ must be on the back-projected ray defined by the left camera center and $\mathbf{x}$. This ray is imaged as a line $\mathbf{1}^{\prime}$ called epipolar line in the second view and the image of $\mathbf{X}$ must lie on $\mathbf{l}^{\prime}$.
intersects the two image planes at the two epipoles respectively. The well-known equation for epipolar geometry writes

$$
\begin{equation*}
\mathbf{x}^{\prime T} \mathbf{F} \mathbf{x}=0 \tag{2.51}
\end{equation*}
$$

with $\mathbf{F}$ the fundamental matrix which is the algebraic representation of the epipolar geometry. We should remark that this equation is only a necessary condition for two corresponding points since $\mathbf{F}$ projects a point in one image to a corresponding epipolar line in the other image (Fig. 2.6). In Fig. 2.6, it is clear that the epipolar line is obtained by projecting the ray, which passes the optical center $\mathbf{C}$ and $\mathbf{x}$, to the other image. Since the position of the 3 -D scene point $\mathbf{X}$ is not determined on the ray, the image point $\mathbf{x}^{\prime}$ could be anywhere on the epipolar line $\mathbf{l}^{\prime}$. So the mapping from a point to its epipolar line: $\mathbf{x} \mapsto \mathbf{l}^{\prime}$ is a projection represented by $\mathbf{F}$, which can be written as

$$
\begin{equation*}
\mathbf{l}^{\prime}=\mathbf{F x} . \tag{2.52}
\end{equation*}
$$

In geometry, the points in the left image represent a 2-D projective space, and the epipolar lines in the right image represent a 1-D projective space since all the epipolar lines have a common intersection point, the epipole $\mathbf{e}^{\prime}$. So $\mathbf{F}$ represents a projection from a 2-D projective space to a 1-D projective space. From this viewpoint, it is natural to derive that $\mathbf{F}$ has rank equal to 2 . For any point $\mathbf{x}^{\prime}$ on the epipolar line $\mathbf{l}^{\prime}$, we have the equation $\mathbf{x}^{\prime T} \mathbf{l}^{\prime}=0$, which is exactly (2.51) by using (2.52).

When the position of the 3-D scene point $\mathbf{X}$ varies, the epipolar plane rotates about the baseline (Fig. 2.6). The family of planes is known as an epipolar pencil, which intersects the two images at two pencils of epipolar lines. Each pencil of epipolar lines intersects at the corresponding epipole.

To get the explicit form of the $\mathbf{F}$ matrix, we can write the projections of a 3D point $\mathbf{X}=(X, Y, Z, 1)^{T}$ in the two cameras, expressed in the first camera coordinate frame!

$$
\begin{align*}
\lambda \mathbf{x} & =\mathbf{K}[\mathbf{I} \mid \mathbf{0}] \mathbf{X}=\mathbf{K} \hat{\mathbf{X}}  \tag{2.53}\\
\lambda^{\prime} \mathbf{x}^{\prime} & =\mathbf{K}^{\prime}[\mathbf{R} \mid \mathbf{t}] \mathbf{X} . \tag{2.54}
\end{align*}
$$

$\hat{\mathbf{X}}=(X, Y, Z)^{T}$ is the non-homogeneous coordinate of $\mathbf{X}, \mathbf{x}=(x, y, 1)^{T}$ and $\mathbf{x}^{\prime}=\left(x^{\prime}, y^{\prime}, 1\right)^{T}$ are the projections of $\mathbf{X}$ in camera 1 and camera 2 respectively. $\mathbf{R}$ is the rotation of the camera 2 frame relative to the camera 1 frame and $\mathbf{t}$ is the coordinate of camera 1's optical center in the camera 2 frame. These 6 scalar equations have 5 parameters depending on the scene structure: $\hat{\mathbf{X}}, \lambda$ and $\lambda^{\prime}$. So it is expected that by eliminating these from the system we shall get one scalar equation. The first equation, $\hat{\mathbf{X}}=\lambda K^{-1} \mathbf{x}$ substituted in the second equation, yields

$$
\begin{equation*}
\lambda^{\prime} \mathbf{K}^{\prime-1} \mathbf{x}^{\prime}=\lambda \mathbf{R K}^{-1} \mathbf{x}+\mathbf{t} . \tag{2.55}
\end{equation*}
$$

The cross product (see Appendix A.1) of each side with vector $\mathbf{t}$ gives

$$
\begin{equation*}
\lambda^{\prime}[\mathbf{t}]_{\times} \mathbf{K}^{\prime-1} \mathbf{x}^{\prime}=[\mathbf{t}]_{\times} \mathbf{R} \mathbf{K}^{-1} \mathbf{x} \tag{2.56}
\end{equation*}
$$

and since the left hand side is orthogonal to $\mathbf{K}^{\prime-1} \mathbf{x}^{\prime}$, we get

$$
\begin{equation*}
\left(\mathbf{K}^{\prime-1} \mathbf{x}^{\prime}\right)^{T}[\mathbf{t}]_{\times} \mathbf{R K}^{-1} \mathbf{x}=0, \tag{2.57}
\end{equation*}
$$

which is (2.51) with

$$
\begin{equation*}
\mathbf{F}=\mathbf{K}^{\prime-T}[\mathbf{t}]_{\times} \mathbf{R K}^{-1} . \tag{2.58}
\end{equation*}
$$

Remark that the 3 D point $\hat{\mathbf{X}}$ is not the only point satisfying the above deduction. In fact, the ray passing the optical center of camera 1 (the origin) and $\hat{\mathbf{X}}$ is projected as an epipolar line in camera 2, and any point $\mathrm{x}^{\prime \prime}$ on the epipolar line and the point x are related the equation: $\mathbf{x}^{\prime \prime T} \mathbf{F x}=0$. So this equation is just a necessary (not sufficient) condition for that x corresponds to $\mathrm{x}^{\prime \prime}$.

Some properties of the fundamental matrix are summarized here (the details could be found in chapter 9 of [89])

- F is a $3 \times 3$ rank- 2 homogeneous matrix with 7 freedom degrees
- $\mathbf{x}^{\prime T} \mathbf{F} \mathbf{x}=0$ for a pair of corresponding image points $\mathbf{x}$ and $\mathbf{x}^{\prime}$
- Given a point $\mathbf{x}$ in the left image, the corresponding epipolar line in the right image is $\mathbf{l}^{\prime}=\mathbf{F x}$
- Given a point $\mathbf{x}^{\prime}$ in the right image, the corresponding epipolar line in the left image is $\mathbf{l}=\mathbf{F}^{T} \mathbf{x}^{\prime}$
- $\mathbf{F e}=\mathbf{0}$ and $\mathbf{F}^{T} \mathbf{e}^{\prime}=0$ : the epipoles are the null vectors of $\mathbf{F}$ and $\mathbf{F}^{T}$ and all epipolar lines contain the epipoles;
- Correspondence between epipolar lines: $\mathbf{1}^{\prime}=\mathbf{F}[\mathbf{e}]_{\times} \mathbf{l}$ and $\mathbf{l}=\mathbf{F}^{T}\left[\mathbf{e}^{\prime}\right]_{\times} \mathbf{1}^{\prime}$.
$\mathbf{F}$ only depends on projective properties of the cameras $\mathbf{P}, \mathbf{P}^{\prime}$. The camera projection matrices relate 3 -space measurements to image measurements and so depend on both the image coordinate frame and the choice of the world coordinate frame. On the contrary $\mathbf{F}$ does not depend on the choice of the world frame. More precisely, if $\mathbf{H}$ is a $4 \times 4$ matrix representing a projective transformation of the 3D-space, then the fundamental matrix corresponding to the pairs of camera matrix $\left(\mathbf{P}, \mathbf{P}^{\prime}\right)$ and $\left(\mathbf{P H}, \mathbf{P}^{\prime} \mathbf{H}\right)$ are the same. This is because $\mathbf{x}=\mathbf{P X}=$ $(\mathbf{P H})\left(\mathbf{H}^{-1} \mathbf{X}\right)$ and $\mathbf{x}^{\prime}=\mathbf{P}^{\prime} \mathbf{X}=\left(\mathbf{P}^{\prime} \mathbf{H}\right)\left(\mathbf{H}^{-1} \mathbf{X}\right)$. So the matched points $\mathbf{x} \leftrightarrow \mathbf{x}^{\prime}$ are not
changed under the 3-D projective transformation $\mathbf{H}$ even if the pair of camera matrix and the 3-D point are changed. Then the fundamental matrix also remains unchanged.

When $\mathbf{K}$ and $\mathbf{K}^{\prime}$ are known (called the calibrated case), the constraint (2.51) but involving $\mathbf{K}^{-1} \mathbf{x}$ and $\mathbf{K}^{\prime-1} \mathbf{x}^{\prime}$ can be rewritten as

$$
\begin{equation*}
\left(\mathbf{K}^{\prime-1} \mathbf{x}^{\prime}\right)^{T} \mathbf{E}\left(\mathbf{K}^{-1} \mathbf{x}\right)=0 \tag{2.59}
\end{equation*}
$$

with

$$
\begin{equation*}
\mathbf{E}=[\mathbf{t}]_{\times} \mathbf{R} \tag{2.60}
\end{equation*}
$$

E is called the essential matrix; its discovery was published in 1981 by H.C. Longuet-Higgins in Nature. It anticipated by 10 years the discovery of the fundamental matrix!

### 2.6.2 Computation

Two algorithms are usually used to compute the $\mathbf{F}$ matrix: the 7 -point algorithm and the 8 -point algorithm. The 7 -point algorithm is used when there are only 7 correspondences, which is the minimal number of correspondences needed to determine a finite number of $\mathbf{F}$ (one or three solutions to $\mathbf{F}$ ). The 8-point algorithm requires 8 or more correspondences. In the rectification we will mention later, the 8 -point algorithm is used because there are usually more than 8 correspondences.

## The 7-point Algorithm

The equation $\mathbf{x}^{\prime T} \mathbf{F} \mathbf{x}=0$ gives us one linear equation in the unknown entries of $\mathbf{F}$. More explicitly, given $\mathbf{x}=(x, y, 1)^{T}, \mathbf{x}^{\prime}=\left(x^{\prime}, y^{\prime}, 1\right)^{T}$, write $\mathbf{f}$ as the vector made of entries of $\mathbf{F}$ in row-major order

$$
\begin{equation*}
\mathbf{f}=\left(\mathbf{F}_{11}, \mathbf{F}_{12}, \mathbf{F}_{13}, \mathbf{F}_{21}, \mathbf{F}_{22}, \mathbf{F}_{23}, \mathbf{F}_{31}, \mathbf{F}_{32}, \mathbf{F}_{33}\right)^{T} . \tag{2.61}
\end{equation*}
$$

Then the equation can be written as

$$
\begin{equation*}
\left(x^{\prime} x, x^{\prime} y, x^{\prime}, y^{\prime} x, y^{\prime}, x, y, 1\right) \mathbf{f}=0 \tag{2.62}
\end{equation*}
$$

If we have $n$ image point correspondences, the $n$ linear equations can be stacked in a linear system

$$
\begin{equation*}
\mathbf{A f}=\mathbf{0} \tag{2.63}
\end{equation*}
$$

where $\mathbf{A}$ is a $n \times 9$ coefficient matrix. Since $\mathbf{F}$ has 7 degrees of freedom, 7 correspondences are enough to compute $\mathbf{F}$. In this minimum case ( 7 correspondences), the solution space has dimension 2 of the form $\lambda_{1} \mathbf{F}_{1}+\lambda_{2} \mathbf{F}_{2}$ with $\mathbf{F}_{1}$ and $\mathbf{F}_{2}$ corresponding to two independent null vectors of $\mathbf{A}$. Since $\mathbf{F}$ is a homogeneous entity, the solution does not change by multiplying a non-zero scalar, for example, $1 /\left(\lambda_{1}+\lambda_{2}\right)$. So the solution becomes $\alpha \mathbf{F}_{1}+(1-\alpha) \mathbf{F}_{2}(\alpha=$ $\left.\lambda_{1} /\left(\lambda_{1}+\lambda_{2}\right)\right)$.

Remember that $\operatorname{det}(\mathbf{F})=\operatorname{det}\left(\alpha \mathbf{F}_{1}+(1-\alpha) \mathbf{F}_{2}\right)=0$ since $\mathbf{F}$ has rank 2. This leads to a cubic polynomial equation in $\alpha$. It has either 3 real solutions or 1 real solution and 2 complex conjugate solutions. Only the real solutions make sense for $\mathbf{F}$. So $\mathbf{F}=\alpha \mathbf{F}_{1}+(1-\alpha) \mathbf{F}_{2}$ has 1 or 3 possible solutions. The geometric interpretation of 1 or 3 solutions is in chapter 22 of [89]. From the point of view of critical surfaces, the seven points and two camera centers must lie on a quadric surface (since 9 points lie on a quadric). If this quadric is ruled, then there
will be three solutions. On the other hand, if it is not ruled quadric (for instance an ellipsoid) then there will be only one solution. The 7 -point algorithm requires the minimum number of correspondences to solve $\mathbf{F}$ and it is often integrated in the outlier detection algorithm to extract the good $\mathbf{F}$ like [67, 129].

## The 8-point Algorithm

The 8-point algorithm is a simpler computation method of $\mathbf{F}$. In this case, the solution space has only dimension 1 and the $\mathbf{F}$ is uniquely determined up to scale. But because of noise in point coordinates, $\operatorname{det}(\mathbf{F})$ is not equal to 0 . The convenient method to enforce the determinant constraint is to use the SVD (Singular Value Decomposition, see Appendix A.2) and to replace the smallest singular value by 0 . The obtained $\mathbf{F}^{\prime}$ is optimal in the sense of minimizing the Frobenius norm $\left\|\mathbf{F}-\mathbf{F}^{\prime}\right\|$. A key point of the 8-point algorithm is the normalization which makes the points more concentrated around their centroid. In Hartley's original paper [87], he proposed to translate the points so that the origin is at the centroid of the points, and to scale the points so that the average distance from the points to their centroid is equal to $\sqrt{2}$. This normalization improves dramatically the conditioning of the coefficient matrix $\mathbf{A}$ in (2.62) and make all entries of $\mathbf{F}$ contribute approximately equally to the error term.

## Algorithm 1 (8-point normalization algorithm)

Objective Given $n \geqslant 8$ image point correspondences $\left\{\mathbf{x}_{i} \leftrightarrow \mathbf{x}_{i}^{\prime}\right\}$, determine the fundamental matrix $\mathbf{F}$ such that $\mathbf{x}_{i}^{\prime T} \mathbf{F} \mathbf{x}_{i}=0$

1. Normalization: Transform the image coordinates according to $\hat{\mathbf{x}}_{i}=\mathbf{T x}_{i}$ and $\hat{\mathbf{x}}_{i}^{\prime}=$ $\mathbf{T}^{\prime} \mathbf{x}_{i}^{\prime}$, where $\mathbf{T}$ and $\mathbf{T}^{\prime}$ are normalization transformations consisting of a translation and scaling:

$$
\mathbf{T}=\left(\begin{array}{ccc}
1 / \alpha & 0 & -u / \alpha \\
0 & 1 / \alpha & -v / \alpha \\
0 & 0 & 1
\end{array}\right), \quad \mathbf{T}^{\prime}=\left(\begin{array}{ccc}
1 / \alpha^{\prime} & 0 & -u^{\prime} / \alpha^{\prime} \\
0 & 1 / \alpha^{\prime} & -v^{\prime} / \alpha^{\prime} \\
0 & 0 & 1
\end{array}\right)
$$

with $(u, v)^{T}$ and $\left(u^{\prime}, v^{\prime}\right)^{T}$ the centroid of the points in the first and second image respectively; $1 / \alpha$ and $1 / \alpha^{\prime}$ the scale to make average distance from the points to the centroid equal to $\sqrt{2}$.
2. Find the fundamental matrix $\hat{\mathbf{F}}$ corresponding to the matches $\left\{\hat{\mathbf{x}}_{i} \leftrightarrow \hat{\mathbf{x}}_{i}^{\prime}\right\}$ by
(a) Linear solution: Determine $\hat{\mathbf{F}}$ from the singular vector corresponding to the smallest singular value of $\hat{\mathbf{A}}$, where $\hat{\mathbf{A}}$ is the coefficient matrix composed from the matches $\left\{\hat{\mathbf{x}}_{i} \leftrightarrow \hat{\mathbf{x}}_{i}^{\prime}\right\}$.
(b) Constraint enforcement: Replace $\hat{\mathbf{F}}$ by $\hat{\mathbf{F}}^{\prime}$ such that $\operatorname{det}\left(\hat{\mathbf{F}}^{\prime}\right)=0$ by setting the smallest singular value to be 0 .
3. Denormalization: Set $\mathbf{F}=\mathbf{T}^{\prime T} \hat{\mathbf{F}}^{\prime} \mathbf{T}$. Matrix $\mathbf{F}$ is the fundamental matrix corresponding to the original data $\left\{\mathbf{x}_{i} \leftrightarrow \mathbf{x}_{i}^{\prime}\right\}$.


Figure 2.7: Rectification illustration. Left: original cameras configuration. Right: Camera configuration after rectification. Image planes are coplanar and their $x$-axis is parallel to the baseline $\mathbf{C C}^{\prime}$.

### 2.7 Rectification

Image rectification is the process of re-sampling pairs of stereo images in order to produce a pair of "matched epipolar" projections. The rectification makes the corresponding epipolar lines coincide and be parallel to the $x$-axis. Consequently, the disparity between two images is only in the $x$-direction. A pair of stereo-rectified images is helpful for dense stereo matching algorithms. It restricts the search domain for each match to a line parallel to the $x$-axis.

### 2.7.1 Special Form of F

From the geometric viewpoint, the rectification is achieved when both cameras have their image planes coplanar and the $x$-axis of the image planes parallel to the baseline. This means that the motion between both cameras is a pure translation with no rotation. One can assume that the rectified camera matrices are $\mathbf{P}=\mathbf{K}[\mathbf{I} \mid \mathbf{0}]$ and $\mathbf{P}^{\prime}=\mathbf{K}[\mathbf{I} \mid-\lambda \mathbf{i}]$ with $\mathbf{i}=\left(\begin{array}{lll}1 & 0 & 0\end{array}\right)^{T}$ ( $\lambda$ is the distance between the camera centers, called the baseline). Using (2.58) with $\mathbf{R}=\mathbf{I}$ and $\mathbf{T}=-\lambda \mathbf{i}$ we get

$$
\begin{equation*}
\mathbf{F}=-\lambda \mathbf{K}^{-T}[\mathbf{i}]_{\times} \mathbf{K}^{-1} \tag{2.64}
\end{equation*}
$$

and after simplification (and ignoring the scale $-\lambda$ )

$$
\begin{equation*}
\mathbf{F}=[\mathbf{i}]_{\times} . \tag{2.65}
\end{equation*}
$$

Putting this special fundamental matrix in (2.51), we have $y=y^{\prime}$, that is, the epipolar lines are corresponding raster lines and the disparity is in the $x$-direction.

### 2.7.2 Invariance

Note that the solution to the rectification is not unique. Once the rectification is achieved, we can rotate two cameras together around the baseline and the resulting images remain rectified. The ideal is to achieve the rectification by introducing a projective distortion as small as possible. A robust three-step image rectification method which implicitly minimizes the projective distortion, will be presented in Chapter 7.

## Chapter 3

## The Calibration Harp: a Measurement Tool of the Lens Distortion
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#### Abstract

This chapter introduces a general tool for measuring the lens distortion of any camera, and for evaluating the performance of any camera calibration algorithm. Lens distortion is a non-linear deformation which deviates a pinhole camera from perspective projection. Since the preservation of point alignments characterizes a perspective projection, it is reasonable to measure the straightness of the projections of 3D straight lines to evaluate the lens distortion. To have a precise evaluation in practice, we need some very straight strings of good quality. It is relatively easy to ensure the straightness of strings by tightening them on a frame, while it is more delicate to choose an appropriate type of string. We tried four types of strings and found that the opaque fishing string was the best choice for our purpose. We therefore built an evaluation pattern made of several parallel opaque strings tightened on a wooden frame, which we called "calibration harp". The Devernay sub-pixel precision edge detector are used to extract the edge points in image, which are then associated to the line segments detected by LSD (Line Segment Detector). Finally, the distortion is evaluated as the root-mean-square ( $R M S$ ) distance from the edge points belonging to a same line segment to their corresponding linear regression line.


### 3.1 Introduction

For precise 3D stereo applications, lens distortion correction is a crucial step. Once a camera is calibrated, triangulation techniques permit a direct reconstruction of 3D scenes. But if an imprecise distortion model is used to correct the images, the residual distortion will be directly back-projected to the reconstructed 3D scene and distort globally the 3D scene. This imprecision can be a serious hindrance in remote sensing applications such as the early warnings of geology disasters, or in the construction of topographic maps from stereographic pairs of aerial photographs. Despite its importance, there is to the best of our knowledge no standard measurement for camera distortion correction. However, such measurements are implicit in the energy functionals minimized for distortion correction. In the literature, three kinds of distortion correction methods coexist by minimizing different error terms:

- classic pattern-based methods minimize the re-projection error;
- plumb-line methods minimize the straightness error of corrected lines;
- enlarged epipolar methods minimize the algebraic error in the estimate of the enlarged fundamental matrix.

In most classic pattern-based methods the lens distortion is estimated together with the camera internal and external parameters [159, 172, 191, 95, 177]. Hence their name of global camera calibration methods. These methods are mostly not pattern-free: they use photographs of a known planar or non-planar pattern containing simple geometric shapes. The corners or the centroids of these shapes are used as accurate control points. The global process finds the camera parameters minimizing the distance between the observed position of these points in the real image, and their position in the image simulated by retro-projection of the pattern model using the camera model. This is a non-linear problem with many parameters. So the result will be precise only if the model parameters capture the correct physical camera properties of cameras, and if the minimization algorithm finds a global minimum.

The second kind is the "plumb-line" method, which rectifies the distorted lines in images which contain the projection of 3D straight lines. The first paper proposing a "plumb-line" method seems to be Brown (1971, [25]). This idea has been applied to most distortion models: the radial model [4, 151, 145], the FOV (Field Of View) model [53], or the rational function model [38]. These methods minimize the straightness error of the corrected lines.

Recently, more attention has been paid to pattern-free methods (or self-calibration methods) where the estimation of the distortion is obtained without using any specific pattern. The distortion is estimated from the correspondences between two or several images in absence of any camera information. The main tool is the so-called enlarged epipolar constraint, which incorporates lens distortion into the epipolar geometry. Some iterative [161, 190] or non-iterative methods, for example the quadratic-eigenvalue problem (QEP) in [126, 68], the lifting method in [10], the companion matrix method in [108], the radial trifocal tensor in [168], the quadrifocal tensor in [168], the ratio function model in [39], the Gröbner basis method $[104,144,32,103,97]$ are used to estimate the distortion and correct it. All of these methods minimize the algebraic error in the estimate of the enlarged fundamental matrix.

As we mentioned the minimized error depends on the method. This means that there is no common evaluation for the correction precision of the different methods. It seems desirable to propose an absolute distortion correction measurement, provided its simplicity and completeness proves faultless. Such an evaluation will be proposed here. It is based on the theorem in section 3.2. In section 3.3, we discuss how to build a pattern called "calibration harp" for this precision verification. Section 3.4 shows in practice how to use the photos of the calibration harp to compute the correction precision.

### 3.2 From Straight Lines to Straight Lines

In this section, we treat briefly the mathematical theory on which the evaluation tool is based. It is well known that the alignment is the only property preserved in the perspectivel projection. Even though the following theorem has been widely cited in computer vision papers [25, 4, 151, 145, 53], there is no proof for it in the literature.

Theorem 2 Let $\mathbf{T}$ be a continuous transform from $\mathcal{P}^{3}$ to $\mathcal{P}^{2}$ (from 3D projective space to $2 D$ projective plane). If there is a point $\mathbf{C}$ such that:
(a) the images of any three point belonging to a line in $\mathcal{P}^{3}$ not containing $\mathbf{C}$, are aligned points in $\mathcal{P}^{2}$;
(b) the images of any two points belonging to a line in $\mathcal{P}^{3}$ containing $\mathbf{C}$, are the same point in $\mathcal{P}^{2}$;
(c) there are at least four points belonging to a plane not containing $\mathbf{C}$, such that any group of three of them are non aligned, and their images are non aligned either;
then $\mathbf{T}$ is a perspective projection with center $\mathbf{C}$.

This theorem provides us with a fundamental tool to verify that a camera (or virtual camera) follow the pinhole model. Some comments about the hypotheses are pertinent. Hypothesis
(a) is the main one: the transform maps lines into lines. However, this is limited to lines not passing through the camera center. Lines described by light rays entering the camera map into just one point on the image plane (when in focus), as required by hypothesis (b). Finally, hypothesis (c) is just needed to discard the degenerate case that brings the whole space $\mathcal{P}^{3}$ into one line.

Before giving the proof of the theorem, an auxiliary lemma needs to be stated and proved:

Lemma 1 Let $\mathbf{H}$ be a continuous transform from $\mathcal{P}^{2}$ to $\mathcal{P}^{2}$ (projective plane). Assume that the image of any three aligned points are still aligned points, and that there are at least four points such that any group of three of them are non aligned and their images are non aligned either. Then $\mathbf{H}$ is a homography.

## Proof

1. Assume, without loss of generality (by composing $\mathbf{H}$ with the adequate homography), that the four considered points $\mathbf{X}_{1}, \ldots, \mathbf{X}_{4}$ have homogeneous coordinates $(0,0,1)^{T}$, $(1,0,1)^{T},(0,1,1)^{T}$ and $(1,1,1)^{T}$ (vertices of a unit square) and consider their images by $\mathbf{H}$. Any group of three of the four image points $\mathbf{H}\left(\mathbf{X}_{1}\right)$ to $\mathbf{H}\left(\mathbf{X}_{4}\right)$ are not aligned by hypothesis. Let $\mathbf{H}_{0}$ be the homography mapping $\mathbf{H}\left(\mathbf{X}_{i}\right)$ to $\mathbf{X}_{i}$ for all $i$. We want to show that $\mathbf{H}_{0} \circ \mathbf{H}=\mathbf{I}$ (identity), proving that $\mathbf{H}=\mathbf{H}_{0}^{-1}$ is a homography. We will note $\mathbf{G}=\mathbf{H}_{0} \circ \mathbf{H}$ in the rest of the proof.

2. By construction of $\mathbf{H}_{0}$, we have $\mathbf{G}\left(\mathbf{X}_{i}\right)=\mathbf{X}_{i}$. Since $\mathbf{G}$ preserves aligned points, the lines $x=0$ and $x=1$ are globally invariant through $\mathbf{G}$. So their intersection $\mathbf{Y}_{\infty}=(0,1,0)^{T}$ is fixed by $\mathbf{G}$. The same holds for $\mathbf{X}_{\infty}=(1,0,0)^{T}$. By intersecting the diagonals of the square, we see that the point $\mathbf{X}_{5}=\left(\mathbf{X}_{1}+\mathbf{X}_{4}\right) / 2=\left(\mathbf{X}_{2}+\mathbf{X}_{3}\right) / 2$ is also fixed. Now the horizontal and vertical lines through this point are globally invariant (since $x_{\infty}$ and $y_{\infty}$ are fixed) and intersecting with the edges of the square, we see that all points $\left(\mathbf{X}_{i}+\mathbf{X}_{j}\right) / 2$ are fixed.

3. By the same reason, considering the four squares of respective diagonals $\mathbf{X}_{i} \mathbf{X}_{5}(i=$ $1, \ldots, 4)$ whose vertices are fixed as shown above, we see that all points $\left(3 \mathbf{X}_{i}+\mathbf{X}_{j}\right) / 4$ are fixed. By a recursion argument, all points of coordinates $(x, y, 1)^{T}$ with $0 \leq x, y \leq 1$ and $x$ and $y$ of finite binary expression are fixed. These points being dense in the unit square and by continuity of $\mathbf{G}$, we see that all points of this unit square are fixed.

4. Consider any point $\mathbf{X}=(x, y, z)^{T} \in \mathcal{P}^{2}$. $\mathbf{X}$ can always be seen as the intersection of two lines intersecting the open unit square. Each of this line containing thus two fixed points of $\mathbf{G}$, they are globally invariant by $\mathbf{G}$ and so $\mathbf{G}(\mathbf{X})=\mathbf{X}$ by intersection.

## Proof of the theorem

1. Let us call $\pi$ the plane in $\mathcal{P}^{3}$ containing the four points of hypothesis (c). Note that by hypothesis, $\pi$ does not contain the point $\mathbf{C}$.
2. We construct an auxiliary perspective projection with center $\mathbf{C}$ defined by

$$
\mathbf{Q}=\left(\begin{array}{llll}
1 & 0 & 0 & -x_{C} \\
0 & 1 & 0 & -y_{C} \\
0 & 0 & 1 & -z_{C}
\end{array}\right) .
$$

We will call $\overline{\mathbf{Q}}$ the restriction of $\mathbf{Q}$ to the plane $\pi$. By construction, $\overline{\mathbf{Q}}$ is a continuous and bijective transformation from $\mathcal{P}^{2}$ to $\mathcal{P}^{2}$, and it maps aligned points into aligned points.
3. We will call $\overline{\mathbf{T}}$ the restriction of $\mathbf{T}$ to the plane $\pi$. By hypotheses, $\overline{\mathbf{T}}$ is continuous, transforms aligned points into aligned points, and there are at least four points such that any group of three of them are non aligned and their images are non aligned either.
4. Let us call $\mathbf{H}$ the transformation from $\mathcal{P}^{2}$ to $\mathcal{P}^{2}$ defined by $\mathbf{H}=\overline{\mathbf{T}} \circ \overline{\mathbf{Q}}^{-1}$. By construction, $\mathbf{H}$ satisfies the hypotheses of the lemma. Then, $\mathbf{H}$ is a homography.
5. Given a point $\mathbf{X}$ of $\mathcal{P}^{3}$, we call $\tilde{\mathbf{X}}$ the intersection of line $\overline{\mathbf{C X}}$ with plane $\pi$. By hypothesis (b), we know that $\mathbf{T}(\mathbf{X})=\mathbf{T}(\tilde{\mathbf{X}})$. Then,

$$
\mathbf{T}(\mathbf{X})=\mathbf{T}(\tilde{\mathbf{X}})=\overline{\mathbf{T}}(\tilde{\mathbf{X}})=\mathbf{H} \circ \overline{\mathbf{Q}}(\tilde{\mathbf{X}}) .
$$



But, as $\mathbf{Q}$ is a perspective projection of center $\mathbf{C}$, and $\tilde{\mathbf{X}}$ belongs to the line $\overline{\mathbf{C X}}$,

$$
\overline{\mathbf{Q}}(\tilde{\mathbf{X}})=\mathbf{Q}(\mathbf{X})
$$

Finally, $\mathbf{T}=\mathbf{H} \circ \mathbf{Q}$ and is a perspective projection with center $\mathbf{C}$.

The aim of distortion correction is exactly to bring a real camera back to a pinhole camera. Since the above theorem presents a necessary and sufficient condition, it is enough to rectify all the observed distorted lines coming from real straight lines to obtain a pinhole camera. Thus, compared to other methods, plumb-line methods seem to minimize the correct error. Yet, in the literature on plumb-line methods, there is surprisingly no detail about experiment setups: what kind of physical lines, how to ensure their straightness, how to photograph them, how to detect and extract them etc. Since all of these points are crucial to devise a precise evaluation tool, we will present them in the following sections.

### 3.3 Building the Calibration Harp

According to the above theorem, it is necessary to photograph physically guaranteed straight lines in the scene. But there are seldom absolutely straight lines in a physical scene. Probably the best opportunity would be given by a cable-stayed bridge. Its cables, which support the weight of the bridge, are therefore very tightly stretched. Nonetheless, it is still more convenient to dispose of a homemade pattern containing very straight lines. As a matter of fact, we discovered that it is relatively easy to build this kind of pattern. Any solid frame, for example a wooden frame like the one shown in Fig. 3.2 will do. Two dozens screws were planted on two opposite sides of the frame. Finally we tightened (manually) the strings and fixed them with the aid of the screws to ensure the straightness of the strings. This pattern looks like the musical instrument harp, hence the "calibration harp" name. Such a frame can be built in less than one hour with only the wooden frame, the screws, a screwdriver and the strings. Nevertheless the quality of the strings matters. Four different strings were tried: sewing string, tennis racket string, a transparent fishing string and an opaque fishing string. The sewing strings are not very smooth and their thickness oscillates in a braid
pattern along the strings, due to their twisted structure (see Fig. 3.1a). Among the four types of strings, the tennis racket string (Fig. 3.1b), the transparent fishing string and the opaque fishing string (Fig. 3.1c) are apparently more smooth than the sewing string and have a more uniform thickness. But, as we shall see, the tennis racket strings are rigid and would require an extreme tension to become straight. The fishing strings are both smooth and flexible, thus can be easily tightened to be very straight on the wooden frame (see Fig. 3.2). But the transparent fishing string behaves like a lens and is therefore not adequate. So the opaque fishing string turns out to be the best choice to build the calibration harp.


Figure 3.1: The quality of lines. (a) sewing line. (b) tennis racket line. (c) opaque fishing line.

To ensure the precision of the edge detection in the string images, a uniform background whose color contrasts well with the string color must be preferred. The first idea was to use a uniform wall as background. However, the projected shadows of the strings on the wall were a nuisance which could cause the edge detector failure (see Fig. 3.2a and 3.2c). The uniform wall would therefore need to be be far away from the harp, which is not easy to realize. Next to a uniform wall, the sky is the only distant and uniform background that comes into mind. Yet, in the experiments, we found that it was difficult to take photographs of the harp against the sky. When the angle of view of the camera is large, it is difficult to photograph only the sky and to avoid the interference of buildings, trees, etc. in the photos. In addition, even if at first sight the sky looks uniform, it turns out to be often inhomogeneous: see Fig. 3.3a). The final solution was to fix a translucent paper on the back of the harp and to place the frame back in front of any natural or artificial back light (see Fig. 3.2b and 3.2d for the harp with the translucent paper). This setup permits to take photos anywhere, provided the back of the harp is sufficiently lit.

Remark that the above mentioned theorem only addresses the geometric aspects of image acquisition, and does not consider other necessary aspects of image formation: lens blur, motion blur, aliasing, noise, vignetting, etc. In reality, the photographs of strings are always perturbed by such effects. To lessen the optical aberration as much as possible, the photo must be taken under a controlled condition. In our experimental setups, a Canon EOS 30D reflex camera was installed on a tripod with 10 seconds timer to avoid hand shakes and motion blur. The camera could be rotated on the tripod to take photos with varying orientations, but

(a) The harp with an uniform opaque object as background

(c) A close-up of the harp with an uniform opaque object as background

(b) The harp with a translucent paper as background

(d) A close-up of the harp with a translucent paper as background

Figure 3.2: The harp with an opaque object or a translucent paper as background. (a) The harp with an uniform opaque object as background (see a close-up in (c)). (b) The harp with a translucent paper as background (see a close-up in (d)). Shadows can be observed in (a) and (c), while there is no shadow in (b) or (d).
keeping the camera plane parallel to itself and the same distance to the harp. Compared to the photos of sewing strings taken by hand against the sky (Fig. 3.3a), the photos of opaque fishing strings with a translucent paper (Fig. 3.3b) have a more uniform background. In addition, the images taken by hand (Fig. 3.3a) suffer from inhomogeneous blur or variation of strings thickness caused by the inconstant distance from camera to the harp or the hand motion, while the images taken by tripod (Fig. 3.3b) have a better quality.


Figure 3.3: The quality of photos depends on the harp, its background and also the stability of camera for taking photos.

### 3.4 Line Segment Detection and Edge Points Extraction

In this section, we describe how to evaluate numerically the correction precision. Assume the distortion in the photos of calibration harp is estimated and corrected by a certain distortion correction method. According to the above theorem, whether a camera is a pinhole camera or not can be evaluated by judging whether the corrected lines are straight or not. The straightness of a line is defined as the root-mean-square (RMS) distance from the edge points to their corresponding linear regression line. To compute the RMS distance, we need to extract the edge points of the distorted lines from the images in sub-pixel precision. Briefly, the lines are first detected by the LSD algorithm which groups the pixels having coherent gradient direction into line support regions [174]. In each validated line support region, Devernay's algorithm [52] is used to extract the edge points at sub-pixel precision. Finally, a 1D Gaussian convolution followed by a sub-sampling is performed on the extracted edge points to reduce the detection and aliasing noise left by this detection, without altering significantly the global distortion to be corrected.

### 3.4.1 Line Detection

LSD is a linear-time line segment detector that gives accurate results, controls its own false detection rate, and requires no parameter tuning [174]. The algorithm starts by computing the gradient direction at each pixel to produce a level-line field, i.e., a unit vector field such that all vectors are tangent to the level line going through their base point. Then, this field is
segmented into connected regions of pixels that share the same level-line angle up to a certain tolerance (see Fig. 3.4). These connected regions are called line support regions. Each line support region (a set of pixels) is a candidate for a line segment, which is then validated by a contrario approach and the Helmholtz principle proposed in [50, 51].


Figure 3.4: LSD algorithm.

### 3.4.2 Devernay's Detector

The LSD algorithm gives a validated line support region associated to a line segment, which groups a set of pixels sharing the same gradient orientation up to some toleration. Devernay's detector [52] is then used to extract the edge points of the line segments with sub-pixel precision in each validated line support region. On good quality images (SNR larger than 100), Devernay's detector can attain a precision of about 0.05 pixels. The implementation of Devernay's detector is very simple since it is derived from the well-known Non-Maxima Suppression method [33, 49]. It can be recapitulated in the following steps.

1. Let a point $(x, y)$, where $x$ and $y$ are integers and $I(x, y)$ the intensity of pixel $(x, y)$.
2. Calculate the gradient of image intensity and its magnitude in $(x, y)$.
3. Estimate the magnitude of the gradient along the direction of the gradient in some neighborhood around $(x, y)$.
4. If $(x, y)$ is not a local maximum of the magnitude of the gradient along the direction of the gradient then it is not an edge point.
5. If $(x, y)$ is a local maximum then estimate the position of the edge point in the direction of the gradient as the maximum of an interpolation on the values of the gradient norm at $(x, y)$ and the neighboring points.

In step 3 , the magnitude of the gradient along the direction of the gradient at points $(x, y)$ is computed by linearly interpolating the closest points in the $3 \times 3$ neighborhood of the point $(x, y)$ (see Fig. 3.5). In step 5, if the gradient magnitude of $(x, y)$ is a local maximum,
it is considered as a good edge point. Then its position is refined by a simple quadratic interpolation of the values of the gradient magnitude between the 3 values in the gradient direction. The quadratic function of gradient magnitude along the gradient direction can be written as

$$
\begin{equation*}
f(l)=a l^{2}+b l+c \tag{3.1}
\end{equation*}
$$

with $l$ the distance to the point $(x, y)$ and $a, b$ and $c$ unknown parameters. In Fig. 3.5, three points $A, B$ and $C$ is sufficient to compute $a, b$ and $c$. Then the offset $l_{0}$ of the refined edge point to the point $(x, y)$ can be obtained by computing the derivative of $f(l)$ and setting it to zero: $\left.\frac{d f(l)}{d l}\right|_{l=l_{0}}=0$.

Remark that the sub-pixel refinement of Devernay's detector is similar to the one of the SIFT method [117] except that SIFT works on the Laplacian value and uses a two-dimension quadric interpolation, while Devernay's detector works on the magnitude of gradient and uses a one-dimensional quadric interpolation in the gradient direction.


Figure 3.5: Devernay sub-pixel precision edge detector. The vector $\vec{g}$ is the gradient direction at the point $(x, y)$. The gradient magnitude at point $B$ is linearly interpolated by the gradient magnitude at point $A_{3}$ and $A_{4}$. Similarly, the gradient magnitude at point $C$ is linearly interpolated by the gradient magnitude at point $A_{7}$ and $A_{8}$. If point $A$ has a gradient magnitude larger than $B$ and $C$, it is considered as a good edge point. Its position is refined by computing an offset through a quadric interpolation along the direction of $\vec{g}$.

### 3.4.3 Convolution and Sub-Sampling of Edge Points

For the photos of strings, almost every pixel along each side of one string is detected as an edge point at sub-pixel precision. So there are about 1000 edge points detected for a line of length about 1000 pixels. This large number of edge points opens the possibility to further reduce the detection and aliasing noise left by the detection through a convolution followed by a sub-sampling. A Gaussian blur of about $0.8 \times \sqrt{t^{2}-1}$ is needed before a $t$-subsampling to avoid aliasing [132]. We have two one-dimensional signals ( $x$-coordinate and $y$-coordinate
of edge points) along the length of the line. The Gaussian convolution is performed both one-dimension signals, parameterized by the length along the edge. This is done by a uniform re-sampling by length along the line. To ensure a high accuracy, the sampling step is $m$ times smaller than the average distance between two adjacent edge points. A linear interpolation is used to accelerate the re-sampling (see Fig. 3.6). Assume the distance between two adjacent edge points $\left(x_{1}, y_{1}\right)$ and $\left(x_{2}, y_{2}\right)$ is $l$ and the re-sampling step is $d \simeq 1 / m$. Then the re-sampled point ( $x^{\prime}, y^{\prime}$ ) can be expressed as

$$
\begin{aligned}
x^{\prime} & =\frac{d}{l}\left(x_{2}-x_{1}\right)+x_{1} \\
y^{\prime} & =\frac{d}{l}\left(y_{2}-y_{1}\right)+y_{1} .
\end{aligned}
$$

Once the line is re-sampled, the Gaussian blur $0.8 \times \sqrt{t^{2}-1}$ can be applied and is followed by a sub-sampling with factor $m t$ on the $x$ and $y$ coordinates separately (the sub-sampling factor is $m t$ because the re-sampling step is $m$ times smaller than the average distance between two adjacent edge points).


Figure 3.6: Line re-sampling. The red points $\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right), \cdots$ are the edge points extracted by Devernay's detector. They are irregularly sampled along the line. The re-sampling (in green) is along the length of the line with the uniform step $d$. The linear interpolation is used to compute the re-sampled point fast.

### 3.4.4 Computation of Straightness

The straightness of a line is measured as the root-mean-square (RMS) distance from its edge points to its global linear regression line. Given a set of corrected edge points $\left(x_{u_{i}}, y_{u_{i}}\right)_{i=1, \cdots, N}$ which are supposed to be on the image of a straight line, one can compute the linear regression line by

$$
\begin{equation*}
\alpha x_{u_{i}}+\beta y_{u_{i}}-\gamma=0 \tag{3.2}
\end{equation*}
$$

with $\tan 2 \theta=-\frac{2\left(A_{x y}-A_{x} A_{y}\right)}{V_{x x}-V_{y y}}, \alpha=\sin \theta, \beta=\cos \theta, A_{x}=\frac{1}{N} \sum_{i=1}^{N} x_{u_{i}}, A_{y}=\frac{1}{N} \sum_{i=1}^{N} y_{u_{i}}, A_{x y}=$ $\frac{1}{N} \sum_{i=1}^{N} x_{u_{i}} y_{u_{i}}, V_{x x}=\frac{1}{N} \sum_{i=1}^{N}\left(x_{u_{i}}-A_{x}\right)^{2}, V_{y y}=\frac{1}{N} \sum_{i=1}^{N}\left(y_{u_{i}}-A_{y}\right)^{2}$ and $\gamma=A_{x} \sin \theta+A_{y} \cos \theta$. Then the straightness measure is computed as

$$
\begin{equation*}
S=\sqrt{\frac{\sum_{i=1}^{N}\left(\alpha x_{u_{i}}+\beta y_{u_{i}}-\gamma\right)^{2}}{N}} . \tag{3.3}
\end{equation*}
$$

### 3.5 Experiments

In this section, we just show some results to support our argument that the opaque fishing string is more appropriate to evaluate the correction precision. A good string should not have other imperfection aspects which introduce some error susceptible to be mixed with the lens distortion. We hope that once the distorted line is ideally corrected by a certain correction method, its straightness only reflects the correction performance, but is not affected by other factors.

In Fig. 3.7, the high frequency of the distorted sewing string, the distorted tennis racket string and the distorted opaque fishing string are compared to the straightness error of their corresponding corrected strings. The almost superimposing high frequency oscillation means that the high frequency of the distorted strings is not changed by the lens distortion correction. In such a case, the straightness error includes the high frequency of the distorted strings and does not really reflect the correction performance. So it is better to use the string which contains a high frequency oscillation as small as possible. Among the three types of strings, the opaque fishing string shows the smallest such oscillation. The larger oscillation of the sewing string is due to a variation of the thickness related to its twisted structure, while the tennis racket string is simply too rigid to be stretched, even if this is not apparent in Fig. 3.1b).


Figure 3.7: The small oscillation of the corrected lines is related to the quality of the strings. The green curve shows the RMS distance (in pixels) from the edge points of a corrected line to its regression line. The red curve shows the high frequency of the corresponding distorted line. The corrected line inherits the oscillation from the corresponding distorted line. (a) the sewing string. (b) the tennis racket string. (c) the opaque fishing line. The $x$-axis is the index of edge points. The range of $y$-axis is from -0.3 pixels to 0.3 pixels.
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#### Abstract

This chapter points out and attempts to remedy a serious discrepancy in results obtained by global calibration methods: The re-projection error can be rendered very small by these methods, but we show that the optical distortion correction is far less accurate. This discrepancy can only be explained by internal error compensations in the global methods that leave undetected the inadequacy of the distortion model. This fact led us to design a model-free distortion correction method where the distortion can be any image domain diffeomorphism. The obtained precision compares favorably to the distortion given by state of the art global calibration and reaches a RMSE of 0.08 pixels. This non-parametric method requires a flat and textured pattern. By using the dense matchings between the pattern and its photo, a distortion field can be obtained by triangulation and local affine interpolation. The obtained precision compares favorably to the distortion given by state of the art global calibration and reaches a RMSE of 0.08 pixels. The non-flatness of the pattern is a limitation of this method and can introduce a systematic error in the distortion correction. Nonetheless, we also show that this accuracy can still be improved.


### 4.1 Introduction

This chapter presents a small step forward in a research programme whose aim is to devise a highly accurate camera calibration method. By highly accurate, we mean that the residual error between the camera and its numerical model obtained by calibration should be far smaller than the pixel size. At first sight, this problem seemed to have been solved adequately by recent global calibration methods. The celebrated Lavest et al. method [95] measures the non-flatness of a pattern and yields a remarkably small re-projection error of about 0.02 pixels, which outperforms the precision of other methods. The experiments described below will actually confirm this figure. For the goals of computer vision, this precision would be more than sufficient. Yet, this chapter describes a seriously discrepant accuracy measurement contradicting this hasty conclusion. According to the measurement tool of distortion correction precision developed in Chapter 3, the only objective and correct criterion is straightness of corrected lines.

Following this tool, the accuracy criterion used herewith directly measures the straightness of corrected lines. We shall see that this straightness criterion gives a RMSE in the order of 0.2 pixel, which contradicts the 0.02 pixel re-projection accuracy. This significant discrepancy means that, in the global optimization process, errors in the external and internal camera parameter are being compensated by opposite errors in the distortion model. Thus, an inaccurate distortion model can pass undetected [177, 108]. Such facts raise a solid objection to global calibration methods, which estimate simultaneously the lens distortion and the camera parameters. This chapter reconsiders the whole calibration chain and examines an alternative way to guarantee a high accuracy. A useful tool toward this goal will be proposed and carefully tested. It is a direct nonparametric distortion correction method. By nonparametric, we mean that the distortion model allows for any diffeomorphism.

We shall follow the usual assumption that a real camera deviates from the ideal pinhole model [89] by a lens distortion [25]. Thus, distortion correction is a fundamental step in multi-view geometry applications such as 3D reconstruction. The above mentioned error measurement discrepancy may explain why three categories of distortion correction methods still coexist:

- classic pattern-based methods, by minimizing the re-projection error;
- plumb-line methods, by minimizing the straightness error of corrected lines;
- enlarged epipolar methods, by minimizing the algebraic error in the estimate of enlarged fundamental matrix.

Traditionally, in classic pattern-based methods, the lens distortion is estimated together with the camera internal and external parameters [159, 172, 191, 95, 177]. So we call these methods global camera calibration methods. These methods usually are not blind and need a known planar or non-planar pattern which contains simple geometric shapes. The corners or the centroid of these shapes are used as accurate control points. The global process finds the camera parameters minimizing the distance between the observed position of these points in the real image, and their position in the image simulated by retro-projection of the pattern model using the camera model. By ignoring the distortion, this problem can be approximated by a linear minimization problem $[1,84,172,125,66,77,179]$, which estimates the the camera projection matrix from 3D to 2D (a singular case occurs, however, when the pattern is planar, where only a $3 \times 3$ homography can be estimated). These methods are implicit because the entries of the $3 \times 4$ projection matrix do not have a direct physical meaning and are useless in camera modeling. Some decomposition methods have been proposed to extract the camera intrinsic parameters [125, 191]. The advantage of these linear methods is that a closed-form solution can be derived. But the non-linear lens distortion cannot be incorporated in the formulation and thus the obtained precision is usually limited. To solve this problem, several non-linear methods have been proposed which include lens distortion parameters in the camera model $[26,1,179,60,159]$. This kind of method can a priori model any kind of camera any and any lens distortion. But the result will be precise only if the model parameters capture the correct physical camera properties of cameras, and if the minimization algorithm finds a global minimum. The Levenberg-Marquardt algorithm [107, 123] (see Appendix A.3) is generally used in this situation to perform the non-linear minimization. Therefore a global convergence cannot be guaranteed unless a good initialization point is chosen. To avoid local minima in the non-linear minimization, a two-step strategy is often used. The closed-form solution is first found by a linear method. It is hereafter refined in a non-linear optimization adding the lens distortion parameters $[172,177]$. Nevertheless, global camera calibration methods suffer a common drawback: errors in the external and internal camera parameter can be compensated by opposite errors in the distortion model. Thus the residual error can be small while the distortion model is not that precise [177, 108].

To avoid this error compensation between camera parameters, the general idea is to correct first only the lens distortion, without estimating the other camera parameters. The first paper about lens distortion correction is perhaps Brown's [25], which is based on the fact that the image of 3 D line must be straight in the 2D image if the camera is a pinhole camera (no lens distortion) [53, 89]. This idea was also used in other works for various distortion models: a radial distortion model in [4, 151, 145], a FOV (Field Of View) model in [53], a rational function model in [38]. These methods are often called plumb-line methods, because they require the detection in the image of curves which are images of straight lines.

Recently more attention has been paid to estimate the distortion without specific patterns. The distortion is estimated from the correspondences between two or several images without
knowing any camera information. The main tool used here is enlarged epipolar constraints, which incorporate lens distortion into the epipolar geometry. Some iterative [161, 190] or non-iterative method, for example, quadratic-eigenvalue problem (QEP) in [126, 68], lifting method in [10], companion matrix method in [108], radial trifocal tensor in [168], quadrifocal tensor in [168], ratio function model in [39], Gröbner basis [104, 144, 32, 103, 97], are used to estimate the distortion and correct it. These methods are blind but parametric, and depend on the a priori choice of a distortion model with a fixed number of parameters. This per se is a drawback: such calibration methods require several trials and a manual model selection. Most methods assume a radial distortion modeled as a low-order even polynomial [172, 176] (other kinds of models are used for wide-angle or fish-eye lens [99, 53]).

The distortion correction method proposed here does not belong to any of the above mentioned three categories. Indeed, it is non-parametric, non-iterative, and model-free. Like most methods in the second and third category, the method decouples the distortion estimation from the calibration of camera internal parameters, thus avoiding any error compensation between them.

Some non-parametric methods are also proposed in literature which do not require an explicit distortion model. In [162], the distortion is reconstructed from images of spheres using the fact that spheres must appear circular in ideal stereographic projection.

Our plan is as follows. Section 4.2 gives the necessary definitions of the real camera and the pinhole model. It explains why a distortion correction up to a homography is sufficient for 3D applications, and defines the concept of virtual pinhole camera. The proposed nonparametric distortion correction is detailed in section 4.3, and is followed by experimental results in section 4.4. The last section 4.5 discusses how the high accuracy quest could be pursued.

### 4.2 The Virtual Pinhole Camera

By pinhole camera model we mean a distortion-free camera model

$$
\begin{equation*}
C:=K R[I \mid-T] . \tag{4.1}
\end{equation*}
$$

where $T$ is a 3D point representing the optical center of camera, $R$ is a 3D rotation representing camera orientation, $K$ is a $3 \times 3$ upper triangular matrix containing the camera internal parameters. The classic camera model is

$$
\begin{equation*}
\hat{C}:=K \hat{\mathcal{D}} R[I \mid-T] \tag{4.2}
\end{equation*}
$$

where $\hat{\mathcal{D}}$ is a diffeomorphism of the image domain representing the non-linear lens distortion. In physical viewpoint, the distortion applies before the calibration matrix $K$. However, here we consider $K \hat{\mathcal{D}}$ together as a whole distortion and the proposed nonparametric method just corrects the distortion by recovering a $3 \times 4$ projective matrix without physical meaning. So we are free to put the distortion operator before $K$. This gives us another camera model:

$$
\begin{equation*}
\hat{C}:=\mathcal{D} K R[I \mid-T] \tag{4.3}
\end{equation*}
$$

In fact, $\mathcal{D}$ and $\hat{\mathcal{D}}$ are equivalent up to a normalization induced by $K$. To make the following presentation more clear, we continue to use the model in Eq. (4.3).

The nonparametric method will estimate the distortion up to an arbitrary invertible homography $H: \tilde{\mathcal{D}}=\mathcal{D} H$. The correction precision evaluation will be based on the straightness of corrected lines, which is preserved by any homography. Applying $\tilde{\mathcal{D}}^{-1}$ on $\hat{C}$, yields

$$
\begin{align*}
\tilde{C} & =\tilde{\mathcal{D}}^{-1} \mathcal{D} K R[I \mid-T] \\
& =H^{-1} \mathcal{D}^{-1} \mathcal{D} K R[I \mid-T]=H^{-1} K R[I \mid-T] . \tag{4.4}
\end{align*}
$$

Thus, inverting the distortion on all images produced by the camera yields a new camera model which becomes pinhole. $H, K$ being invertible, the decomposition $H^{-1} K=\tilde{K} R^{\prime}$ is unique by $Q R$ decomposition. So after distortion correction (up to a homography) we have $\tilde{C}=\tilde{K} R^{\prime} R[I \mid-T]=\tilde{K} \tilde{R}[I \mid-T]$, which we call the virtual pinhole camera obtained after distortion correction. The orientation and internal parameters of this virtual model do not match the physics of the actual camera, but yield a virtual pinhole camera that can be used to the very same purposes. Indeed, consider several positions of the physical camera inducing as many camera models $C_{i}=\mathcal{D} K R_{i}\left[I \mid-T_{i}\right]$. Applying the correction $\tilde{\mathcal{D}}^{-1}$ to all images obtained from these camera positions yields virtual pinhole cameras $\tilde{C}_{i}=\tilde{K} \tilde{R}_{i}\left[I \mid-T_{i}\right]$, which maintains the same relative orientations. From these cameras the whole 3D scene can be reconstructed by standard methods, up to a 3D similarity.

### 4.3 Nonparametric Distortion Correction

### 4.3.1 The Experimental Set Up

A nonparametric method requires the use of a highly textured planar pattern containing a dense feature point set, obtained by printing a textured image and pasting it on a very flat object (a mirror was used in the experiments). Two photographs of the pattern (Fig. 4.1) are taken by the camera in a fixed lens configuration (i.e. with fixed zoom and focus). Ideally, the whole captor must be covered by the whole pattern.

### 4.3.2 Feature Points

The distortion is estimated (up to a homography) as the diffeomorphism mapping the original digital pattern to its photograph. This requires a dense registration, which is obtained by the SIFT method [117]. Denote by $I$ the original digital pattern, by $P$ the printed pattern, and by $v$ the photograph of $P$. The set of SIFT points matching from $I$ to $v$ is denoted by $I_{v}$ and the corresponding points in $v$ by $v_{I}$. Since the pattern is planar, there is a planar homography $H$ such that $\mathcal{D} H I_{v}=v_{I}$. Knowing $\mathcal{D} H$ permits to synthesize a virtual pinhole camera by applying $(\mathcal{D} H)^{-1}$ on $\hat{C}$, as shown in Eq. (4.4).

Acceleration of the Matching Process The SIFT method extracts a rather dense set of feature points in textured images such as Fig. 4.1. This makes the matching process time consuming. To make the algorithm practical, some acceleration is required.

Assume that there are $M$ and $N$ SIFT feature points in the left and right image respectively. According to the SIFT matching protocol, each feature point in the left image is

(a)
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Figure 4.1: (a) digital texture pattern: $1761 \times 1174$ pixels. (b) and (c) two similar photographs of the flat pattern.
compared to each feature point in the right image by the Euclidean distance between corresponding descriptors. If the ratio between the distance to the nearest feature point and the distance to the second nearest feature point is smaller than 0.6 , the nearest feature point is considered as a valid correspondence. So the complexity of the matching process is $O(M N)$. In our experiment, typical $M \approx 10000$ and $N \approx 30000$, which makes the matching process too long. But the complexity can be reduced to $O(M P)$ if a feature point in the left image is guided to compare only $P(P \ll N)$ feature points in the right image. The geometric constraints can be used to guide the matching process. If there is no distortion in images, the relation between two images is described, depending on the scene and the camera motion, either by a homography or the epipolar geometry. This geometry constraint can be reliably estimated using only a few most stable matching points by using only few robust SIFT key points, namely those whose Laplacian is highest. According to our tests on the SIFT key point precision, the matching error $\varepsilon$ of the most stable feature points is less than 0.1 pixels. So in the absence of lens distortion, the estimated geometric constraint can guide precisely a feature point in the left image to find its correspondence in the right image, with a localization error of $\varepsilon$.

In the case where both images are related by a homography (flat pattern), a feature point $p$ is projected to $H p$ where $H$ is the homography estimated from few most stable SIFT matchings. Then the corresponding point of $p$ can be found by applying the SIFT matching protocol on all the feature points $q$ in a $\varepsilon$-neighborhood of $H p$ in the right image (see Fig. 4.2a).

In the general case where only an epipolar constraint can be estimated, the procedure is similar. A feature point $p$ is projected to the epipolar line $F p$ where $F$ is the fundamental matrix, estimated from the few most stable SIFT matchings. The corresponding point of some key point $p$ belonging to the $\varepsilon$-neighborhood of a point $q$ can be searched near the epipolar line $F p$. So the search area becomes a rectangle-like domain (see Fig. 4.2b).

In the proposed method, photographs of a flat textured pattern are taken by a camera. The introduced distortion is pretty large (see Fig. 4.14a for example). Even though the homography is estimated by the most stable matchings, it can only predict the approximate corresponding point location, up to the distorsion error. So the search area must be enlarged. In the experiments, the value of $\varepsilon$ was relaxed to 30 pixels to cope with the distortion. This is enough for most consumer cameras. For the efficiency of implementation, the $\varepsilon$-neighborhood was replaced by a square with size $2 \varepsilon$ and the image domain was divided into many small squares (see Fig. 4.2c). The procedure is similar to the one without lens distortion. Once $p$ is projected to $H p$ in the right image, the index of square $(i, j)$ can be quickly recognized. Then the candidate corresponding points of $p$ are all the feature points $q$ in 9 squares of index $(m, n)$ with $m=i-1, i, i+1$ and $n=j-1, j, j+1$. Then the SIFT matching protocol is applied on these candidates to find the corresponding point. The search area is larger than necessary. In fact, if $H p$ lies at the center of the square $(i, j)$, it is sufficient to take all the feature points in the square $(i, j)$ as candidates. But the broader search area ensures that a feature point can always find its corresponding point if it has one.

Assume the whole image domain is divided into $D$ small squares and the feature points are uniformly distributed in the image domain. Then the complexity is reduced from $O(M N)$ to $O(9 M N / D)$ with a gain factor $D / 9$. Typically, for an image of size $1761 \times 1174$ pixels, we have about 600 squares with size 60 pixels. So the gained factor is about 60 . A still better complexity reduction can be obtained if $D$ is bigger (the squares smaller). But this requires
a more precise prior information about lens distortion. Lowe's SIFT matching protocol is based on the nearest neighbor distance ratio. With the acceleration, each feature point in the left image is only compared to a small subset of the feature points in the right image. This relaxes the SIFT matching protocol but can introduce more "outlier" matchings. An outlier elimination procedure will be explained in sections 4.3.4 and 4.3.5.


Figure 4.2: (a) homography case: the corresponding point of $p$ can be found by applying the SIFT matching protocol to all the feature points in a $\varepsilon$-neighborhood of $H p$. (b) epipolar geometry case: the corresponding point of $p$ can be found by applying the SIFT matching protocol on all the feature points in a rectangle neighborhood defined by $\varepsilon$ and the epipolar line $F p$. (c) the image domain is divided into many square areas with size $2 \varepsilon$

### 4.3.3 Triangulation and Affine Interpolation

The correspondences $\left(I_{v}, v_{I}\right)$ actually only define the distortion field $\mathcal{D} H$ on the SIFT points $I_{v}$. The distortion being very smooth and the SIFT points dense enough, an affine interpolation is sufficient to interpolate the distortion field. This interpolation is performed after the image domain has been partitioned by a Delaunay triangulation of the SIFT points in $v$ and $I$ respectively (Fig. 4.3). Remark that the triangulation is only performed on the SIFT points in one of the images. The same triangulation is just mapped to the other image by SIFT matchings (see Fig. 4.10 for example). A drawback of Delaunay triangulation is that
the triangles at the image border are elongated. This contradicts the assumption that the distortion can be locally approximated by an affine transform. Thus the estimated distortion field at the border can be imprecise. Fig. 4.1 shows the texture pattern, selected to yield a maximal density of reproducible SIFT points at fine scales.


Figure 4.3: Local approximation of distortion by the affine transformation between corresponding Delaunay triangles. Point $x$ is mapped to point $X$ by the affine transformation that maps the triangle $a b c$ to the triangle $A B C .(a, A),(b, B)$ and $(c, C)$ are three pairs of correspondences.

### 4.3.4 Outliers Elimination: a Loop Validation

The few wrong SIFT matches (outliers) are nonetheless a serious problem (see Fig. 4.5 for example). In our case, precisely because of the lens distortion, matching points are not related by a homography, and directly applying RANSAC [67] would not work. The problem can be solved by a procedure which we shall call loop validation (Fig. 4.4). It consists of taking two similar photographs of the pattern $u$ and $v$ (obtained by moving slightly the camera between two successive snapshots) instead of one. With a straightforward notation we have $u_{I}=\mathcal{D} H_{u} I_{u}$ and $v_{I}=\mathcal{D} H_{v} I_{v}$ (since the same camera and configuration are used, $\mathcal{D}$ does not change). The points $v_{I}$ can be projected back on $I$ by the distortion field from $u$ to $I$, obtaining $I_{u v}=\left(\mathcal{D} H_{u}\right)^{-1} v_{I}$. It follows that $I_{v}$ and $I_{u v}$ are related by a homography (without distortion) because

$$
\begin{equation*}
I_{u v}=\left(\mathcal{D} H_{u}\right)^{-1} \mathcal{D} H_{v} I_{v}=H_{u}^{-1} H_{v} I_{v} \tag{4.5}
\end{equation*}
$$

This homography can be estimated by the RANSAC algorithm and all the outliers not compatible with the homography are eliminated.

### 4.3.5 Vector Filter

The loop validation eliminates most outliers. But there still are special cases where this elimination is not complete. Given two very similar photos of the pattern (see Fig. 4.1 for example), $u$ and $v$, it is possible that some matchings of $I$ and $u$ are similar to those of $I$ and $v$. Assume the acceleration procedure makes $I_{v}$ to match a the wrong point $v_{I}^{\prime}=T v_{I}=T \mathcal{D} H_{v} I_{v}$ where $T$ is the translation moving the good correspondence $v_{I}$ to $v_{I}^{\prime}$. Then the loop validation sends the position $v_{I}^{\prime}$ to the image $u$ and projects it back to the image $I$, obtaining $I_{u v}^{\prime}$. Since images $u$ and $v$ are very similar, sometimes the local mapping from $I$ to $u$ around the position $v_{I}^{\prime}$ is also incorrect, having the form of $T \mathcal{D} H_{u}$. For the correspondences $\left(I_{v}, v_{I}^{\prime}\right)$ and $\left(v_{I}^{\prime}, I_{u v}^{\prime}\right)$ both having the incorrect local mapping, we finally obtain $I_{u v}^{\prime}=\left(T \mathcal{D} H_{u}\right)^{-1} v_{I}^{\prime}=$


Figure 4.4: The loop validation used to remove outliers.


Figure 4.5: Even a single false match can cause a conspicuous artifact in the corrected image.
$\left(T \mathcal{D} H_{u}\right)^{-1} T \mathcal{D} H_{v} I_{v}=H_{u}^{-1} H_{v} I_{v}$. So $I_{v}$ and $I_{u v}^{\prime}$ are also related by the homography $H_{u}^{-1} H_{v}$. This means that some "outliers" are invisible for loop validation if images $u$ and $v$ are similar.

The vector filtering follows the loop validation and removes the remaining "outliers", by using the fact that the lens distortion is smooth and that the SIFT matchings are dense. A vector field can be obtained by superposing images $I$ and $v$ and connecting the correspondences. For each vector, a few neighboring vectors are used to obtain a median vector. The vector is eliminated if the modulus of difference between the vector and the median vector is significantly larger ( 3 times in the experiments) than that of the average difference between the neighboring vectors and the median vector.


Figure 4.6: The vector filter. The red vector is shorter than its neighboring vector. The modulus of the difference between the red vector and the median vector (in blue) is much larger than the modulus of the average difference between the neighboring vectors and the median vector. So the matching pair corresponding to the red vector is eliminated.

### 4.3.6 Smoothing by Neighborhood Filter

The proposed distortion correction method is non-parametric and therefore entails no noise elimination. This can be clearly seen by reversing the distortion field on an image containing distorted lines (see Fig. 4.7a). This artifact can be corrected by smoothing the distortion field by a local filter. For each SIFT matching, 100 neighboring matchings around it are used to estimate the best local homography in the least-square sense. Then one point in each SIFT matching is adjusted according to its corresponding homography. This refinement is safe because SIFT matchings are dense and this does not modify the global property of the distortion field. This smoothing increases the precision of SIFT matchings and yields a final smooth distortion field. The image corrected by reversing this smoothed distortion field does not show any more zig-zag artifact (see Fig. 4.7b).


Figure 4.7: (a) the corrected image without smoothing. (b) the corrected image with smoothing. (c) one zoomed part of the image in (a). Notice the "zigzag effect" due to residual noise in SIFT matchings. (d) one zoomed part of the image in (b) after the application of the neighborhood filter.

### 4.3.7 Algorithm Summary

1. Take two slightly different photos of a textured planar pattern with constant camera settings;
2. apply SIFT between the original digital pattern and both photographs;
3. eliminate outliers by the loop validation step (see Fig. 4.8);
4. eliminate outliers by the vector filter (see Fig. 4.8);
5. increase the precision of SIFT matchings by a local neighbor filter (see Fig. 4.9);
6. interpolate the remaining matches to get a dense reverse distortion field (see Fig. 4.10);
7. by applying the reverse distortion field to all images produced by the real camera, the camera is converted into a virtual pinhole camera.


Figure 4.8: Illustration of the loop validation and of the vector filter. The SIFT feature points are shown on image $v$ in Fig. 4.4. (b) is a zoom of (a). The blue cross points (near the image border) are eliminated because they lie outside the Delaunay triangulation of the SIFT points of image $u$. The red cross points are eliminated by loop validation. The green points surrounded by red square are eliminated by the vector filter. The green cross points are the accepted points.

### 4.4 Experiments

The experiments were made with a Canon EOS 30D reflex camera and an EFS 18-55mm lens. The minimal focal length ( 18 mm ) was chosen to produce a fairly large distortion. The distance between the camera and the object was about 30 cm . To avoid any post-processing which could change the image properties, only raw images were used to perform the experiments. It is known that the distortion depends on the wavelength, which means that different colors undergo different distortions. This causes the phenomenon called "chromatic aberration". The green color dominates the Bayer cell (see Fig. 4.11). One possibility to avoid this would be to extract one green pixel from the four pixels of the Bayer cell to compose the distorted
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Figure 4.9: Illustration of the effect of local neighbor filter. The SIFT feature points are shown on image $v$ in Fig. 4.4. (b) is a zoom of (a). The green cross points show the position before local neighbor filter. And the yellow cross points show the position after local neighbor filter.


Figure 4.10: Delaunay triangulation on the digital pattern, and on its photograph. (a) and (c) show the Delaunay triangulation on the digital pattern and the photograph. (b) is a zoom of (a). (d) is a zoom of (c). The Delaunay triangulation is performed on one of the two images. The triangulation is mapped to the other image by the SIFT matchings.
image. This is a 2-subsampling operation and it would give an aliased image. An alternative is to perform a simple averaging filter reducing the aliasing effect by simply summing up the four pixels of each $2 \times 2$ Bayer cell. The resulting image blur kernel after this subsampling is approximately the characteristic function of the pixel on the 2 -subsampled image. The standard deviation of this blur in each coordinate direction can be computed as

$$
\begin{equation*}
\sigma_{0}^{2}=\int_{-\frac{1}{2}}^{\frac{1}{2}} \int_{-\frac{1}{2}}^{\frac{1}{2}}\left(x^{2}+y^{2}\right) d x d y=\frac{1}{6} \tag{4.6}
\end{equation*}
$$

It is shown in [132] that a well-sampled image requires a Gaussian blur with standard deviation 0.8. To rejoin this amount of blur a complementary Gaussian convolution with standard deviation $\sigma_{g}=\sqrt{0.8^{2}-\sigma_{0}^{2}} \simeq 0.688$ is needed. The process to treat the RAW image is therefore:

1. Demosaick by summing up the four pixels of each $2 \times 2$ Bayer cell $(R+G+G+B)$, obtaining a half-size image;
2. Convolve the image by a Gaussian blur with standard deviation 0.688.

To choose the pattern, the Brodatz textures [167] were tested by the SIFT method, simulating rotations and adding noise to test the number of robust matches. Six of them giving the most SIFT matchings were used to compose the pattern (see Fig. 4.1a for the digital pattern that was used). This pattern had actually more robust matches than a white noise pattern.


Figure 4.11: The Bayer arrangement of color filters on the pixel array of an image sensor: $50 \%$ green, $25 \%$ red and $25 \%$ blue

It is important to fix the camera parameters (focal length, focus, ...) in the experiments because the lens distortion changes with the camera configuration. A counterexample in Fig. 4.12 shows the effect of using an estimated distortion field for a give focus to correct an image taken under a different camera focus.

Fig. 4.13 shows a subsampling of the resulting distortion field, after the validation loop, and Fig. 4.14b shows the modulus of the interpolated distortion field on the discrete image domain. The distortion field is not circular symmetric, which is natural, the distortion being estimated up to an unknown homography.

To check the quality of the correction, we built a physical pattern with tightly stretched strings, that guarantees the straightness, see Fig. 4.14a. The distortion is visible near the


Figure 4.12: A visual examination of the distortion correction. A good correction is supposed to align the circles. The top image is not corrected because the used distortion field is estimated under a different camera focus. The bottom image shows a good example of distortion correction.


Figure 4.13: The (subsampled) distortion field directly defined on "inlier" correspondences after the loop validation, pointing from the points in the digital pattern to their correspondences in the distorted image.

(a) distorted image of tightly stretched strings

(b) the distortion field estimated by the nonparametric method

(d) the distortion field estimated by the Lavest et al. method

(c) corrected image by the nonparametric method

(e) corrected image by Lavest et al. method

Figure 4.14: Distorted lines marked by numbers in (a) will be used to evaluate the precision after distortion correction. The norm of distortion field is coded into gray-level image here. Fig. 4.14b corresponds to Fig. 4.13.

| RMSE (in pixels) |  |  |
| :--- | :--- | :--- |
|  | our method | Lavest method |
| line1 | $0.19 / 0.23$ | $0.15 / 0.17$ |
| line2 | $0.08 / 0.11$ | $0.08 / 0.10$ |
| line3 | $0.03 / 0.05$ | $0.03 / 0.04$ |
| line4 | $0.06 / 0.05$ | $0.10 / 0.09$ |
| line5 | $0.10 / 0.08$ | $0.16 / 0.08$ |
| line6 | $0.11 / 0.10$ | $0.14 / 0.13$ |
| line7 | $0.12 / 0.12$ | $0.15 / 0.14$ |
| line8 | $0.09 / 0.09$ | $0.12 / 0.12$ |
| line9 | $0.06 / 0.05$ | $0.08 / 0.08$ |

Table 4.1: Each distorted line marked by a number in Fig. 4.14a, is corrected either by the Lavest et al. method or by the proposed nonparametric method. The edge points are detected by Devernay's algorithm. The distortion error is computed as the root-mean-square distance (in pixels) from the edge points to their regression line. In each cell, there are two values because there are two sides for each line.
border of the image. Fig. 4.14c shows the image corrected by the proposed nonparametric method. Figs 4.14 d and 4.14 e show the distortion field and the corrected image provided by Lavest et al. algorithm. The lines numbered in Fig. 4.14a were used to evaluate the distortion error and to compare it with the error left by the Lavest et al. algorithm [95]. This algorithm is a global camera calibration method, which estimates camera external and internal parameters simultaneously based on several pattern photographs (Fig. 4.15), by minimizing the back-projection error. In addition, the Lavest et al. method does not require a complete flat pattern because it estimates also the 3 D position of feature points on the pattern.

On each corrected line, subpixel precision edge points were obtained by Devernay's algorithm [52]. Then, their regression line was computed and the RMS (root-mean-square) distance from each edge point to the line was used as a purely geometric error measure. Table 4.1 shows the results. The proposed nonparametric method shows a comparable result with the Lavest et al. method. But this difference is not just quantitative. The Lavest et al. result is somewhat final. Indeed, it already includes a correction of the non-flatness of the pattern while the nonparametric method does not.

Figs 4.16 and 4.17 plot the straightness error along the lines corrected by the proposed method and by the Lavest et al. method respectively (that is, the distance between edge points to the regression line). One can observe small oscillations which are easily explained by noise and aliasing, but also a global tendency which is caused by the non-flatness of the pattern. A parallel deterministic tendency observed on the other lines confirms this explanation. Fig. 4.18 shows that a flatness error of $100 \mu \mathrm{~m}$ (the thickness of a normal A4 paper sheet) can produce the observed tendency. This non-flatness effect is stronger near the border of the image because the angle-of-view is larger. Simple physical measurements by the


Figure 4.15: The top image is the pattern used in the Lavest et al. method. The other images are the photographs of the pattern taken from different viewpoints.


Figure 4.16: The distance in pixels from the edge points to their regression line on the numbered lines in Fig. 4.14a, after correction by the proposed method. Note that each figure contains two curves because there are two lines for one string. The $x$-axis is the index of edge points. The range of $y$-axis is from -0.3 pixels to 0.3 pixels.


Figure 4.17: The distance in pixels from the edge points to their regression line on the numbered lines in Fig. 4.14a, after correction by the Lavest et al. method. Note that each figure contains two curves because there are two lines for one string. The $x$-axis is the index of edge points. The range of $y$-axis is from -0.3 pixels to 0.3 pixels.
classic ruler method ${ }^{1}$ confirmed that the pattern showed a non-flatness of this amount. The Lavest et al. method also leaves a global uncorrected tendency. The biggest straightness error is almost 10 times as big as the minimized re-projection error (about 0.02 pixels). This cannot be explained by the non-flatness of pattern because the Lavest et al. method also estimates the 3 D position of feature points on the pattern. The only reasonable explanation is that errors in the external and internal camera parameter are being compensated by opposite errors in the distortion model. Thus, an inaccurate distortion model can pass undetected with a very small re-projection error.

The Lavest et al. method gives a quantitative evaluation of the non-flatness of the pattern, under two assumptions: one is that the circular feature pattern used in Lavest et al. has the non-flatness on the same order of the textured pattern; the other is that the 3 D points estimated by Lavest et al. is more or less correct. Fig. 4.19a shows the surface of circular feature pattern interpolated by the 3 D positions of the circle centers on the mirror pattern estimated by Lavest et al. method. By estimating a linear regression plane from these 3D points, the maximal distance $d_{\max }$ from the points to the plane can be computed. It seems that the point farthest from the regression plane is also close to the border of pattern, which is more responsible for the global tendency observed in the corrected lines. $2 d_{\max } \approx 0.08 \mathrm{~mm}$ is close to the thickness of a A4 paper sheet $(0.1 \mathrm{~mm})$ obtained by the ruler method (see footnote 1).


Figure 4.18: A flatness error in the pattern can be mistaken for a "distortion". In the experiments, with $\alpha \approx 65^{\circ}$ and a flatness error about $100 \mu \mathrm{~m}$, the produced "distortion" error is about $64 \mu \mathrm{~m}$ (flatness error $\times \tan \frac{\alpha}{2}$ ). Our pattern has the size $406 \times 271 \mathrm{~mm}$ and produces a $1761 \times 1174$ image, then one pixel corresponds to $230 \mu \mathrm{~m}$. Thus the observed error would be approximately 0.3 pixel.
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### 4.5 Discussion

The above experimental setting suggests two ways to eventually reach a still higher precision. The first way would simply be to use very flat patterns. But this raises the problem of making smart patterns. An alternative strategy was suggested in [4], using accurate straight objects, like the tightly stretched strings we already used here. Yet, it seems advisable to try to keep the strength and beauty of the Lavest et al. method, which is to estimate and correct the pattern's shape by the calibration process itself. An iterative method could be envisaged where, first, the distortion is corrected by the proposed nonparametric method and, second, the physical shape of the pattern is computed by the Lavest et al. method with no distortion model. Using this correction the distortion would be recomputed, and so on. This is, however, a complex process, which will require a heavier procedure and a mathematical analysis. In addition, the Lavest et al. method can only estimate the shape of some specific pattern (like Fig. 4.15), which does not necessarily have the same shape as the textured pattern we used in the nonparametric method. ${ }^{2}$

Using tightly stretched strings to correct distortion is another track we will follow later. Here we still concentrate on the non-flatness of the pattern. Bearing in mind the idea that the mirror is not flat, we used two thick industrial aluminium plates and pasted on them the disks pattern and the textured pattern respectively. The same procedure was used to estimate the shape of pattern by the Lavest et al. method (see Fig. 4.19b). Surprisingly the industrial aluminium pattern was not more flat than the mirror, even though it was far more solid and thicker than the mirror. The maximal distance from the point to the regression plane is $d_{\max } \approx 0.05 \mathrm{~mm}$. Then $2 d_{\max }$ is again the thickness of a A4 paper sheet. So with the same experimental setting as before (camera focal length 18 mm ; camera-object distance about 30 cm ), the flatness error incurs the same magnitude of global tendency to the lines corrected by nonparametric method (see Fig. 4.20a for the distorted image, Fig. 4.20b for the corrected image, Fig. 4.21 for the straightness error along the corrected lines in Fig. 4.20b and Table 4.2 for the RME distance for each corrected line) with a textured pattern pasted on an aluminium plate. It seems difficult to obtain enough flatness for a sizeable material pattern of 30 centimeters.

For indoor 3D reconstruction, the angle-of-view of camera is smaller. This permits to reduce to some extent the effect of pattern non-flatness. By using the maximal focal length 55 mm , a distance about 100 cm was needed to capture the whole textured pattern as before. So the angle-of-view became about three times smaller. According to Fig. 4.18, the error incurred by the non-flatness should be also three times smaller. The improvement in correction accuracy can indeed be seen in Fig. 4.22 and Table 4.2 (see the distorted image in Fig. 4.20c and the corrected image in Fig. 4.20d).
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(a) The surface of the mirror pattern

(b) The surface of the aluminium pattern

Figure 4.19: The surface of the circular feature pattern. (a) Mirror pattern. (b) Aluminium pattern. The black points are the 3D position of circle centers on the pattern estimated by Lavest et al. method. The surface of pattern is interpolated from these points. One unity is equivalent to $\frac{235}{14} \approx 16.8 \mathrm{~mm}$.

(a) The distorted image with 18 mm focal length and about 30 cm camerapattern distance

(b) Left image corrected by nonparametric method

(c) The distorted image with 55 mm focal length and about 100 cm cameraobject distance

(d) Left image corrected by nonparametric method

Figure 4.20: The correction example by the textured pattern pasted on the aluminium plate. (a) and (b) are the example under the experimental setting that camera has focal length 18 mm and the camera-pattern distance about 30 cm . (c) and (d) are the example under the experimental setting that camera has focal length 55 mm and the camera-pattern distance about 100 cm .


Figure 4.21: The distance in pixels from the edge points to their regression line on the numbered lines in Fig. 4.20a, after correction by the proposed method. The textured pattern is pasted on a aluminium plate. Note that each figure contains two curves because there are two lines for one string. The $x$-axis is the index of edge points. The range of $y$-axis goes from -0.3 pixels to 0.3 pixels.


Figure 4.22: The distance in pixels from the edge points to their regression line on the numbered lines in Fig. 4.20c, after correction by the proposed method. The textured pattern is pasted on a aluminium plate. Note that each figure contains two curves because there are two lines for one string. The $x$-axis is the index of edge points. The range of $y$-axis is from -0.3 pixels to 0.3 pixels.

| RMSE (in pixels) |  |  |
| :--- | :--- | :--- |
|  | our method (near) | our method (far) |
| line1 | $0.07 / 0.10$ | $0.06 / 0.08$ |
| line2 | $0.05 / 0.06$ | $0.05 / 0.06$ |
| line3 | $0.05 / 0.05$ | $0.03 / 0.03$ |
| line4 | $0.05 / 0.05$ | $0.03 / 0.03$ |
| line5 | $0.09 / 0.09$ | $0.03 / 0.03$ |
| line6 | $0.11 / 0.11$ | $0.04 / 0.03$ |
| line7 | $0.14 / 0.14$ | $0.07 / 0.05$ |
| line8 | $0.15 / 0.16$ | $0.09 / 0.03$ |
| line9 | $0.20 / 0.21$ | $0.09 / 0.05$ |

Table 4.2: Near view and far view for nonparametric textured pattern based distortion correction. Left column: camera focal length 18 mm and camera-pattern distance about 30 cm , with distorted image in Fig. 4.20a and corrected image in Fig. 4.20b. Right column: camera focal length 55 mm and camera-pattern distance about 100 cm , with distorted image in Fig. 4.20c and corrected image in Fig. 4.20d. Each distorted line, marked by a number, is corrected by the proposed nonparametric method. The edge points are detected by Devernay's algorithm. The distortion error is computed as the root-mean-square distance (in pixels) from the edge points to their regression line.
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#### Abstract

This chapter introduces the concepts of "self-consistency" and "universality" to evaluate the validity and precision of camera lens distortion models. Self-consistency is evaluated by the residual error when the distortion generated with a certain model is corrected by the best parameters for the same model (used in reverse way). Analogously, universality is measured by the residual error when a model is used to correct distortions generated by a family of other models. Five classic camera lens distortion models are reviewed and compared for their degree of self-consistency and universality. The study shows that radial symmetric models can be self-consistent, but cannot be used for non radial-symmetric distortion. Among the evaluated models, the polynomial and the rational models are the only ones to be universal up to precisions of $1 / 100$ pixel. However, the polynomial model, being linear, is much simpler and faster to estimate. Unusually high polynomial orders are required to reach a 1/100 pixel precision. But our experiments show that such polynomials are easily computed, producing a precise lens distortion correction without over-fitting. Our conclusions are validated by three independent experimental setups: The models are compared first in synthetic experiments by their approximation power; second by fitting a real camera distortion estimated by a non parametric algorithm; and finally by the absolute correction measurement provided by photographs of tightly stretched strings, warranting a high straightness. Finally, our experiments show that in the polynomial model the residual errors stabilize for orders between 6 to 12, confirming that no over-fitting occurred. High order polynomials are unavoidable to obtain high precisions, and deliver accuracies hundred to thousand times higher than those obtained with classic models.


### 5.1 Introduction

The pinhole camera model is widely used in computer vision applications because of its simplicity and its linearity in terms of projective geometry [89]. But real cameras deviate from the ideal pinhole model, mainly because of lens distortion [25]. Thus an accurate camera lens distortion correction is the first step towards high precision 3D metric reconstruction from photographs. With the steady progress in lens quality and computing power, high-precision 3 D reconstructions become feasible, demanding in turn higher lens distortion precisions than those provided by classic methods. The object of this paper is to investigate the validity of distortion models at the light of precision requirements that over the pas decade has increased by two to three orders of magnitude. This increased accuracy requires a new methodology for evaluating distortion models. In a nutshell, our conclusion is that a polynomial model of higher degree than usual, ranging from 8 to 15 , is necessary for reaching a pixel precision ranging from $1 / 100$ to $1 / 1000$. The polynomial model permits to approximate at this resolution any other model, and the inverse of any other model, including itself. When these properties are reached, the model is called universal and self-consistent. Among the other four models which will be compared (radial, division, FOV, and rational), only the rational model has the exigible self-consistency and universality, but to a far higher computational cost. (A complex incremental minimization algorithm is needed to solve the rational model, without ensuring the global minima.)

Since the first numerical lens distortion model by Brown [25], many methods [119, 113] have been proposed to correct lens distortion (see [37] for a review of the development of camera calibration methods in early years). The final aim is to obtain an ideal pinhole (or pinhole equivalent) camera by removing lens distortion, so that the classic multi-view geometry
techniques can be applied directly.
With the exception of a few non-parametric methods [61, 162, 80], an appropriate distortion model is indispensable to establish a correct camera model. The main distortion models are the radial model [25], the division model [68], the FOV model [53], the bicubic model [101], the rational model [39, 86]. This diversity is only marginally linked to the kind of camera. Thus, a synthetic quantitative and qualitative comparison is required. Do these models reflect camera lens distortion in its physical aspect? It could be argued that a correct model should originate from physical measurements on systems of lenses. Surprisingly enough, there is little physical background for the distortion models in the literature. It is true that in [177] lens distortion is decomposed into three effects: radial distortion, decentering distortion and thin prism distortion. But, still, it is only marginally based on a physical background. In fact, the final distortion includes effects caused by a complex lens system, by the camera geometry, and by the (not perfectly planar) shape of the captor. One is therefore led to figure out a flexible model with enough parameters to approximate any plausible distortion. In absence of a physical model, the model classification approach adopted here will be to look for models which actually cope with any other proposed distortion model, at a given precision. Such models will be called universal. The second question is the relationship between the distortion and the correction model, which should be inverse of each other. Indeed, the correction model and the distortion model must be different. A correction model is used to correct distorted images, while a distortion model is used to model the distortion of ideal images. In the literature, however, it seems that the roles of distorted point and undistorted point are interchangeable, which again confirms the lack of physical meaning for these models. For example, direct distortion models are used in global camera calibration [172, 191, 95, 177]. Yet, in most plumb-line methods $[25,53,4,151,145,38]$ or some patternfree methods [161, 190, 68, 108, 168, 39, 144, 32, 103], the very same correction models are used without any fuss to approximate the inverse distortion.

Assume we simulate a camera lens distortion with a certain model and a certain set of parameters. Except for some trivial cases, the distortion will not be corrected by using the same model with other parameters, because the model itself is usually not invertible. We propose to measure the error incurring when inverting a distortion with the same model as for the distortion. This error when the best correcting parameters are applied will be a measurement of the model self-consistency. In other words, self-consistency relates to how well a model is able to correct distortion generated by a model of its own family. Of course the best models should be universal, therefore able to correct distortions generated by other models. We therefore propose to measure a model universality as the residual error when this model is used to correct distortion generated by a whole set of different models. A universal model is a model for which this error is very small no matter what other (reasonable) distortion model has been applied. A universal model must of course be also self-consistent. Our goal is to identify the least complex universal and self-consistent models.

The various distortion models will be carefully compared on realistic synthetic distortion data permitting to quantify the ideal attainable precision. Then, the same models will be compared on their capacity to fit a real camera lens distortion (estimated by a non-parametric algorithm [80]). Finally, the lens distortion correction accuracy by each model will be evaluated by using the plumb-line approach, with photographs of tightly stretched strings, warranting a high straightness, and giving an absolute measure of the correction quality. In short, there
will be four different numerical validations of our conclusions.
This chapter is organized as follows. Section 5.2 reviews five classic distortion models. Their self-consistency and universality are evaluated in Section 5.3 by synthetic experiments. Section 5.4 and 5.5 describe the experiments done with real camera lenses. Section 5.6 is a conclusion.

### 5.2 Distortion and Correction Models

We start by reviewing the most current models, namely the radial model [25], the division model [68], the FOV model [53], the polynomial model [101], and the rational function model [39, 86]. All of these models are expressed as distortion models, but are actually also used as correction models.

Denote by $\left(x_{u}, y_{u}\right)$ an undistorted point, $\left(x_{d}, y_{d}\right)$ the distorted point, $\left(x_{c}, y_{c}\right)$ the distortion center, $\left(\bar{x}_{u}, \bar{y}_{u}\right)$ the radial undistorted point and ( $\bar{x}_{d}, \bar{y}_{d}$ ) the radial distorted point where $\bar{x}_{u}=x_{u}-x_{c}, \bar{y}_{u}=y_{u}-y_{c}, \bar{x}_{d}=x_{d}-x_{c}$ and $\bar{y}_{d}=y_{d}-y_{c}$. The distorted radius is $r_{d}=\sqrt{\bar{x}_{d}^{2}+\bar{y}_{d}^{2}}$ and the undistorted radius $r_{u}=\sqrt{\bar{x}_{u}^{2}+\bar{y}_{u}^{2}}$.

The radial model displaces a point along its radial direction originating at the distortion center. The distorted new radius $r_{d}$ is a function of the original radius $r_{u}$,

$$
\begin{equation*}
r_{d}=r_{u} f\left(r_{u}\right)=r_{u}\left(k_{0}+k_{1} r_{u}+k_{2} r_{u}^{2}+\cdots\right) . \tag{5.1}
\end{equation*}
$$

The parameter $k_{0}$ representing a scaling does not introduce distortion. The scaled image is distorted by $k_{1}, k_{2}, \cdots$. If $k_{1}, k_{2}, \cdots$ are all positive, we have a pincushion distortion; if $k_{1}, k_{2}, \cdots$ are all negative, a barrel distortion. Mustache distortion occurs if the signs of $k_{1}, k_{2}, \cdots$ are not the same (see Fig. 5.1).


Figure 5.1: Left: pincushion distortion. Middle: barrel distortion. Right: mustache distortion.

The division model is nothing but the scalar inverse of the radial model,

$$
\begin{equation*}
r_{d}=r_{u} f\left(r_{u}\right)=\frac{r_{u}}{k_{0}+k_{1} r_{u}+k_{2} r_{u}^{2}+\cdots} . \tag{5.2}
\end{equation*}
$$

In these models, the higher order coefficients are needed to model extreme distortion in fisheye lenses or other wide angle lens systems. A more sparse representation is obtained by
parameterizing the distortion by the field of view (FOV),

$$
\begin{equation*}
r_{d}=r_{u} f\left(r_{u}\right)=r_{u} \frac{\tan \left(r_{u} \omega\right)}{2 r_{u} \tan \left(\frac{\omega}{2}\right)} \tag{5.3}
\end{equation*}
$$

where the only parameter of the classic FOV model is the field of view order 1 coefficient. The terms of radial model can be added to make FOV model more complete.

In the polynomial model the distortion is modeled as a polynomial in $\bar{x}_{u}$ and $\bar{y}_{u}$. For example, the third order (bicubic) polynomial model is

$$
\begin{align*}
\bar{x}_{d}= & a_{1} \bar{x}_{u}^{3}+a_{2} \bar{x}_{u}^{2} \bar{y}_{u}+a_{3} \bar{x}_{u} \bar{y}_{u}^{2}+a_{4} \bar{y}_{u}^{3}+a_{5} \bar{x}_{u}^{2} \\
& +a_{6} \bar{x}_{y} \bar{y}_{u}+a_{7} \bar{y}_{u}^{2}+a_{8} \bar{x}_{u}+a_{9} \bar{y}_{u}+a_{10} \\
\bar{y}_{d}= & b_{1} \bar{x}_{u}^{3}+b_{2} \bar{x}_{u}^{2} \bar{y}_{u}+b_{3} \bar{x}_{u} \bar{y}_{u}^{2}+b_{4} \bar{y}_{u}^{3}+b_{5} \bar{x}_{u}^{2} \\
& +b_{6} \bar{x}_{u} \bar{y}_{u}+b_{7} \bar{y}_{u}^{2}+b_{8} \bar{x}_{u}+b_{9} \bar{y}_{u}+b_{10} \tag{5.4}
\end{align*}
$$

The rational function model is a quotient of two polynomials. A second order rational function model can be written as

$$
\begin{align*}
\bar{x}_{d} & =\frac{a_{1} \bar{x}_{u}^{2}+a_{2} \bar{x}_{u} \bar{y}_{u}+\cdots+a_{5} \bar{y}_{u}+a_{6}}{c_{1} \bar{x}_{u}^{2}+c_{2} \bar{x}_{u} \bar{y}_{u}+\cdots+c_{5} \bar{y}_{u}+c_{6}} \\
\bar{y}_{d} & =\frac{b_{1} \bar{x}_{u}^{2}+b_{2} \bar{x}_{u} \bar{y}_{u}+\cdots+b_{5} \bar{y}_{u}+b_{6}}{c_{1} \bar{x}_{u}^{2}+c_{2} \bar{x}_{u} \bar{y}_{u}+\cdots+c_{5} \bar{y}_{u}+c_{6}} \tag{5.5}
\end{align*}
$$

All of the above models, including the radial model, the division model and the FOV model which are radial symmetric, have the following decomposition in the $x$ and $y$ direction:

$$
\begin{align*}
\bar{x}_{d} & =f_{x}\left(\bar{x}_{u}, \bar{y}_{u}\right) \\
\bar{y}_{d} & =f_{y}\left(\bar{x}_{u}, \bar{y}_{u}\right) . \tag{5.6}
\end{align*}
$$

The form of $f_{x}$ and $f_{y}$ depends on the specific model.

### 5.3 Self-Consistency and Universality

In the literature it is not always clear whether the above models are correction models or distortion models. We called self-consistent a model that can correct itself, and universal a model that can correct all others. Both qualities are theoretical properties of the model families. Thus, they can be genuinely evaluated by realistic synthetic experiments. Selfconsistency and universality will be tested by generating a distortion with any of the above models, and then evaluating the error incurred when correcting the generated distortion with any of the above models.

### 5.3.1 Experiments with Known Distortion Center

We shall first assume that the distortion center $\left(x_{c}, y_{c}\right)$ is known. To test the self-consistency of a certain model, its direct model in Eq. (5.6) was used to generate a distortion with realistic
coefficients (see Table 5.1). This distortion was corrected by identifying the best parameters in the same model,

$$
\begin{align*}
\bar{x}_{u} & =g_{x}\left(\bar{x}_{d}, \bar{y}_{d}\right)  \tag{5.7}\\
\bar{y}_{u} & =g_{y}\left(\bar{x}_{d}, \bar{y}_{d}\right)
\end{align*}
$$

where the form of $g_{x}, g_{y}$ depends on the model selected. In the synthetic test, $\left(\bar{x}_{u}, \bar{y}_{u}\right)$ and $\left(\bar{x}_{d}, \bar{y}_{d}\right)$ are both known. The unknowns are the parameters of $g_{x}$ and $g_{y}$. So the question is how well we can approach the ideal correction $\left(\bar{x}_{u}, \bar{y}_{u}\right)$ by $g_{x}\left(\bar{x}_{d}, \bar{y}_{d}\right)$ and $g_{y}\left(\bar{x}_{d}, \bar{y}_{d}\right)$. We want to compute the coefficients of $g_{x}$ and $g_{y}$ by minimizing the difference between the ideal correction and the practical correction. The energy to be minimized can be written as

$$
\begin{align*}
& C=\int_{0}^{X_{d}} \int_{0}^{Y_{d}}\left(g_{x}\left(\bar{x}_{d}, \bar{y}_{d}\right)-\bar{x}_{u}\right)^{2}  \tag{5.8}\\
& +\left(g_{y}\left(\bar{x}_{d}, \bar{y}_{d}\right)-\bar{y}_{u}\right)^{2} \mathrm{~d} x_{d} \mathrm{~d} y_{d} .
\end{align*}
$$

The distortion center being known, the unknown parameters are the parameters in $g_{x}$ and $g_{y}$. In practice, the simulation is performed on $M$ samples $\left(x_{u_{i}}, y_{u_{i}}\right), i=1, \cdots, M$ regularly distributed on an image. The corresponding distorted samples $\left(x_{d_{i}}, y_{d_{i}}\right), i=1, \cdots, M$ are obtained by Eq (5.6). The discrete energy to be minimized is

$$
\begin{align*}
& D=\sum_{i=1}^{M} D_{i}^{2}=\sum_{i=1}^{M}\left(g_{x}\left(\bar{x}_{d_{i}}, \bar{y}_{d_{i}}\right)-\bar{x}_{u_{i}}\right)^{2}+ \\
& +\left(g_{y}\left(\bar{x}_{d_{i}}, \bar{y}_{d_{i}}\right)-\bar{y}_{u_{i}}\right)^{2} \tag{5.9}
\end{align*}
$$

For the radial and the polynomial models, this problem can be formalized as a linear system by computing the derivatives of $D$ with respect to unknown parameters respectively, and setting them to zero:

$$
\begin{equation*}
\mathrm{Ak}=\mathrm{b} \tag{5.10}
\end{equation*}
$$

with $\mathbf{A}$ the coefficient matrix, $\mathbf{k}$ the unknown coefficient vector. The optimal solution minimizing the norm $\|\mathbf{A k}-\mathbf{b}\|$ is $\mathbf{k}=\left(\mathbf{A}^{T} \mathbf{A}\right)^{-1} \mathbf{A}^{T} \mathbf{b}$. In practice, the coefficient matrix $\mathbf{A}$ is ill-conditioned and can make the solution unstable. The following normalization can be applied to make the linear system more stable. A is multiplied by normalization matrices $\mathbf{T}_{1}$ and $\mathbf{T}_{2}$ so that the entries of the normalized matrix $\hat{\mathbf{A}}$ do not vary a lot.

$$
\begin{equation*}
\hat{\mathbf{A}} \hat{\mathbf{k}}=\mathbf{T}_{2} \mathbf{A} \mathbf{T}_{1}\left(\mathbf{T}_{1}^{-1} \mathbf{k}\right)=\mathbf{T}_{2} \mathbf{b} \tag{5.11}
\end{equation*}
$$

chosen so that the entries of $\mathbf{T}_{2} \mathbf{A} \mathbf{T}_{1}$ get closer to each other. Then the solution is $\mathbf{k}=$ $\mathbf{T}_{1}\left(\hat{\mathbf{A}}^{T} \hat{\mathbf{A}}\right)^{-1} \hat{\mathbf{A}}^{T} \mathbf{T}_{2} \mathbf{b}$.

For example, for the radial model of order 4 with coefficients $k_{0}^{\prime}, k_{1}^{\prime}, k_{2}^{\prime}, k_{3}^{\prime}, k_{4}^{\prime}$, the model in Eq. (5.7) has the form

$$
\begin{align*}
g_{x}\left(\bar{x}_{d}, \bar{y}_{d}\right) & =\bar{x}_{d}\left(k_{0}^{\prime}+k_{1}^{\prime} r_{d}+k_{2}^{\prime} r_{d}^{2}+k_{3}^{\prime} r_{d}^{3}+k_{4}^{\prime} r_{d}^{4}\right)  \tag{5.12}\\
g_{y}\left(\bar{x}_{d}, \bar{y}_{d}\right) & =\bar{y}_{d}\left(k_{0}^{\prime}+k_{1}^{\prime} r_{d}+k_{2}^{\prime} r_{d}^{2}+k_{3}^{\prime} r_{d}^{3}+k_{4} r_{d}^{4}\right) .
\end{align*}
$$

By some simple computations, the linear system in Eq. (5.10) can be explicitly written as

$$
\begin{align*}
& \mathbf{A k}=\left[\begin{array}{ccccc}
\sum_{i} r_{d_{i}}^{2} & \sum_{i} r_{d_{i}}^{3} & \sum_{i} r_{d_{i}}^{4} & \sum_{i} r_{d_{i}}^{5} & \sum_{i} r_{d_{i}}^{6} \\
\sum_{i} r_{d_{i}}^{3} & \cdots & & \sum_{i} r_{d_{i}}^{7} \\
\vdots & & \ddots & & \vdots \\
\vdots & \cdots & & \sum_{i} r_{d_{i}}^{10}
\end{array}\right]\left(\begin{array}{c}
k_{0}^{\prime} \\
\sum_{i} r_{d_{i}}^{6}
\end{array} \quad \begin{array}{l}
k_{1}^{\prime} \\
k_{2}^{\prime} \\
k_{3}^{\prime} \\
k_{4}^{\prime}
\end{array}\right)  \tag{5.13}\\
& =\mathbf{b}=\left(\begin{array}{c}
\sum_{i} r_{d_{i}}^{2}\left(\bar{x}_{u_{i}} \bar{x}_{d_{i}}+\bar{y}_{u_{i}} \bar{y}_{d_{i}}\right) \\
\sum_{i} r_{d_{i}}^{3}\left(\bar{x}_{u_{i}} \bar{x}_{i_{i}}+\bar{y}_{i} \bar{y}_{d_{d}}\right) \\
\sum_{i} r_{d_{i}}^{4}\left(\bar{x}_{u_{i}} \bar{x}_{i}+\bar{y}_{i} \bar{y}_{i}\right) \\
\sum_{i} r_{d_{i}}^{5}\left(\bar{x}_{u_{i}} \bar{x}_{i}+\bar{y}_{i} \bar{y}_{i}\right) \\
\sum_{i} r_{d_{i}}^{6}\left(\bar{x}_{u_{i}} \bar{x}_{d_{i}}+\bar{y}_{i} u_{i} \bar{y}_{d_{i}}\right)
\end{array}\right) .
\end{align*}
$$

The entries of $\mathbf{A}$ differ by a big ratio $\frac{\sum_{i} r_{d_{d}}^{10}}{\sum_{i} r_{d_{i}}}$, which cause an numerical instability of the linear system. The normalization matrices $\mathbf{T}_{1}$ and $\mathbf{T}_{2}$ used to lessen the instability in Eq. (5.11) can be computed explicitly as

$$
\begin{align*}
& \mathbf{T}_{1}=\left[\begin{array}{ccccc}
\frac{1}{\sum_{i} r_{d_{i}}^{2}} & 0 & 0 & 0 & 0 \\
0 & \frac{1}{\sum_{i} r_{d_{i}}^{3}} & \cdots & & 0 \\
\vdots & & \ddots & \vdots \\
0 & \cdots & & \frac{1}{\sum_{i} r_{d_{i}}^{6}}
\end{array}\right]  \tag{5.14}\\
& \mathbf{T}_{2}=\left[\begin{array}{ccccc}
1 & 0 & 0 & 0 & 0 \\
0 & \frac{\sum_{i} r_{d i}^{2}}{\sum_{i} r_{d_{i}}^{3}} & \cdots & & 0 \\
\vdots & & \ddots & \vdots \\
0 & \cdots & & & \frac{\sum_{i} r_{d_{i}}^{2}}{\sum_{i} r_{d_{i}}^{6}}
\end{array}\right]
\end{align*}
$$

The same procedures can be used to test the universality of models. Only the polynomial model and the radial model (with fixed distortion center) can be solved by a linear method. For all the other models, a non-linear method must be used, even if $\left(x_{c}, y_{c}\right)$ is known. The minimization is performed by first doing an incremental Levenberg-Marquardt (LM) algorithm (see Appendix A.3) which estimates the parameters in increasing order. The algorithm starts estimating the parameters of a low order model; its results are used to initialize the optimization of the the model with an order incremented by 1 , and the process continues until the aimed order. The Jacobian matrix

$$
\mathbf{J}=\left[\begin{array}{ccccc}
\frac{\partial D_{1}}{\partial k_{0}} & \frac{\partial D_{1}}{\partial k_{1}^{\prime}} & \cdots & \frac{\partial D_{1}}{\partial k_{1}^{\prime}-1} & \frac{\partial D_{1}}{\partial k_{N}^{\prime}} \\
\frac{\partial D_{2}}{\partial k_{1}^{2}} & \frac{\partial D_{2}}{\partial k_{1}^{\prime}} & \cdots & \frac{\partial D_{2}^{\prime}}{\partial k_{N-1}^{\prime}} & \frac{\partial D_{2}^{\prime}}{\partial k_{N}^{\prime}} \\
\vdots & & \ddots & & \vdots \\
\frac{\partial D_{M}}{\partial k_{0}^{\prime}} & \frac{\partial D_{M}}{\partial k_{1}^{\prime}} & \cdots & \frac{\partial D_{M}}{\partial k_{N-1}^{\prime}} & \frac{\partial D_{M}}{\partial k_{N}^{\prime}}
\end{array}\right]
$$

J made of the partial derivatives of each signed energy component $D_{i}(i=1, \cdots, M)$ with respect to each unknown parameter $k_{j}^{\prime}(j=1, \cdots, N)$ is computed explicitly to make the
incremental LM algorithm efficient. The self-consistency and universality properties of all models are recapitulated in Table 5.2 and the parameters for generating the distortion are in Table 5.1. $M=5104$ points were regularly distributed in an image domain with size $1761 \times 1174$. They were first distorted by applying one kind of distortion (indicated in the entry row of Table 5.2 ) and then corrected by another model (indicated in the entry column of Table 5.2). The distortion center was fixed at the center $(880.5,587)$ of the image and was assumed to be known. Table 5.2 shows the average error $\bar{D}$ and the maximal error $D_{\infty}$ :

$$
\begin{align*}
\bar{D} & =\sqrt{D\left(k_{0}^{\prime}, k_{1}^{\prime}, k_{2}^{\prime}, \cdots\right) / M}  \tag{5.15}\\
D_{\infty} & =\max _{i}\left|D_{i}\left(k_{0}^{\prime}, k_{1}^{\prime}, k_{2}^{\prime}, \cdots\right)\right| \tag{5.16}
\end{align*}
$$

after estimating the parameters $k_{0}^{\prime}, k_{1}^{\prime}, k_{2}^{\prime}, \cdots$ which minimize the energy in $\mathrm{Eq}(5.9)$.

The Rational Function Model This model is somewhat an exception. In [68] it is solved linearly by using a "lifted process" technique. This model is in fact designed to recover the 3D point $\mathbf{d}(i, j)$ on the normalized image plane represented in camera based coordinate system from the distorted point $(i, j)$. The point $\mathbf{d}(i, j)$ is on the line passing through the undistorted point and the optical center:

$$
\begin{align*}
& \mathbf{d}(i, j)=\mathbf{A} \mathcal{X}(i, j) \\
& =\left(\begin{array}{l}
\mathbf{A}_{11} i^{2}+\mathbf{A}_{12} i j+\cdots+\mathbf{A}_{15} j+\mathbf{A}_{16} \\
\mathbf{A}_{21} i^{2}+\mathbf{A}_{22} i j+\cdots+\mathbf{A}_{25} j+\mathbf{A}_{26} \\
\mathbf{A}_{31} i^{2}+\mathbf{A}_{32} i j+\cdots+\mathbf{A}_{35} j+\mathbf{A}_{36}
\end{array}\right) \tag{5.17}
\end{align*}
$$

where $\mathcal{X}(i, j)=\left(i^{2}, i j, j^{2}, i, j, 1\right)^{T}$ is the "lifted" coordinate of the distorted image point $(i, j)=$ $\left(x_{d}, y_{d}\right) ; \mathbf{A}$ the extended camera calibration matrix:

$$
\mathbf{A}=\left[\begin{array}{llllll}
\mathbf{A}_{11} & \mathbf{A}_{12} & \mathbf{A}_{13} & \mathbf{A}_{14} & \mathbf{A}_{15} & \mathbf{A}_{16}  \tag{5.18}\\
\mathbf{A}_{21} & \mathbf{A}_{22} & \mathbf{A}_{23} & \mathbf{A}_{24} & \mathbf{A}_{25} & \mathbf{A}_{26} \\
\mathbf{A}_{31} & \mathbf{A}_{32} & \mathbf{A}_{33} & \mathbf{A}_{34} & \mathbf{A}_{35} & \mathbf{A}_{36}
\end{array}\right]
$$

If there is no distortion, $\mathbf{A}$ is degenerated to be a $3 \times 3$ matrix, which is the inverse of the camera calibration matrix $\mathbf{K}^{-1}$. The half-line $\lambda \mathbf{d}(i, j)(\lambda \neq 0)$ is the 3 D back-projected ray, passing through the camera optical center and the undistorted 2 D image point. The inhomogeneous coordinate of $\mathbf{d}(i, j)$ is $(p, q)^{T}$ defined by

$$
\begin{align*}
p & =\frac{\mathbf{A}_{11} i^{2}+\mathbf{A}_{12} i j+\cdots+\mathbf{A}_{15} j+\mathbf{A}_{16}}{A_{31} i^{2}+\mathbf{A}_{32} i j+\cdots+\mathbf{A}_{35} j+\mathbf{A}_{36}} \\
q & =\frac{\mathbf{A}_{21} i^{2}+\mathbf{A}_{22} i j+\cdots+\mathbf{A}_{25} j+\mathbf{A}_{26}}{A_{31} i^{2}+\mathbf{A}_{32} i j+\cdots+\mathbf{A}_{35} j+\mathbf{A}_{36}} \tag{5.19}
\end{align*}
$$

which is the coordinate of the undistorted image point on the normalized image plane (not on the physical CCD image plane). There is an unknown homography between the corrected point by the rational function model and the undistorted point in the image plane. In practice, the undistorted point in the image plane is what we are looking for, and is not available. To
find the matrix $\mathbf{A}$, a planar pattern containing known feature points $\mathbf{x}_{i}$ can be used. The extended calibration matrix $\mathbf{A}$ is a bridge linking $\mathbf{x}_{i}$ and the lift correspondence $\mathcal{X}_{i}$ :

$$
\begin{array}{ll}
\mathbf{H} \mathbf{x}_{i} & =\lambda_{i} \mathbf{A} \mathcal{X}_{i} \\
\Longleftrightarrow & \mathbf{x}_{i}=\lambda_{i} \mathbf{H}^{-1} \mathbf{A} \mathcal{X}_{i}=\lambda_{i} \mathbf{A}^{\prime} \mathcal{X}_{i} \\
\Longleftrightarrow & {\left[\mathbf{x}_{i}\right]_{\times} \mathbf{A}^{\prime} \mathcal{X}_{i}=\mathbf{0}} \tag{5.20}
\end{array}
$$

Recall that $\mathbf{A} \mathcal{X}_{i}$ is the homogeneous coordinate of the projection of a 3 D point on the normalized image plane. So here the unknown homography $\mathbf{H}$ sends the points from the pattern to the normalized image plane. $\mathbf{A}^{\prime}=\mathbf{H}^{-1} \mathbf{A}$ will recover the point on the original pattern. One pair of correspondence gives two equations for $\mathbf{A}^{\prime}$, so 9 pairs of correspondences are sufficient to estimate $\mathbf{A}^{\prime}$. Note that if $\mathbf{A}$ rectifies the camera into a pinhole camera, then $\mathbf{A}^{\prime}$ does it too, in spite of the hidden $\mathbf{H}$. This linear algorithm can be directly applied in our synthetic test, where the known undistorted points replace the points on the pattern.

But like many other linear algorithms in multi-view geometry, this "lifted technique" minimizes the algebraic error, which is not directly related to the geometric error. Sometimes a small algebraic error can give a big geometric error. So in the simulation, the parameters of the rational function model are still estimated by the incremental LM algorithm by using the result of the linear "lifted technique" as an initialization.

| model | parameters |
| :--- | :--- |
| radial $2^{\circ}$ <br> $1084 \rightarrow 1050$ | $k_{0}=1.0, k_{1}=0.25 \mathrm{e}-4, k_{2}=-0.5 \mathrm{e}-7$ |
| radial $4^{\circ}$ <br> $991.6 \rightarrow 1050$ | $k_{0}=1.0, k_{1}=0.25 \mathrm{e}-4, k_{2}=-0.5 \mathrm{e}-7, k_{3}=1.0 \mathrm{e}-10, k_{4}=-1.5 \mathrm{e}-14$ |
| division $2^{\circ}$ <br> $1083 \rightarrow 1050$ | $d_{0}=1.0, d_{1}=-0.25 \mathrm{e}-4, d_{2}=0.5 \mathrm{e}-7$ |
| division $4^{\circ}$ <br> $988.7 \rightarrow 1050$ | $d_{0}=1.0, d_{1}=-0.25 \mathrm{e}-4, d_{2}=0.5 \mathrm{e}-7, d_{3}=-1.0 \mathrm{e}-10, d_{4}=1.5 \mathrm{e}-14$ |
| FOV $3^{\circ}$ <br> $501.4 \rightarrow 1050$ | $k_{0}=1.0, \omega=1.0 \times 10^{-3}, k_{2}=-2.0 \times 10^{-7}, k_{3}=4.0 \times 10^{-10}$ |
| polynomial $3^{\circ}$ | $a_{1}=b_{1}=-1.0 \mathrm{e}-8, \cdots, a_{5}=b_{5}=2.0 \mathrm{e}-5, \cdots,$, |
| $1050 \rightarrow 1064$ | $a_{8}=0.9, a_{9}=0.1, a_{10}=0.0, b_{8}=0.1, b_{9}=0.9, b_{10}=0.0$ |
| polynomial $4^{\circ}$ <br> $1050 \rightarrow 1075$ | $a_{1}=b_{1}=5.0 \mathrm{e}-12, a_{6}=b_{6}=-1.0 \mathrm{e}-8, a_{10}=b_{10}=2.0 \mathrm{e}-5, \cdots$, <br> $a_{13}=0.9, a_{14}=0.1, a_{15}=0.0, b_{13}=0.1, b_{14}=0.9, b_{15}=0.0$ <br> rational $2^{\circ}$ <br> $1031 \rightarrow 1104$ |
| $a_{1}=1.0 \times 10^{-5}, a_{2}=2.0 \times 10^{-5}, a_{3}=3.0 \times 10^{-5}, a_{4}=0.9, a_{5}=0.1, a_{6}=0.0$ |  |
| $b_{1}=3.0 \times 10^{-5}, b_{2}=2.0 \times 10^{-5}, b_{3}=1.0 \times 10^{-5}, b_{4}=0.1, b_{5}=0.9, b_{6}=0.0$ |  |
| $c_{1}=1.0 \times 10^{-8}, c_{2}=1.0 \times 10^{-8}, c_{3}=1.0 \times 10^{-8}, c_{4}=0.0001, c_{5}=0.0001, c_{6}=1.0$ |  |

Table 5.1: Models used to generate distortion, with their realistic parameters. The values on the left and on the right of $\rightarrow$ are the undistorted radius and the distorted radius respectively. For the polynomial model, the coefficients are the same for $x$ and $y$ component, except for the order 1 coefficients. Note that the distortion can be barrel, pincushion or mustache.

### 5.3.2 Experiments with Unknown Distortion Center

In practice, the distortion center $\left(x_{c}, y_{c}\right)$ is unknown. It should also be considered as a parameter in the minimization formulation. The minimization problem becomes non-linear

|  | R $2^{\circ}$ | R $4^{\circ}$ | D $2^{\circ}$ | D $4^{\circ}$ | F $3^{\circ}$ | P $3^{\circ}$ | P $4^{\circ}$ | Ra $2^{\circ}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| R $2^{\circ}$ | $9 \mathrm{e}-2 / 8 \mathrm{e}-1$ | $1 \mathrm{e}-1 / 4 \mathrm{e}-1$ | $6 \mathrm{e}-2 / 5 \mathrm{e}-1$ | $2 \mathrm{e}-1 / 5 \mathrm{e}-1$ | $3 \mathrm{e}-2 / 1 \mathrm{e}-1$ | $6 \mathrm{e}+1 / 2 \mathrm{e}+2$ | $6 \mathrm{e}+1 / 2 \mathrm{e}+2$ | $7 \mathrm{e}+1 / 2 \mathrm{e}+2$ |
| R $4^{\circ}$ | $2 \mathrm{e}-3 / 3 \mathrm{e}-2$ | $2 \mathrm{e}-3 / 2 \mathrm{e}-2$ | $8 \mathrm{e}-4 / 9 \mathrm{e}-3$ | $2 \mathrm{e}-3 / 8 \mathrm{e}-3$ | $8 \mathrm{e}-4 / 6 \mathrm{e}-3$ | $6 \mathrm{e}+1 / 2 \mathrm{e}+2$ | $6 \mathrm{e}+1 / 2 \mathrm{e}+2$ | $7 \mathrm{e}+1 / 2 \mathrm{e}+2$ |
| D $2^{\circ}$ | $6 \mathrm{e}-2 / 6 \mathrm{e}-1$ | $2 \mathrm{e}-1 / 6 \mathrm{e}-1$ | $3 \mathrm{e}-2 / 3 \mathrm{e}-1$ | $2 \mathrm{e}-1 / 1 \mathrm{e}+0$ | $4 \mathrm{e}-2 / 2 \mathrm{e}-1$ | $6 \mathrm{e}+1 / 2 \mathrm{e}+2$ | $6 \mathrm{e}+1 / 2 \mathrm{e}+2$ | $7 \mathrm{e}+1 / 2 \mathrm{e}+2$ |
| D $4^{\circ}$ | $1 \mathrm{e}-3 / 2 \mathrm{e}-2$ | $1 \mathrm{e}-3 / 9 \mathrm{e}-3$ | 4e-4/4e-3 | $1 \mathrm{e}-3 / 7 \mathrm{e}-3$ | $7 \mathrm{e}-4 / 6 \mathrm{e}-3$ | $6 \mathrm{e}+1 / 2 \mathrm{e}+2$ | $6 \mathrm{e}+1 / 2 \mathrm{e}+2$ | $7 \mathrm{e}+1 / 2 \mathrm{e}+2$ |
| F $3^{\circ}$ | $8 \mathrm{e}-2 / 3 \mathrm{e}-1$ | $7 \mathrm{e}-2 / 8 \mathrm{e}-1$ | $9 \mathrm{e}-2 / 4 \mathrm{e}-1$ | $6 \mathrm{e}-2 / 7 \mathrm{e}-1$ | $2 \mathrm{e}-2 / 2 \mathrm{e}-1$ | $6 \mathrm{e}+1 / 2 \mathrm{e}+2$ | $6 \mathrm{e}+1 / 2 \mathrm{e}+2$ | $7 \mathrm{e}+1 / 2 \mathrm{e}+2$ |
| P $3^{\circ}$ | $6 \mathrm{e}-1 / 3 \mathrm{e}+0$ | $5 \mathrm{e}-1 / 2 \mathrm{e}+0$ | $5 \mathrm{e}-1 / 3 \mathrm{e}+0$ | $6 \mathrm{e}-1 / 3 \mathrm{e}+0$ | $2 \mathrm{e}-1 / 8 \mathrm{e}-1$ | $2 \mathrm{e}-1 / 2 \mathrm{e}+0$ | $7 \mathrm{e}-1 / 6 \mathrm{e}+0$ | $5 \mathrm{e}-1 / 3 \mathrm{e}+0$ |
| P $4^{\circ}$ | $6 \mathrm{e}-1 / 3 \mathrm{e}+0$ | $5 \mathrm{e}-1 / 2 \mathrm{e}+0$ | $5 \mathrm{e}-1 / 3 \mathrm{e}+0$ | $6 \mathrm{e}-1 / 3 \mathrm{e}+0$ | $2 \mathrm{e}-1 / 8 \mathrm{e}-1$ | $5 \mathrm{e}-2 / 6 \mathrm{e}-1$ | $1 \mathrm{e}-1 / 2 \mathrm{e}+0$ | $7 \mathrm{e}-2 / 6 \mathrm{e}-1$ |
| P $8^{\circ}$ | $6 \mathrm{e}-2 / 4 \mathrm{e}-1$ | $2 \mathrm{e}-2 / 1 \mathrm{e}-1$ | $6 \mathrm{e}-2 / 4 \mathrm{e}-1$ | $2 \mathrm{e}-2 / 1 \mathrm{e}-1$ | $7 \mathrm{e}-3 / 6 \mathrm{e}-2$ | $7 \mathrm{e}-5 / 1 \mathrm{e}-3$ | $7 \mathrm{e}-4 / 1 \mathrm{e}-2$ | $4 \mathrm{e}-5 / 6 \mathrm{e}-4$ |
| P $15^{\circ}$ | $1 \mathrm{e}-2 / 6 \mathrm{e}-2$ | $8 \mathrm{e}-3 / 5 \mathrm{e}-2$ | $1 \mathrm{e}-2 / 6 \mathrm{e}-2$ | $8 \mathrm{e}-3 / 5 \mathrm{e}-2$ | $3 \mathrm{e}-4 / 1 \mathrm{e}-3$ | $1 \mathrm{e}-7 / 7 \mathrm{e}-7$ | $2 \mathrm{e}-7 / 3 \mathrm{e}-6$ | $4 \mathrm{e}-7 / 4 \mathrm{e}-6$ |
| Ra2 ${ }^{\circ}$ | $5 \mathrm{e}+0 / 2 \mathrm{e}+1$ | $7 \mathrm{e}+0 / 3 \mathrm{e}+1$ | $5 \mathrm{e}+0 / 2 \mathrm{e}+1$ | $7 \mathrm{e}+0 / 3 \mathrm{e}+1$ | $4 \mathrm{e}+1 / 1 \mathrm{e}+3$ | $5 \mathrm{e}-1 / 3 \mathrm{e}+0$ | $4 \mathrm{e}-1 / 1 \mathrm{e}+0$ | $1 \mathrm{e}-1 / 8 \mathrm{e}-1$ |
| Ra6 ${ }^{\circ}$ | $5 \mathrm{e}-2 / 2 \mathrm{e}-1$ | $3 \mathrm{e}-2 / 2 \mathrm{e}-1$ | $1 \mathrm{e}-1 / 7 \mathrm{e}-1$ | $9 \mathrm{e}-2 / 7 \mathrm{e}-1$ | $1 \mathrm{e}-1 / 6 \mathrm{e}-1$ | $2 \mathrm{e}-6 / 3 \mathrm{e}-5$ | $1 \mathrm{e}-4 / 2 \mathrm{e}-3$ | $8 \mathrm{e}-8 / 9 \mathrm{e}-7$ |
| Ra10 ${ }^{\circ}$ | $4 \mathrm{e}-2 / 2 \mathrm{e}-1$ | $2 \mathrm{e}-2 / 1 \mathrm{e}-1$ | $1 \mathrm{e}-1 / 8 \mathrm{e}-1$ | $9 \mathrm{e}-2 / 7 \mathrm{e}-1$ | $3 \mathrm{e}-2 / 3 \mathrm{e}-1$ | $8 \mathrm{e}-8 / 1 \mathrm{e}-6$ | $2 \mathrm{e}-7 / 3 \mathrm{e}-6$ | $4 \mathrm{e}-9 / 5 \mathrm{e}-8$ |

Table 5.2: Self-consistency and universality with known distortion center. The average error $(\bar{D}) /$ maximal error $\left(D_{\infty}\right)$ (in pixels) is shown. The left column entries show the model and the order used for correction. The top entry row gives the model and the order used to generate the distortion. The five compared model classes are R-Radial, D-Division, F-FOV, P-Polynomial, and Ra-Rational. The parameters in Table 5.1 were used to generate the distortion. The green color is used to highlight the average error $\bar{D} \leqslant 10^{-2}$, the blue color for $10^{-2}<\bar{D} \leqslant 10^{-1}$ and the red color for $\bar{D}>10^{-1}$.
for most models if $\left(x_{c}, y_{c}\right)$ is unknown. This is true for the radial model, the division model, the FOV model and the rational model. In contrast the polynomial and the rational function models are invariant to a translation of the distortion center. The point $\left(x_{c}, y_{c}\right)$ can be fixed arbitrarily, and in the polynomial case the minimization problem is linear while the rational model is still non-linear. This is a decisive advantage with respect to the other models. The self-consistency and universality results are recapitulated in Table 5.3 with the parameters for generating distortion in Table 5.1. For the distortion generation, the distortion center was fixed at the center $(880.5,587)$ of the image, while for the correction, the initial distortion center was realistically taken $(50,50)$ pixels away from the true position. For the radial model and the division model, the Levenberg-Marquardt algorithm could still find the true distortion center, and the minimized error was the same as when the distortion center was known. Nevertheless, for the FOV model, a bad initialization of the distortion center degraded the correction performance. For the polynomial model, the solution can be found linearly by fixing an arbitrary distortion center. For the rational function model, even though it is invariant to a translation of the distortion center, incremental LM algorithm cannot ensure the correct minimization.

### 5.3.3 Comparison

The tables show that the models are self-consistent for an average precision of the order of $10^{-2}$ pixel if the order of correction is high enough when the distortion center is known. The radial model and the division model are consistent with each other, whether the distortion center is known or not. The FOV model is a little less consistent with the radial model and the division model when the distortion center is known. With an unknown distortion center,

|  | $\mathrm{R} 2^{\circ}$ | $\mathrm{R} 4^{\circ}$ | $\mathrm{D} 2^{\circ}$ | $\mathrm{D} 4^{\circ}$ | $\mathrm{F} 3^{\circ}$ | $\mathrm{P} 3^{\circ}$ | $\mathrm{P} 4^{\circ}$ | $\mathrm{Ra} 2^{\circ}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $\mathrm{R} 2^{\circ}$ | $9 \mathrm{e}-2 / 8 \mathrm{e}-1$ | $1 \mathrm{e}-1 / 4 \mathrm{e}-1$ | $6 \mathrm{e}-2 / 5 \mathrm{e}-1$ | $2 \mathrm{e}-1 / 5 \mathrm{e}-1$ | $3 \mathrm{e}-2 / 1 \mathrm{e}-1$ | $6 \mathrm{e}+1 / 2 \mathrm{e}+2$ | $6 \mathrm{e}+1 / 2 \mathrm{e}+2$ | $7 \mathrm{e}+1 / 2 \mathrm{e}+2$ |
| $\mathrm{R} 4^{\circ}$ | $2 \mathrm{e}-3 / 3 \mathrm{e}-2$ | $2 \mathrm{e}-3 / 2 \mathrm{e}-2$ | $8 \mathrm{e}-4 / 9 \mathrm{e}-3$ | $2 \mathrm{e}-3 / 8 \mathrm{e}-3$ | $8 \mathrm{e}-4 / 6 \mathrm{e}-3$ | $6 \mathrm{e}+1 / 2 \mathrm{e}+2$ | $6 \mathrm{e}+1 / 2 \mathrm{e}+2$ | $7 \mathrm{e}+1 / 2 \mathrm{e}+2$ |
| $\mathrm{D} 2^{\circ}$ | $6 \mathrm{e}-2 / 6 \mathrm{e}-1$ | $2 \mathrm{e}-1 / 6 \mathrm{e}-1$ | $3 \mathrm{e}-2 / 3 \mathrm{e}-1$ | $2 \mathrm{e}-1 / 1 \mathrm{e}+0$ | $4 \mathrm{e}-2 / 2 \mathrm{e}-1$ | $6 \mathrm{e}+1 / 2 \mathrm{e}+2$ | $6 \mathrm{e}+1 / 2 \mathrm{e}+2$ | $7 \mathrm{e}+1 / 2 \mathrm{e}+2$ |
| $\mathrm{D} 4^{\circ}$ | $1 \mathrm{e}-3 / 2 \mathrm{e}-2$ | $1 \mathrm{e}-3 / 9 \mathrm{e}-3$ | $4 \mathrm{e}-4 / 4 \mathrm{e}-3$ | $1 \mathrm{e}-3 / 7 \mathrm{e}-3$ | $2 \mathrm{e}+1 / 4 \mathrm{e}+1$ | $6 \mathrm{e}+1 / 2 \mathrm{e}+2$ | $6 \mathrm{e}+1 / 2 \mathrm{e}+2$ | $7 \mathrm{e}+1 / 2 \mathrm{e}+2$ |
| $\mathrm{~F} 3^{\circ}$ | $7 \mathrm{e}-1 / 2 \mathrm{e}+0$ | $3 \mathrm{e}+0 / 2 \mathrm{e}+1$ | $2 \mathrm{e}+0 / 9 \mathrm{e}+0$ | $3 \mathrm{e}+0 / 2 \mathrm{e}+1$ | $4 \mathrm{e}+1 / 6 \mathrm{e}+1$ | $6 \mathrm{e}+1 / 2 \mathrm{e}+2$ | $6 \mathrm{e}+1 / 2 \mathrm{e}+2$ | $7 \mathrm{e}+1 / 2 \mathrm{e}+2$ |
| $\mathrm{P} 3^{\circ}$ | $6 \mathrm{e}-1 / 3 \mathrm{e}+0$ | $5 \mathrm{e}-1 / 2 \mathrm{e}+0$ | $5 \mathrm{e}-1 / 3 \mathrm{e}+0$ | $6 \mathrm{e}-1 / 3 \mathrm{e}+0$ | $2 \mathrm{e}-1 / 8 \mathrm{e}-1$ | $2 \mathrm{e}-1 / 2 \mathrm{e}+0$ | $7 \mathrm{e}-1 / 6 \mathrm{e}+0$ | $5 \mathrm{e}-1 / 3 \mathrm{e}+0$ |
| $\mathrm{P} 4^{\circ}$ | $6 \mathrm{e}-1 / 3 \mathrm{e}+0$ | $5 \mathrm{e}-1 / 2 \mathrm{e}+0$ | $5 \mathrm{e}-1 / 3 \mathrm{e}+0$ | $6 \mathrm{e}-1 / 3 \mathrm{e}+0$ | $2 \mathrm{e}-1 / 8 \mathrm{e}-1$ | $5 \mathrm{e}-2 / 6 \mathrm{e}-1$ | $1 \mathrm{e}-1 / 2 \mathrm{e}+0$ | $7 \mathrm{e}-2 / 6 \mathrm{e}-1$ |
| $\mathrm{P} 8^{\circ}$ | $6 \mathrm{e}-2 / 4 \mathrm{e}-1$ | $2 \mathrm{e}-2 / 1 \mathrm{e}-1$ | $6 \mathrm{e}-2 / 4 \mathrm{e}-1$ | $2 \mathrm{e}-2 / 1 \mathrm{e}-1$ | $7 \mathrm{e}-3 / 6 \mathrm{e}-2$ | $7 \mathrm{e}-5 / 1 \mathrm{e}-3$ | $7 \mathrm{e}-4 / 1 \mathrm{e}-2$ | $4 \mathrm{e}-5 / 6 \mathrm{e}-4$ |
| $\mathrm{P} 15^{\circ}$ | $1 \mathrm{e}-2 / 6 \mathrm{e}-2$ | $8 \mathrm{e}-3 / 5 \mathrm{e}-2$ | $1 \mathrm{e}-2 / 6 \mathrm{e}-2$ | $8 \mathrm{e}-3 / 5 \mathrm{e}-2$ | $3 \mathrm{e}-4 / 1 \mathrm{e}-3$ | $1 \mathrm{e}-7 / 7 \mathrm{e}-7$ | $2 \mathrm{e}-7 / 3 \mathrm{e}-6$ | $4 \mathrm{e}-7 / 4 \mathrm{e}-6$ |
| $\mathrm{Ra} 2^{\circ}$ | $7 \mathrm{e}+1 / 9 \mathrm{e}+1$ | $7 \mathrm{e}+1 / 1 \mathrm{e}+2$ | $7 \mathrm{e}+1 / 9 \mathrm{e}+1$ | $7 \mathrm{e}+1 / 1 \mathrm{e}+2$ | $7 \mathrm{e}+1 / 8 \mathrm{e}+1$ | $7 \mathrm{e}+1 / 7 \mathrm{e}+1$ | $7 \mathrm{e}+1 / 7 \mathrm{e}+1$ | $7 \mathrm{e}+1 / 7 \mathrm{e}+1$ |
| $\mathrm{Ra} 6^{\circ}$ | $7 \mathrm{e}+1 / 7 \mathrm{e}+1$ | $7 \mathrm{e}+1 / 7 \mathrm{e}+1$ | $7 \mathrm{e}+1 / 7 \mathrm{e}+1$ | $7 \mathrm{e}+1 / 7 \mathrm{e}+1$ | $7 \mathrm{e}+1 / 7 \mathrm{e}+1$ | $7 \mathrm{e}+1 / 7 \mathrm{e}+1$ | $7 \mathrm{e}+1 / 7 \mathrm{e}+1$ | $7 \mathrm{e}+1 / 7 \mathrm{e}+1$ |
| $\mathrm{Ra} 0^{\circ}$ | $7 \mathrm{e}+1 / 7 \mathrm{e}+1$ | $7 \mathrm{e}+1 / 7 \mathrm{e}+1$ | $7 \mathrm{e}+1 / 7 \mathrm{e}+1$ | $7 \mathrm{e}+1 / 7 \mathrm{e}+1$ | $7 \mathrm{e}+1 / 7 \mathrm{e}+1$ | $7 \mathrm{e}+1 / 7 \mathrm{e}+1$ | $7 \mathrm{e}+1 / 7 \mathrm{e}+1$ | $7 \mathrm{e}+1 / 7 \mathrm{e}+1$ |

Table 5.3: Self-consistency and universality with unknown distortion center. The initial distortion center was set $(50,50)$ pixels away from its true position. The average error $(\bar{D}) /$ maximal error $\left(D_{\infty}\right)$ (in pixels) is shown. The left column entries give the model and the order used for correction. The top row entries give the model and the order used to generate the distortion. The five compared model classes are R-Radial, D-Division, F-FOV, P-Polynomial, and Ra-Rational. The parameters in Table 5.1 were used to generate the distortion. The green color is used to highlight the average error $\bar{D} \leqslant 10^{-2}$, the blue color for $10^{-2}<\bar{D} \leqslant 10^{-1}$ and the red color for $\bar{D}>10^{-1}$.
the FOV correction performance decays. The polynomial model instead seems to be able to correct any type of distortion, but a higher order is often necessary to correct the radial, division or FOV distortions. This higher order is not a problem, because of the computational efficiency of the linear method. The rational function model should have the same performance as the polynomial model. But due to the complexity in the non-linear minimization, it is often stuck by the local minima. In conclusion, the polynomial model is the only one to be jointly self-consistent, universal and linear among the compared models.

### 5.3.4 Realistic Distortion

A real distortion can be far more complex than what the above simple models can generate. A more realistic distortion contains a radial symmetric term, a term for decentering distortion and a term for thin prism distortion [177],

$$
\begin{aligned}
& \bar{x}_{d}=\bar{x}_{u}\left(k_{0}+k_{1} r_{u}+k_{2} r_{u}^{2}+\cdots\right) \\
& +\left[p_{1}\left(r_{u}^{2}+2 \bar{x}_{u}^{2}\right)+2 p_{2} \bar{x}_{u} \bar{y}_{u}\right]\left(1+p_{3} r_{u}^{2}\right)+s_{1} r_{u}^{2} \\
& \bar{y}_{d}=\bar{y}_{u}\left(k_{0}+k_{1} r_{u}+k_{2} r_{u}^{2}+\cdots\right) \\
& +\left[p_{2}\left(r_{u}^{2}+2 \bar{y}_{u}^{2}\right)+2 p_{1} \bar{x}_{u} \bar{y}_{u}\right]\left(1+p_{3} r_{u}^{2}\right)+s_{2} r_{u}^{2}
\end{aligned}
$$

with $p_{1}, p_{2}, p_{3}$ parameters for decentering distortion and $s_{1}, s_{2}$ parameters for thin prism distortion. They are both tangential distortions. In Table 5.4, the self-consistency and universality of the models were again tested with known distortion center after adding a tangential distortion with $p_{1}=4.0 \mathrm{e}-6, p_{2}=-2.0 \mathrm{e}-6, p_{3}=0, s_{1}=3.0 \mathrm{e}-6, s_{2}=1.0 \mathrm{e}-6$. By adding this
non-radial component in the distortion, the radial model, the division model and the FOV model do not reach anymore the $10^{-2}$ pixel precision since they are all radial symmetric. These three models are almost consistent to each other (see Table 5.2), which explains why the erros in the first five rows are on the same order of magnitude. As for the rational function model, it again has the minimization problem. The polynomial model is the only model getting a higher precision when increasing the model order.

|  | $\mathrm{R} 2^{\circ}$ | $\mathrm{R} 4^{\circ}$ | $\mathrm{D} 2^{\circ}$ | $\mathrm{D} 4^{\circ}$ | $\mathrm{F} 3^{\circ}$ | $\mathrm{P} 3^{\circ}$ | $\mathrm{P} 4^{\circ}$ | $\mathrm{Ra} 2^{\circ}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $\mathrm{R} 2^{\circ}$ | $7 \mathrm{e}+0 / 3 \mathrm{e}+1$ | $5 \mathrm{e}+0 / 2 \mathrm{e}+1$ | $7 \mathrm{e}+0 / 3 \mathrm{e}+1$ | $5 \mathrm{e}+0 / 2 \mathrm{e}+1$ | $7 \mathrm{e}-1 / 2 \mathrm{e}+0$ | $6 \mathrm{e}+1 / 2 \mathrm{e}+2$ | $6 \mathrm{e}+1 / 2 \mathrm{e}+2$ | $7 \mathrm{e}+1 / 2 \mathrm{e}+2$ |
| $\mathrm{R} 4^{\circ}$ | $7 \mathrm{e}+0 / 3 \mathrm{e}+1$ | $5 \mathrm{e}+0 / 2 \mathrm{e}+1$ | $7 \mathrm{e}+0 / 3 \mathrm{e}+1$ | $5 \mathrm{e}+0 / 2 \mathrm{e}+1$ | $7 \mathrm{e}-1 / 2 \mathrm{e}+0$ | $6 \mathrm{e}+1 / 2 \mathrm{e}+2$ | $6 \mathrm{e}+1 / 2 \mathrm{e}+2$ | $7 \mathrm{e}+1 / 2 \mathrm{e}+2$ |
| $\mathrm{D} 2^{\circ}$ | $7 \mathrm{e}+0 / 3 \mathrm{e}+1$ | $5 \mathrm{e}+0 / 2 \mathrm{e}+1$ | $7 \mathrm{e}+0 / 3 \mathrm{e}+1$ | $5 \mathrm{e}+0 / 1 \mathrm{e}+1$ | $7 \mathrm{e}-1 / 2 \mathrm{e}+0$ | $6 \mathrm{e}+1 / 2 \mathrm{e}+2$ | $6 \mathrm{e}+1 / 2 \mathrm{e}+2$ | $7 \mathrm{e}+1 / 2 \mathrm{e}+2$ |
| $\mathrm{D} 4^{\circ}$ | $7 \mathrm{e}+0 / 3 \mathrm{e}+1$ | $5 \mathrm{e}+0 / 2 \mathrm{e}+1$ | $7 \mathrm{e}+0 / 3 \mathrm{e}+1$ | $5 \mathrm{e}+0 / 2 \mathrm{e}+1$ | $7 \mathrm{e}-1 / 2 \mathrm{e}+0$ | $6 \mathrm{e}+1 / 2 \mathrm{e}+2$ | $6 \mathrm{e}+1 / 2 \mathrm{e}+2$ | $7 \mathrm{e}+1 / 2 \mathrm{e}+2$ |
| $\mathrm{~F} 3^{\circ}$ | $7 \mathrm{e}+0 / 3 \mathrm{e}+1$ | $5 \mathrm{e}+0 / 2 \mathrm{e}+1$ | $7 \mathrm{e}+0 / 3 \mathrm{e}+1$ | $5 \mathrm{e}+0 / 2 \mathrm{e}+1$ | $7 \mathrm{e}-1 / 2 \mathrm{e}+0$ | $6 \mathrm{e}+1 / 2 \mathrm{e}+2$ | $6 \mathrm{e}+1 / 2 \mathrm{e}+2$ | $7 \mathrm{e}+1 / 2 \mathrm{e}+2$ |
| $\mathrm{P} 3^{\circ}$ | $6 \mathrm{e}-1 / 4 \mathrm{e}+0$ | $5 \mathrm{e}-1 / 4 \mathrm{e}+0$ | $5 \mathrm{e}-1 / 4 \mathrm{e}+0$ | $6 \mathrm{e}-1 / 4 \mathrm{e}+0$ | $2 \mathrm{e}-1 / 9 \mathrm{e}-1$ | $3 \mathrm{e}-1 / 3 \mathrm{e}+0$ | $8 \mathrm{e}-1 / 7 \mathrm{e}+0$ | $3 \mathrm{e}-1 / 2 \mathrm{e}+0$ |
| $\mathrm{P} 4^{\circ}$ | $6 \mathrm{e}-1 / 3 \mathrm{e}+0$ | $5 \mathrm{e}-1 / 2 \mathrm{e}+0$ | $5 \mathrm{e}-1 / 3 \mathrm{e}+0$ | $6 \mathrm{e}-1 / 3 \mathrm{e}+0$ | $2 \mathrm{e}-1 / 8 \mathrm{e}-1$ | $6 \mathrm{e}-2 / 7 \mathrm{e}-1$ | $2 \mathrm{e}-1 / 2 \mathrm{e}+0$ | $5 \mathrm{e}-2 / 4 \mathrm{e}-1$ |
| $\mathrm{P} 8^{\circ}$ | $6 \mathrm{e}-2 / 4 \mathrm{e}-1$ | $2 \mathrm{e}-2 / 1 \mathrm{e}-1$ | $6 \mathrm{e}-2 / 4 \mathrm{e}-1$ | $2 \mathrm{e}-2 / 1 \mathrm{e}-1$ | $7 \mathrm{e}-3 / 6 \mathrm{e}-2$ | $1 \mathrm{e}-4 / 2 \mathrm{e}-3$ | $1 \mathrm{e}-3 / 2 \mathrm{e}-2$ | $1 \mathrm{e}-5 / 2 \mathrm{e}-4$ |
| $\mathrm{P} 15^{\circ}$ | $1 \mathrm{e}-2 / 6 \mathrm{e}-2$ | $8 \mathrm{e}-3 / 5 \mathrm{e}-2$ | $1 \mathrm{e}-2 / 6 \mathrm{e}-2$ | $8 \mathrm{e}-3 / 5 \mathrm{e}-2$ | $3 \mathrm{e}-4 / 2 \mathrm{e}-3$ | $3 \mathrm{e}-7 / 2 \mathrm{e}-6$ | $3 \mathrm{e}-7 / 6 \mathrm{e}-6$ | $3 \mathrm{e}-7 / 4 \mathrm{e}-6$ |
| Ra2 $^{\circ}$ | $5 \mathrm{e}+0 / 2 \mathrm{e}+1$ | $7 \mathrm{e}+0 / 3 \mathrm{e}+1$ | $5 \mathrm{e}+0 / 2 \mathrm{e}+1$ | $7 \mathrm{e}+0 / 3 \mathrm{e}+1$ | $3 \mathrm{e}+0 / 1 \mathrm{e}+1$ | $6 \mathrm{e}-1 / 3 \mathrm{e}+0$ | $4 \mathrm{e}-1 / 1 \mathrm{e}+0$ | $1 \mathrm{e}-1 / 8 \mathrm{e}-1$ |
| $\mathrm{Ra} 6^{\circ}$ | $1 \mathrm{e}-1 / 9 \mathrm{e}-1$ | $1 \mathrm{e}-1 / 8 \mathrm{e}-1$ | $1 \mathrm{e}-1 / 9 \mathrm{e}-1$ | $9 \mathrm{e}-2 / 8 \mathrm{e}-1$ | $3 \mathrm{e}-2 / 3 \mathrm{e}-1$ | $2 \mathrm{e}-6 / 3 \mathrm{e}-5$ | $2 \mathrm{e}-4 / 2 \mathrm{e}-3$ | $3 \mathrm{e}-7 / 5 \mathrm{e}-6$ |
| $\mathrm{Ra} 0^{\circ}$ | $1 \mathrm{e}-1 / 9 \mathrm{e}-1$ | $1 \mathrm{e}-1 / 8 \mathrm{e}-1$ | $1 \mathrm{e}-1 / 8 \mathrm{e}-1$ | $9 \mathrm{e}-2 / 7 \mathrm{e}-1$ | $3 \mathrm{e}-2 / 2 \mathrm{e}-1$ | $8 \mathrm{e}-8 / 1 \mathrm{e}-6$ | $3 \mathrm{e}-7 / 5 \mathrm{e}-6$ | $3 \mathrm{e}-9 / 6 \mathrm{e}-8$ |

Table 5.4: Self-consistency and universality with known distortion center. Compared with Tables 5.2 and 5.3 , besides the distortion generated by the parameters in Table 5.1, an additional tangential distortion is added. Each entry shows the average error $(\bar{D}) /$ maximal error $\left(D_{\infty}\right)$ (in pixels). The green color is used to highlight the average error $\bar{D} \leqslant 10^{-2}$, the blue color for $10^{-2}<\bar{D} \leqslant 10^{-1}$ and the red color for $\bar{D}>10^{-1}$. The only blue-green to green lines are obtained for the polynomial model with degree 8 to 15 .

### 5.4 Real Distortion Fitting Experiments

After its validation on synthetic examples, we present here real tests to verify that the proposed high order polynomial model works for real distortion correction. This test was inspired from the non-parametric lens distortion estimation method in Chapter 4 [80] but could be performed on any distortion model obtained by blind correction. This method requires a highly textured planar pattern, which is obtained by printing a textured image and pasting it on a very flat object (a mirror was used in the experiments). Two photos of the pattern were taken by a Canon EOS 30D SLR camera with EFS $18-55 \mathrm{~mm}$ lens. The minimal focal length (18mm) was chosen (with fixed focus) to produce a fairly large distortion (see Fig. 5.2 for the digital textured image and two photos of the pattern). The distortion was estimated (up to a homography) as the diffeomorphism mapping the original digital pattern to a photograph of it. The algorithm is summarized in the following (see Chapter 4 for details).

1. Take two slightly different photographs of a textured planar pattern with a camera whose settings are frozen;
2. apply the SIFT method [117] between the original digital pattern and both photographs to find matchings;
3. eliminate outliers by a loop validation step;
4. refine the precision of the SIFT matchings by moving each point in one image by applying the local homography estimated from its neighboring matchings;
5. triangulate and interpolate the remaining matchings to get a dense reverse distortion field;
6. by applying the reverse distortion field to all images produced by the real camera, the camera is converted into a virtual pinhole camera.

The matchings delivered by step 4 (about 8000 matchings in our experiments) in the above algorithm are "outliers"-free and precise thanks to the loop validation and local homography. So we can directly try all models to fit these "outliers"-free matchings (the distortion center is also estimated except the polynomial model and rational model whose distortion center is fixed at the center of image). The residual fitting error shows to what extent the models are faithful to a real camera lens distortion. In addition, there is an arbitrary homography between the digital pattern and its photograph. So the compatibility of the models with a homography is also implicitly tested. We used $50 \%$ matchings to estimate the parameters for different models and the other $50 \%$ to evaluate the fitting error. The results are recapitulated in Table 5.5, compared to the non-parametric method [80]. They show that all of the radial symmetric models fail (including the radial, division and FOV models) because the distortion field is not radial symmetric due to the implicit unknown homography. In this experiment, the rational model gives a performance similar to the polynomial model, but rather by chance (in contrast, in the synthetic test, the incremental LM algorithm does not find a global minimum). The fitting error of the polynomial model becomes stable when its order attains 7 , which means that it does not suffer from numerical instability or noise fitting. The precision attained with the polynomial model is about 500 times higher than with classic models! The non-parametric method gives a slightly larger fitting error than the polynomial model because the triangulation (step 5 in the above summarized algorithm) at the border of image can be imprecise (see the difference at the border for non-parametric method and the polynomial model in Fig. 5.4 and 5.3).

### 5.5 Plumb-Line Validation

It should be noted that the non-parametric method does not give a ground truth. It is just a non-parametric estimation of the lens distortion, and it is subject to errors. These errors are evident in that the non-parametric model has a mean fitting error of 0.18 pixels. Thus, we need a more objective evaluation to check the quality of the correction polynomial model. To this purpose, a physical frame with tightly stretched cylindrical strings was built. The physical tension of the strings guarantees a very high straightness. Once the parameters of the models of different orders are estimated by "outliers" -free matchings fitting (section 5.4), a distortion field can be constructed and applied for the distortion correction of images of strings taken by the same camera with the same fixed lens configuration (see Fig. 5.4). The average/max distance from the edge points (detected by Devernay's method [52]) of the corrected lines to the corresponding regression line was computed. Table 5.6 recapitulates average/max distance


Figure 5.2: The textured pattern and two photos. Top row: the digital textured pattern. Bottom row: two similar photos of the pattern.
for all lines in the image. The polynomial model still gives a stable performance when the order attains 6 , which means that a polynomial model of order 6 was already capable of capturing the whole distortion. The residual fitting error comes from the noise of matching points. The polynomial model has far too few parameters to fit this noise, which guarantees the correction quality and stability. The rational model gives a comparable performance at the price of much higher computational cost (more than 200 times slower). All of the other parametric models do not give a satisfactory result for the reason explained above (their average/max error is in fact larger than shown because the used line segment detector [174] sometimes detects only one part of the non-corrected lines). The non-parametric method gives a performance very close to the polynomial model, which confirms again the effectiveness of the polynomial model (see Fig. 5.4 for the visual inspection).

Remark: In Table 5.6, the fit distortion models are used to correct the distorted lines. Since the fit distortion models are estimated by fitting the "outliers"-free matchings between the digital pattern and one of its photos, the increase of order of models decrease the average fitting error as shown in Table 5.5. But the fitting error is not directly related to the straightness error in Table 5.6. Only when the fit models can well approximate the diffeomorphism between the digital pattern and its photo (homography followed by lens distortion), the straight lines can be well corrected and the straightness error decreases with the model order. This is the case of polynomial model and rational model. But for the radial model, division model and FOV model, since they are not capable to approximate the the diffeomorphism between the digital pattern and its photo (Table 5.5), the distortion lines are not well corrected. So the


Figure 5.3: The distortion field estimated by different methods. Top row: the distortion field obtained by a non-parametric method [80] and its level lines (in red) with quantization step 20. Middle row: the distortion field constructed by the estimated parameters of polynomial model of order-12 and the level lines (in red) with quantization step of 20 . Bottom row: the distortion field constructed by the estimated parameters of rational function model of order-12 and the level lines (in red) with quantization step of 20 .


Figure 5.4: Top row: distorted image of tightly stretched lines and the corrected image by the non-parametric method. Middle row: distorted images of tightly stretched lines and the corrected image by the estimated polynomial model. Bottom row: distorted images of tightly stretched lines and the corrected image by the estimated rational function model.

| order | Parametric model type |  |  |  |  | Non-parametric model [80] |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Radial | Division | FOV | Polynomial | Rational |  |
| 3 | $24.66 / 89.84$ | $26.98 / 103.30$ | $26.72 / 101.74$ | $1.48 / 10.65$ | $0.19 / 1.86$ |  |
| 4 | $24.55 / 89.08$ | $26.95 / 103.22$ | $25.47 / 94.53$ | $1.26 / 8.93$ | $0.05 / 0.49$ |  |
| 5 | $24.30 / 85.74$ | $26.94 / 104.32$ | $25.48 / 95.17$ | $0.21 / 2.09$ | $0.05 / 0.33$ |  |
| 6 | $24.28 / 85.58$ | $25.43 / 94.53$ | $25.47 / 94.87$ | $0.08 / 0.83$ | $0.05 / 0.27$ |  |
| 7 | $24.29 / 85.45$ | $24.37 / 86.58$ | $25.17 / 93.22$ | $0.04 / 0.35$ | $0.04 / 0.24$ | $0.18 / 6.21$ |
| 8 | $24.27 / 85.93$ | $24.27 / 85.87$ | $25.18 / 93.66$ | $0.04 / 0.27$ | $0.04 / 0.87$ |  |
| 9 | $24.28 / 86.07$ | $24.28 / 86.14$ | $25.15 / 93.63$ | $0.04 / 0.25$ | $0.04 / 0.39$ |  |
| 10 | $24.27 / 86.24$ | $24.28 / 86.21$ | $24.28 / 86.03$ | $0.04 / 0.22$ | $0.04 / 0.39$ |  |
| 11 | $24.26 / 86.64$ | $24.26 / 86.62$ | $24.27 / 86.52$ | $0.04 / 0.22$ | $0.04 / 0.39$ |  |
| 12 | $24.27 / 86.48$ | $24.27 / 86.53$ | $24.26 / 86.57$ | $0.04 / 0.26$ | $0.04 / 0.39$ |  |

Table 5.5: The fitting error (in pixels) of the compared models to the matchings between a digital textured image and its photograph. The matchings obtained at step 4 in the summarized algorithm are "outliers"-free and precise. Column 1 is the order of the model. $50 \%$ matchings are used to estimate the parameters and the shown average/maximal fitting error is computed on the other $50 \%$ matchings by applying the estimated parameters. The fitting error of non-parametric method in the last column is computed in the same manner: $50 \%$ matchings are fist used to estimate the deformation field, and the other $50 \%$ matchings are used to compute the fitting error the estimated deformation field. Remark that since we minimize the average error (not the maximal error), in some instances, the maximal error increases with the increase of order.
increase of model order does not necessarily lead to the better correction of the distorted lines. In addition, the line segment detector used to detect the lines can miss some non-corrected lines.

### 5.6 Conclusion

We introduced the self-consistency and universality criteria for camera lens distortion models. Using these tools, the five most classic distortion classes of models were evaluated and compared. The polynomial and rational function model were shown to be both self-consistent and universal, to the cost of a high degree. This high degree raises no computational issue for the polynomial model. Indeed, after a correct conditioning it can always be solved linearly. In contrast, the rational model needs to be solved by an incremental Levenberg-Marquardt algorithm initialized by a linear method (even though it is not ensured that the complex nonlinear minimization always find a global minimum). Furthermore, the polynomial model is translation invariant, which makes it insensitive to a translation of the distortion center. This model is not adapted to global camera calibration methods where the internal and external parameters and the distortion model are estimated simultaneously. The distortion correction must be dealt with as an independent and previous step to camera calibration. It might be objected that the high number of parameters in the polynomial interpolation ( 156 for an 11 -order polynomial) could cause over-fitting bias in the results. Yet, the number of control points (about 4000) is far higher, about 30 times the number of polynomial coefficients. Our

| order | Parametric model type |  |  |  |  | Non-parametric model $[80]$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Radial | Division | FOV | Polynomial | Rational |  |
| 3 | $6.86 / 36.96$ | $3.77 / 21.13$ | $4.06 / 20.70$ | $0.74 / 4.36$ | $0.11 / 0.77$ |  |
| 4 | $6.91 / 33.70$ | $3.85 / 21.75$ | $5.80 / 33.49$ | $0.58 / 2.47$ | $0.09 / 0.51$ |  |
| 5 | $7.61 / 32.86$ | $3.78 / 19.09$ | $5.83 / 30.72$ | $0.15 / 0.51$ | $0.09 / 0.50$ |  |
| 6 | $7.65 / 33.58$ | $5.92 / 29.95$ | $5.89 / 29.90$ | $0.09 / 0.45$ | $0.09 / 0.49$ |  |
| 7 | $5.53 / 24.94$ | $6.39 / 31.21$ | $6.30 / 33.42$ | $0.09 / 0.51$ | $0.09 / 0.49$ |  |
| 8 | $7.60 / 32.91$ | $7.59 / 33.11$ | $5.68 / 25.26$ | $0.09 / 0.52$ | $0.09 / 0.49$ | $0.09 / 0.44$ |
| 9 | $6.69 / 26.71$ | $6.78 / 26.95$ | $5.83 / 26.64$ | $0.09 / 0.52$ | $0.09 / 0.51$ |  |
| 10 | $5.42 / 21.54$ | $6.16 / 26.11$ | $7.55 / 33.62$ | $0.09 / 0.55$ | $0.09 / 0.52$ |  |
| 11 | $2.33 / 8.85$ | $2.38 / 8.65$ | $3.11 / 11.30$ | $0.09 / 0.52$ | $0.09 / 0.52$ |  |
| 12 | $1.72 / 5.15$ | $1.53 / 4.36$ | $1.95 / 6.67$ | $0.09 / 0.51$ | $0.09 / 0.52$ |  |

Table 5.6: The average/max distance (in pixels) from edge points of corrected lines to the corresponding regression line. The parameters of the models are estimated by $50 \%$ matchings coming from step 4 in the summarized algorithm. The distorted image in Fig. 5.4 is then corrected by using all models. The corrected lines are extracted by using the algorithm in [174], which is supposed to extract straight lines in images. Note that for the radial model, division model, FOV model, the correction is not satisfying. Sometimes only one part of or even no line can be extracted. So the error is bigger than shown. But all lines are reliably extracted from the image corrected by the polynomial model, rational model or the non-parametric method.
experiments show that the residual errors stabilize for orders between 6 to 12 , confirming that no over-fitting occurred. Our experiments also show that high order polynomials are really needed if we wish to obtain high precisions. And they indeed deliver accuracies hundred to thousand times higher than those obtained with classic models.
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#### Abstract

Plumb line lens distortion correction methods permit to avoid numerical compensation between the camera internal and external parameters in global calibration method. Once the distortion has been corrected by a plumb line method, the camera is ensured to transform, up to the distortion precision, 3D straight lines into 2D straight lines, and therefore becomes a pinhole camera. This chapter introduces a plumb line method for correcting and evaluating camera lens distortion with high precision. The evaluation criterion is defined as the average standard deviation from straightness of a set of approximately equally spaced straight strings photographed uniformly in all directions by the camera, so that their image crosses the whole camera field. The method uses an easily built "calibration harp," namely a frame on which good quality strings have been tightly stretched to ensure a very high physical straightness. Photos of the harp of different orientations are taken to estimate the best coefficients of polynomial model (the most universal and self-consistent model) to correct the distortion. Both the harp of sewing strings and the harp of opaque fishing strings are tested in the experiments. With the harp of sewing strings, the correction precision is better than the non-parametric pattern based method and no global artificial bias is observed. With the harp of opaque fishing strings, the residual oscillation due to braid pattern of sewing strings is largely reduced and the achieved average correction precision is about 0.02 pixels This precision is much better than the result given the global camera calibration, which is not stable and varies with the parameters used in the distortion model.


### 6.1 Introduction

This chapter presents a method to correct camera lens distortion with high precision. Subpixel precision is not necessary for the human vision which is not affected by distortions of less than 2 pixels. However, there is no limit to the desired precision when the camera is used for 3D reconstruction or photogrammetry tasks. Traditionally, lens distortion and the other camera parameters are estimated simultaneously as camera internal and external parameters [159, 172, 191, 95, 177]. In these global calibration methods all parameters are estimated by minimizing the error between the camera and its numerical model on feature points identified in several views, all in a single non-linear optimization. The result will be precise if (and only if) the model captures the correct physical property of cameras and if the minimization algorithm finds a global minimum. Unfortunately global camera calibration suffers a common drawback: errors in the external and internal camera parameter can be compensated by opposite errors in the distortion model. Thus the residual error can be apparently small, while the distortion model is not precisely estimated [177, 108]. For example the Lavest et al. method [95] measures the non-flatness of a pattern and yields a remarkably small re-projection error of about 0.02 pixels, while the straightness of corrected lines has a 0.2 pixel RMSE. This drawback becomes even more serious for high resolution cameras because the same camera orientation/position error causes a larger error measured in pixels, compared to low resolution cameras ${ }^{1}$. As we shall see, the explanation of this discrepancy between the distortion error and re-projection error is that a compensation of errors occur. The distortion model with few parameters is inaccurate but the external camera parameters adapt to compensate the error. This error

[^2]compensation in global calibration can be avoided by proceeding to distortion correction before camera calibration. Recent distortion correction methods use the correspondences between two or several images, without knowledge of any camera information. The main tool they use is slackened epipolar constraints, which incorporate lens distortion into the epipolar geometry. Several iterative [161, 190] or non-iterative methods [126, 68, 10, 108, 39] are used to estimate the distortion and to correct it. These methods are used with a low order parametric distortion model and therefore cannot achieve high precision.

Non-parametric methods which establish a direct diffeomorphism between a flat pattern and a frontal photograph of it [80, 162] should be ideal for high precision distortion correction. Indeed, they do not depend on the a priori choice of a distortion model with a fixed number of parameters. Yet, to achieve a high precision, they depend on the design of a sizeable very flat non deformable plate with highly accurate patterns printed on it $^{2}$. This replaces a technological challenge by another, which is not simpler.

Plumb-line methods [25] should therefore be an alternative, but is it easier to create very straight lines? For plumb-line methods, an appropriate distortion model still is necessary to precisely remove the distortion. Almost all of the existing models can be directly incorporated into a plumb-line method. But some of them are too complicated [25], while some are not general enough to capture the distortion [53]. For most distortion models, the distortion center is a sensitive parameter when a realistic distortion is treated. The bare polynomials proposed in [175] are therefore a good choice, being a translation invariant to the distortion center and linear approximation of any vector field. This model free approximation can approximate complex radial and non-radial distortions as well provided its degree is high enough. According to the criteria of self-consistency and universality ${ }^{3}$ developed in Chapter 5 [175] to compare many camera distortion models, the polynomial models are the most flexible and accurate.

The proposed method is introduced in section 6.2, followed by synthetic and real experiments in section 6.3, along with a comparison to other methods. Section 6.4 discuss the usage of strings of better quality, which leads to better correction precision. The error compensation in global camera calibration is demonstrated in section 6.5. Section 6.6 is a conclusion.

### 6.2 The Harp Calibration Method

In one sentence, the proposed method combines the advantage of plumb-line methods with the universality of the model free polynomial approximation. The plumb-line method consists in correcting the distorted points which are supposed to be on a straight line, by minimizing the average distance from the corrected points to their corresponding regression lines. In the sequel, denote $\left(x_{u}, y_{u}\right)$ undistorted point, $\left(x_{d}, y_{d}\right)$ distorted point, $\left(x_{c}, y_{c}\right)$ distortion center, $\left(\bar{x}_{u}, \bar{y}_{u}\right)$ radial undistorted point and $\left(\bar{x}_{d}, \bar{y}_{d}\right)$ radial distorted point with $\bar{x}_{u}=x_{u}-x_{c}, \bar{y}_{u}=$ $y_{u}-y_{c}, \bar{x}_{d}=x_{d}-x_{c}$ and $\bar{y}_{d}=y_{d}-y_{c}$. The distorted radius $r_{d}=\sqrt{\bar{x}_{d}^{2}+\bar{y}_{d}^{2}}$ and the undistorted radius $r_{u}=\sqrt{\bar{x}_{u}^{2}+\bar{y}_{u}^{2}}$.

[^3]
### 6.2.1 The Polynomial Model

Unlike many distortion models, the polynomial model is not radial symmetric and the distortion in the $x$ and $y$ direction is modeled with different parameters and even different orders. Denoting by $p$ and $q$ the order of distortion for the $x$ and $y$ component respectively, the polynomial model has the form

$$
\begin{align*}
\bar{x}_{d}= & b_{0} \bar{x}_{u}^{p}+b_{1} \bar{x}_{u}^{p-1} \bar{y}_{u}+b_{2} \bar{x}_{u}^{p-2} \bar{y}_{u}^{2}+\cdots+b_{p} \bar{y}_{u}^{p} \\
& +b_{p+1} \bar{x}_{u}^{p-1}+b_{p+2} \bar{x}_{u}^{p-2} \bar{y}_{u}+\cdots+b_{2 p} \bar{y}_{u}^{p-1} \\
& +\cdots+b_{\frac{(p+1)(p+2)}{2}-3} \bar{x}_{u}+b_{\frac{(p+1)(p+2)}{2}-2} \bar{y}_{u} \\
& +b_{\frac{(p+1)(p+2)}{2}-1} \\
\bar{y}_{d}= & c_{0} \bar{x}_{u}^{q}+c_{1} \bar{x}_{u}^{q-1} \bar{y}_{u}+c_{2} \bar{x}_{u}^{q-2} \bar{y}_{u}^{2}+\cdots+c_{q} \bar{y}_{u}^{q} \\
& +c_{q+1} \bar{x}_{u}^{q-1}+c_{q+2} \bar{x}_{u}^{q-2} \bar{y}_{u}+\cdots+c_{2 q} \bar{y}_{u}^{q-1} \\
& +\cdots+c_{\frac{(q+1)(q+2)}{2}-3} \bar{x}_{u}+c_{\frac{(q+1)(q+2)}{2}-2} \bar{y}_{u} \\
& +c_{\frac{(q+1)(q+2)}{2}-1}^{2} . \tag{6.1}
\end{align*}
$$

The number of parameters for the $x$ and $y$ components is respectively $\frac{(p+1)(p+2)}{2}$ and $\frac{(q+1)(q+2)}{2}$. The model is called bicubic if $p=q=3$. Note that the model being translation invariant, the choice of the distortion center $\left(x_{c}, y_{c}\right)$ has no influence. By the analysis in Chapter 5, the polynomial model is self-consistent and more universal than other traditional models. So the polynomial model can also be used as a correction model by interchanging the role of distorted point coordinates and undistorted point coordinates in Eq. (6.1).

### 6.2.2 The Plumb-Line Method

To correct the distortion from a single image, only the distorted points are available in general. In such a case, some prior or implicit information is necessary to correct the distortion, for example the extended epipolar geometry between corresponding distorted points [10, 108], or the prior shape of some image features [162]. The plumb-line method is based on the fact that the 2D image of a 3 D line remains straight if the camera is a pinhole camera (no lens distortion). The average distance from all edge points of corrected lines to their respective regression line is the most geometric error measurement.

### 6.3 Experimental Method

In this section, we detail how to integrate the polynomial model into the plumb-line method and try different strategies to minimize the distortion. The synthetic tests will show that the realistic distortion can be efficiently removed by using an appropriate minimization algorithm. These test have a ground truth which will actually permit to single out the right minimization strategy. In the real tests, the proposed method will be compared to other methods and will show its higher correction precision.

### 6.3.1 Synthetic Tests

Given a set of corrected points $\left(x_{u_{i}}, y_{u_{i}}\right)_{i=1, \cdots, N}$ which are supposed to be on a line, we compute the linear regression line:

$$
\begin{equation*}
\alpha x_{u_{i}}+\beta y_{u_{i}}-\gamma=0 \tag{6.2}
\end{equation*}
$$

with $\tan 2 \theta=-\frac{2\left(A_{x y}-A_{x} A_{y}\right)}{V_{x x}-V_{y y}}, \alpha=\sin \theta, \beta=\cos \theta, A_{x}=\frac{1}{N} \sum_{i=1}^{N} x_{u_{i}}, A_{y}=\frac{1}{N} \sum_{i=1}^{N} y_{u_{i}}$, $A_{x y}=\frac{1}{N} \sum_{i=1}^{N} x_{u_{i}} y_{u_{i}}, \quad V_{x x}=\frac{1}{N} \sum_{i=1}^{N}\left(x_{u_{i}}-A_{x}\right)^{2}, V_{y y}=\frac{1}{N} \sum_{i=1}^{N}\left(y_{u_{i}}-A_{y}\right)^{2}$ and $\gamma=$ $A_{x} \sin \theta+A_{y} \cos \theta$. The sum of squared distances from the points to this regression line is $\sum_{i=1}^{N}\left(\alpha x_{u_{i}}+\beta y_{u_{i}}-\gamma\right)^{2}$. By considering $G$ groups of lines, the total sum of squared distance is

$$
\begin{equation*}
S=\sum_{g=1}^{G} \sum_{l=1}^{L_{g}} \sum_{i=1}^{N_{g l}} S_{g l i}^{2}=\sum_{g=1}^{G} \sum_{l=1}^{L_{g}} \sum_{i=1}^{N_{g l}}\left(\alpha_{g} x_{u_{g l i}}+\beta_{g} y_{u_{g l i}}-\gamma_{g l}\right)^{2} \tag{6.3}
\end{equation*}
$$

with:

- $L_{g}$ the number of lines in group $g$;
- $N_{g l}$ the number of points of line $l$ in group $g$;
- $N=N_{11}+\cdots+N_{1 L_{1}}+\cdots+N_{G 1}+\cdots+N_{G L_{G}}$ the total number of points;
- $\left(x_{d_{g l i}}, y_{d_{g l i}}\right)$ the $i$-th distorted point on line $l$ in group $g$;
- $\left(x_{u_{g l i}}, y_{u_{g l i}}\right)$ the corresponding corrected point.

The root mean squared distance is

$$
\begin{equation*}
d=\sqrt{\frac{\sum_{g=1}^{G} \sum_{l=1}^{L_{g}} \sum_{i=1}^{N_{g l}} S_{g l i}^{2}}{N}} . \tag{6.4}
\end{equation*}
$$

The polynomial model will be chosen to correct the distorted lines. Recall that ( $x_{c}, y_{c}$ ) can be fixed arbitrarily, thanks to the model translation invariance. For the sake of succinctness, the following discussion assumes a bicubic model with $p=q=3$, but the method is completely general and will be applied in the experiments with higher degrees. Combining Eq. (6.1) and Eq. (6.3), the energy $S$ becomes

$$
\begin{align*}
S= & \sum_{g=1}^{G} \sum_{l=1}^{L_{g}} \sum_{i=1}^{N_{g l}}\left(\alpha_{g}\left(b_{0} \bar{x}_{d_{g l i}}^{3}+\cdots+b_{9}+x_{c}\right)\right.  \tag{6.5}\\
& \left.+\beta_{g}\left(c_{0} \bar{x}_{d_{g l i}}^{3}+\cdots+c_{9}+y_{c}\right)-\gamma_{g l}\right)^{2}
\end{align*}
$$

To minimize the energy $S$ in the parameters $b_{0}, b_{1}, \cdots, c_{0}, c_{1}, \cdots$ is a non-linear problem. To get an idea of the attainable precision we rendered first this problem linear by assuming that $\alpha_{g}, \beta_{g}$ are known. Differentiating $S$ with respect to each parameter yields the linear system

$$
\begin{equation*}
\mathbf{A x}=\mathbf{0} \tag{6.6}
\end{equation*}
$$

with

$$
\begin{aligned}
\mathbf{x}= & \left(\gamma_{11}, \cdots, \gamma_{1 L_{1}}, \cdots, \gamma_{G 1}, \cdots, \gamma_{G L_{G}},\right. \\
& \left.b_{0}, \cdots, b_{9}, c_{0}, \cdots, c_{9}\right)^{T} .
\end{aligned}
$$

A is composed of 3 sub-matrices

$$
\mathbf{A}=\left[\begin{array}{c}
\mathbf{A}_{\gamma}  \tag{6.7}\\
\mathbf{A}_{\mathbf{b}} \\
\mathbf{A}_{\mathbf{c}}
\end{array}\right]
$$

When there is only one group of lines, the rows of $\mathbf{A}_{\mathbf{b}}$ are proportional to the corresponding rows $\mathbf{A}_{\mathbf{c}}$. So for testing, we always use several groups of lines to avoid this situation. Yet the coefficient matrix is still singular since the last row of $\mathbf{A}_{\mathbf{b}}$ and the last row of $\mathbf{A}_{\mathbf{c}}$ are a linear combination of the rows of $\mathbf{A}_{\gamma}$. This can be solved by fixing $b_{9}$ and $c_{9}$ to be 0 . In that case, the coefficient matrix is non-singular and has only one solution. But this solution is trivial because $S$ becomes 0 by setting all the coefficients $b_{1}, \cdots, b_{9}, c_{1}, \cdots, c_{9}$ to 0 and $\gamma_{g l}=x_{c} \alpha_{g}+y_{c} \beta_{g}$. To avoid this trivial solution minimal constraints must be added; we fix $b_{7}=1$ and $c_{8}=1$. This amounts to introducing a scale in the solution. The values fixed for $b_{9}$ and $c_{9}$ induce a translation to the solution. The minimized $S$ can be changed by the introduced scale. But this change is consistent if $x_{c}, y_{c}, b_{9}, c_{9}, b_{7}, c_{8}$ are fixed.

In the tests, we used 8 groups of lines with orientations $10^{\circ}, 20^{\circ}, 30^{\circ}, 40^{\circ}, 50^{\circ}, 60^{\circ}$, $70^{\circ}, 80^{\circ}$ to estimate the correction parameters by minimizing $S$. Once the parameters are estimated, another independent group of lines with orientation $55^{\circ}$ is used for the verification. The ideal lines are distributed in an image with size $1761 \times 1174$. The sampling step of each line is 30 pixels and the number of samples on each line is never less than 15 . The distance between two adjacent lines is 30 pixels. The ideal lines are distorted by a radial distortion plus a tangential distortion ${ }^{4}$. The correction result is recapitulated in Table 6.1. A precision of the order of $10^{-2}$ pixels can be achieved by increasing the order of polynomial model. The lines in this table can be grouped in pairs of successive even and odd order having almost the same precision. We have no explanation for this phenomenon. Fig. 6.1 shows ideal lines, distorted lines and corrected lines of the test group with orientation $55^{\circ}$. Remark that the corrected lines are close to the ideal lines but they do not completely superimpose due to the introduced translation and scale in the correction process. In fact, we could apply any rotation and translation on the corrected lines to obtain other corrected lines, with the same residual error. However, applying a homography on the corrected lines could lead to a different error, depending on the local scale introduced by the homography.

In practice the orientation of the lines is unknown. The minimization of the energy in Eq. (6.3) is therefore a non-linear problem. As we have seen, $\alpha_{g}, \beta_{g}$ and $\gamma_{g l}$ of the corrected lines can be parametrized by $b_{0}, b_{1}, \cdots, c_{0}, c_{1}, \cdots$. So the only unknown parameters in Eq. (6.3) are the parameters of the polynomial model (the distortion center is fixed at the center of image). Coefficients of order-0 terms and order-1 terms of the polynomial model are set such that the correction is close to identity at the center of image. Namely, for the
${ }^{4}$ The distortion is added according to the equation:

$$
\begin{aligned}
& \bar{x}_{d}=\bar{x}_{u}\left(k_{0}+k_{1} r_{u}+k_{2} r_{u}^{2}+\cdots\right) \\
& +\left[p_{1}\left(r_{u}^{2}+2 \bar{x}_{u}^{2}\right)+2 p_{2} \bar{x}_{u} \bar{y}_{u}\right]\left(1+p_{3} r_{u}^{2}\right)+s_{1} r_{u}^{2} \\
& \bar{y}_{d}=\bar{y}_{u}\left(k_{0}+k_{1} r_{u}+k_{2} r_{u}^{2}+\cdots\right) \\
& +\left[p_{2}\left(r_{u}^{2}+2 \bar{y}_{u}^{2}\right)+2 p_{1} \bar{x}_{u} \bar{y}_{u}\right]\left(1+p_{3} r_{u}^{2}\right)+s_{2} r_{u}^{2}
\end{aligned}
$$

with $k_{0}, k_{1}, \cdots$ the radial distortion coefficients, $p_{1}, p_{2}, p_{3}$ the decentering distortion coefficients, $s_{1}, s_{2}$ thin prism distortion coefficients. In our synthetic test, $k_{0}=1.0, k_{1}=1.0 \mathrm{e}-4, k_{2}=-2.0 \mathrm{e}-7, k_{3}=4.0 \mathrm{e}-10$, $k_{3}=-6.0 \mathrm{e}-14, p_{1}=4.0 \mathrm{e}-6, p_{2}=-2.0 \mathrm{e}-6, p_{3}=0, s_{1}=3.0 \mathrm{e}-6, s_{2}=1.0 \mathrm{e}-6$.


Figure 6.1: The corrected, distorted and ideal lines for the test group of lines with orientation $55^{\circ}$ by using the linear method. The green lines are lines corrected by using the estimated parameters; the red lines are the distorted lines, and the blue lines are the ideal lines.

| order <br> $p=q$ | $d$ (in pixels) in Eq (6.4) |  |
| :--- | :--- | :--- |
|  | linear estimation | indep. measure |
| 3 | 0.6935 | 0.6239 |
| 4 | 0.6096 | 0.5312 |
| 5 | 0.2439 | 0.2093 |
| 6 | 0.2419 | 0.2064 |
| 7 | 0.1050 | 0.0879 |
| 8 | 0.1031 | 0.0870 |
| 9 | 0.0521 | 0.0512 |
| 10 | 0.0515 | 0.0509 |
| 11 | 0.0477 | 0.0449 |
| 12 | 0.0474 | 0.0444 |

Table 6.1: Line correction with known orientation. The ideal lines are distorted by radial distortion plus tangential distortion (see footnote 4). The energy in Eq. (6.5) is minimized by linear method. The root mean square distance in Eq (6.4) is used as distortion measurement. Column 1 is the order of the polynomial model. Column 2 is the measurement for the lines with orientation from $10^{\circ}$ to $80^{\circ}$. Column 3 is the measurement for the independent group of lines with orientation $55^{\circ}$.
x -component of the polynomial model, the coefficient of the term $\left(x_{d}-x_{c}\right)$ is set to 1 , the coefficient of the term of $\left(y_{d}-y_{c}\right)$ is set to 0 , and the coefficient of order- 0 term is set to 0 ; for the y -component of the polynomial model, the coefficient of the term $\left(x_{d}-x_{c}\right)$ is set to 0 , and the coefficient of the term of $\left(y_{d}-y_{c}\right)$ is set to 1 , and the coefficient of order- 0 term is set to 0 . Four different strategies will be tested on the synthetic data to ensure that this non-convex minimization process reaches or gets very close to the solution. In case the strategy uses a non-linear minimization, the Levenberg-Marquardt (LM) algorithm (see Appendix A.3) is applied with Jacobian matrix explicitly computed.

The first strategy is to simply apply the LM algorithm (see Table 6.2). But it is often stuck at local minima. It works well only if the initialization is already close to the global minimum.

The second strategy is an iterative linear minimization. The linear method requires the orientations of the lines. We first compute the linear regression lines from the distorted points. The orientations of the linear regression lines allow us to apply the linear method to estimate the parameters of the polynomial model. Once the parameters of the polynomial model are estimated, we correct the distorted points and compute again the orientations of the linear regression lines from the corrected points. The new orientations allow us to apply again the linear method to estimate the parameters of polynomial model. This procedures can be iterated until the average error does not decrease significantly (for example, 0.01 pixel in the experiments).

The third strategy is to fix the orientation obtained by LM and do the iterative linear minimization to improve the result (see Table 6.2).

The fourth strategy is the incremental LM algorithm followed by the iterative linear minimization. The incremental LM algorithm estimates the parameters of a high order polynomial
model starting from the results of a lower order model (see Table 6.4). For example, to estimate the parameters of a order- 11 polynomial, we begin to estimate the parameters of an order-3 polynomial. Then the estimated order-3 parameters are used as the initialization for order-4 polynomial, and so on. This procedure is iterated until order-11. Finally a step of iterative linear minimization is added to improve the precision.

Minimizing the energy in Eq. (6.3) when the orientation of lines is unknown is a difficult non-linear optimization problem, particularly when the order of polynomial model is high. Comparing the results of the different mentioned optimization strategies with the best attainable precisions in Table 6.1, we conclude that the incremental LM algorithm with an iterative linear method gives the best accuracy.

| $\begin{aligned} & \text { order } \\ & p=q \end{aligned}$ | $d$ (in pixels) in Eq (6.4) |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | estimation |  | indep. measure |  |
|  | LM | iter. linear | LM | iter. linear |
| 3 | 0.7013 | 0.6489 | 0.5988 | 0.5596 |
| 4 | 0.6419 | 0.6109 | 0.5491 | 0.5087 |
| 5 | 0.2937 | 0.2852 | 0.2522 | 0.2507 |
| 6 | 0.2698 | 0.2624 | 0.2280 | 0.2222 |
| 7 | 0.2609 | 0.1509 | 0.1956 | 0.1452 |
| 8 | 0.3472 | 0.1611 | 0.2584 | 0.1574 |
| 9 | 0.2522 | 0.1503 | 0.2300 | 0.1561 |
| 10 | 0.9814 | 0.1863 | 0.5841 | 0.1763 |
| 11 | 0.5797 | 0.1593 | 0.4178 | 0.1454 |

Table 6.2: Line correction with unknown orientation by Levenberg-Marquardt (LM) algorithm and iterative linear method (strategy 1 and 3). The ideal lines are distorted by radial distortion plus tangential distortion (see footnote 4). The energy in Eq. (6.5) is minimized by LM plus a step of iterative linear minimization. The root mean squared distance in $\mathrm{Eq}(6.4)$ is computed as measurement. Column 1 is the order of the polynomial model. Column 2 is the measurement of LM (strategy 1) for the lines with orientation from $10^{\circ}$ to $80^{\circ}$. Column 3 is the measurement of LM plus a linear minimization (strategy 3 ) for the lines with orientation from $10^{\circ}$ to $80^{\circ}$. Column 4 and 5 corresponds to column 2 and 3 respectively, by using the the independent group of lines with orientation $55^{\circ}$ which is not used for optimization. Notice that the error first decreases with the order and then increases again, which can only be attributed to the fact that the minimization process fails and stays away from a global minimum.

### 6.3.2 Experiments on Real Data

The real experiments were made with a Canon EOS 30D reflex camera and an EFS 18-55mm lens. The minimal focal length ( 18 mm ) was chosen to produce a fairly large distortion. The RAW images were demosaicked by summing up the four pixels of each $2 \times 2$ Bayer cell, obtaining a half-size image. The "calibration harp" was built by stretching tightly sewing

| order <br> $p=q$ | $d$ (in pixels) in Eq. (6.4) |  |
| :--- | :--- | :--- |
|  | iter. linear | indep. measure |
| 3 | 0.6315 | 0.5083 |
| 4 | 0.6136 | 0.4849 |
| 5 | 0.2601 | 0.2374 |
| 6 | 0.2594 | 0.2371 |
| 7 | 0.1469 | 0.1368 |
| 8 | 0.1455 | 0.1360 |
| 9 | 0.1105 | 0.1096 |
| 10 | 0.1106 | 0.1098 |
| 11 | 0.1156 | 0.1116 |

Table 6.3: Line correction with unknown orientation by iterative linear method (strategy 2). The ideal lines are distorted by radial distortion plus tangential distortion (see footnote 4). The energy in Eq. (6.5) is minimized by iterative linear minimization (strategy 2). The root mean squared distance in Eq. (6.4) is computed as measurement. Column 1 is the order of the polynomial model. Column 2 is the measurement of iterative linear minimization for the lines with orientation from $10^{\circ}$ to $80^{\circ}$. Column 3 corresponds to column 2 , by using the independent group of lines with orientation $55^{\circ}$ which is not used for optimization.
strings on a wooden frame. The tension of the strings can actually be verified by pinching them and listening to the sound. Fig. 6.2 shows the distorted images of the harp with different orientations against the sky as background. The distortion is visible near the border of the image. All the photos, including the photos of the pattern for Lavest et al. method, were taken at the same time by the camera with fixed configuration (focal length, focus, etc.).

To correct the distortion, the edge points of the distorted lines need to be extracted in high precision. This is performed by Devernay's edge detector [52] and LSD algorithm [174], followed by a 1D Gaussian convolution and a sub-sampling, as presented in Chapter 3.

Once the edge points associated to the distorted line segments have been extracted at subpixel precision, they can be directly integrated into the energy term in Eq. (6.5). According to the performance of the strategies examined in the synthetic tests, only strategy 4 was validated. It implements the incremental LM followed by iterative linear minimization. All the distorted lines in Fig. 6.2 are used in the minimization with a polynomial model of order 11. An independent distorted image, which is not used in the minimization, is used for verification. The correction result is recapitulated in Fig. 6.3.

Several different methods, like the non-parametric method in Chapter 4 [80], the Lavest et al. calibration method [95] and an iterative linear plumb-line method [4], were also tried (see the correction precision in Table 6.5).

The non-parametric method in Chapter 4 [80] estimates the distortion as the diffeomorphism (up to a homography) mapping the original digital pattern to a photograph of it by triangulating and interpolating dense correspondences (see the result in Fig. 6.4).

The Lavest et al. calibration method [95] is similar to global camera calibration methods, but it takes into account the pattern is non-flatness and therefore estimates also the 3D

| $\begin{aligned} & \text { order } \\ & p=q \end{aligned}$ | $d$ (in pixels) in Eq (6.4) |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | estimation |  | indep. measure |  |
|  | LM | iter. linear | LM | iter. linear |
| 3 | 0.7042 | 0.6514 | 0.6018 | 0.5618 |
| 4 | 0.5995 | 0.5794 | 0.5128 | 0.4735 |
| 5 | 0.2571 | 0.2510 | 0.2219 | 0.2167 |
| 6 | 0.2463 | 0.2419 | 0.2093 | 0.2053 |
| 7 | 0.2126 | 0.1091 | 0.1740 | 0.0925 |
| 8 | 0.2067 | 0.1062 | 0.1661 | 0.0909 |
| 9 | 0.1953 | 0.0599 | 0.1569 | 0.0588 |
| 10 | 0.1823 | 0.0576 | 0.1425 | 0.0571 |
| 11 | 0.1805 | 0.0546 | 0.1419 | 0.0524 |

Table 6.4: Line correction with unknown orientation by incremental LevenbergMarquardt (LM) algorithm and iterative linear method (strategy 4). The ideal lines are distorted by radial distortion plus tangential distortion (see footnote 4). The energy in Eq. (6.5) is minimized by incremental LM plus a step of iterative linear minimization. The root mean squared distance in Eq (6.4) is computed as measurement. Column 1 is the order of the polynomial model. Column 2 is the measurement of incremental LM for the lines with orientation from $10^{\circ}$ to $80^{\circ}$. Column 3 is the measurement of incremental LM plus a linear minimization (strategy 4) for the lines with orientation from $10^{\circ}$ to $80^{\circ}$. Column 4 and 5 correspond to column 2 and 3 respectively, by using the the independent group of lines with orientation $55^{\circ}$ which is not used for optimization. The conclusion is that only strategy 4 reaches a high accuracy, growing with the order of the polynomials.
position of the feature points on the pattern (see result in Fig. 6.5). Thus it is a complete bundle adjustment method [171], applied to a well photographed pattern.

Alvarez's iterative linear plumb-line method [4, 3] uses a pure radial distortion model and minimizes the variance of distance from the corrected points to their regression line by iterative linear method (see result in Fig. 6.7).

Like in the real experiments in Chapter 5, we can also use the polynomial model to fit the "outliers"-free matchings between the digital pattern and its photo, instead of the triangulation and affine interpolation used in Chapter 4 [80] (see result in Fig. 6.6).

The correction precision (also called "straightness") is computed as the RMS distance from the edge points on the corrected line to their regression line. It is known that an arbitrary homography does not change the "straightness" of a perfectly straight line. But in the experiments, the corrected lines are never perfectly straight. So it is possible that the "straightness" is enlarged or reduced by the unknown homography. To reduce the influence introduced by the homography, The coefficients of order-0 and order-1 terms of the polynomial model are set as section 6.3.1. And this is also the case for the model used in Alvarez's method and Lavest et al. method. For the non-parametric method based on the textured pattern, the photo is taken such that the whole camera captor is covered by the whole pattern. This gives a weak homography which does not introduce a big scale to enlarge or reduce the "straightness".

The correction precision is recapitulated in Table 6.5 for all considered methods. It seems that the two plumb-line based methods (Alvarez et al. method and the proposed one) give a higher precision than the other methods. This is not surprising because on the one hand both methods explicitly minimize the straightness error of the corrected lines; on the other hand, neither methods suffer from the error compensation in global calibration methods or the non-flatness of the pattern in non-parametric method. The disadvantage of the Alvarez et al. method is that it uses a simple radial distortion model with distortion center fixed at the center of the image to get an iterative linear solution. But this model is not enough general to explain the real distortion. This explains why the Alvarez et al. method corrects some lines less precisely than others.

For the Lavest et al. method, the minimized re-projection error is about 0.02 pixels while the corrected lines do not have that precision (see Fig. 6.5). This can only be explained by an error compensation between camera internal and external parameters.

For the non-parametric method, a global tendency in the straightness error of the corrected lines can be observed (Fig. 6.4). This was in fact due to the unavoidable drawback of this method: there is never a guarantee that the pattern is completely flat. The non-flatness of the pattern introduces a bias in the estimated distortion field, which causes the observable global distortion in the plotted curves in Fig. 6.4. Remark that the very similar global tendency can be observed when the distortion is approximated by a 11-order polynomial instead of triangulation and affine interpolation (see Fig. 6.6).

To eliminate this source of error, the solution is either to construct a very flat pattern, or to recover the 3 D shape of a non-flat pattern. But neither is very feasible in practice. In contrast, to appropriately use a plumb-line method, we need a pattern containing very straight lines, and this is far easier in practice. As shown in Fig. 6.3, the distortion correction is so accurate that no global tendency is visible in the corrected curves. The root mean square (RMS) distance of each line is also significantly smaller than for the non-parametric method (Table 6.5). It is particularly striking in Fig. 6.3 that the superimposed curves of the left
and right side of each string are fairly uncorrelated, meaning that no deterministic distortion is left. The erratic oscillation of very small amplitude can be attributed to any cause, from the lack of uniformity of the harp background causing a shift in the edge detection, to the inhomogeneous blur in the image itself or to the quality of the strings. But it cannot be due to a residual mismatch of the polynomial model itself, because otherwise the curves on both sides of each string would show parallel distortions. This confirms a posteriori the reliability of the polynomial model.

The estimated distortion fields of the above methods are also different. For the nonparametric method, the distortion field consists of the vectors pointing from a certain point in the undistorted image to its correspondence in the distorted image. So an undistorted image can be directly obtained given a distorted image. Remark that the non-parametric method estimates the distortion field up to an unknown homography. So the distortion field is not radial symmetric at all (see the distortion field in Fig. 6.4). For all the other methods, the distortion parameters are estimated from the distorted image to the undistorted image. But this correction model does not send the points in the distorted image on integer points of the undistorted image domain. So the resulted undistorted image can contain holes. This problem can be solved by either reversing the model, or by computing the corresponding distorted point in the distorted image for the integer-position point in the corrected image by a non-linear minimization, followed by an image interpolation. The radial model with known distortion center (used in Alvarez et al. method) is invertible. But this inversion does not give an explicit formula of the inverse model. In contrast, the inverse polynomial model (distortion model) can be easily computed explicitly. Given a polynomial model (correction model), an arbitrary set of distorted points and corrected points can be generated. From these points, the coefficients of the inverse model in Eq. (6.1) can be estimated by a linear method:

$$
\begin{aligned}
& {\left[\begin{array}{cccccccccc}
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
\bar{x}_{u_{i}}^{p} & \bar{x}_{u_{i}}^{p-1} \bar{y}_{u_{i}} & \bar{x}_{u_{i}}^{p-2} \bar{y}_{u_{i}}^{2} & \cdots & 1 & 0 & 0 & 0 & \cdots & 0 \\
0 & 0 & 0 & \cdots & 0 & \bar{x}_{u_{i}}^{q} & \bar{x}_{u_{i}}^{q-1} \bar{y}_{u_{i}} & \bar{x}_{u_{i}}^{q-2} \bar{y}_{u_{i}}^{2} & \cdots & 1 \\
\bar{x}_{u_{i+1}}^{p} & \bar{x}_{u_{i+1}}^{p-1} \bar{y}_{u_{i+1}} & \bar{x}_{u_{i+1}}^{p-2} \bar{y}_{u_{i+1}}^{2} & \cdots & 1 & 0 & 0 & 0 & \cdots & 0 \\
0 & 0 & 0 & \cdots & 0 & \bar{x}_{u_{i+1}}^{q} & \bar{x}_{u_{i+1}}^{q-1} \bar{y}_{u_{i+1}} & \bar{x}_{u_{i+1}}^{q-2} \bar{y}_{u_{i+1}}^{2} & \cdots & 1 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \vdots & \ddots & \vdots
\end{array}\right]} \\
& \left(\begin{array}{c}
b_{0} \\
\vdots \\
b_{\frac{(p+1)(p+2)}{}}^{2}-1 \\
c_{0} \\
\vdots \\
\frac{c_{(q+1)(q+2)}-1}{2}
\end{array}\right)=\left(\begin{array}{c}
\vdots \\
\bar{x}_{d_{i}} \\
\bar{y}_{d_{i}} \\
\bar{x}_{d_{i+1}} \\
\bar{y}_{d_{i+1}} \\
\vdots
\end{array}\right)
\end{aligned}
$$

Each distorted/undistorted pair gives two equations. So at least $\frac{(p+1)(p+2)}{4}+\frac{(q+1)(q+2)}{4}$ pairs of correspondences are required to estimate the parameters
$b_{0}, \cdots, b_{\frac{(p+1)(p+2)}{2}-1}, c_{0}, \cdots, c_{\frac{(q+1)(q+2)}{2}-1}$.


Figure 6.2: Distorted sewing strings taken by the camera by hand with different orientations. The background is the sky.


Figure 6.3: Correction performance of the proposed plumb-line based method with the calibration harp using sewing strings. On the first row, from left to right: the independent distorted image, the distortion field and the corrected image. From the second row to the last row, from left to right: the distance in pixels from the edge points to their regression line on line 1 to 10 in the distorted image on top-left, after correction. Note that each figure contains two curves because there are two sides for each string. Both curves form a braid pattern because these sewing strings are actually braided. This braid pattern is not present for the fishing and tennis racket strings. The $x$-axis is the index of edge points. The range of $y$-axis is from -0.3 pixels to 0.3 pixels.


Figure 6.4: Correction performance of the non-parametric pattern-based method [80]. On the first row from left to right: the independent distorted image, the distortion field and the corrected image. From the second row to the last row, from left to right: the distance in pixels from the edge points to their regression line on lines 1 to 10 in the distorted image on top-left, after correction. Note that each figure contains two curves because there are two sides for one string. The $x$-axis is the index of edge points. The range of $y$-axis is from -0.3 pixels to 0.3 pixels.


Figure 6.5: Correction performance of the Lavest et al. method [95]. On the first row, from left to right: the independent distorted image, the distortion field and the corrected image. From the second row to the last row, from left to right: the distance in pixels from the edge points to their regression line on line 1 to 10 in the distorted image on top-left, after correction. Note that each figure contains two curves because there are two sides for one line. The $x$-axis is the index of edge points. The range of $y$-axis is from -0.3 pixels to 0.3 pixels.


Figure 6.6: Correction performance of a textured flat pattern with the polynomial model. On the first row, from left to right: the independent distorted image, the distortion field and the corrected image. From the second row to the last row, from left to right: the distance in pixels from the edge points to their regression line on lines 1 to 10 in the distorted image on top-left, after correction. Note that each figure contains two curves because there are two sides for one string. The $x$-axis is the index of edge points. The range of $y$-axis is from -0.3 pixels to 0.3 pixels.


Figure 6.7: Correction performance of the Alvarez et al. method. On the first row, from left to right: the independent distorted image and the corrected image. From the second row to the last row, from left to right: the distance in pixels from the edge points to their regression line on lines 1 to 10 in the distorted image on top-left, after correction. Note that each figure contains two curves because there are two sides for one string. The $x$-axis is the index of edge points. The range of $y$-axis is from -0.3 pixels to 0.3 pixels.

| line No. | RMSE (in pixels) |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :---: |
|  | polynomial model | non-parametric | Lavest method | polynomial textured pattern | Alvarez method |  |
| 1 | $0.046 / 0.036$ | $0.048 / 0.042$ | $0.035 / 0.062$ | $0.055 / 0.065$ | $0.038 / 0.069$ |  |
| 2 | $0.050 / 0.068$ | $0.088 / 0.082$ | $0.217 / 0.218$ | $0.081 / 0.112$ | $0.157 / 0.171$ |  |
| 3 | $0.057 / 0.054$ | $0.166 / 0.168$ | $0.267 / 0.270$ | $0.152 / 0.174$ | $0.147 / 0.152$ |  |
| 4 | $0.051 / 0.073$ | $0.135 / 0.126$ | $0.156 / 0.139$ | $0.129 / 0.128$ | $0.076 / 0.060$ |  |
| 5 | $0.061 / 0.076$ | $0.082 / 0.080$ | $0.118 / 0.137$ | $0.092 / 0.103$ | $0.029 / 0.035$ |  |
| 6 | $0.052 / 0.056$ | $0.069 / 0.062$ | $0.108 / 0.099$ | $0.075 / 0.088$ | $0.041 / 0.037$ |  |
| 7 | $0.039 / 0.017$ | $0.095 / 0.080$ | $0.090 / 0.072$ | $0.100 / 0.102$ | $0.067 / 0.058$ |  |
| 8 | $0.042 / 0.054$ | $0.133 / 0.143$ | $0.117 / 0.127$ | $0.163 / 0.180$ | $0.129 / 0.152$ |  |
| 9 | $0.035 / 0.036$ | $0.154 / 0.162$ | $0.080 / 0.095$ | $0.197 / 0.204$ | $0.131 / 0.146$ |  |
| 10 | $0.010 / 0.008$ | $0.040 / 0.014$ | $0.122 / 0.120$ | $0.058 / 0.043$ | $0.058 / 0.043$ |  |

Table 6.5: RMS distance from the edge points of the corrected lines to their corresponding regression line. The proposed method is compared to the non-parametric pattern-based method [80], the Lavest et al. method [95], the textured pattern polynomial fitting method, and the Alvarez method [4, 3]. Note that each cell in the table contains two values because there are two sides for each string. The lines are numbered in the top-left image in Fig. 6.3.

### 6.4 Current Limitations and Potential Improvement

As explained before, the main motivation to build a "calibration harp" for distortion correction was to circumvent the difficulty in obtaining a very flat pattern with flatness error of the order of 10 micron for a 40 centimeters width. Even though it is easier to build a "calibration harp" with tightly stretched strings, the quality of the strings plays an important role. In the previous experiments, ordinary sewing strings were used to build a first "calibration harp". But the sewing strings are not very smooth and their thickness oscillates in a braid pattern along the strings, due to their twisted structure (see Fig. 6.9a). This oscillation being local does not necessarily influence the global distortion correction precision. However, it alters the evaluation of the attained precision. We tried alternative choices such as tennis racket strings (Fig. 6.9b) and opaque fishing strings (Fig. 6.9c). Among the three types of strings, the tennis racket string and the opaque fishing string are apparently more smooth than the sewing string and have a more uniform thickness. But, as we shall see, tennis racket strings are rigid and would require an extreme tension to become straight. The opaque fishing strings are both smooth and flexible and give the best result once tightly stretched on a wooden framework (see Fig. 6.8).

To ensure the extraction precision of the edge points from the string images, an uniform background with contrast to the string color must be preferred. The first idea was to use an uniform wall as background. However, the projected shadows of the strings on the wall are a nuisance which can cause an edge detector failure (see Fig. 6.8a and 6.8c). The uniform wall should therefore be far away from the harp, which is not easy to realize. Next to a uniform wall, the sky is the only distant and uniform background that comes into mind. Yet, in the experiments, we found that it was difficult to take photos of the harp against the sky. When
the angle of view of the camera is large, it is difficult to photograph only the sky and to avoid the interference of buildings, trees, etc. in the photos. In addition, even if at first sight the sky looks uniform, it turns out to be often inhomogeneous: See Fig. 6.2 or Fig. 6.10a. The final solution was to fix a translucent paper on the back of the harp and to use back lighting (see Fig. 6.8b and 6.8 d for the harp with the translucent paper). This setup allows us to take photos anywhere, provided the back of the harp is sufficiently lit.

A Canon EOS 30D reflex camera was installed on a tripod with 10 seconds timer to avoid hand shakes and motion blur. Photos of different orientations were taken by rotating the camera on the tripod. The camera is always parallel to the harp and has the same distance to the harp (see Fig. 6.12 for photos of different orientations). Compared to the photos of sewing strings taken by hand against the sky (Fig. 6.10a), the photos of opaque fishing strings with a translucent paper (Fig. 6.10b) have a more uniform background. In addition, the images taken by hand (Fig. 6.10a) suffer from inhomogeneous blur or variation of strings thickness caused by the inconstant distance from camera to the harp or the hand motion, while the images taken by tripod have better quality.

The improvement of the string quality and of the photographic quality leads to a better accuracy evaluation. As we have seen before, even though the plumb-line method with a polynomial model can correct the distortion up to about 0.05 pixels (Fig. 6.3) and no big global tendency can be observed, the maximal amplitude of oscillation can still be larger than 0.05 pixels. For the second line in Fig. 6.3, a small global tendency is observed. But the amplitude of this small global tendency is of the same order of the amplitude of the oscillation. So the minimization algorithm could not tell apart the two types of error. So it is better to reduce this oscillation so that the minimization algorithm can concentrate on the global tendency minimization. The observed oscillation is not due to any lens distortion. It is in fact related to the quality of the strings. Indeed, the observed oscillation inherits the high frequency of the distorted lines, while lens distortion alters only the low frequency of the distorted lines. In Fig. 6.11, the high frequency of the distorted sewing string, distorted tennis racket string and distorted opaque fishing string are compared to the straightness error of their corresponding corrected strings. The almost superimposing high frequency oscillation confirms that the high frequency of the distorted strings is not changed by the lens distortion correction. Among the three types of strings, the opaque fishing string shows the smallest such oscillation. The larger oscillation of the sewing string is due to a variation of the thickness related to its twisted structure, while the tennis racket string is simply too rigid to be stretched, even if this is not apparent in Fig. 6.9b).

The comparison of the correction accuracy for a opaque fishing strings harp with a sewing strings harp is instructive. In Fig. 6.13, the straightness error is shown in the same form as before. Compared to Fig. 6.3, it is evident that we have a significantly more precise correction, and that the residual oscillation is reduced. The correction precision can be again verified by doing the same experiments with the largest focal length ( 55 mm ) and the camera-object distance about 100 cm . The result is shown in Fig. 6.14. The average RMS distance in Table 6.6 is about 0.02 , evidently better than the first column in Table 6.5 .

(a) The harp with an uniform opaque object as background

(c) A close-up of the harp with an uniform opaque object as background

(b) The harp with a translucent paper as background

(d) A close-up of the harp with a translucent paper as background

Figure 6.8: The harp with an opaque object or a translucent paper as background. (a) The harp with an uniform opaque object as background (see a close-up in (c)). (b) The harp with a translucent paper as background (see a close-up in (d)). The shadow can be seen in (a) and (c), while there is no shadow in (b) or (d).


Figure 6.9: The quality of lines. (a) sewing line. (b) tennis racket line. (c) opaque fishing line.


Figure 6.10: The quality of photos depends on the harp, its background and also the stability of camera for taking photos.


Figure 6.11: The small oscillation of the corrected lines is related to the quality of the strings. The green curve shows the RMS distance (in pixels) from the edge points of a corrected line to its regression line. The red curve shows the high frequency of the corresponding distorted line. The corrected line inherits the oscillation from the corresponding distorted line. (a) the sewing string. (b) the tennis racket string. (c) the opaque fishing line. The $x$-axis is the index of edge points. The range of $y$-axis is from -0.3 pixels to 0.3 pixels.


Figure 6.12: Distorted opaque fishing strings taken by the camera fixed on a tripod with different orientations.


Figure 6.13: Correction performance of the proposed plumb-line method with a harp made up of opaque fishing strings. The camera focal length is fixed 18 mm and the distance between camera and object is about 30 cm . The $x$-axis is the index of edge points. The range of $y$-axis is from -0.3 pixels to 0.3 pixels.


Figure 6.14: Correction performance of the proposed plumb-line method with a harp made up of opaque fishing strings. The camera focal length is fixed 55 mm and the distance between camera and object is about 100 cm . The $x$-axis is the index of edge points. The range of $y$-axis is from -0.3 pixels to 0.3 pixels.

| line No. | RMSE (in pixels) |  |
| :--- | :--- | :--- |
|  | Near view | Far view |
| 1 | $0.019 / 0.052$ | $0.027 / 0.020$ |
| 2 | $0.021 / 0.049$ | $0.034 / 0.022$ |
| 3 | $0.017 / 0.007$ | $0.034 / 0.016$ |
| 4 | $0.024 / 0.016$ | $0.027 / 0.012$ |
| 5 | $0.025 / 0.009$ | $0.021 / 0.010$ |
| 6 | $0.038 / 0.014$ | $0.018 / 0.008$ |
| 7 | $0.040 / 0.018$ | $0.012 / 0.008$ |
| 8 | $0.022 / 0.012$ | $0.020 / 0.012$ |
| 9 | $0.019 / 0.014$ | $0.021 / 0.013$ |
| 10 | $0.024 / 0.022$ | $0.023 / 0.009$ |
| 11 | $0.018 / 0.021$ | $0.026 / 0.010$ |
| 12 | $0.024 / 0.014$ | $0.025 / 0.012$ |
| 13 | $0.018 / 0.018$ | $0.020 / 0.007$ |
| 14 | $0.026 / 0.018$ | $0.008 / 0.006$ |

Table 6.6: RMS distance from the edge points of the corrected lines to their corresponding regression line. A harp made of opaque fishing strings is used. The first column corresponds to Fig. 6.13, where the camera focal length is fixed at 18 mm and the distance between camera and object is about 30 cm . The second column corresponds to Fig. 6.14, where the camera focal length is fixed at 55 mm and the distance between camera and object is about 100 cm . Note that each cell in the table contains two values because there are two sides for each string.

### 6.5 The Correction Performance of Global Camera Calibration is Unstable

We have shown a correction example by the global camera calibration method (Lavest et al. method). It does not correct the distortion as well as the plumb-line based method (see the comparison in Table 6.5 or Fig. 6.3 and Fig. 6.5). But a probably more worrying drawback of global camera calibration is that it does not give a stable correction, due to the error compensation among many parameters. When different distortion models are used in the global calibration, different corrections will be obtained. This is a serious problem because $a$ priori we do not know which distortion model and which parameters are more appropriate for a given camera. The results in Fig. 6.5 were obtained by using Brown's classic distortion model [25] with 2 radial parameters and 2 tangential parameters in Lavest et al. method. Table 6.7 compares the correction precision by using different number of distortion parameters. It is clear that the correction precision varies. We get the best precision by using 5 radial parameters, but no way to predict it a priori. Furthermore, an increase in the number of parameters of model should never decrease the model fitness.

| line No. | RMSE (in pixels) |  |  |  |
| :--- | :--- | :--- | :--- | :--- |
|  | 2 radial params | 5 radial params | 2 radial +2 tangent | 5 radial +2 tangent |
| 1 | $0.038 / 0.068$ | $0.032 / 0.061$ | $0.035 / 0.062$ | $0.031 / 0.057$ |
| 2 | $0.172 / 0.173$ | $0.139 / 0.140$ | $0.217 / 0.218$ | $0.172 / 0.175$ |
| 3 | $0.190 / 0.191$ | $0.154 / 0.160$ | $0.267 / 0.270$ | $0.219 / 0.220$ |
| 4 | $0.101 / 0.087$ | $0.099 / 0.089$ | $0.156 / 0.139$ | $0.131 / 0.115$ |
| 5 | $0.068 / 0.085$ | $0.062 / 0.077$ | $0.118 / 0.137$ | $0.086 / 0.106$ |
| 6 | $0.055 / 0.042$ | $0.044 / 0.035$ | $0.108 / 0.099$ | $0.076 / 0.066$ |
| 7 | $0.023 / 0.054$ | $0.029 / 0.028$ | $0.090 / 0.072$ | $0.085 / 0.057$ |
| 8 | $0.085 / 0.072$ | $0.064 / 0.048$ | $0.117 / 0.127$ | $0.085 / 0.103$ |
| 9 | $0.073 / 0.062$ | $0.060 / 0.036$ | $0.080 / 0.095$ | $0.073 / 0.083$ |
| 10 | $0.057 / 0.039$ | $0.047 / 0.027$ | $0.122 / 0.120$ | $0.030 / 0.014$ |

Table 6.7: The RMSE of corrected lines under estimated parameters by Lavest et al. method with different number of distortion parameters.

### 6.6 Conclusion

Global camera calibration methods are not reliable to correct the distortion with very high accuracy. By combining the advantages of a model-free polynomial approximation and of a real plumb line pattern, the proposed lens distortion correction is significantly more accurate than parametric methods on flat patterns. The "calibration harp" construction only requires the acquisition of a string with decent quality. It is far simpler than realizing a flat plate with highly accurate patterns engraved on it. (The calibration of such patterns is not easier than lens calibration itself!) The high number of degrees of freedom in the unstructured model explains why we can call the method model-free. The only assumption on the lens distortion
is its smoothness, implying that a polynomial with high enough order approximates it. In our experiments, the approximation error stabilizes for polynomials of degree 7 to 11. It might be objected that the high number of parameters in the polynomial interpolation ( 156 for an 11 -order polynomial) could cause some bias in the result. Yet, the number of control points is far higher: There were about 10 strings for each orientation, some 30 control points on each string side, and some 18 orientations. Thus the number of control points is about 10000 and therefore 60 times more than the number of polynomial coefficients. A visual examination of the two sides of the strings confirms that no artificial simultaneous bias has been introduced by the polynomial distortion correction. This observation seems to indicate that a good part of the 0.05 pixels remaining oscillation is due either to image processing factors, or to background inhomogeneity, to aliasing in the edge detector, or to string diameter variations. By building a harp of better quality with more smooth opaque fishing strings, the residual oscillation is largely reduced and we indeed gain a factor about 2 or even 3 .
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#### Abstract

Image stereo-rectification is the process by which two images of the same solid scene undergo homographic transforms, so that their corresponding epipolar lines coincide and become parallel to the $x$-axis of image. A pair of stereo-rectified images is helpful for dense stereo matching algorithms. It restricts the search domain for each match to a line parallel to the $x$-axis. Due to the redundant degrees of freedom, the solution to stereo-rectification is not unique and actually can lead to undesirable distortions or be stuck in a local minimum of the distortion function. In this chapter a robust geometric stereo-rectification method by a threestep camera rotation is proposed and mathematically explained. Unlike other methods which reduce the distortion by explicitly minimizing an empirical measure, the intuitive geometric camera rotation angle is minimized at each step. For un-calibrated cameras, this method uses an efficient minimization algorithm by optimizing only one natural parameter, the focal length. This is in contrast with all former methods which optimize between 3 and 6 parameters. Comparative experiments show that the algorithm has an accuracy comparable to the state-ofart, but finds the right minimum in cases where other methods fail, namely when the epipolar lines are far from horizontal.


### 7.1 Introduction

The stereo rectification of an image pair is an important component in many computer vision applications. The precise 3D reconstruction task requires an accurate dense disparity map, which is obtained by image registration algorithms. By estimating the epipolar geometry between two images and performing stereo-rectification, the search domain for registration algorithms is reduced and the comparison simplified, because horizontal lines with the same $y$ component in both images are in one to one correspondence. Stereo-rectification methods simulate rotations of the cameras to generate two coplanar image planes that are in addition parallel to the baseline.

From the algebraic viewpoint, the rectification is achieved by applying 2D projective transformations (or homographies) on both images. This pair of homographies is not unique, because a pair of stereo-rectified images remains stereo-rectified under a common rotation of both cameras around the baseline. This remaining degree of freedom can introduce an undesirable distortion to the rectified images. In the literature, several methods have been proposed to reduce this distortion. In [88], authors first rectify one image and find another "matched" homography to rectify the other image. The distortion is reduced by imposing that one homography is approximately rigid around one point and by minimizing the $x$-disparity between both rectified images. In [116], the distortion reduction is improved by decomposing the homographies into three components: homograhy, similarity and shear. A projective transformation is sought, as affine as possible to reduce projective distortion, but the affine distortion is not treated. In [75], a new parametrization of the fundamental matrix based on two rectification homographies is used to fit the feature correspondences. The rectification problem is formulated as a 6 -parameter non-linear minimization problem. This method is very compact but no special attention is paid to the distortion reduction. In [78], the distortion is interpreted as local loss or creation of pixels in the rectified images. Thus the local area change in the rectified images is minimized. A similar idea is exposed in [122], whose solution is a homography that can be locally well approximated by a rigid transformation through the whole image domain. The rectification problem is also studied in the special situation
where the camera projection matrix is known without explicitly reducing distortion [76, 6]. Although different measures for rectification distortion are proposed in the above methods, the distortion is minimized explicitly. However it is not clear which measure would be more appropriate for image rectification. In the method proposed here, the distortion is not minimized explicitly. The rectification process is decomposed into three steps. The first step sends both epipoles to infinity; then the epipoles are sent to infinity in the $x$-direction; eventually the residual rotation between both cameras around their baseline is compensated to achieve the rectification. At each step, the camera rotation induces a homography on each image whose rotation angle is minimized to reduce the distortion. In contrast with the one-step rotation proposed in [75], we shall see that the three-step rotation makes the algorithm more robust. Even in extreme cases where the initial epipolar lines are far from horizontal, the algorithm works well while all other algorithms fail. The method yields a result, no matter whether the camera calibration matrix is known or not. In the latter case the proposed method can be easily formulated as a one-parameter minimization problem under the assumption of square aspect-ratio, zero skewness and image center as principal point. But unlike some methods treating arbitrary geometry $[148,140]$, our method can only treat the case where the epipoles are outside the image domain. The method is detailed in Section 7.2. Some results are compared and commented in Section 7.3 followed by a conclusion in Section 8.4.

### 7.2 Description of the Method

Space or image points will be denoted by lowercase bold letters and matrices by uppercase bold letters. The rectification works in the two-dimensional projective space $\mathcal{P}^{2}$. A point is a 3vector in $\mathcal{P}^{2}$, for example, $\mathbf{m}=(x, y, w)^{T}$, corresponding to the Euclidean point $(x / w, y / w)^{T}$. If $w=0$, then the point is at infinity in the $(x, y)$ direction. A transformation in the twodimensional projective space $\mathcal{P}^{2}$ is a $3 \times 3$ matrix. Examples of such transformations are the fundamental matrix, denoted by $\mathbf{F}$ and homographies denoted by $\mathbf{H}$.

As usual in stereo-rectification, a set of non-degenerate correspondences between image $I_{1}$ and $I_{2}$ are given, permitting to compute the correct fundamental matrix $\mathbf{F}$. For that purpose, the SIFT algorithm [117] followed by a RANSAC-like algorithm [67, 129, 72] yields a reliable enough input with inliers only.

### 7.2.1 Rectification Geometry

The fundamental matrix corresponds to two stereo-rectified images if and only if it has the special form (up to a scale factor)

$$
[\mathbf{i}]_{\times}=\left[\begin{array}{l}
1  \tag{7.1}\\
0 \\
0
\end{array}\right]_{\times}=\left[\begin{array}{ccc}
0 & 0 & 0 \\
0 & 0 & -1 \\
0 & 1 & 0
\end{array}\right]
$$

Having both cameras pointing to the same direction with their image planes co-planar and parallel to the baseline is still not sufficient to achieve rectification. Assume the cameras to have the form $\mathbf{P}=\mathbf{K}[\mathbf{I} \mid \mathbf{0}]$ and $\mathbf{P}^{\prime}=\mathbf{K}^{\prime}[\mathbf{I} \mid \mathbf{i}]$ with the motion between both cameras being
only the translation along the $x$-axis and

$$
\mathbf{K}=\left[\begin{array}{ccc}
f_{x} & \alpha & u  \tag{7.2}\\
0 & f_{y} & v \\
0 & 0 & 1
\end{array}\right], \quad \mathbf{K}^{\prime}=\left[\begin{array}{ccc}
f_{x}^{\prime} & \alpha^{\prime} & u^{\prime} \\
0 & f_{y}^{\prime} & v^{\prime} \\
0 & 0 & 1
\end{array}\right]
$$

calibration matrices. Then the fundamental matrix is:

$$
\mathbf{F}=\mathbf{K}^{-T}[\mathbf{i}]_{\times} \mathbf{K}^{-1}=\frac{1}{f_{y} f_{y}^{\prime}}\left[\begin{array}{ccc}
0 & 0 & 0  \tag{7.3}\\
0 & 0 & -f_{y} \\
0 & f_{y}^{\prime} & v^{\prime} f_{y}-v f_{y}^{\prime}
\end{array}\right]
$$

So the fundamental matrix has the form $[\mathbf{i}]_{\times}$only when the following condition is satisfied:

$$
\begin{equation*}
f_{y}=f_{y}^{\prime}, v=v^{\prime} \tag{7.4}
\end{equation*}
$$

This is equivalent to say that $\mathbf{K}$ and $\mathbf{K}^{\prime}$ have the same second row. So to achieve the rectification, both the orientation and calibration matrix of cameras need to be ajusted.

The orientation of the camera can be adjusted by applying a homography on the image, which has the form:

$$
\begin{equation*}
\mathbf{H}=\mathbf{K R K}^{-1} \tag{7.5}
\end{equation*}
$$

where $\mathbf{R}$ is the relative rotation before and after rectification. Is the rectification achieved by finding a pair of homographies which sends the epipoles in each image to $(1,0,0)^{T}(x$ direction)? The answer is NO. Having the epipoles at $(1,0,0)^{T}$ only means the relationship between two cameras is a rotation around the baseline, which corresponds to a fundamental matrix of the form:

$$
\left[\begin{array}{lll}
0 & 0 & 0  \tag{7.6}\\
0 & a & b \\
0 & c & d
\end{array}\right]
$$

with $a d-b c \neq 0$, which is still different from $[\mathbf{i}]_{\times}$. However, under the condition that $K$ is correct and the camera model is ideal pinhole, the remaining rotation matrix around the baseline between two cameras can be extracted from this special fundamental matrix in Eq. (7.6).

### 7.2.2 Calibrated Case

We first treat the case where cameras are calibrated. This is the same situation as [76] except that in their case cameras projective matrices are also known. To simplify the problem, assume the same calibration matrix $\mathbf{K}$ for two cameras before and after rectification and no lens distortion is considered. Then a perfect epipolar geometry can be computed from a group of non-degenerate correspondences between two images. Note $\mathbf{F}$ the fundamental matrix, $\mathbf{x}_{i}, \mathbf{x}_{i}^{\prime}$ the correspondences. The epipole for the left image $\mathbf{e}=\left(e_{x}, e_{y}, 1\right)^{T}$ and right image $\mathbf{e}^{\prime}=\left(e_{x}^{\prime}, e_{y}^{\prime}, 1\right)^{T}$ can be computed as right and left null vector: $\mathbf{F e}=0$ and $\mathbf{e}^{\prime T} \mathbf{F}=0$. The idea is to transform two images such that the fundamental matrix becomes $[\mathbf{i}]_{\times}$. Unlike the other methods which directly parametrizes the homographies from the constraint $\mathbf{H e}=\mathbf{i}$, $\mathbf{H}^{\prime} \mathbf{e}^{\prime}=\mathbf{i}$ and $\mathbf{H}^{\prime T}[\mathbf{i}]_{\times} \mathbf{H}=\mathbf{F}$ and find an optimal one by minimizing the measure of distortion, we compute the homography by explicitly rotating the camera around its optical center. The algorithm is decomposed into three steps (Fig. 7.1):

1. Compute homographies $\mathbf{H}_{1}$ and $\mathbf{H}_{1}^{\prime}$ by rotating two cameras respectively such that left epipole $\left(e_{x}, e_{y}, 1\right)$ is transformed to ( $e_{x}, e_{y}, 0$ ) and right epipole $\left(e_{x}^{\prime}, e_{y}^{\prime}, 1\right)$ to $\left(e_{x}^{\prime}, e_{y}^{\prime}, 0\right)$.
2. Continue to rotate two cameras such that $\left(e_{x}, e_{y}, 0\right)$ is transformed to $(1,0,0)$ and $\left(e_{x}^{\prime}, e_{y}^{\prime}, 1\right)$ to $(1,0,0)$. The corresponding homographies are $\mathbf{H}_{2}$ and $\mathbf{H}_{2}^{\prime}$.
3. Rotate one camera or two cameras together to compensate the remaining relative rotation between two cameras around baseline. The corresponding homographies are $\mathbf{H}_{3}$ and $\mathbf{H}_{3}^{\prime}$.

For the first step, we have the relationship: $\mathbf{H}_{1} \mathbf{e}=\left(e_{x}, e_{y}, 0\right)^{T}$ and $\mathbf{H}_{1}^{\prime} \mathbf{e}^{\prime}=\left(e_{x}^{\prime}, e_{y}^{\prime}, 0\right)^{T}$ with $\mathbf{H}_{1}=\mathbf{K R K}{ }^{-1}$ and $\mathbf{H}_{1}^{\prime}=\mathbf{K R}^{\prime} \mathbf{K}^{-1}$. The only unknown is two rotation matrices but the solutions to them are not unique. We find a rotation matrix which need a minimal rotation angle, then introduces less distortion. By rewriting $\mathbf{H}_{1} \mathbf{e}=\left(e_{x}, e_{y}, 0\right)^{T}$ as $\mathbf{R K}^{-1} \mathbf{e}=\mathbf{K}^{-1}\left(e_{x}, e_{y}, 0\right)^{T}$, the problem is in fact to find a rotation matrix which rotate the vector $\mathbf{K}^{-1} \mathbf{e}$ to $\mathbf{K}^{-1}\left(e_{x}, e_{y}, 0\right)^{T}$. So the minimal angle $\theta$ is $\operatorname{acos}\left(\frac{\mathbf{a} \cdot \mathbf{b}}{|\mathbf{a}| \mathbf{b} \mid}\right)$ and the rotation
 the rotation can be written as:

$$
\begin{equation*}
\mathbf{R}(\theta, \mathbf{t})=\mathbf{I}+\sin \theta[\mathbf{t}]_{\times}+(1-\cos \theta)[\mathbf{t}]_{\times}^{2} \tag{7.7}
\end{equation*}
$$

This process can be repeated in step 2. After two steps, two epipoles are both transformed to $(1,0,0)^{T}$, the rectification has not finished and the fundamental matrix has the form like equation (7.6). With the assumption that $\mathbf{K}$ is correct and no other effects deviating the camera from ideal pinhole camera is considered, the following proposition proves that the remaining relationship between two cameras is a rotation $\hat{\mathbf{R}}$ around the baseline. So $\hat{\mathbf{F}}$ can be written as $\mathbf{K}^{-T}[\mathbf{i}] \times \hat{\mathbf{R}} \mathbf{K}^{-1}$.


Figure 7.1: Three-step rectification.

Someone maybe argues that one step of rotation is enough to rectify the images instead of three steps. The reason is that three steps of rotations makes the algorithm more robust. In fact, the idea of parametrization of the fundamental matrix by just one step of camera rotation is used in [75]. As we will see in the experiments, this parametrization is not robust when the initial epipolar lines are far from horizontal.

Theorem 3 Given the fundamental matrices $\mathbf{F}$ of two calibrated cameras, after the first two steps of camera rotation, the cameras have the same orientation except a rotation around the baseline.

Proof Write the original $\mathbf{F}=\mathbf{K}^{-T}[\mathbf{t}]_{\times} \mathbf{R K}^{-1}$ with $\mathbf{t}, \mathbf{R}$ the translation and rotation between two cameras. A new fundamental matrix is generated after two steps of camera rotations: $\hat{\mathbf{F}}=\mathbf{H}_{2}^{\prime-T} \mathbf{H}_{1}^{\prime-T} \mathbf{F H}_{1}^{-1} \mathbf{H}_{2}^{-1}$ with $\mathbf{H}_{1}=\mathbf{K R}_{1} \mathbf{K}^{-1}, \mathbf{H}_{1}^{\prime}=\mathbf{K R}_{1}^{\prime} \mathbf{K}^{-1}$ and $\mathbf{H}_{2}=\mathbf{K R}_{2} \mathbf{K}^{-1}$, $\mathbf{H}_{2}^{\prime}=\mathbf{K R}_{2}^{\prime} \mathbf{K}^{-1}$. So finally, we have:

$$
\begin{align*}
\hat{\mathbf{F}} & =\mathbf{H}_{2}^{\prime-T} \mathbf{H}_{1}^{\prime-T} \mathbf{F} \mathbf{H}_{1}^{-1} \mathbf{H}_{2}^{-1}=\mathbf{K}^{-T} \mathbf{R}_{2}^{\prime} \mathbf{R}_{1}^{\prime}[\mathbf{t}]_{\times} \mathbf{R} \mathbf{R}_{1}^{-1} \mathbf{R}_{2}^{-1} \mathbf{K}^{-1}  \tag{7.8}\\
& =\mathbf{K}^{-T}\left[\mathbf{R}_{2}^{\prime} \mathbf{R}_{1}^{\prime} \mathbf{t}\right]_{\times} \mathbf{R}_{2}^{\prime} \mathbf{R}_{1}^{\prime} \mathbf{R} \mathbf{R}_{1}^{-1} \mathbf{R}_{2}^{-1} \mathbf{K}^{-1} \\
& =\mathbf{K}^{-T}\left[\mathbf{R}_{2}^{\prime} \mathbf{R}_{1}^{\prime} \mathbf{R}\left(\mathbf{C}-\mathbf{C}^{\prime}\right)\right]_{\times} \mathbf{R}_{2}^{\prime} \mathbf{R}_{1}^{\prime} \mathbf{R} \mathbf{R}_{1}^{-1} \mathbf{R}_{2}^{-1} \mathbf{K}^{-1} \\
& =\mathbf{K}^{-T}[\mathbf{i}]_{\times} \mathbf{R} \mathbf{K}^{-1}
\end{align*}
$$

with $\hat{\mathbf{R}}=\mathbf{R}_{2}^{\prime} \mathbf{R}_{1}^{\prime} \mathbf{R}_{1}^{-1} \mathbf{R}_{2}^{-1}$ the remaining rotation between two cameras around baseline after two steps of camera rotations. Note that the translation vector $\mathbf{t}=\mathbf{R}\left(\mathbf{C}-\mathbf{C}^{\prime}\right)$ with $\mathbf{C}, \mathbf{C}^{\prime}$ the optical center of cameras.

Once $\hat{\mathbf{F}}=\mathbf{K}^{-T}[\mathbf{i}]_{\times} \hat{\mathbf{R}} \mathbf{K}^{-1}$, the essential matrix is: $\hat{\mathbf{E}}=[\mathbf{i}]_{\times} \hat{\mathbf{R}}$. According to [89], two possible rotations $\hat{\mathbf{R}}$ can be retrieved from $\hat{\mathbf{E}}$ and only one is physical. $\hat{\mathbf{R}}$ can be compensated by rotating one camera or two together.

All of the above discussion is based on the assumptions of perfect camera calibration matrix, ideal pinhole model and correct fundamental matrix estimation. But in real case, none of them is true. This will make fundamental matrix ( $\mathbf{F}$ ), calibration matrix ( $\mathbf{K}$ ) not compatible. This is the problem we want to resolve for uncalibrated cameras in the following section.

Definition 1 We call $\mathbf{F}, \mathbf{K}$ are compatible if $\mathbf{E}=\mathbf{K}^{T} \mathbf{F K}$ is an essential matrix, that is, $\mathbf{E}$ has two equal singular values and the third one is zero.

### 7.2.3 Uncalibrated Case

In practice the calibration matrices are not always available for images. In such case, the rectification can be performed in the same framework as the calibrated case by finding an appropriate calibration matrix. To simplify the context, we assume two cameras have the same calibration matrix with the form:

$$
\mathbf{K}=\left[\begin{array}{llc}
f & 0 & \frac{w}{2}  \tag{7.9}\\
0 & f & \frac{h}{2} \\
0 & 0 & 1
\end{array}\right]
$$

with principal point at the center of the image $\left(\frac{w}{2}, \frac{h}{2}\right)$ and $f$ the unknown focal length. So $\mathbf{H}_{1}$, $\mathbf{H}_{1}^{\prime}, \mathbf{H}_{2}, \mathbf{H}_{2}^{\prime}$ can be parametrized by $f$. By applying these homographies on images, we obtain a new fundamental matrix: $\hat{\mathbf{F}}=\mathbf{H}_{2}^{\prime-T} \mathbf{H}_{1}^{\prime-T} \mathbf{F} \mathbf{H}_{1}^{-1} \mathbf{H}_{2}^{-1}$. Unlike the ideal calibrated case, $\hat{\mathbf{F}}$ is not necessarily compatible with $\mathbf{K}$. In other words, $\hat{\mathbf{E}}=\mathbf{K}^{T} \hat{\mathbf{F}} \mathbf{K}$ is not an essential matrix. So $\hat{\mathbf{E}}$ cannot be decomposed into the form like $[\mathbf{t}]_{\times} \mathbf{R}$. Thus the third step of rectification will fail. By writing $\hat{\mathbf{E}}=\mathbf{U D V}{ }^{\prime}$, one possible modification is to force two singular values of $\hat{\mathbf{E}}$ equal and the third one 0 , which gives $\tilde{\hat{\mathbf{E}}}=\mathbf{U}\left[\begin{array}{lll}1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 0\end{array}\right] \mathbf{V}^{T}$ and $\tilde{\hat{\mathbf{F}}}=\mathbf{K}^{-T} \tilde{\mathbf{E}} \mathbf{K}^{-1}$. This modification is the smallest in the sense of Frobenius norm. Then The third step of rectification can be continued by using the extracted rotation matrix from $\tilde{\hat{\mathbf{E}}}$. But this modification can also change a lot the epipolar geometry. This can be evaluated by checking the sum of distance from the points to the modified epipolar lines:

$$
\begin{align*}
S(f) & =\sum_{i=1}^{N} d\left(\mathbf{x}_{i}^{\prime}, \tilde{\mathbf{F}}(f) \mathbf{x}_{i}\right)+d\left(\mathbf{x}_{i}, \tilde{\mathbf{F}}(f)^{T} \mathbf{x}_{i}^{\prime}\right)  \tag{7.10}\\
& =\sum_{i=1}^{N}\left(\left(\mathbf{x}_{i}^{\prime T} \tilde{\mathbf{F}} \mathbf{x}_{i}\right)^{2}\left(\frac{1}{\left(\tilde{\mathbf{F}} \mathbf{x}_{i}\right)_{1}^{2}+\left(\tilde{\mathbf{F}} \mathbf{x}_{i}\right)_{2}^{2}}+\frac{1}{\left(\tilde{\mathbf{F}} \mathbf{x}_{i}^{\prime}\right)_{1}^{2}+\left(\tilde{\mathbf{F}}^{T} \mathbf{x}_{i}^{\prime}\right)_{2}^{2}}\right)\right)
\end{align*}
$$

with $\tilde{\mathbf{F}}=\mathbf{H}_{1}^{\prime T} \mathbf{H}_{2}^{\prime T} \tilde{\hat{\mathbf{F}}} \mathbf{H}_{2} \mathbf{H}_{1}$. An optimal $\mathbf{K}$ can be found by minimizing the distance function $S(f)$. $S(f)$ is a non-linear function of focal length $f$. Levenberg-Marquardt minimization algorithm (see Appendix A.3) is chosen to find an optimal $f$. For more stability and efficiency, the Jacobian matrix $\frac{\partial S(f)}{\partial f}$ is computed explicitly instead of using finite difference scheme. The delicate part of the Jacobian computation is $\frac{\partial \hat{\mathbf{E}}}{\partial f}$, which can be resolved by using a method proposed in [146]. By deriving $\hat{\mathbf{E}}=\mathbf{U D V}^{\prime}$ with respect of $f$, we have:

$$
\begin{equation*}
\frac{\partial \hat{\mathbf{E}}}{\partial f}=\frac{\partial \mathbf{U}}{\partial f} \mathbf{D} \mathbf{V}^{T}+\mathbf{U} \frac{\partial \mathbf{D}}{\partial f} \mathbf{V}^{T}+\mathbf{U D} \frac{\partial \mathbf{V}^{T}}{\partial f} \tag{7.11}
\end{equation*}
$$

By multiplying $\mathbf{U}^{T}$ at left and $\mathbf{V}$ at right:

$$
\begin{equation*}
\mathbf{U}^{T} \frac{\partial \hat{\mathbf{E}}}{\partial f} \mathbf{V}=\mathbf{U}^{T} \frac{\partial \mathbf{U}}{\partial f} \mathbf{D}+\frac{\partial \mathbf{D}}{\partial f}+\mathbf{D} \frac{\partial \mathbf{V}^{T}}{\partial f} \mathbf{V} \tag{7.12}
\end{equation*}
$$

On the other hand, since $\mathbf{V}^{T} \mathbf{V}=\mathbf{I}$, we have $\frac{\partial \mathbf{V}^{T}}{\partial f} \mathbf{V}+\mathbf{V}^{T} \frac{\partial \mathbf{V}}{\partial f}=0$. That means $\frac{\partial \mathbf{V}^{T}}{\partial f} \mathbf{V}$ is anti-symmetric, so is $\mathbf{U}^{T} \frac{\partial \mathbf{U}}{\partial f}$. By noting $\mathbf{U}^{T} \frac{\partial \mathbf{U}}{\partial f}=\Omega_{\mathbf{U}}$ and $\frac{\partial \mathbf{V}^{T}}{\partial f} \mathbf{V}=\Omega_{\mathbf{V}}$, Eq. (7.12) becomes:

$$
\begin{equation*}
\mathbf{U}^{T} \frac{\partial \hat{\mathbf{E}}}{\partial f} \mathbf{V}=\Omega_{\mathbf{U}} \mathbf{D}+\frac{\partial \mathbf{D}}{\partial f}+\mathbf{D} \Omega_{\mathbf{V}} \tag{7.13}
\end{equation*}
$$

Since $\Omega_{\mathbf{U}}$ and $\Omega_{\mathbf{V}}$ are anti-symmetric, their diagonal elements are all zeros. The following equations can be obtained by observing the off-diagonal elements of Eq. (7.13):

$$
\left\{\begin{array}{l}
\left(\Omega_{\mathbf{U}}\right)_{k, l} \mathbf{D}_{l, l}+\mathbf{D}_{k, k}\left(\Omega_{\mathbf{V}}\right)_{k, l}=\left(\mathbf{U}^{T} \frac{\partial \hat{\mathbf{E}}}{\partial f} V\right)_{k, l} \quad k=1,2,3 ; l=k+1, \cdots, 3  \tag{7.14}\\
\left(\Omega_{\mathbf{U}}\right)_{k, l} \mathbf{D}_{k, k}+\mathbf{D}_{l, l}\left(\Omega_{\mathbf{V}}\right)_{k, l}=\left(\mathbf{U}^{T} \frac{\partial \hat{\mathbf{E}}}{\partial f} V\right)_{k, l}
\end{array}\right.
$$

This is a linear equation system for each $(k, l)$ pair:

$$
\left(\begin{array}{cc}
\mathbf{D}_{l, l} & \mathbf{D}_{k, k}  \tag{7.15}\\
\mathbf{D}_{k, k} & \mathbf{D}_{l, l}
\end{array}\right)\binom{\left(\Omega_{\mathbf{U}}\right)_{k, l}}{\left(\Omega_{\mathbf{V}}\right)_{k, l}}=\binom{\left(\mathbf{U}^{T} \frac{\partial \hat{\mathbf{E}}}{\partial f} \mathbf{V}\right)_{k, l}}{\left(\mathbf{U}^{T} \frac{\partial \hat{\mathbf{E}}}{\partial f} \mathbf{V}\right)_{k, l}}
$$

Once $\Omega_{\mathbf{U}}$ and $\Omega_{\mathbf{V}}$ are solved, we have:

$$
\begin{equation*}
\frac{\partial \mathbf{U}}{\partial f}=\mathbf{U} \Omega_{\mathbf{U}}, \quad \frac{\partial \mathbf{V}}{\partial f}=-\mathbf{V} \Omega_{\mathbf{V}} \tag{7.16}
\end{equation*}
$$

So finally, $\frac{\partial \tilde{\tilde{\mathbf{E}}}}{\partial f}=\frac{\partial \mathbf{U}}{\partial f}\left[\begin{array}{lll}1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 0\end{array}\right] \mathbf{V}^{T}+\mathbf{U}\left[\begin{array}{lll}1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 0\end{array}\right] \frac{\partial \mathbf{U}^{T}}{\partial f}$. Once the optimal $\mathbf{K}$ is found, $\mathbf{H}_{3}$ and $\mathbf{H}_{3}^{\prime}$ can be computed from the residual rotation.

It might be argued that one step of rotation is enough to rectify the images instead of three steps. But the three steps procedure makes the algorithm much more robust and, as we shall see, the residual distortion is equal or only slightly higher. In fact, the idea of parametrization of the fundamental matrix by just one step of camera rotation is used in [75]. As we will see in the experiments, this parametrization is not robust when the initial epipolar lines are far from horizontal.

### 7.3 Results

In this section, the algorithm is tested on several pairs of real images. In Table 7.1, the first three pairs of images are from Mallon's test set [122], which can be taken by the same camera under a fixed lens configuration. Concerning the other three pairs of images, the camera motion causes the initial epipolar lines to be far from the horizontal direction. For all pairs, enough correct correspondences are available. The fundamental matrix was computed by the normalized 8-point algorithm [87] and the calibration matrix is unknown. The performance of the algorithm is compared with Hartley [88] ${ }^{1}$, Fusiello et al. $[75]^{2}$ and Mallon et al. $[122]^{3}$ methods.

The performance is evaluated on two aspects: the rectification error and the introduced distortion. The rectification error is measured as the average and standard deviation of the $y$-disparity of rectified correspondences. The same statistics are computed for the original epipolar geometry with the distance from points to the corresponding epipolar lines as metric.

The distortion reduction is measured by two traditional criteria: orthogonality and aspect ratio. Consider the rectification homography $\mathbf{H}$ and four cross points $\mathbf{a}=\left(\frac{w}{2}, 0,1\right)^{T}, \mathbf{b}=$ $\left(w, \frac{h}{2}, 1\right)^{T}, \mathbf{c}=\left(\frac{w}{2}, h, 1\right)^{T}, \mathbf{d}=\left(0, \frac{h}{2}, 1\right)^{T}$. with $w$ and $h$ the width and the height of image. The orthogonality $\theta_{o}$ is defined as the angle between the vector $\mathbf{m}=\mathbf{H b}-\mathbf{H d}$ and $\mathbf{n}=\mathbf{H c}-\mathbf{H a}$ : $\theta_{o}=\cos ^{-1}\left(\frac{\mathbf{m} \cdot \mathbf{n}}{|\mathbf{m}||\mathbf{n}|}\right)$. The ideal value of orthogonality is $90^{\circ}$. By redefining $\mathbf{a}=(0,0,1)^{T}$, $\mathbf{b}=(w, 0,1)^{T}, \mathbf{c}=(w, h, 1)^{T}, \mathbf{d}=(0, h, 1)^{T}$, the aspect ratio $r_{d}$ is the length ratio between diagonals: $r_{d}=\left(\left(\mathbf{m}^{T} \mathbf{m}\right) /\left(\left(\mathbf{n}^{T} \mathbf{n}\right)\right)\right)^{1 / 2}$. The ideal value of the aspect ratio is 1 .

[^4]We argue that the above criteria are not sufficient. A rectification should also have a geometric meaning. For some pairs of images, we can deduce the rectified images since the camera motion is evident. This gives an empirical evaluation of the geometric meaning of the rectification.

The results are gathered in Table 7.1. In the first two examples ("Boxes" and "Arch", Fig. 7.2), the performance of the three algorithms are similar except that Hartley's method introduces more distortion. This is not surprising because the distortion is just reduced by minimizing the disparity in $x$-axis, which is not directly related to distortion. In the third example ("Drive"), the proposed method has a slightly larger rectification error, but the rectification error is still coherent with the original error and in a reasonable range.

Fusiello et al.'s method is very competitive, in particular for the rectification precision. But its result does not always have a correct geometric meaning. In the example of "Building" (Fig. 7.3) and "Tower", two pairs of aerial images were taken by a camera installed on a helicopter. Since the motion is close to the $y$-axis of the camera, the initial epipolar lines are close to vertical. In such situation, a correct rectification algorithm should rotate both cameras so that the baseline is parallel to the $x$-axis. Only our algorithm rotates the images and therefore gives a small rectification error. Neither Fusiello's method nor Hartley's method rotates the images, producing bigger rectification error. In the example of "Cournot" (Fig. 7.4), the initial epipolar lines were also far from the horizontal direction. The images should have been rotated to achieve a good rectification. Even though Fusiello's method gives a result with a small rectification error, the geometry of the rectified images is not correct.

Notice that for Hartley's method the orthogonality of the homography for the right image is always $90^{\circ}$. Indeed the right homography has the form GRT where $\mathbf{R}$ is a rotation matrix and $\mathbf{T}$ a translation matrix. $\mathbf{G}$ is close to a rigid transformation if the epipole is far from the image domain, which is the case of the images in the experiments. The same phenomenon can be observed for the orthogonality for the left homography of Fusiello et al.'s method. In their algorithm, the left camera does not rotate around $x$-axis. And the rotation around $y$-axis and $z$-axis is also very small if the epipole is far away.

### 7.4 Conclusion

A new image rectification algorithm was proposed. This algorithm is decomposed into three steps of camera rotation. By computing the minimal rotation angle at each step, the distortion is implicitly limited. This algorithm performs as well as state-of-art algorithms, but for image pairs where the initial epipolar lines are far from horizontal, the fact that we have a unique parameter to estimate (focal length) makes the algorithm more robust by reducing the risks of reaching a local minimum.


Figure 7.2: Image pair "Arch" rectified by different methods. From top to bottom: original images, proposed method, Hartley method, Fusiello et al. method and Mallon et al. method. A horizontal line is added to images to check the rectification. The third column represents an image average of each pair.


Figure 7.3: Image pair "Building" rectified by different methods. From top to bottom: original images, proposed method, Hartley method and Fusiello et al. method. A horizontal line is added to images to check the rectification. The third column represents an image average of each pair.


Figure 7.4: Image pair "Cournot" rectified by different methods. From top to bottom: original images, proposed method, Hartley method and Fusiello et al. method. A horizontal line is added to images to check the rectification. The third column represents an image average of each pair.

| Sample | F Mat. | Method | Orthogonality |  | Aspect ratio |  | Rectification |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | H | $\mathbf{H}^{\prime}$ | H | $\mathbf{H}^{\prime}$ | mean | std |
| Boxes | $\begin{aligned} & 0.1213 \\ & 0.0963 \end{aligned}$ | Proposed | 89.60 | 89.63 | 0.9884 | 0.9892 | 0.1293 | 0.0887 |
|  |  | Hartley | 94.07 | 90.00 | 1.0639 | 0.9948 | 0.1194 | 0.0968 |
|  |  | Fusiello | 90.00 | 90.16 | 1.0000 | 1.0043 | 0.1055 | 0.0891 |
|  |  | Mallon | 89.33 | 88.78 | 0.9889 | 0.9878 | 0.44 | 0.33 |
| Arch | $\begin{aligned} & 0.2107 \\ & 0.2247 \end{aligned}$ | Proposed | 89.80 | 90.05 | 0.9942 | 1.0014 | 0.2520 | 0.2349 |
|  |  | Hartley | 82.80 | 90.00 | 0.8841 | 1.0002 | 0.2089 | 0.2199 |
|  |  | Fusiello | 90.00 | 90.19 | 1.0000 | 1.0051 | 0.2134 | 0.2593 |
|  |  | Mallon | 90.26 | 91.22 | 1.0045 | 1.0175 | 0.22 | 0.33 |
| Drive | $\begin{aligned} & 0.5111 \\ & 0.7445 \end{aligned}$ | Proposed | 89.95 | 90.00 | 0.9977 | 1.0001 | 0.7139 | 0.8253 |
|  |  | Hartley | 91.96 | 90.00 | 1.0320 | 1.0001 | 0.5132 | 0.7462 |
|  |  | Fusiello | 90.00 | 90.11 | 1.0000 | 1.0026 | 0.4962 | 0.7851 |
|  |  | Mallon | 90.12 | 90.44 | 1.0021 | 1.0060 | 0.18 | 0.91 |
| Building | $\begin{aligned} & 0.1308 \\ & 0.1221 \end{aligned}$ | Proposed | 89.96 | 89.95 | 0.9990 | 0.9989 | 0.1330 | 0.1242 |
|  |  | Hartley | 90.02 | 90.00 | 1.0002 | 0.9998 | 6.4910 | 5.4584 |
|  |  | Fusiello | 90.00 | 89.85 | 1.0000 | 0.9970 | 3.0508 | 2.4809 |
|  |  | Mallon | n/a | n/a | n/a | n/a | n/a | n/a |
| Tower | $\begin{aligned} & 0.1370 \\ & 0.1154 \end{aligned}$ | Proposed | 89.99 | 89.98 | 0.9998 | 0.9995 | 0.1438 | 0.1192 |
|  |  | Hartley | 89.94 | 90.00 | 0.9990 | 0.9999 | 11.1079 | 3.5541 |
|  |  | Fusiello | 90.00 | 89.89 | 1.0000 | 0.9979 | 3.2698 | 1.7266 |
|  |  | Mallon | n/a | n/a | n/a | n/a | n/a | n/a |
| Cournot | $\begin{aligned} & 0.2055 \\ & 0.1563 \end{aligned}$ | Proposed | 89.66 | 89.29 | 0.9920 | 0.9833 | 0.3242 | 0.2082 |
|  |  | Hartley | 89.70 | 90.00 | 0.9928 | 0.9950 | 39.9008 | 2.0386 |
|  |  | Fusiello | 90.00 | 89.81 | 1.0000 | 0.9951 | 0.3315 | 0.2486 |
|  |  | Mallon | $\mathrm{n} / \mathrm{a}$ | $\mathrm{n} / \mathrm{a}$ | n/a | n/a | $\mathrm{n} / \mathrm{a}$ | $\mathrm{n} / \mathrm{a}$ |

Table 7.1: The performance comparison between the proposed method, Hartley's method [88], Fusiello et al.'s method [75] and Mallon et al.'s method [122]. The comparison is based on rectification error, orthogonality and aspect ratio. The ideal value of orthogonality and aspect ratio are $90^{\circ}$ and 1 respectively.
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#### Abstract

Image features detection and matching is a fundamental step in many computer vision tasks. Many methods have been proposed in recent years, with the aim to extract image features fully invariant to any geometric and photometric transformation. Even though the state-of-art has not achieved a full invariance, many methods, like SIFT, Harris-affine and Hessian-affine combining a robust and distinctive descriptor, give sufficient invariance for many practical applications. In contrast to the advance in the invariance of feature detectors, the matching precision has not been paid enough attention, even though the repeatability and stability are extensively studied. The matching precision is evaluated on a pair of images and reflects to some extent the average relative localization precision between two images. It depends on the localization precision of feature detector, the scale change between the two images, the descriptor construction and matching protocol. In this chapter, we focus on the SIFT method and measure its matching precision as the average residual error under different geometric transformations. For scale invariant feature detectors, the matching precision decreases with the scale of features. This drawback can be avoided by canceling the sub-sampling in SIFT scale space. This first scheme improves the matching precision only when there is no scale change between both images. An iterative scheme is thus proposed to treat the scale change. For real images, a local filtering technique is used to improve the matching precision if two images are related by a smooth transformation.


### 8.1 Introduction

Recent years have seen invariant feature points/regions detector thrive. Even though they are more and more invariant to image geometric transformations and illumination changes, the matching precision has not been carefully studied. Nevertheless, the matching precision is of the first importance in many computer vision applications, like super-resolution, image mosaicing, camera calibration, etc. Even if a feature detection/matching method can find many correspondences between two images, this does not mean that the matching precision is high. One feature is matched to another according to some protocol based on their descriptor. But the matching protocol is not the only factor which influences the matching precision. The matching precision is computed as the average residual error between the matchings of two images under a certain transformation. So to be more accurate, it depends on the localization precision of feature detector, the scale change between two images, the descriptor construction and the matching protocol.

### 8.1.1 Localization Uncertainty, Localization Precision and Matching Precision

For feature detection and matching algorithms, three concepts about precision coexist: localization uncertainty, localization precision and matching precision. More explanations are needed to not confuse them.

The localization uncertainty is the variation of the feature position introduced in the feature detection process, while the localization precision is used to describe how close on average the position of the detected features is to their true position. In statistical terms, the localization precision is called bias and the localization uncertainty is called variance. But feature detection is a deterministic process in the sense that given an image and a certain
feature detection algorithm, the position of detected features is always the same even if the detection is repeated infinitely many times. There seems to be a contradiction, but in fact a particular image or a particular feature detection algorithm is just a sample of an underlying statistical ensemble. This explains why a certain feature detection algorithm always extracts the same features from a certain image. In the case of feature detection, the underlying statistical ensemble can be interpreted as a collection of images and a collection of different feature detection algorithms. The collection of images can be obtained by disturbing an ideal image with noise, blur, illumination changes, etc. Assume the true position of a feature point is known. The localization precision (bias) can be measured as the distance from the average position of the detected features by a particular feature detector on differently disturbed images to the true position (taking a model for each disturbance). The localization uncertainty (variance) can be measured as the variation of the position of a certain feature point by different feature detectors on a particular image. The localization precision (bias) is related to a specific feature detector, interpreted as its robustness to precisely locate feature against the image disturbance. The localization uncertainty (variance) is related to the image local property, interpreted as the uncertainty of feature detection in that image. Neither the localization precision nor the localization uncertainty are uniform in the image domain. They can be different from one feature point to another.

In geometric structure inference, the localization uncertainty is measured by a covariance matrix for each detected feature individually. In [98], the author used two methods to estimate the covariance matrix for corner features and concluded that the accuracy of the geometric computation was not improved by incorporating the covariance matrix into the optimization. This is understandable, since the detector they tested selects always corner-like features. In contrast, Brooks et al. [24] observed some accuracy improvement in the fundamental matrix computation by incorporating the estimated covariance matrix of Harris corners. Steele and Jaynes [160] on the other hand focus on the detector and address the problem of feature inaccuracy based on pixel noise. They use several different noise models for pixel intensities and propagate the related covariances through the detection process of the Förstner-corner detector to come up with a covariance estimate for each feature point. Orguner and Gustafsson [141] evaluate the accuracy for Harris corner points. The analysis is built on the probability that pixels are the true corner in the region around the corner estimate. For scale-invariant region features, the covariance matrix has different properties from the corner features [187]: First, due to the focus on interest regions, the shape of covariances will be in general anisotropic; second, the magnitude of covariances will vary significantly due to detection in scale space.

Unlike the localization uncertainty, the localization precision is difficult to evaluate. The computation of the localization precision first requires knowing the ideal position of feature points, which is in fact ill-defined. Even if the ideal position of the feature points is known, it is not clear what an appropriate statistical ensemble would be, which could be deduced from an underlying noise model, a camera model or a model of lighting condition. So in practice, it is impossible to measure the localization precision. From another viewpoint, the absolute localization precision is less interesting in computer vision tasks where the correspondences are usually required. This motivated us to measure the matching precision instead of the localization precision. In fact, the matching precision reflects to some extent the localization precision. Given enough correspondences between two images, assume that all the feature points in one image are ideal and that the ground truth transformation between both images
is known, then the matching precision is close to the localization precision under the hypothesis that the feature detector has the same localization precision on all feature points in the other image and that the local properties of all the features composes an appropriate statistical ensemble. In reality feature points in both images are not ideal and their localization precision is different from point to point. So the matching precision measures the average relative localization precision of matchings between two images. Of course some inaccurate matchings or "outliers" can decrease the matching precision.

### 8.1.2 Organization

For scale-invariant feature detectors with sub-sampling like SIFT, the localization error and the localization uncertainty both increase through scales. We propose to cancel the subsampling to make images more blurred to gain some improvement. In theory, for continuous infinite resolution images, the localization precision will not be improved by canceling the sub-sampling. But in practice, only digital images can be used and the features can be more precisely located if the sub-sampling is canceled. The improvement can be observed through the matching precision, if there was no scale change between both images. We begin with a review of the SIFT method in section 8.2, followed by an improved SIFT scheme. Synthetic test of matching precision is shown in section 8.3 for Lowe's SIFT and improved SIFT with some comparison and analysis, followed by an iterative scheme to treat the case of scale change. Finally a local filtering technique is used to improved the matching precision for real images which are related by a homography plus a non-linear lens distortion. A brief conclusion is in section 8.4.

### 8.2 SIFT Method Review

The SIFT method [117] is one of the most widely used feature detectors. It is a good candidate for our analysis of multi-scale matching precision due to its scale invariance. The SIFT method is a complete algorithm, including scale-invariant feature detector, gradient-based descriptor construction and descriptor matching based on nearest neighbor distance ratio. The scaleinvariant feature detector relies on 3D scale-space of normalized Laplacian implemented by difference of Gaussians due to its computational efficiency:

$$
\begin{align*}
D(x, y, \sigma) & =(G(x, y, k \sigma)-G(x, y, \sigma)) \circledast I(x, y)  \tag{8.1}\\
& \approx(k-1) \sigma^{2} \Delta(G(x, y, \sigma) \circledast I(x, y))
\end{align*}
$$

$G(\cdot, \cdot, \sigma)$ is the Gaussian function with standard deviation $\sigma$ and $\circledast$ is the convolution operation. Remark that the normalized Laplacian gives scale invariance to the Laplacian threshold in SIFT method. The SIFT method gives stable performance when $k$ is smaller than $\sqrt{2}$. To simulate camera zoom, a 2-subsampling is also added in scale space. Several images of the same size compose one octave in scale space. The SIFT scale space consists of several octaves (Fig. 8.1): one octave contains Ninter +3 Gaussian blurred images of the same size which are used to compute Ninter +2 difference-of-Gaussian images. The local extrema are only detected on the Ninter DoG images in the middle (Ninter is the number of intervals in one octave, Ninter $=3$ by default). The Gaussian blur is increased with the multiplicative factor
$2^{1 / \text { Ninter }}$ and thus $k=2^{1 / \text { Ninter }}$. The 2 -subsampling is performed on the image in octave which contains two times the blur of the initial image in the same octave. This convolutionsubsampling procedure is repeated until the image is too small for feature detection. It is easy to see that the sampling with respect to the blur is the same for all octaves. So one image has the same nature as its counterparts in the other octaves. This process simulates camera zoom and explains why SIFT method is scale invariant.

In the 3D scale-space, features are selected as local extrema by comparing with 26 neighbors (see Fig. 8.1). Once a feature is extracted, its 3D position (position and scale) is refined by a 3D interpolation, where comes from SIFT sub-pixel precision. Each feature is assigned a principal direction by using the gradient information of the pixels in the neighborhood. A fixed-size $(16 \times 16$ pixel) region around image feature along its principal direction is extracted to construct the descriptor. This region is divided into $4 \times 4$ sub-regions; in each sub-region, an orientation histogram containing 8 directions is created by quantizing the gradient direction of each sample weighted by gradient magnitude (Fig. 8.2). To make the detected features useful, their 3D coordinate (location and scale) should be propagated back to the original image.


Figure 8.1: Pyramid-like SIFT scale space: a feature is selected as local extrema (yellow point) by comparing 26 neighboring samples (red point).

### 8.2.1 Blur

Blur is an important point because the scale invariance of the SIFT method is in fact achieved by simulating the blur under different resolution in scale space. The SIFT method is based on the assumption that a Gaussian convolution can well approximate the blur introduced by camera system and gives an aliasing-free image sub-sampling. In [132], it is proved that a well-sampled image should contain a Gaussian blur of standard deviation $\beta=0.8$. Therefore an aliasing-free $t$-subsampling should be preceded by a Gaussian blur of about $\beta \times \sqrt{t^{2}-1}$. Here the Gaussian blur means the standard deviation of the Gaussian kernel.


Figure 8.2: A descriptor is constructed on a square region around a feature point whose side direction is given by the principal gradient direction. Example of a $2 \times 2$ descriptor array of orientation histograms (right) computed from an $8 \times 8$ set of samples (left). The orientation histograms are quantized into 8 directions and the length of each arrow corresponds to the magnitude of the histogram entry.

The above discussion deals with aliasing-free sub-sampling. However, the blur conditions become different for the up-sampling case. This argument is based on the following simple equations:

$$
\begin{align*}
& \Delta\left(u\left(\frac{x}{2}, \frac{y}{2}\right)\right)=\frac{1}{4}(\Delta u)\left(\frac{x}{2}, \frac{y}{2}\right)  \tag{8.2}\\
& \frac{\partial\left(u\left(\frac{x}{2}, \frac{y}{2}\right)\right)}{\partial \bullet}=\frac{1}{2} \frac{\partial u}{\partial \bullet}\left(\frac{x}{2}, \frac{y}{2}\right) \tag{8.3}
\end{align*}
$$

which means that the Laplacian is 4 times smaller and the gradient is 2 times smaller if an image is up-sampled by 2. Remark that the Laplacian and gradient are computed by finite difference schemes, but not by Eq. (8.1), which includes a scale normalization factor. This relation is only valid when the image $u$ is smooth enough. Fig. 8.3 shows a test for a natural image. The image is first convolved by a Gaussian blur, then followed by an up-sampling by factor 2. The Laplacian and gradient module are computed on the original image and the up-sampled image respectively. Note $m$ the ratio of Laplacian before and after 2-upsampling and $n$ the ratio of gradient norm before and after 2-upsampling:

$$
\begin{align*}
& m=\frac{(\Delta u)\left(\frac{x}{2}, \frac{y}{2}\right)}{\Delta\left(u\left(\frac{x}{2}, \frac{y}{2}\right)\right)}  \tag{8.4}\\
& n=\frac{\sqrt{\left(\frac{\partial u}{\partial x}\left(\frac{x}{2}, \frac{y}{2}\right)\right)^{2}+\left(\frac{\partial u}{\partial y}\left(\frac{x}{2}, \frac{y}{2}\right)\right)^{2}}}{\sqrt{\left(\frac{\partial u\left(\frac{x}{2}, \frac{y}{2}\right)}{\partial x}\right)^{2}+\left(\frac{\partial u\left(\frac{x}{2}, \frac{y}{2}\right)}{\partial y}\right)^{2}}} \tag{8.5}
\end{align*}
$$

By computing the average and standard deviation of $m$ and $n$ with respect to the added blur, it appears that Eq. (8.2) and (8.3) are satisfied only if the added Gaussian blur was bigger than 1.6. This makes the image blur equal to $\sqrt{1.6^{2}+0.8^{2}} \approx 1.8$ if the original image is assumed to already contain a blur 0.8. This experiment is complementary to the one dealing
with aliasing-free sub-sampling in [132]. Our conclusion is that a good image for feature analysis must contain at least a 1.8 Gaussian blur. Similarly, in Eq. (8.1), the difference of Gaussians can correctly approximate the scale normalized Laplacian only if the image $G(x, y, \sigma) \circledast I(x, y)$ contains a blur bigger than 1.8. In Lowe's SIFT, to increase the number of features, the input image is first pre-zoomed by 2. For an image containing initial Gaussian blur 0.8 , a 2 -upsampling increases the blur to be 1.6 , which is close to 1.8 , as required.


Figure 8.3: The top image is convolved by a Gaussian function with standard deviation $\sigma$ before it is up-sampled by factor 2 . The Laplacian value and gradient modulus before and after the up-sampling are compared. Bottom left: the average and standard deviation of ratio of the Laplacian value before and after 2-upsampling. Bottom right: the average and standard deviation of ratio of gradient modulus before and after 2 -upsampling.

### 8.2.2 3D Localization Refinement

Once the local extrema are extracted in the 3D scale space, their position can be refined under the assumption that the image can be locally approximated by a second order Taylor expansion. Given a local extremum located at $\mathbf{x}=(x, y, \sigma)$, the DoG function $D(\mathbf{x})$ is
expanded at $\mathbf{x}$ by:

$$
\begin{equation*}
D(\mathbf{x}+\boldsymbol{\Delta} \mathbf{x})=D(\mathbf{x})+\boldsymbol{\Delta} \mathbf{x}^{T} \frac{\partial D}{\partial \mathbf{x}}+\boldsymbol{\Delta} \mathbf{x}^{T} \frac{\partial^{2} D}{\partial \mathbf{x}^{2}} \boldsymbol{\Delta} \mathbf{x} \tag{8.6}
\end{equation*}
$$

The peak of this function is attained when its derivative is set to be zero, which gives the offset $\Delta \mathbf{x}=(\Delta x, \Delta y, \Delta \sigma)^{T}$ :

$$
\begin{equation*}
\Delta \mathbf{x}=(\Delta x, \Delta y, \Delta \sigma)^{T}=\left(\frac{\partial^{2} D}{\partial \mathbf{x}^{2}}\right)^{-1} \frac{\partial D}{\partial \mathbf{x}} \tag{8.7}
\end{equation*}
$$

Sub-pixel precision is thus obtained and the final position is $\mathbf{x}+\boldsymbol{\Delta x}$. The refined scale with respect to the original image resolution is $(\sigma+\Delta \sigma) \cdot 2^{\text {oct }}$ with $\sigma=\sigma_{0} \cdot 2^{\text {inter } / \text { Ninter }}$ ( $\sigma_{0}$ is the blur of the first image in one octave, oct is the octave index, inter is the interval index and Ninter is the total number of intervals in one octave). This refinement can also be extended to other feature detectors because the method is relatively independent of the detector. The gradient and Hessian matrix in Eq. (8.6) is computed by a finite difference scheme from neighboring samples on the DoG images. A more robust method is to estimate the offset $\boldsymbol{\Delta} \mathbf{x}$ by least square minimization [114].

### 8.2.3 Improvement

We remark that the principal error source in SIFT method is that the detected features in scale space are projected back to the original image. Assume a feature located at $\mathbf{x}$ with ideal position $\mathbf{x}_{\mathbf{0}}$ disturbed by the error $\varepsilon: \mathbf{x}=\mathbf{x}_{\mathbf{0}}+\varepsilon$. If this feature is detected in the $i$-th octave in SIFT scale space, then its final position is $2^{i} \mathbf{x}=2^{i} \mathbf{x}_{\mathbf{0}}+2^{i} \varepsilon$. The error is increased by the factor $2^{i}$. To gain accuracy, this suggests to cancel the sub-sampling between octaves. The new scheme is shown in Fig. 8.4. Although this seems to be an one-step modification to SIFT method, there are some details to discuss.

First the Laplacian threshold, which is the most important threshold in SIFT to select stable features, must be changed. Because of the scale normalized Laplacian computed as difference-of-Gaussian in Eq. (8.1), the threshold on the Laplacian can be kept constant through octaves. This is still true when the sub-sampling is canceled. This can be seen by upsampling a DoG function $D(x, y)$ at a certain scale $\sigma$ by factor 2 :

$$
\begin{align*}
D\left(\frac{x}{2}, \frac{y}{2}, \sigma\right) & =\left(G\left(\frac{x}{2}, \frac{y}{2}, k \sigma\right)-G\left(\frac{x}{2}, \frac{y}{2}, \sigma\right)\right) \circledast I\left(\frac{x}{2}, \frac{y}{2}\right)  \tag{8.8}\\
& =(G(x, y, 2 k \sigma)-G(x, y, 2 \sigma)) \circledast I\left(\frac{x}{2}, \frac{y}{2}\right) \\
& \approx(k-1)(2 \sigma)^{2} \Delta\left(G(x, y, 2 \sigma) \circledast I\left(\frac{x}{2}, \frac{y}{2}\right)\right) \\
& =(k-1)(2 \sigma)^{2} \Delta\left(G\left(\frac{x}{2}, \frac{y}{2}, \sigma\right) \circledast I\left(\frac{x}{2}, \frac{y}{2}\right)\right) \\
& =(k-1) \frac{4}{m} \sigma^{2}(\Delta(G \circledast I))\left(\frac{x}{2}, \frac{y}{2}\right)
\end{align*}
$$

According to Eq. (8.2), $m=4$ when the image $G \circledast I$ contains a blur bigger than 1.8. Then, $D\left(\frac{x}{2}, \frac{y}{2}, \sigma\right)=(k-1) \sigma^{2}(\Delta(G \circledast I))\left(\frac{x}{2}, \frac{y}{2}\right)$, which means that the Laplacian value does not change through octaves when the sub-sampling is canceled.


Figure 8.4: Improved SIFT scale space with sub-sampling canceled. The number of intervals in octave is increased through octaves.

Second, Lowe's SIFT descriptor is constructed from a region with fixed size $16 \times 16$ around extracted features. There is no problem if the scale change between both images is $2^{i}(i \in \mathcal{N})$ because their scale spaces superpose up to an $i$ octaves shift. So one feature in one image will find its correspondence in the other image at the same interval up to this $i$ octaves shift. So any fixed-size descriptor capturing enough distinctive local information works. But if the scale changes between both images is $2^{i+\delta}(i \in \mathcal{N}, 0<\delta<1)$, then one feature will not find its correspondence at the same interval up to an $i$ octaves shift. In such a case, the fixed-size descriptor will not cover the same image region and thus can introduce some false matchings. By considering this default, we propose that the descriptor region have its size proportional to the Gaussian blur where the feature is actually detected. This increases the overlap of covered regions between correspondences when the scale change is $2^{i+\delta}$ (Fig. 8.5). On the other hand, if the sub-sampling is canceled, the size of descriptor becomes bigger with the increase of blur. And the sampling step becomes smaller and smaller with respect to blur. This is not consistent with scale invariance. To keep SIFT scale invariance, the new descriptor is sub-sampled again to make the sampling step proportional to blur, just like the original SIFT (see Fig. 8.6). Thus this new SIFT framework is still scale-invariant.


Figure 8.5: The right image is a $2^{2 / 3}$-subsampling of the left image. A feature in the right image with blur $\sigma$ corresponds to a feature with $\sigma \times 2^{2 / 3}$ in the left image. The fixed-size descriptor gives evidently different patches for a common feature in both images (yellow patch in the left image via green patch in the right image). The two patches (in green) look almost the same by using a descriptor with size proportional to the blur.

Third, with increased blur through octaves, the step between two adjacent intervals in the scale direction increases also by factor $2,4,16, \cdots$. Then the scale space is sampled more and more sparsely through octaves. This makes it more difficult for the 3D interpolation refinement to produce a precise result. In addition, the SIFT descriptor is constructed approximately on these sparse intervals without really interpolating a new interval. This makes descriptors less accurate. To compensate this effect, the number of intervals is increased with the same factor through octaves (see Fig. 8.4). This means that the up-sampling is performed also in the scale


Figure 8.6: The SIFT descriptor is constructed by summarizing the gradient information of a region around the detected feature. This region has a fixed size in Lowe's SIFT. The sampling step of the region is proportional to the Gaussian blur. The gradient information is weighted by a Gaussian weighting function indicated by the overlaid circle. In the improved SIFT, the region has a size proportional to the blur and the sampling step is no longer proportional to the Gaussian blur. The descriptor region needs to be sub-sampled to maintain the scale invariance. A 2 -subsampling is shown on the right.
direction, just as that in the $x$ and $y$ directions in image. Remark that this up-sampling in the scale direction still keeps the scale invariance of the Laplacian threshold.

For a sub-pixel refinement, the sub-sampling removal has a twofold effect. On the one hand, the assumption that the image is locally a 2 -order polynomial is more valid with the increase of Gaussian blur. This makes the 3D interpolation more precise. On the other hand, the increase of Gaussian blur also makes it more difficult to localize features. There is no backprojection since the sub-sampling is canceled. Are these two factors completely compensated by each other? Theoretically the answer is yes. Given a local extremum $\mathbf{x}=\left(x_{0}, y_{0}, \sigma_{0}\right)$, its offset is given by Eq. (8.7): $\boldsymbol{\Delta} \mathbf{x}=\left(\frac{\partial^{2} D}{\partial \mathbf{x}^{2}}\right)^{-1} \frac{\partial D}{\partial \mathbf{x}}$. If the factor to back project to the original resolution is 2 , the final offset is $2 \boldsymbol{\Delta} \mathbf{x}$. If the error is directly computed on 2 -upsampled image, by Eq. (8.4), (8.5), (8.7) and (8.8), it gives: $\left(\frac{4}{m^{2}} \frac{\partial^{2} D}{\partial \mathbf{x}^{2}}\right)^{-1} \frac{4}{m n} \frac{\partial D}{\partial \mathbf{x}}=\frac{m}{n}\left(\frac{\partial^{2} D}{\partial \mathbf{x}^{2}}\right)^{-1} \frac{\partial D}{\partial \mathbf{x}}=\frac{m \boldsymbol{\Delta} \mathbf{x}}{n}$. According to Fig. 8.3, by adding a Gaussian blur larger than $1.6, \frac{m}{n}$ is about 2 and the variation is ignorable. Then the offset is about $2 \boldsymbol{\Delta} \mathbf{x}$, which means that no improvement in precision is obtained by canceling the sub-sampling between octaves. But in practice, we do gain something due to the fact that the used image is digital. First, the local extrema at integer pixel position are more precise in the up-sampled image, which means that the 3D refinement has a better departure point. Second, the assumption that the image is locally 2-order is more valid with the increase of Gaussian blur. So the gradient and the Hessian computation are more precise on the up-sampled images. Remark that if no blur is added to the image, the average of $\frac{m}{n}$ is also about 2 , but the variance is rather high. Thus the computed offset is not reliable.

### 8.3 Matching Precision Evaluation

The matching precision of Lowe's SIFT method is evaluated on a pair of images in this section. We first review different matching precision evaluation procedures and point out their drawbacks. We compute the matching precision more directly under different geometric transformations by average residual error.

### 8.3.1 Evaluation Method

The most popular evaluation criterion is repeatability introduced in [128, 155], and defined as the ratio between the number of correspondences and the minimum number of points detected in both images. Feature $x_{a}$ and $x_{b}$ correspond if:

- the error in relative point location is less than $\epsilon_{p}$ pixels: $x_{a}-H \cdot x_{b}<\epsilon_{p}$, where $\epsilon_{p}$ is typically 1.5 pixels and $H$ is the ground truth homography between two images;
- $1-\frac{R_{\mu_{a}} \cap R_{H^{T} \mu_{b} H}}{R_{\mu_{a}} \cup R_{H} T_{\mu_{b} H}}<\epsilon_{o}$ where $R_{\mu}$ the detected region determined by the shape matrix $\mu$ given by affine invariant interest point detector [128]; $H^{T} \mu_{b} H$ is shape matrix projected to the other image; $R_{\mu_{a}} \cap R_{H^{T} \mu_{b} H}$ is the intersection of regions and $R_{\mu_{a}} \cup R_{H^{T} \mu_{b} H}$ is their union.

We argue that "repeatability" is not well adapted to the matching precision due to the following reasons:

- It is not sure that $x_{a}$ and $x_{b}$ is a good correspondence if the two above criteria are satisfied. In fact the above two measures depend on the detected scale. So it is not easy to find a universal threshold.
- It is assumed that the scene is planar and that the ground truth homography between both images is estimated from some control points. But in practice, we cannot have a completely planar scene. Even if so, the camera lens would introduce some non-linear distortion. Thus, a pair of real images are always related by a homography up to some error. This means that the ground truth itself is problematic.
- The features detected in different scales do not have the same precision. So it is better to do the evaluation in different octaves separately.
- More precise matchings can be obtained by using a Ransac-based algorithm.

Some other criteria not requiring the exact position of interest points exist. In [40, 93], authors used projective invariants to evaluate interest point precision. But this kind of method needs a scene composed of simple geometric objects, like polygons or polyhedrons, since the reference values are computed from scene measurements. In [143], the authors used four different criteria: alignment of the extracted points, accuracy of the 3D reconstruction, accuracy of the epipolar geometry and stability of the cross-ratio. In [8], four other global criteria are proposed: collinearity, intersection at a single point, parallelism and localization on an ellipse.

None of the above methods consider lens distortion or other optic system aberrations in their precision evaluation procedure. For the methods requiring scenes composed of simple geometric objects, they are designed for some specific model-based interest point detectors and not very adequate for SIFT points. Moreover, since the reference measures are from the scene, the objects should be constructed with high precision, which is difficult in practice.

Due to the above problems, we shall evaluate the matching precision in a more direct way. Synthetic images are used in the test to avoid any disturbance like lens distortion. A transformation is applied on a reference image to obtain the second image. SIFT is applied on both images to extract feature points. The SIFT descriptors are matched by nearest neighbor distance ratio. A Ransac-like parameter-free algorithm [129] is applied to eliminate false matchings. A global homography is computed from the Ransac-verified matchings by using a least-square method. The matching precision is evaluated as the average residual error to this homography.

### 8.3.2 Tests

The tests are performed for six types of transformation: translation, rotation, zoom, tilt, affine transformation and homography. The pre-zoom in SIFT method makes the blur of the initial image about 1.6. The number of octaves is fixed to be four. The proposed evaluation procedure is used and the error is computed respectively on different octaves. Remark that the number of features decreases through octaves. There can be not enough matchings on the third or fourth octave and the evaluation is not very reliable, in particular in case of tilt, affine transformation and homography, since SIFT is only similarity invariant.

## Translation

Translation is the simplest case to test. For an integer pixel translation, the evaluation always gives zero error. This is because both images are identical same up to an integer pixel translation. Errors are observed when the translation is not an integer. The reason can be twofold: first, if the reference image itself is a little aliased, the generated second image will also contain some artifacts; second, the feature position refinement is performed by a 3D interpolation in SIFT, which is based on the assumption that the image can be locally approximated by second-order Taylor expansion. Thus the performance of the 3D refinement depends on the image regularity around local extrema. In addition, the implementation of sub-pixel translation can also pose a problem: Fourier interpolation is exact but introduces "ringing", namely artifacts near the contours and image borders, while a spline interpolation is just an approximation to the Fourier interpolation. As a compromise, a 7 -order spline interpolation was used (see images in Fig. 8.7). Even though this test is very simple, it gives us the idea about the best matching precision that SIFT method can achieve. The average matching error is shown in Fig. 8.10a. Remark that the integer translation $(45,32)$ gives very small error on the first two octaves, but on the other octaves, errors are observed because the images are sub-sampled and the translation becomes non-integer. In fact, the matching error should increase by 2 from one octave to the next due to back projection to the original image. But in the translation case, the matching error is largely dominated by the quantity of translation: the matching error is smaller when the translation is close to an integer. This explains why the error increases by a varying factor.

## Rotation

Rotation is another basic geometric transform in image processing. An exact implementation by Fourier is feasible by decomposing a rotation into three shear transforms. But it suffers also from "ringing" artifacts, like for the translation case. Thus a 7 -order spline interpolation is used again (see images in Fig. 8.7). As the evaluation shows in Fig. 8.10b, the closer to $0^{\circ}$ or $90^{\circ}$ the rotation, the smaller the matching error. This is due to the imprecision in orientation estimation of features in SIFT method and the interpolation introduces less artifacts. In the rotation case, the error is dominated by the back projection. So the matching error increases by a factor approximately 2 from one octave to the next.


Figure 8.7: First row: original image. Second and third row: image translated by $(45,32),(45.1,32.1),(45.3,32.3),(45.5,32.5)$, $(45.7,32.7),(45.9,32.9)$. Fourth and fifth row: image rotated by $15^{\circ}, 25^{\circ}, 35^{\circ}, 45^{\circ}, 55^{\circ}, 65^{\circ}, 75^{\circ}, 85^{\circ}$.

## Zoom

In the case of zooms, the second image is generated by blurring the reference image with $\sqrt{t^{2}-1} \times 0.8$ followed by a $t$-subsampling where $t$ is the scale change between two images (Fig. 8.8).


Figure 8.8: First row: image sub-sampled by factor $2^{1 / 6}, 2^{2 / 6}, 2^{3 / 6}, 2^{4 / 6}, 2^{5 / 6}, 2$. Second row: image transformed by tilt with $t$ equal to $2^{1 / 12}, 2^{2 / 12}, 2^{3 / 12}, 2^{4 / 12}, 2^{5 / 12}$, $2^{6 / 12}$. Third row: image transformed by affine transformation $A$ in Eq. (8.9) with $\phi=37^{\circ}, \psi=24^{\circ}$ and $t$ equal to $2^{1 / 12}, 2^{2 / 12}, 2^{3 / 12}, 2^{4 / 12}, 2^{5 / 12}, 2^{6 / 12}$.


Figure 8.9: Images transformed by homography. The homography is obtained by adding a projective component to the affine transformation matrix in Eq. (8.9) (see Eq. (8.10)).

It is more difficult to deal with zoom than with rotation and translation. Even though theoretically SIFT is scale invariant, in practice the scale invariance is disturbed by the blur inconsistency caused by the scale quantization in the SIFT scale space (see Fig. 8.1). To be clearer, we use the following lemma in [132].

Lemma 2 Let $u$ and $v$ be two digital images that are frontal snapshots of the same continuous flat image $\mathbf{u}_{0}, u:=\mathbf{S}_{\mathbf{1}} \mathbf{G}_{\beta} \mathbf{H}_{\lambda} \mathbf{u}_{0}$ and $v=: \mathbf{S}_{\mathbf{1}} \mathbf{G}_{\delta} \mathbf{H}_{\mu} \mathbf{u}_{0}$, taken at different distances, with different Gaussian blurs and possibly different sampling rates. Let $\mathbf{w}(\sigma, \mathbf{x})=\left(\mathbf{G}_{\sigma} \mathbf{u}_{0}\right)(\mathbf{x})$ denote the scale space of $\mathbf{u}_{0}$. Then the scale spaces of $u$ and $v$ are

$$
\mathbf{u}(\sigma, \mathbf{x})=\mathbf{w}\left(\lambda \sqrt{\sigma^{2}+\beta^{2}}, \lambda \mathbf{x}\right) \text { and } \mathbf{v}(\sigma, \mathbf{x})=\mathbf{w}\left(\mu \sqrt{\sigma^{2}+\delta^{2}}, \mu \mathbf{x}\right)
$$

If $\left(s_{0}, \mathbf{x}_{\mathbf{0}}\right)$ is a key point of $\mathbf{w}$ satisfying $s_{0} \geq \max (\lambda \beta, \mu \delta)$, then it corresponds to a key point of $\mathbf{u}$ at the scale $\sigma_{1}$ such that $s_{0}=\lambda \sqrt{\sigma_{1}^{2}+\beta^{2}}$, whose SIFT descriptor is sampled with mesh $\sqrt{\sigma_{1}^{2}+\beta^{2}}$. In the same way $\left(s_{0}, x_{0}\right)$ corresponds to a key point of $\mathbf{v}$ at scale $\sigma_{2}$ such that $s_{0}=\mu \sqrt{\sigma_{2}^{2}+\delta^{2}}$, whose SIFT descriptor is sampled with mesh $\sqrt{\sigma_{2}^{2}+\delta^{2}}$.
$\mathbf{S}_{1}$ is the 1-sampling operation applied on continuous image to obtain a digital image; $\mathbf{H}_{\lambda}$ is sub-sampling of factor $\lambda ; \mathbf{G}_{\beta}$ is the Gaussian convolution with standard deviation $\beta . \mathbf{G}_{\beta}$ and $\mathbf{G}_{\delta}$ are the camera blurs applied on the infinite resolution image (blur free) before 1-sampling to avoid aliasing. The above lemma is proved in the continuous setting under the assumption that the Gaussian blur performed by the SIFT method approximates well the camera blur and gives aliasing-free images.

This lemma is easier to understand by an example with $\mu / \lambda=2$. Then $s_{0}=\sqrt{\sigma_{1}^{2}+\beta^{2}}=$ $2 \sqrt{\sigma_{2}^{2}+\delta^{2}}$. Assume a pair of correspondences: $f_{\mathbf{u}}$ in $\mathbf{u}$ and $f_{\mathbf{v}}$ in $\mathbf{v}$. $f_{\mathbf{u}}$ lies on a scale two times coarser than $f_{\mathbf{v}}$, and $f_{\mathbf{u}}$ 's descriptor has a sampling step twice bigger than $f_{\mathbf{v}}$ 's descriptor. The SIFT dyadic scale space structure is adaptive to this case: $\mathbf{u}$ and $\mathbf{v}$ ideally superposes by one octave shift. This is true for all cases with $\mu / \lambda=2^{i}, i \in \mathcal{N}$. So the localization error is zero up to the machine precision. But the situation becomes more complicated when $\mu / \lambda \neq 2^{i}$. Assume $\mu / \lambda=2^{i+\epsilon}, i \in \mathcal{N}, 0<\epsilon<1$, then $\mathbf{u}$ and $\mathbf{v}$ never superpose in scale space due to the dyadic structure of the SIFT scale space.

A special case is when $\epsilon=s /$ Ninter, $s=1, \cdots$, Ninter -1 (Ninter is the number of intervals in one octave). Now assume $i=0$, Ninter $=3$ and $s=1$, then $\mu / \lambda=2^{1 / 3}$, then $f_{\mathbf{u}}$ lies on the scale $2^{1 / 3}$ times blurred than $f_{\mathbf{v}}$. This coincides with the fact that one SIFT octave is divided into Ninter $=3$ intervals (Fig. 8.1). For $f_{\mathbf{u}}$ on interval $s$ of octave $o, f_{\mathbf{v}}$ is on interval $s+1$ of octave $o$ containing blur $2^{1 / 3}$ bigger. But the problem occurs when the 3 D refinement (in space and scale) is performed on local extrema. The 3D refinement being sensitive to blur, the precision of the refined position and scale for $f_{\mathbf{u}}$ and $f_{\mathbf{v}}$ will be different. So the matching error, which can be interpreted to some extent as an average relative localization precision, is higher than that in the case of a translation and rotation. Moreover, the refined scale is used to decide the size of region for the descriptor construction. The discrepancy in the precision of the refined scale for $f_{\mathbf{u}}$ and $f_{\mathbf{v}}$ can also cause problem in the descriptor matching. The false matchings can possibly be introduced in the following situation: if there exists a feature $f_{\mathbf{u}}^{\prime}$ very close to $f_{\mathbf{u}}$, then a small error in the descriptor can make $f_{\mathbf{v}}$ matched by $f_{\mathbf{u}}^{\prime}$, instead of $f_{\mathbf{u}}$. Since this kind of error is particularly small, the Ransac-like algorithm does not guarantee a removal of this kind of false matching.

The most general case occurs when $\mu / \lambda$ is any value. In such a case, no feature extracted in the scale space is a good candidate for matching because the blurs can never be equal: $\lambda \sqrt{\sigma_{1}^{2}+\beta^{2}} \neq \mu \sqrt{\sigma_{2}^{2}+\delta^{2}}$. More precision in the 3D refinement (position and blur) is required. But even with the correct blur $\left(\lambda \sqrt{\sigma_{1}^{2}+\beta^{2}}=\mu \sqrt{\sigma_{2}^{2}+\delta^{2}}\right.$ ), the descriptor is always constructed from the region extracted in the closest interval (instead of interpolating a region). In addition, the blur is only used to determine the size of the descriptor region. Yet, the region is not sampled on the mesh mentioned in Lemma 2. This means that the descriptor is just approximative and can lead to false matchings.

The above problem also implies that in the SIFT method the initial blur (like $\beta$ and $\delta$ ) in image affects the SIFT matching performance. The Gaussian convolution performed by SIFT in the scale space is based on the initial blur. With an incorrect value of the initial blur, the resulting images in the scale space are either too much, or not enough blurred. This can make the discrepancy in the precision of the 3D refinement bigger. The initial Gaussian blur in SIFT is set to be 0.8 for input images. But not all of the natural images contain a Gaussian blur of 0.8.

The evaluation is shown in Fig. 8.10c. The case of $\mu / \lambda=2$ gives the best result except in octave -1 , where the reference image should find no matching in the second image. The false matchings are kept because the Ransac-based algorithm [129] is not designed for high precision evaluation. The case of $\mu / \lambda=2^{2 / 6}$ and $2^{4 / 6}$ gives a more precise result than the case of $\mu / \lambda=2^{1 / 6}, 2^{3 / 6}$ and $2^{5 / 6}$ because one SIFT octave is divided into 3 intervals. Since the back projection is not the only error source, the matching error does not increase through octave with a factor of 2 .

## Affine Transformation

The affine transformation $A$ can be applied on the reference image $\mathbf{u}$ to obtain the second image $\mathbf{v}$ by decomposing it by SVD (Singular Value Decomposition, see Appendix A.2):

$$
A=H_{\lambda} R_{1}(\psi) T_{t} R_{2}(\phi)=\lambda\left(\begin{array}{cc}
\cos \psi & -\sin \psi  \tag{8.9}\\
\sin \psi & \cos \psi
\end{array}\right)\left(\begin{array}{cc}
t & 0 \\
0 & 1
\end{array}\right)\left(\begin{array}{cc}
\cos \phi & -\sin \phi \\
\sin \phi & \cos \phi
\end{array}\right)
$$

with $R_{1}(\psi)$ and $R_{2}(\phi)$ rotation matrices, $T_{t}$ a tilt and $H_{\lambda}$ an expansion of $\lambda$. Rotation and zoom have been already analyzed before, the only new element here is the tilt. Without loss of generality, assume $t<1$, meaning that the tilt $T_{t}$ sub-samples the image by factor $t$ in the $x$-direction without changing the resolution in the $y$-direction (see images in Fig. 8.8). The tilt is not consistent with the Gaussian blur performed in the SIFT scale space because the Gaussian blur is isotropic while the tilt isn't. More precisely, for a pair of correspondences $f_{\mathbf{u}}$ and $f_{\mathbf{v}}$, to attain scale invariance, on the one hand, in $y$-direction, $f_{\mathbf{u}}$ should be on the scale $\frac{1}{t}$ times coarser than $f_{\mathbf{v}}$; on the other hand, in the $x$-direction, $f_{\mathbf{u}}$ should be on the same scale as $f_{\mathbf{v}}$. This means that SIFT is not designed to be invariant for tilt or affine transformation. So the matching error attached to an affine transformation or to a tilt is larger than that of zoom and rotation. In Fig. 8.10d, a pure tilt transformation is evaluated with $t$ varying from $2^{1 / 12}$ to $2^{6 / 12}$. The matching error increases with the increase of $t$ and octave index. In Fig. 8.10e, an affine transformation is tested with $\phi=37^{\circ}, \psi=24^{\circ}$ and $t$ varying from $2^{1 / 12}$ to $2^{6 / 12}$. Remark that in case of tilt and affine transformation, fewer matchings are found in coarse octaves. So the matching precision evaluation can be less reliable.

## Homography

A homography can describe any transformation between two images of a planar scene taken by an ideal pinhole camera. A homography $H:(x, y) \rightarrow(X, Y)=\left(F_{1}(x, y), F_{2}(x, y)\right)$ can be locally approximated by an affine transformation $A\left(x_{0}, y_{0}\right)$ around each point $\left(x_{0}, y_{0}\right) \rightarrow$ ( $X_{0}, Y_{0}$ ) with 1-order Taylor expansion:

$$
\binom{X-X_{0}}{Y-Y_{0}}=\left(\begin{array}{cc}
\frac{\partial F_{1}}{\partial x}\left(x_{0}, y_{0}\right) & \frac{\partial F_{1}}{\partial y}\left(x_{0}, y_{0}\right) \\
\frac{\partial F_{2}}{\partial x}\left(x_{0}, y_{0}\right) & \frac{\partial F_{2}}{\partial y}\left(x_{0}, y_{0}\right)
\end{array}\right)\binom{x-x_{0}}{y-y_{0}}+O\binom{\left(x-x_{0}\right)^{2}+\left(y-y_{0}\right)^{2}}{\left(x-x_{0}\right)^{2}+\left(y-y_{0}\right)^{2}}
$$

At point $(i, j)$, the local zoom factor in two orthogonal directions $t_{1}(i, j), t_{2}(i, j)$ can be computed by decomposing the corresponding affine transformation $A(i, j)$ like Eq. (8.9). If $t_{1}(i, j)$ and $t_{2}(i, j)$ are both bigger than 1 for all $(i, j)$, the image is compressed nowhere and $H$ can be directly applied on the image. If $t_{1}(i, j)$ (or $\left.t_{2}(i, j)\right)$ is smaller than 1 , then there is a sub-sampling in the neighborhood around $(i, j)$ along the corresponding direction. In such a case, a pre-zoom of factor $\frac{1}{t_{1}}$ (or $\frac{1}{t_{2}}$ ) is needed around $(i, j)$ along the corresponding direction before applying $H$ to avoid aliasing. But this point-wise pre-zoom is not feasible since $t_{1}(i, j)$ (or $\left.t_{2}(i, j)\right)$ differs from point to point. So the only solution is to first compute $t=\min _{(i, j)}\left(t_{1}(i, j), t_{2}(i, j)\right)$. If $t<1$, a global pre-zoom $\frac{1}{t}$ is applied on the image. With this adapted anti-aliasing pre-zoom, $H$ can be safely applied on an image. Afterwards, to cancel the pre-zoom, we should again do a zoom-out with the same factor $t$. As always, a Gaussian blur $0.8 \times \sqrt{\frac{1}{t^{2}}-1}$ is required before sub-sampling. The algorithm is recapitulated in Algorithm 2. It can be proven that it is enough to evaluate $t=\min _{(i, j)}\left(t_{1}(i, j), t_{2}(i, j)\right)$ on the four image corners. The resulting image will be a little blurred since the Gaussian blur applied is adapted to the biggest local sub-sampling. In our experiments, the homography matrix is generated by adding a projective component to the affine transformation matrix $A$ used in the previous tests:

$$
H=\left[\begin{array}{c|c}
\text { A } & 0  \tag{8.10}\\
\hline-0.0001 & -0.0001
\end{array}\right]
$$

The images in Fig. 8.9 are generated by applying the homography matrix with Algorithm 2. The matching error is shown in Fig. 8.10f.

## Algorithm 2 (Anti-aliasing homography)

```
Input: image \(\mathbf{I}\), homography \(\mathbf{H}\)
Output: image \(g(\mathbf{I}, \mathbf{H})=\mathbf{I} \circ \mathbf{H}^{-1}\)
1 At each corner of \(\mathbf{I}\) compute the Jacobian \(\mathbf{J}\) of \(\mathbf{H}\) and the SVD of \(\mathbf{J}\). Take \(t\) the
smallest among these 8 singular values.
Let \(\mathbf{S}=\left(\begin{array}{lll}s & 0 & 0 \\ 0 & s & 0 \\ 0 & 0 & 1\end{array}\right)\) with \(s=\max \left(\frac{1}{t}, 1\right)\).
if \(t(\mathbf{H})<1\) then
    \(\mathbf{I}=g(\mathbf{I}, \mathbf{S H})\);
        Convolve \(\mathbf{I}\) with the Gaussian kernel of standard deviation \(0.8 \times \sqrt{\frac{1}{t^{2}}-1}\);
        Replace \(\mathbf{H}\) by the zoom-out matrix \(\mathbf{S}^{-1}=\left(\begin{array}{lll}t & 0 & 0 \\ 0 & t & 0 \\ 0 & 0 & 1\end{array}\right)\)
    end
    Return image \(\mathbf{I} \circ \mathbf{H}^{-1}\), computed by Fourier interpolation or other high-order spline
    interpolation.
```


## Conclusion

Systematic tests have been performed to evaluate the SIFT matching precision. As we have explained, the matching precision reflects to some extent the average relative localization precision between the compared images. The localization precision is mostly determined on the local extrema extraction and the performance of the 3D refinement in the feature point position and scale. Of course, the false matchings caused by inaccurate descriptors can also decrease the matching precision. Blur is a key point in SIFT. It affects not only the performance of the 3D refinement, but also the descriptor construction. The blur value is correct only when the initial image blur is well estimated and the interpolation in scale direction is well performed.

The tests can be divided into two groups. One group is without scale change: translation and rotation. The other with scale change: zoom, tilt, affine transformation and homography. The group without scale change suffers less from the blur inconsistency than the group with scale change because scale changes lead to different performance in 3D interpolation for a feature and its correspondences. For all transformations, the error increases with octaves. This is normal because all features are finally projected back to the original image. For translations and rotations, the localization precision is quite similar for two compared images without scale change. So the matching error is relatively small. Rotations cause a matching error larger than for translations because the rotation case suffers also from the imprecise estimation of the principal orientation of features. We think that in the translation and rotation case, the matching precision is the best precision the SIFT method can achieve. For tilts, affine transformations and homographies, the localization precision of a feature point is different from that of its correspondences due to the blur inconsistency caused by the coarse scale quantization in SIFT scale space. This is the main reason explaining why the transformation with scale changes has a larger matching error. In addition, the matching


Figure 8.10: The average matching error of Lowe's SIFT under different geometric transformations. (a) translation: the translation in $x$ and $y$ direction is $(45,32)$, $(45.1,32.1),(45.3,32.3),(45.5,32.5),(45.7,32.7)$ and $(45.9,32.9)$. (b) rotation: the rotation angle varies from $15^{\circ}$ to $85^{\circ}$ with the step of $10^{\circ}$. (c) zoom: the zoom factor is $2^{1 / 6}, 2^{2 / 6}, 2^{3 / 6}, 2^{4 / 6}, 2^{5 / 6}$ and $2^{6 / 6}$. (d) tilt: Eq (8.9) with $\phi=0^{\circ}, \psi=0^{\circ}$, $t$ is $2^{1 / 12}, 2^{2 / 12}, 2^{3 / 12}, 2^{4 / 12}, 2^{5 / 12}, 2^{6 / 12}$. (e) affine transformation: Eq (8.9) with $\phi=37^{\circ}, \psi=24^{\circ}$ and $t$ is $2^{1 / 12}, 2^{2 / 12}, 2^{3 / 12}, 2^{4 / 12}, 2^{5 / 12}$ and $2^{6 / 12}$. (f) homography: Eq. (8.10) by adding a projective component in the affine transformation. The $x$ axis is the octave index, from -1 to 2 . The range of $y$-axis is from 0 pixels to 1.0 pixels.
error becomes larger when there are not enough matchings in octaves 1 and 2, due to SIFT's partial invariance to affine transformation.

### 8.3.3 Improvement

In this section, the improvement in section 8.2.3 is evaluated. This scheme gives a smaller matching error than Lowe's SIFT in translation and rotation case (Fig. 8.11a and 8.11b) because the back projection is removed and the precision of 3D refinement is higher on more blurred images. But for the zoom, tilt, affine transformation and homography which contain a scale change, the matching error incurred by blur inconsistency plays a more important role and prevails over the gain by canceling the sub-sampling. So the improvement in precision is limited compared with Lowe's SIFT (Fig. 8.11c, 8.11d, 8.11e, 8.11f).

Applying a homography covers all the tested transformations. Even though the precision cannot be evidently improved if there is a scale change between both images, the homography between two images can be estimated by using the most precise matchings in the first octave. In the experiments, the homography from the reference image to the second image, which shrinks the size of image, was estimated. This homography can then be applied on the reference image to compensate the scale change. The SIFT method can be again applied on both images to detect and match features. But the matching precision is finally computed in the original image space. Since there is no longer a scale change between the two images, the improved SIFT scheme can reach a higher precision. Fig. 8.12 shows the matching precision of this iterative scheme on zoom, tilt, affine transformation and homography.

### 8.3.4 A More Realistic Algorithm

We have seen that the scale changes are a challenge for the SIFT method if precise matchings are at stake. The improved SIFT scheme can hardly improve the precision, while the iterative scheme used in section 8.2.3 improves the precision only when the underlying transformation is a homography. In practice, the transformation between two images can be more complicated than a homography by considering the 3D effect of scene and camera lens distortion. So the iterative scheme is not very useful for real images. This leads us to find a more realistic algorithm.

Here we concentrate on the cases where the transformation between two images is smooth. Although this does not apply when the scene is really 3D, there are already many applications based on this assumption, like super-resolution, deformable image registration, camera calibration, etc.

The idea comes from our work about non-parametric lens distoriton correction [80]. In this work, dense SIFT matchings between a digital textured pattern and its photo are obtained to interpolate the distortion field. This field can then be reversely applied on any other photos taken by the same camera to correct the distortion. The improved SIFT scheme cannot give matchings with average error smaller than 0.1 pixels. This precision does not estimate a sufficiently precise distortion field to rectify the distorted lines. In fact, the zig-zag effect is observed on the corrected lines. To further increase the SIFT matchings precision, a local filter is used. This is based on the assumption that any smooth transformation can be locally approximated by a homography. If the SIFT matchings densely and uniformly distribute over all of the domain of image, the point-wise local homography can be estimated by using


Figure 8.11: The average matching error of improved SIFT scheme by canceling the sub-sampling in scale space, under different geometric transformations. (a) translation: the translation in $x$ and $y$ direction is $(45,32),(45.1,32.1),(45.3,32.3)$, $(45.5,32.5),(45.7,32.7)$ and (45.9,32.9). (b) rotation: the rotation angle varies from $15^{\circ}$ to $85^{\circ}$ with the step of $10^{\circ}$. (c) zoom: the zoom factor is $2^{1 / 6}, 2^{2 / 6}, 2^{3 / 6}, 2^{4 / 6}$, $2^{5 / 6}$ and $2^{6 / 6}$. (d) tilt: $\operatorname{Eq}(8.9)$ with $\phi=0^{\circ}, \psi=0^{\circ}, t$ is $2^{1 / 12}, 2^{2 / 12}, 2^{3 / 12}, 2^{4 / 12}$, $2^{5 / 12}, 2^{6 / 12}$. (e) affine transformation: Eq (8.9) with $\phi=37^{\circ}, \psi=24^{\circ}$ and $t$ is $2^{1 / 12}, 2^{2 / 12}, 2^{3 / 12}, 2^{4 / 12}, 2^{5 / 12}$ and $2^{6 / 12}$. (f) homography: Eq. (8.10) by adding a projective component in the affine tranformation. The $x$-axis is the octave index, from -1 to 2 . The range of $y$-axis is from 0 pixels to 1.0 pixels.


Figure 8.12: The average matching error of iterative SIFT scheme under different geometric transformations. (a) zoom: the zoom factor is $2^{1 / 6}, 2^{2 / 6}, 2^{3 / 6}, 2^{4 / 6}, 2^{5 / 6}$ and $2^{6 / 6}$. (b) tilt: $\operatorname{Eq}(8.9)$ with $\phi=0^{\circ}, \psi=0^{\circ}, t$ is $2^{1 / 12}, 2^{2 / 12}, 2^{3 / 12}, 2^{4 / 12}, 2^{5 / 12}$, $2^{6 / 12}$. (c) affine transformation: $\mathrm{Eq}(8.9)$ with $\phi=37^{\circ}, \psi=24^{\circ}$ and $t$ is $2^{1 / 12}, 2^{2 / 12}$, $2^{3 / 12}, 2^{4 / 12}, 2^{5 / 12}$ and $2^{6 / 12}$. (f) homography: Eq. (8.10) by adding a projective component in the affine tranformation. The $x$-axis is the octave index, from -1 to 2. The range of $y$-axis is from 0 pixels to 1.0 pixels.
neighbor matchings around one matching. By using each point-wise homography to correct the position of feature points in one image, the precision of matchings will be increased. This method works well in lens distortion correction.

This method requires a dense set of SIFT matching between two images, which is only possible for highly textured images or images containing many details. To have enough matchings for natural images, we consider every pixel as a local extremum in the first two octaves of improved SIFT scheme, followed by the 3D refinement and descriptor construction. Only a low Laplacian threshold is used to eliminate very unstable feature points. This is similar to the SIFT flow [112], which is used to align images at scene level. The difference is that the SIFT flow uses all of the pixels at the image initial scale without exploiting the other scales. The positions are neither refined by 3D interpolation. The "outlier" removal by vector filter and matching acceleration technique are also used to obtain more reliable SIFT matchings. Someone might argue that this technique introduces more imprecise SIFT matchings than Lowe's SIFT because only a low Laplacian threshold is applied. But the experimental results show that the local homography filter is enough to refine these coarse matchings to reach an average precision better than 0.1 pixel. We evaluate the whole procedure on the different geometric transformations as before. The matchings in octave -1 and 0 are mixed together to have a dense matchings over image domain. The evaluation then gives the average matching error without distinguishing their octave index. In Table 8.3.4, the average matching error is shown for several geometric transformations. For transformations without scale changes, the precision is comparable or better than the improved SIFT, while for transformations with scale changes, the precision is evidently improved compared to Lowe's SIFT and improved SIFT. The default of this method is that not many features can be matched by SIFT under the transformations too "affine", even though each pixel is considered as a local extremum. This will degrade the filtering performance of local homographies. This explains why the precision decreases in the case of tilt, affine transformation and homography with the increase of the parameter from $2^{1 / 12}$ to $2^{6 / 12}$ in Table 8.3.4. This is in fact not a problem because we can always make two images to be more similar by transforming one image using a coarse homography between them, even if the relation between both images is not a homography. ASIFT [131] can also be tried to find more matchings. More precision can be obtained by just keeping the locally filtered matchings whose Laplacian value is bigger than a higher threshold.

For real images, the matching precision is also affected by the noise in the image. To test the performance of the algorithm for real images, a Canon EOS 30D SLR camera with EFS $18-55 \mathrm{~mm}$ lens was used to take images. Three pairs of images were tested (Fig. 8.13): the first pair for a planar abstract painting, the second pair for an infinite homography, the third pair for a distant wall with small camera motion. Ideally the underlying geometric transformation is a homography. But for real images, the homography cannot be used to measure the residual error due to the non-linear distortion. Even though the maximal focal length ( 55 mm ) was chosen to avoid the lens distortion as much as possible, there still exists small distortion. The polynomial model, an universal and practical distortion model, which is also consistent with a homography, was used here to evaluate the matching precision. The result is recapitulated in Table 8.3.4. It seems that the local filtering technique is very efficient to increase the matching precision even with noisy images.

|  |  | avg. without local filter (in pixels) |  |  | avg. with local filter (in pixels) |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 100\% | 50\% estim. | 50\% verif. | 100\% | 50\% estim. | 50\% verif. |
| translation | $(45,32)$ | 0.0001 | 0.0001 | 0.0001 | 0.0001 | 0.0001 | 0.0001 |
|  | $(45.1,32.1)$ | 0.0912 | 0.0922 | 0.0908 | 0.0187 | 0.0189 | 0.0188 |
|  | $(45.3,32.3)$ | 0.1962 | 0.2068 | 0.1861 | 0.0311 | 0.0311 | 0.0311 |
|  | (45.5, 32.5) | 0.0222 | 0.0425 | 0.0023 | 0.0055 | 0.0058 | 0.0052 |
|  | (45.7, 32.7) | 0.1938 | 0.2055 | 0.1822 | 0.0293 | 0.0297 | 0.0290 |
|  | (45.9, 32.9) | 0.0915 | 0.0925 | 0.0910 | 0.0190 | 0.0191 | 0.0191 |
| rotation | $15^{\circ}$ | 0.1589 | 0.1728 | 0.1450 | 0.0271 | 0.0271 | 0.0271 |
|  | $25^{\circ}$ | 0.1674 | 0.1844 | 0.1505 | 0.0271 | 0.0271 | 0.0272 |
|  | $35^{\circ}$ | 0.1738 | 0.1915 | 0.1563 | 0.0296 | 0.0298 | 0.0295 |
|  | $45^{\circ}$ | 0.1749 | 0.1937 | 0.1562 | 0.0288 | 0.0291 | 0.0285 |
|  | $55^{\circ}$ | 0.1770 | 0.1948 | 0.1591 | 0.0296 | 0.0295 | 0.0296 |
|  | $65^{\circ}$ | 0.1704 | 0.1859 | 0.1550 | 0.0287 | 0.0289 | 0.0286 |
|  | $75^{\circ}$ | 0.1670 | 0.1825 | 0.1516 | 0.0280 | 0.0284 | 0.0277 |
|  | $85^{\circ}$ | 0.1589 | 0.1733 | 0.1446 | 0.0272 | 0.0274 | 0.0271 |
| zoom | $2^{1 / 6}$ | 0.2188 | 0.2178 | 0.2199 | 0.0333 | 0.0327 | 0.0338 |
|  | $2^{2 / 6}$ | 0.1537 | 0.1799 | 0.1276 | 0.0256 | 0.0260 | 0.0254 |
|  | $2^{3 / 6}$ | 0.2009 | 0.2058 | 0.1961 | 0.0331 | 0.0333 | 0.0329 |
|  | $2^{4 / 6}$ | 0.1443 | 0.1639 | 0.1251 | 0.0247 | 0.0252 | 0.0242 |
|  | $2^{5 / 6}$ | 0.1909 | 0.1968 | 0.1854 | 0.0329 | 0.0334 | 0.0329 |
|  | $2^{6 / 6}$ | 0.1362 | 0.1438 | 0.1292 | 0.0217 | 0.0217 | 0.0218 |
| tilt | $2^{1 / 12}$ | 0.1054 | 0.1027 | 0.1081 | 0.0186 | 0.0186 | 0.0187 |
|  | $2^{2 / 12}$ | 0.1616 | 0.1527 | 0.1705 | 0.0271 | 0.0277 | 0.0272 |
|  | $2^{3 / 12}$ | 0.2176 | 0.2043 | 0.2310 | 0.0359 | 0.0363 | 0.0370 |
|  | $2^{4 / 12}$ | 0.2652 | 0.2465 | 0.2843 | 0.0435 | 0.0429 | 0.0440 |
|  | $2^{5 / 12}$ | 0.2926 | 0.2776 | 0.3087 | 0.0443 | 0.0434 | 0.0462 |
|  | $2^{6 / 12}$ | 0.3223 | 0.3005 | 0.3492 | 0.0590 | 0.0563 | 0.0734 |
| affine | $2^{1 / 12}$ | 0.2002 | 0.2133 | 0.1874 | 0.0340 | 0.0340 | 0.0341 |
|  | $2^{2 / 12}$ | 0.2299 | 0.2314 | 0.2287 | 0.0370 | 0.0372 | 0.0370 |
|  | $2^{3 / 12}$ | 0.2686 | 0.2646 | 0.2736 | 0.0423 | 0.0425 | 0.0429 |
|  | $2^{4 / 12}$ | 0.2963 | 0.2910 | 0.3036 | 0.0518 | 0.0533 | 0.0604 |
|  | $2^{5 / 12}$ | 0.3146 | 0.2961 | 0.3348 | 0.0511 | 0.0492 | 0.0555 |
|  | $2^{6 / 12}$ | 0.3377 | 0.3239 | 0.3529 | 0.0564 | 0.0530 | 0.0626 |
| homography | $2^{1 / 12}$ | 0.2444 | 0.2368 | 0.2541 | 0.0426 | 0.0408 | 0.0455 |
|  | $2^{2 / 12}$ | 0.2497 | 0.2376 | 0.2629 | 0.0438 | 0.0427 | 0.0455 |
|  | $2^{3 / 12}$ | 0.2794 | 0.2564 | 0.3046 | 0.0495 | 0.0451 | 0.0543 |
|  | $2^{4 / 12}$ | 0.3161 | 0.3055 | 0.3283 | 0.0661 | 0.0655 | 0.0730 |
|  | $2^{5 / 12}$ | 0.3161 | 0.2966 | 0.3357 | 0.0516 | 0.0491 | 0.0550 |
|  | $2^{6 / 12}$ | 0.3639 | 0.3812 | 0.3631 | 0.0855 | 0.0938 | 0.0903 |

Table 8.1: The average residual error of improved SIFT with/without local filter under different geometric transformations. Column 1 is the type of transformation. Column 2 is the transformation parameters. The average residual error without local filter is recapitulated in column 3 to column 5 . Column 3 is the residual error with $100 \%$ matchings. Column 4 is the residual error with $50 \%$ matchings. The other $50 \%$ matchings are used for verification in column 5. With the local filter, the same statistics are shown in column 6 to column 8.


Figure 8.13: Three pairs of images taken by Canon EOS 30D SLR camera with focal length 55 mm .

| image | order | avg. without local filter (in pixels) |  |  | avg. local filter (in pixels) |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 100\% | 50\% estim. | 50\% verif. | 100\% | 50\% estim. | 50\% verif. |
| drawing | 3 | 0.51 | 0.51 | 0.50 | 0.11 | 0.11 | 0.11 |
|  | 4 | 0.50 | 0.51 | 0.50 | 0.10 | 0.09 | 0.10 |
|  | 5 | 0.50 | 0.51 | 0.50 | 0.09 | 0.09 | 0.09 |
|  | 6 | 0.50 | 0.51 | 0.51 | 0.08 | 0.08 | 0.09 |
|  | 7 | 0.50 | 0.51 | 0.51 | 0.08 | 0.08 | 0.08 |
|  | 8 | 0.50 | 0.51 | 0.51 | 0.07 | 0.07 | 0.07 |
|  | 9 | 0.50 | 0.52 | 0.51 | 0.07 | 0.07 | 0.07 |
|  | 10 | 0.50 | 0.52 | 0.52 | 0.06 | 0.06 | 0.06 |
| house | 3 | 0.35 | 0.35 | 0.35 | 0.08 | 0.08 | 0.08 |
|  | 4 | 0.35 | 0.35 | 0.35 | 0.07 | 0.07 | 0.07 |
|  | 5 | 0.35 | 0.35 | 0.35 | 0.07 | 0.07 | 0.07 |
|  | 6 | 0.35 | 0.35 | 0.35 | 0.06 | 0.06 | 0.06 |
|  | 7 | 0.35 | 0.35 | 0.35 | 0.06 | 0.06 | 0.06 |
|  | 8 | 0.35 | 0.35 | 0.34 | 0.06 | 0.05 | 0.06 |
|  | 9 | 0.34 | 0.35 | 0.34 | 0.05 | 0.05 | 0.05 |
|  | 10 | 0.34 | 0.35 | 0.34 | 0.05 | 0.05 | 0.05 |
| wall | 3 | 0.28 | 0.29 | 0.28 | 0.03 | 0.03 | 0.03 |
|  | 4 | 0.28 | 0.29 | 0.28 | 0.03 | 0.03 | 0.03 |
|  | 5 | 0.28 | 0.29 | 0.28 | 0.03 | 0.03 | 0.03 |
|  | 6 | 0.28 | 0.29 | 0.28 | 0.03 | 0.03 | 0.03 |
|  | 7 | 0.28 | 0.29 | 0.28 | 0.03 | 0.03 | 0.03 |
|  | 8 | 0.28 | 0.29 | 0.28 | 0.03 | 0.03 | 0.03 |
|  | 9 | 0.28 | 0.29 | 0.28 | 0.03 | 0.03 | 0.03 |
|  | 10 | 0.28 | 0.29 | 0.28 | 0.03 | 0.03 | 0.03 |

Table 8.2: The polynomial model is used to evaluate the average residual error (in pixels) of the improved SIFT with/without local filter for three pairs of images in Fig. 8.13. Column 2 is the polynomial order. The average residual error without local filter is recapitulated in column 3 to column 5. Column 3 is the residual error with $100 \%$ matchings. Column 4 is the residual error with $50 \%$ matchings. The other $50 \%$ matchings are used for verification in column 5 . With the local filter, the same statistics are shown in column 6 to column 8.

### 8.4 Conclusion

The matching precision of SIFT and its improved scheme have been evaluated under several geometric transformations. Precision improvements were observed when there is no scale change between two images. But the precision still suffers from the blur inconsistency caused by the scale change between two images, even though the sub-sampling is canceled in the improved scheme. An iterative scheme is thus proposed to first estimate the homography between two images, then apply improved SIFT scheme again to improve the matching precision. In practice, the lens distortion should also be considered. Under the assumption that the transformation between two images is smooth, we have applied a local homography filter to refine the precision of each pair of correspondences between two images. This technique works well both in synthetic and real images.

## Chapter 9

## Burst Denoising
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#### Abstract

Photon accumulation on a fixed surface is the essence of photography. In the times of chemical photography this accumulation required the camera to move as little as possible, and the scene to be still. Yet, most recent reflex and compact cameras propose a burst mode, permitting to capture quickly dozens of short exposure images of a scene instead of a single one. This new feature permits in principle to obtain by simple accumulation high quality photographs in dim light, with no motion or aperture blur. It also gives the right data for an accurate noise model. Yet, both goals are attainable only if an accurate cross-registration of the burst images has been performed. The difficulty comes from the non negligible image deformations caused by the slightest camera motion, in front of a 3D scene, and from the light variations or motions in the scene. This chapter proposes a numerical processing chain permitting to achieve jointly the two mentioned goals: an accurate noise model for the camera, which is used crucially to obtain a state of the art multi-images denoising. The key feature of the proposed processing chain is a reliable multi-image noise estimator, whose accuracy will be demonstrated by three different procedures. Thanks to the signal dependent noise model obtained from the burst itself, a faithful detection of the well registered pixels can be made. The denoising by simple accumulation of these pixels, which are an overwhelming majority, permits to extend the Nicéphore Niepce photon accumulation method to image bursts. The denoising performance by accumulation is shown to reach the theoretical limit, namely a $\sqrt{n}$ denoising factor for $n$ frames. Comparison with state of the art denoising algorithms will be shown on several bursts taken with reflex cameras in dim light.


### 9.1 Introduction

The accumulation of photon impacts on a surface is the essence of photography. The first Nicephore Niepce photograph [36] was obtained after an eight hours exposure. The serious objection to a long exposure is the variation of the scene due to changes in light, camera motion, and incidental motions of parts of the scene. The more these variations can be compensated, the longer the exposure can be, and the more the noise can be reduced. It is a frustrating experience for professional photographers to take pictures under bad lighting conditions with a hand-held camera. If the camera is set to a long exposure time, the photograph gets blurred by the camera motions and aperture. If it is taken with short exposure, the image is dark, and enhancing it reveals the noise. Yet, this dilemma can be solved by taking a burst of images, each with short-exposure time, as shown in Fig. 9.1, and by averaging them after registration. This observation is not new and many algorithms have been proposed, mostly for stitching and super-resolution. These algorithms have thrived in the last decade, probably thanks to the discovery of a reliable algorithm for image matching, the SIFT algorithm [117]. All of the multi-image fusion algorithms share three well separated stages, the search and matching of characteristic points, the registration of consecutive image pairs and the final accumulation of images. All methods perform some sort of multi-image registration, but surprisingly do not propose a procedure to check if the registration is coherent. Thus, there is a non-controlled risk that the accumulation blurs the final accumulation image, due to wrong registrations. Nevertheless, as we shall see, the accurate knowledge of noise statistics for the image sequence permits to detect and correct all registration incoherences. Furthermore, this noise statistics can be most reliably extracted from the burst itself, be it for raw or for JPEG images. In consequence, a stand alone algorithm which denoises any image burst is doable.

As experiments will show, it even allows for light variations and moving objects in the scene, and it reaches the $\sqrt{n}$ denoising factor predicted for the sum of the $n$ independent (noise) random variables.

We call in the following "burst", or "image burst" a set of digital images taken from the same camera, in the same state, and quasi instantaneously. Such bursts are obtained by video, or by using the burst mode proposed in recent reflex and compact cameras. The camera is supposed to be held as steady as possible so that a large majority of pixels are seen through the whole burst. Thus, no erratic or rash motion of the camera is allowed, but instead incident motions in the scene do not hamper the method.

There are other new and promising approaches, where taking images with different capture conditions is taken advantage of. Liu et al. [185] combine a blurred image with long-exposure time, and a noisy one with short-exposure time for the purpose of denoising the second and deblurring the first. Beltramio and Levine [16] improve the dynamic range of the final image by combining an underexposed snapshot with an overexposed one. Combining again two snapshots, one with and the other without flash, is investigated by Eisemann et. al. [58] and Fattal et. al [64]. Another case of image fusion worth mentioning is [14], designed for a 3D scanning system. During each photography session, a high-resolution digital back is used for photography, and separate macro (close-up) and ultraviolet light shots are taken of specific areas of text. As a result, a number of folios are captured with two sets of data: a "dirty" image with registered 3D geometry and a "clean" image with the page potentially deformed differently to which the digital flattening algorithms are applied.

Our purpose here is narrower. We only aim at an accurate noise estimation followed by denoising for an image burst. No super-resolution will be attempted, nor the combination of images taken under different apertures, lightings or positions. The main assumption on the setting is that a hand-held camera has taken an image burst of a still scene, or from a scene with a minority of moving objects. To get a significant denoising, the number of images can range from 9 to 64 , which grants a noise reduction by a factor 3 to 8 . Since the denoising performance grows like the square root of the number of images, it is less and less advantageous to accumulate images when their number grows. But impressive denoising factors up to 6 or 8 are reachable by the simple algorithm proposed here, which we shall call average after registration (AAR). Probably the closest precursor to the present method is the multiple image denoising method by Zhang et. al. [189]. Their images are not the result of a burst. They are images taken from different points of views by different cameras. Each camera uses a small aperture and a short exposure to ensure minimal optical defocus and motion blur, to the cost of very noisy output. A global registration evaluating the 3D depth map of the scene is computed from the multi-view images, before applying a patch based denoising inspired by NL-means [29]. Thus the denoising strategy is more complex than the simple accumulation after registration which is promoted in the present chapter. Nevertheless, the authors remark that their denoising performance stalls when the number of frames grows, and write that this difficulty should be overcome. Yet, their observed denoising performance curves grow approximately like the square root of the number of frames, which indicates that the real performance of the algorithm is due to the accumulation. The method proposed here therefore goes back to accumulation, as the essence of photography. It uses, however, a hybrid scheme which decides at each pixel between accumulation and block denoising, depending on the reliability of the match. The comparison of temporal pixel statistics with the noise model


Figure 9.1: From left to right: one long-exposure image ( time $=0.4 \mathrm{sec}, \mathrm{ISO}=100$ ), one of 16 short-exposure images ( time $=1 / 40 \mathrm{sec}$, ISO $=1600$ ) and the average after registration. All images have been color-balanced to show the same contrast. The long exposure image is blurry due to camera motion. The middle short-exposure image is noisy, and the third one is some four times less noisy, being the result of averaging 16 short-exposure images. Images may need to be zoomed in on a screen to compare details and textures.
extracted from the scene itself permits a reliable conservative decision so as to apply or not the accumulation after registration (AAR). Without the accurate nonparametric noise estimation, this strategy would be unreliable. Therefore estimating accurately the noise model in a burst of raw or JPEG images is the core contribution of this chapter. A more complex and primitive version of the hybrid method was announced in the conference paper [31]. It did not contain the noise estimation method presented here.

Plan and Results The chapter requires a rich bibliographical analysis for the many aspects of multi-image processing (Section 9.3). This survey shows that most super-resolution algorithms do in fact much more denoising than they do super-resolution, since they typically only increase the size of the image by a factor 2 or 3 , while the number of images would theoretically allow for a 5 to 8 factor. Section 9.2 reviews the other pilar of the proposed method, the noise estimation literature. (This corpus is surprisingly poor in comparison to the denoising literature.)

Section 9.4 is key to the proposed technique, as it demonstrates that a new variant of static noise blind estimate gives results that exactly coincide with Poisson noise estimates taken from registered images in a temporal sequence. It is also shown that although JPEG images obtained by off-the-shelf cameras have no noise model, a usable substitute to this noise model can be obtained: It simply is the variance of temporal sequences of registered images.

Section 9.5 describes the proposed multi-image denoising method, which in some sense trivializes the denoising technology, since it proposes to go back as much as possible to a mere accumulation, and to perform a more sophisticated denoising only at dubiously registered pixels. Section 9.6 compares the proposed strategy with two state of the art multi-images denoising strategies.

### 9.2 Noise Estimation, a Review

As pointed out in [110], "Compared to the in-depth and wide literature on image denoising, the literature on noise estimation is very limited". Following the classical study by Healey et al. [90], the noise in CCD sensors can be approximated by an additive, white and signal dependent noise model. The noise model and its variance reflect different aspects of the imaging chain at the CCD, mainly dark noise and shot noise. Dark noise is due to the creation of spurious electrons generated by thermal energy which become indistinguishable from photoelectrons. Shot noise is a result of the quantum nature of light and characterizes the uncertainty in the number of photons stored at a collection site. This number of photons follows a Poisson distribution so that its variance equals its mean. The overall combination of the different noise sources therefore leads to an affine noise variance $a+b u$ depending on the original signal value $u$. Yet, this is only true for the raw CCD image. Further processing stages in the camera hardware and software such as the white balance, the demosaicking, the gamma correction, the blur and color corrections, and eventually the compression, correlate the noise and modify its nature and its standard deviation in a non trivial manner. There is therefore no noise model for JPEG images. However, as we shall see, a signal dependent noise variance model can still be estimated from bursts of JPEG images (section 9.4.2.) It is enough to perform reliably the average after registration (AAR).

### 9.2.1 Additive Gaussian Noise Estimation

Most computer vision algorithms should adjust their parameters according to the image noise level. Surprisingly, there are few papers dealing with the noise estimation problem, and most of them only estimate the variance of a signal independent additive white Gaussian noise (AWGN). This noise statistics is typically measured on the highest-frequency portion of the image spectrum, or on homogenous image patches. In the AWGN case a spectral decomposition through an orthonormal transform such as wavelets or the DCT preserves the noise statistics. To estimate the noise variance, Donoho et. al [54] consider the finest scale wavelet coefficients, followed by a median filter to eliminate the outliers. Suppose $\left\{y_{i}\right\}_{i=1, \cdots N}$ be $N$ independent Gaussian random variables of zero-mean and variance $\sigma^{2}$, then

$$
E\left\{\operatorname{MED}\left(\left|y_{i}\right|\right)\right\} \approx 0.6745 \sigma .
$$

It follows immediately that the noise standard deviation $\sigma$ is given by

$$
\tilde{\sigma}=\frac{1}{0.6745} \operatorname{MED}\left(\left|y_{i}\right|\right)=1.4826 \operatorname{MED}\left(\left|y_{i}\right|\right) .
$$

The standard procedure of the local approaches is to analyze a set of local estimates of the variance. For example, Rank et. al [153] take the maximum of the distribution of image derivatives. This method is based on the assumption that the underlying image has a large portion of homogeneous regions. Yet, if an image is highly textured, the noise variance can overestimated. To overcome this problem, Ponomarenko et. al [149] have proposed to analyze the local DCT coefficients. A segmentation-based noise estimation is carried out in [2], which considers both i.i.d. and spatially correlated noise.

The algorithm in [150] is a modification of the early work [149] dealing with AVIRIS (Airborne Visible Infrared Imaging Spectrometer) images, in which the evaluation of the noise
variance in sub-band images is addressed. The idea is to divide each block into low frequency and high frequency components by thresholding, and to use $K$ blocks of the smallest variance of the low frequency coefficients to calculate a noise variance, where $K$ is adaptively selected so that it is smaller for highly-textured images.
[45] proposed an improvement of the estimate of the variance of AWGN by using transforms creating a sparse representation (via BM3D [42]) and using robust statistics estimators (MAD and ICI). For a univariate data set $X_{1}, X_{2}, \ldots, X_{n}$, the MAD is defined as the median of the absolute deviations from the data's median: MAD $=\operatorname{median}_{i}\left(\left|X_{i}-\operatorname{median}_{j}\left(X_{j}\right)\right|\right)$. The algorithm is as follows.

1. for each $8 \times 8$ block, group together up to 16 similar non-overlapping blocks into 3 D array. The similarity between blocks in evaluated by comparing corresponding blocks extracted from a denoised version by BM3D.
2. apply a 3-D orthonormal transform (DCT or wavelet) on each group and sort the coefficients according to the zig-zag scan.
3. collect the first 6 coefficients $c_{1}, \cdots, c_{6}$ and define their empirical energy as the mean of the magnitude of the (up to 32) subsequent coefficients:

$$
E\left\{\left|c_{j}\right|^{2}\right\}=\operatorname{mean}\left\{\left|c_{j+1}^{2}, \cdots, c_{j+32}^{2}\right|\right\}
$$

4. Sort the coefficients from all the groups ( 6 coefficients per group) according to their energy
5. do MAD and Intersection of Confidence Intervals (ICI) [79] to achieve the optimal biasvariance trade-off in the MAD estimation.

All the above mentioned algorithms give reasonable estimates of the standard deviation when the noise is uniform. Yet, when applying these algorithms to estimate signal dependent noise, the results are poor. The work of C. Liu et. al. [111] estimates the upper bound on the noise level fitting to a camera model. The noise estimation from the raw data is discussed in [69, 70]. The former is a parametric estimation by fitting the model to the additive Poissonian-Gaussian noise from a single image, while the latter measures the temporal noise based on an automatic segmentation of 50 images.

### 9.2.2 Poisson Noise Removal

This chapter deals with real noise, which in most real images (digital cameras, tomography, microscopy and astronomy) is a Poisson noise. The Poisson noise is inherent to photon counting. This noise adds up to a thermal noise and an electronic noise which are approximately AWGN. In the literature algorithms considering the removal of AWGN are dominant but, if its model is known, Poisson noise can be approximately reduced to AWGN by a so called variance stabilizing transformation (VST). The standard procedure follows three steps,

1. apply VST to make the data homoscedastic
2. denoise the transformed data
3. apply the inverse VST.

The square-root operation is widely used as a VST,

$$
\begin{equation*}
f(z)=b \sqrt{z+c} . \tag{9.1}
\end{equation*}
$$

It follows from the asymptotic unit variance of $f(z)$ that the parameters are given by $b=2$ and $c=3 / 8$, which is the Anscombe transform [5]. A multiscale VST (MS-VST) is studied in [188] along with the conventional denoising schemes based on wavelets, ridgelets and curvelets depending on morphological features (isotropic, line-like, curvilinear, etc) of the given data. It is argued in [121] that the inverse transformation of VST is crucial to the denoising performance. Both the algebraic inverse

$$
\mathcal{I}_{A}(D)=\left(\frac{D}{2}\right)^{2}-\frac{3}{8}
$$

and the asymptotically unbiased inverse

$$
\mathcal{I}_{B}(D)=\left(\frac{D}{2}\right)^{2}-\frac{1}{8}
$$

in [5] are biased for low counts. The authors [121] propose an exact unbiased inverse. They consider an inverse transform $\mathcal{I}_{C}$ that maps the value $E\{f(z) \mid y\}$ to the desired value $E z \mid y$ that

$$
E\{f(z) \mid y\}=2 \sum_{z=0}^{\infty}\left(\sqrt{z+\frac{3}{8}} \cdot \frac{y^{z} \exp ^{-y}}{z!}\right)
$$

where $f(z)$ is the forward Anscombe transform (9.1). In practice, it is sufficient to compute the above equation for a limited set of values $y$ and approximate $\mathcal{I}_{C}$ by $\mathcal{I}_{B}$ for large values of $y$. Furthermore, the state-of-the-art denoising scheme BM3D [69] is applied in the second step.

There are also wavelets based methods [136, 102] or Bayesian [169, 118, 106] removing Poisson noise. In particular, the wavelet-domain Wiener filter [136] uses a cross-validation that not only preserves important image features, but also adapts to the local noise level of the spatially varying Poisson process. The shrinkage of wavelet coefficients investigates how to correct the thresholds [102] to explicitly account for effects of the Poisson distribution on the tails of the coefficient distributions. A recent Bayesian approach by Lefkimmiatis et al. [106] explores a recursive quad-tree image representation which is suitable for Poisson noise degradation and then follows an expectation-maximization technique for parameter estimation and Hidden Markov tree (HMT) structures for inter-scale dependencies. The common denominator to all such methods is that we need an accurate Poisson model, and this will be thoroughly discussed in Section 9.4.

It is, however, a fact that the immense majority of accessible images are JPEG images which contain a noise altered by a long chain of processing algorithms, ending with compression. Thus the problem of estimating noise in a single JPEG image is extremely ill-posed. It has been the object of a thorough study in [110]. This chapter proposes a blind estimation and removal method of color noise from a single image. The interesting feature is that it constructs a "noise level function" which is signal dependent, obtained by computing empirical
standard deviations image homogeneous segments. Of course the remanent noise in a JPEG image is no way white or homogeneous, the high frequencies being notoriously removed by the JPEG algorithm. On the other hand, demosaicking usually acts as a villainous converter of white noise into very structured colored noise, with very large spots. Thus, even the variance of smooth regions cannot give a complete account of the noise damage, because noise in JPEG images is converted in extended flat spots. We shall, however, retain the idea promoted in [110] that, in JPEG images, a signal dependent model for the noise variance can be found. In section 9.4.2 a simple algorithm will be proposed to estimate the color dependent variance in JPEG images from multi-images. All in all, the problem of estimating a noise variance is indeed much better posed if several images of the same scene by the same camera, with the same camera parameters, are available. This technique is classic in lab camera calibration [90].

### 9.3 Multi-Images and Super Resolution Algorithms

Photo stitching Probably one of the most popular applications in image processing, photo stitching [28, 27] is the first method to have popularized the SIFT method permitting to register into a panorama a set of image of a same scene. Another related application is video stabilization [13]. In these applications no increase in resolution is gained, the final image has roughly the same resolution as the initial ones.

Super-Resolution Super-resolution means creating a higher resolution, larger image from several images of the same scene. Thus, this theme is directly related to the denoising of image bursts. It is actually far more ambitious, since it involves a deconvolution. However, we shall see that most super-resolution algorithms actually make a moderate zoom in, out of many images, and therefore mainly perform a denoising by some sort of accumulation. The convolution model in the found references is anyway not accurate enough to permit a strong deconvolution.

A single-frame super-resolution is often referred to as interpolation. See for example [182, 183]. But several exemplar-based super-resolution methods involve other images which are used for learning, like in Baker and Kanade [9] who use face or text images as priors. Similarly, the patch-example-based approaches stemming from the seminal paper [73], use a nearest-neighbor search to find the best match for local patches, and replace them with the corresponding high-resolution patches in the training set, thus enhancing the resolution. To make the neighbors compatible, the belief-propagation algorithm to the Markov network is applied, while another paper [46] considered a weighted average by surrounding pixels (analogue to nonlocal means [29]). Instead of a nearest-neighbor search, Yang et. al [180] proposed to incorporate the sparsity in the sense that each local patch can be sparsely represented as a linear combination of low-resolution image patches; and a high-resolution image is reconstructed by the corresponding high-resolution elements. The recent remarkable results of [184] go in the same direction. The example-based video enhancement is discussed in [17], where a simple frame-by-frame approach is combined with temporal consistency between successive frames. Also to mitigate the flicker artifacts, a stasis prior is introduced to ensure the consistency in the high frequency information between two adjacent frames.

Focus on Registration In terms of image registration, most of the existing super-resolution methods rely either on a computationally intensive optical flow calculation, or on a parametric global motion estimation. The authors of [194] discuss the effects of multi-image alignment on super-resolution. The flow algorithm they employ addresses two issues: flow consistency (flow computed from frame A to frame B should be consistent with that computed from B to A) and flow accuracy. The flow consistency can be generalized to many frames by computing a consistent bundle of flow fields. Local motion is usually estimated by optical flow, other local deformation models include Delaunay triangulation of features [14] and B-splines [130]. Global motion, on the other hand, can be estimated either in the frequency domain or by feature-based approaches. For example, Vandewalle et. al. [173] proposed to register a set of images based on their low-frequencies, aliasing-free part. They assume a planar motion, and as a result, the rotation angle and shifts between any two images can be precisely calculated in the frequency domain. The standard procedure for feature-based approaches is (1) to detect the key points via Harris corner [35, 7] or SIFT [186, 156], (2) match the corresponding points while eliminating outliers by RANSAC and (3) fit a proper transformation such as a homography. The other applications of SIFT registration are listed in Tab. 9.2.

Reconstruction after Registration A number of papers focus on image fusion, assuming the motion between two frames is either known or easily computed. Elad and Feuer [59] formulate the super-resolution of image sequences in the context of Kalman filtering. They assume that the matrices which define the state-space system are known. For example, the blurring kernel can be estimated by a knowledge of the camera characteristics, and the warping between two consecutive frames is computed by a motion estimation algorithm. But due to the curse of dimensionality of the Kalman filter, they can only deal with small images, e.g. of size $50 \times 50$. The work [124] by Marquina and Osher limited the forward model to be spatial-invariant blurring kernel with the down-sampling operator, while no local motion was present. They solved a TV-based reconstruction with Bregman iterations.

A joint approach on demosaicing and super-resolution of color images is addressed in [62], based on their early super-resolution work [63]. The authors use the bilateral-TV regularization for the spatial luminance component, the Tikhonov regularization for the chrominance component and a penalty term for inter-color dependencies. The motion vectors are computed via a hierarchical model-based estimation [15]. The initial guess is the result of the Shift-And-Add method. In addition, the camera PSF is assumed to be a Gaussian kernel with various standard deviation for different sets of experiments.

Methods Joining Denoising, Deblurring, and Motion Compensation Superresolution and motion deblurring are crossed in the work [11]. First the object is tracked through the sequence, which gives a reliable and sub-pixel segmentation of a moving object [12]. Then a high-resolution is constructed by merging the multiple images with the motion estimation. The deblurring algorithm, which mainly deals with motion blur [94], has been applied only to the region of interest. The recent paper on super-resolution by L. Baboulaz and P. L. Dragotti [7] presents several registration and fusion methods. The registration can be performed either globally by continuous moments from samples, or locally by step edge extraction. The set of registered images is merged into a single image to which either a Wiener or an iterative Modified Residual Norm Steepest Descent (MRNSD) method is applied [134]
to remove the blur and the noise. The super-resolution in [156] uses SIFT + RANSAC to compute the homography between the template image and the others in the video sequence, shifts the low-resolution image with subpixel accuracy and selects the closest image with the optimal shifts.

Implicit Motion Estimation More recently, inspired by the nonlocal movie denoising method, which claims that "denoising images sequences does not require motion estimation" [30], researchers have turned their attention towards super-resolution without motion estimation [57, 56, 152]. Similar methodologies include the steering kernel regression [165], BM3D [44] and its many variants. The forward model in [44] does not assume the presence of the noise. Thus the authors pre-filter the noisy LR input by V-BM3D [41]. They up-sample each image progressively $m$ times, and at each time, the initial estimate is obtained by zero-padding the spectra of the output from the previous stage, followed by filtering. The overall enlargement is three times the original size. Super-resolution in both space and time is discussed in [157, 158], which combine multiple low-resolution video sequences of the same dynamic scene. They register any two sequences by a spatial homography and a temporal affine transformation, followed by a regularization-based reconstruction algorithm.

A Synoptic Table of Super-Resolution Multi-Images Methods Because the literature is so rich, a table of the mentioned methods, classified by their main features, is worth looking at. The methods can be characterized by a) their number $k$ of fused images, which goes from 1 to 60, b) the zoom factor, usually 2 or 3 , and therefore far inferior to the potential zoom factor $\sqrt{k}$, c) the registration method, d) the deblurring method, e) the blur kernel. A survey of the table demonstrates that a majority of the methods use many images to get a moderate zoom, meaning that the denoising factor is important. Thus, these methods denoise in some sense by accumulation. But, precisely because all of them aim at super-resolution, none of them considers the accumulation by itself.

Tables 1 and 2 confirm the dominance of SIFT+RANSAC as a standard way to register multi-images, as will also be proposed here in an improved variant. Several of the methods in Table 1 which do not perform SIFT+RANSAC, actually the last four rows, are "implicit". This means that they adhere to the dogma that denoising does not require motion estimation. It is replaced by multiple block motion estimation, like the one performed in NL-means and BM3D. However, we shall see in the experimental section that AAR (average after registration) has a still better performance than such implicit methods. This is one of the main questions that arose in this exploration, and the answer is clear cut: denoising by accumulation, like in ancient photography times still is a valid response in the digital era.

### 9.4 Noise Blind Estimation

In this section we return to noise estimation and will confront and cross-validate a single frame noise estimation with a multi-images noise estimation.

Table 9.1: comparison of Super Resolution algorithms

| Ref. | \# of images <br> V.S. factor |  | Registration | Deblurring | blur kernel |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $[73]$ | 1 | 2 <br> to 16 | KNN to training set | NO |  |
| $[9]$ |  |  |  |  |  |

Table 9.2: Multi-image SIFT for registration

|  | Application | \# of images | Registration | Blending method |
| :--- | :--- | :--- | :--- | :--- |
| $[14]^{*}$ | manuscript | Not mention | SIFT + RANSAC | Delaunay triangulation |
| $[130]$ | registration | 30 ultrasound <br> 60 MRI | SIFT + threshold + <br> least-square for affine | B-splines deformation |
| $[181]$ | Mosaic | 200 | SIFT + RANSAC | weighted average |
| $[92]$ |  | 10 | SIFT + RANSAC | weighted average |
| $[109]$ | stitching | 6 | SIFT + RANSAC | NA (track 3D motion) |
| $[193]$ | head tracking | 1020 |  |  |

### 9.4.1 Single Image Noise Estimation

Most noise estimation methods have in common that the noise standard deviation is computed by measuring the derivative or equivalently the wavelet coefficient values of the image. As we mentioned, Donoho et al. [55] proposed to estimate the noise standard deviation as the median of absolute values of wavelet coefficients at the finest scale. Instead of the median, many authors [18, 100] prefer to use a robust median.

Olsen [139] and posteriorly Rank et al. [153] proposed to compute the noise standard deviation by taking a robust estimate on the histogram of sample variances of patches in the derivative image. In order to minimize the effect of edges small windows were preferred, with $3 \times 3$ or $5 \times 5$ pixels. The sample variance of small patches or the point-wise derivatives provide a non robust measure and require a considerable number of samples with few outliers to guarantee the correct selection of the standard deviation. We observed that the opposite point of view, that is, the use of larger windows $15 \times 15$ pixels to $21 \times 21$ pixels permits a more robust estimation. However, since larger windows may contain more edges a much smaller percentile will be preferred to the median, in practice the $1 \%$ or the $0.5 \%$.

Noise in real photograph images is signal dependent. In order to adapt the noise estimation strategies, the gray level image histogram will be divided adaptively into a fixed number of bins having all the same number of samples. This is preferable to classical approaches where the gray range is divided into equal intervals. Such a uniform division can cause many bins to be almost empty.

To evaluate if a signal dependent noise can be estimated from a single image, 110 images were taken with a Nikon D80, with ISO 100 and very good illumination conditions. These are the best conditions we can expect to have a low noise standard deviation. These color images were converted to gray level by averaging the three color values at each pixel. Finally factor 3 sub-sampling was applied by averaging square groups of nine pixels. These operations having divided the noise standard deviation by slightly more than five, these images can be considered as noise free. Finally, a signal dependent noise was added to them, with variance $8+2 u$ where $u$ was the noiseless grey level.

The uniform and adaptive divisions of the grey level range in a fixed number of 15 bins were compared, and several noise estimation methods were applied to estimate the noise standard deviation inside each bin. The performance of all methods are compared in Table 9.3 showing the average and standard deviation of the errors between the estimated and original noise curves. The best estimate is obtained by applying the proposed strategy using the variance of large patches rather than small ones or point derivatives. These measurements also confirm that the division of the grey level range into bins with fixed cardinality is preferable to the fixed length interval division. This experiment confirms that a signal dependent noise can be estimated with a high accuracy.

Ground Truth? In order to evaluate the performance of such a noise estimation algorithm in real images we need a ground truth to compare with. This ground truth can be obtained for a given camera by taking a sequence of images of the same pattern, after fixing the camera on a pedestal. All camera parameters remain unchanged for all photographs of the sequence, thus avoiding different exposure times or apertures. The temporal average and standard deviation of the whole sequence of images can therefore be computed without any further registration. The use of a piecewise constant image reduces the effect of small vibrations of the camera, see

|  | MAD | RMAD | MVPD | MVPD2 |
| :---: | :---: | :---: | :---: | :---: |
| $\bar{e}$ | 1.81 | 2.87 | 1.58 | 0.75 |
| $\operatorname{std}(\mathrm{e})$ | 1.14 | 2.59 | 1.06 | 0.61 |

a) Uniform gray division

|  | MAD | RMAD | MVPD | MVPD2 |
| :---: | :---: | :---: | :---: | :---: |
| $\bar{e}$ | 1.66 | 1.87 | 1.36 | 0.73 |
| $\operatorname{std}(\mathrm{e})$ | 1.04 | 1.17 | 0.90 | 0.35 |

b) Adaptive gray division

Table 9.3: A signal dependent noise with variance $8+2 u$ is added to 110 noise free images. The uniform and adaptive strategies for dividing the grey level range in a fixed number of 15 bins are compared. For each strategy, the following noise estimation methods in each bin are compared: median of absolute derivatives (MAD), robust median of absolute derivatives (RMAD), median of sample variance of patches $3 \times 3$ of the derivative image (MVPD) and 0.005 percentile of sample variance of patches $21 \times 21$ of the derivative image (MVPD2). Are displayed the average and standard deviation of the errors between the estimated and original noise curves for the 110 images.

Fig. 9.2. The noise in each channel is estimated independently. Each color range is divided adaptively into a fixed number of bins taking into account the color channel histogram. Inside each bin a percentile is used to estimate the standard deviation.

Fig. 9.3 displays the ground truth estimated curves with this strategy, both in RAW and JPEG format for two different ISO settings. The ground truth curves are compared with the ones estimated in the first image of the sequence by the proposed single image noise estimation algorithm. For the RAW case, the single image and ground truth estimated curves are nearly identical. Fig. 9.2 shows a lack of red in the RAW image of the calibration pattern, even if this pattern is actually gray. This effect is corrected by the white balance as observed in the JPEG image.

The ground truth noise curves estimated from the JPEG images do not agree at all with the classical noise model. This is due to the various image range nonlinear transformations applied by the camera hardware during the image formation, which modify the nature and standard deviation of the noise. The ground truth and single image estimated curves in the JPEG case have a similar shape but a different magnitude. The main new feature is that the interpolation and low pass filtering applied to the originally measured values have strongly altered the high frequency components of the noise. Thus, the noise statistics are no longer computable from a local patch of the image. The estimation of such a noise curve can only be accomplished by computing the temporal variance in a sequence of images of the same scene.

### 9.4.2 Multi-Image Noise Estimation

A temporal average requires the images of the sequence to be perfectly registered. Yet, this registration rises a serious technical objection: how to register globally the images of a burst?


Figure 9.2: Calibration pattern used for noise ground truth estimation. Left: raw image. Right: JPEG image. Even if the calibration pattern is nearly gray the raw image looks blue because the red is less present. This effect is corrected by the white balance applied by the camera image chain leading to the jpeg image.

Fortunately, there are several situations where the series of snapshots are indeed related to each other by a homography, and we shall explore these situations first. The homography assumption is actually valid in any of the following situations:

1. the only motion of the camera is an arbitrary rotation around its optical center;
2. the photographed objects share the same plane in the 3D scene;
3. the whole scene is far away from the camera.

The computation of an homography between a pair of images needs the accurate correspondence of at least four points in each image. Finding key points in images and matching them is a fundamental step for many computer vision and image processing applications. One of the most robust is the Scale Invariant Feature Transform (SIFT) [117], which we will use. Other possible methods allowing for large baselines are [127, 128, 137, 164, 133, 131], but we are here using images taken with only slight changes of view point.

Because wrong matches occur in the SIFT method, an accurate estimate of the dominant homography will require the elimination of outliers. The standard method to eliminate outliers is RANSAC (RANdom SAmple Consensus) [67]. However, it is efficient only when outliers are a small portion of the whole matching set. For this reason several variants have been proposed to improve the performance of outlier elimination, the principal being [166, 192, 170, 135, 129]. The main difference between our approach and the classic outlier elimination is the fact that we dispose of a whole sequence of images and not just of a pair. Instead of choosing a more elaborate version than RANSAC, we preferred to exploit the sequence redundancy in order to improve the registration stage.

The goal is to estimate a dominant homography for the whole set of images, which are typically a few dozens. Only matches which are common to the whole sequence must be kept. In other terms, the keypoints of the first image are kept only if they are matched with another keypoint in any other image of the sequence. This constraint eliminates most of the outliers (see Algorithm 1). In order to apply such a strategy, we assume that the images overlap
considerably. Recall that the purpose is not to make a mosaic or a panorama, but to estimate the noise curve and eventually to denoise the sequence.

A temporal average and standard deviation is computed for the registered sequence. The average values are used to build a histogram and to divide the grey level range adaptively. Inside each bin, the median value of the corresponding standard deviations is taken.

```
Algorithm 1: Hybrid Accumulation After Registration Algorithm
    Input Initial set of images \(I_{0}, I_{1}, \cdots, I_{n}\), obtained from a burst
    SIFT
```

    Apply the SIFT algorithm between to each pair \(\left(I_{0}, I_{j}\right), j=1, \cdots, n\). Call \(S_{j}\) the set of
    matches.
    Retain from \(S_{j}\) only the matches for which the matching key point in \(I_{0}\) has a match in all
    other images.
    
## RANSAC

Set number of agreed points, $m$, to 0 .
while the number of trials does not exceed $N$ do Pick up 4 random points from $S_{0}$ for (each $j>0$ ) do

Compute the homography using these 4 points and the corresponding ones in $S_{j}$ Add to $m$ the number of points in $S_{j}$ which agree with this homography up to the precision $p$.

## end for

If $m>$ maxim, then maxim $=m$ and save the set of agreed points in the whole sequence

## end while

Compute for each pair, the homography $H_{j}$ with the selected points.

## FUSION

Apply the homography $H_{j}$ to each image obtaining $\bar{I}_{j}, j=1, \cdots, n$.
Average the transformed images obtaining the mean $\mu(x, y)$. Compute also $\sigma(x, y)$, the temporal standard deviation.
Estimate the noise curve using $\sigma(x, y)$, getting $\sigma_{n}(u)$ the standard deviation associated to each color $u$.
Obtain the final estimate:

$$
(1-w(\mu, \sigma)) \mu(x, y)+w(\mu, \sigma) N L\left(I_{0}\right)(x, y),
$$

where $N L$ is the NL-means algorithm (Buades et al. [29]) and the function $w(\nu, \sigma)$ is defined by

$$
w(\nu, \sigma)=\left\{\begin{array}{cc}
0 & \text { if } \sigma<1.5 \sigma_{n}(\mu) \\
\frac{\sigma-1.5 \sigma_{n}(\mu)}{1.5 \sigma_{n}(\mu)} & \text { if } 1.5 \sigma_{n}(\mu)<\sigma<3 \sigma_{n}(\mu) \\
1 & \text { if } \sigma>3 \sigma_{n}(\mu)
\end{array}\right.
$$

Fig. 9.4 displays three frames from an image sequence with a rotating pattern and a fixed pedestal. The noise curves estimated from the first image with the single image algorithm
and those from the registered and averaged sequence are displayed in the same figure. The estimated curves in the raw image coincide if either of both strategies is applied. However, as previously observed these are quite different when we take into account the JPEG image.

Images taken with indoor lights often show fast variations of the contrast and brightness, like those in Fig. 9.5. This brightness must be rendered consistent through all the images, so that the standard deviation along time is due to the noise essentially and not to the changes of lights. For this reason, a joint histogram equalization must conservatively be applied before the noise estimation chain. The Midway equalization method proposed in [48, 47] is the ideal tool to do so, since it forces all images to adopt a joint midway histogram which is indeed a kind of barycenter of the histograms of all images in the burst. Fig. 9.5 illustrates the noise estimation after and before color equalization.

### 9.5 Average after Registration Denoising

The core idea of the average after registration (AAR) denoising method is that the various values at a cross-registered pixels obtained by a burst are i.i.d.. Thus, averaging the registered images amounts to averaging several realizations of these random variables. An easy calculation shows that this increases the SNR by a factor proportional to $\sqrt{n}$, where $n$ is the number of shots in the burst.

There is a strong argument in favor of denoising by simple averaging of the registered samples instead of block-matching strategies. If a fine non-periodic texture is present in an image, it is virtually indistinguishable from noise, and actually contains a flat spectrum part which has the same Fourier spectrum as the white noise. Such fine textures can be distinguished from noise only if several samples of the same texture are present in other frames and can be accurately registered. Now, state of the art denoising methods (e.g. BM3D) are based on nonlocal block matching, which is at risk to confound the repeated noise-like textures with real noise. A registration process which is far more global than block matching, using strong features elsewhere in the image, should permit a safer denoising by accumulation, provided the registration is sub-pixel accurate and the number of images sufficient.

A simple test illustrates this superior noise reduction and texture preservation on fine non periodic textures. A image was randomly translated by non integer shifts, and signal dependent noise was added to yield an image sequence of sixteen noisy images. Figure 9.6 shows the first image of the sequence and its denoised version obtained by accumulation after registration (AAR). The theoretical noise reduction factor with sixteen images is four. This factor is indeed reached by the accumulation process. Table 9.4 displays the mean square error between the original image and the denoised one by the different methods. Block based algorithms such as NLmeans [29] and BM3D [43], have a considerably larger error, even if their noise reduction could be theoretically superior due to their two dimensional averaging support. But fine details are lost in the local comparison of small image blocks.

As mentioned in the introduction, the registration by using the SIFT algorithm and computing a homography registration is by now a standard approach in the image fusion literature. The main difference of the proposed approach with anterior work is that the mentioned works do not account for registration errors. Yet, in general, the images of a 3D scene are not related by a homography, but by an epipolar geometry [89]. Even if the camera is well-calibrated, a 3D point-to-point correspondence is impossible to obtain without computing the depth of

|  | Barbara | Couple | Hill |
| :---: | :---: | :---: | :---: |
| noisy | 11.30 | 11.22 | 10.27 |
| NLM | 4.52 | 3.73 | 4.50 |
| BM3D | 4.33 | 3.39 | 3.90 |
| AR | $\mathbf{3 . 5 5}$ | $\mathbf{3 . 0 3}$ | $\mathbf{2 . 7 3}$ |

Table 9.4: Mean square error between the original image and the denoised one by the various considered methods applied on the noisy image sequences in Figure 9.6. The block based algorithms, NLmeans [29] and BM3D [43] have a considerably larger error, even if their noise reduction could be in theory superior, due to their two dimensional averaging support. AAR is close to the theoretical reduction factor four.
the 3D scene. However, as we mentioned, a camera held steadily in the hand theoretically produces images deduced from each other by a homography, the principal image motion being due to slight rotations of the camera. Nonetheless, we should not expect that a simple homography will be perfectly accurate everywhere in each pair, but only on a significant part. A coherent registration will be obtained by retaining only the SIFT matches that are common to the whole burst. Therefore the registration applies a joint RANSAC strategy, as exposed in Algorithm 1. This ensures that the same background objects are used in all images to compute the corresponding homographies.

The main new feature of the algorithm is this: The averaging is applied only at pixels where the observed standard deviation after registration is close to the one predicted by the estimated noise model. Thus, there is no risk whatsoever associated with $A A R$, because it only averages sets of samples whose variability is noise compatible.

At the other pixels, the conservative strategy is to apply a state of the art video denoising algorithm such as the spatiotemporal NL-means algorithm or BM3D. To obtain a smooth transition between the averaged pixels and the NL-means denoised pixels, a weighting function is used. This function is equal to 0 when the standard deviation of the current pixel is lower than 1.5 times the estimated noise standard deviation, and equal to 1 if it is larger than 3 times the estimated noise standard deviation. The weights are linearly interpolated between 1.5 and 3.

### 9.6 Discussion and Experimentation

We will compare the visual quality of restored images from real burst sequences. The focus is on JPEG images, which usually contain non white noise and color artifacts. As we illustrated in the previous sections, the variability of the color at a certain pixel cannot be estimated from a single image but from a whole sequence. We will compare the denoised images by using AAR as well as the classical block based denoising algorithms, NL-means. Fig. 9.7 shows the results obtained on three different bursts. Each experiment shows in turn: a) three images extracted from the burst, b) the burst average after registration performed at all points, followed by a mask of the image regions in which the temporal standard deviation
is significantly larger than the standard deviation predicted by the noise estimate. At all of these points a block based denoising estimate is used instead of the temporal mean. The final combined image, obtained by an hybridization of the average registration and NL-Means or BM 3 D , is the right image in each second row.

The first experimental data was provided by the company DxO Labs. It captures a rotating pattern with a fixed pedestal. In this case, the dominant homography is a rotation of the main circular pattern, which contains more SIFT points than the pedestal region. Since the proposed algorithm only finds a dominant homography, which is the rotation of the pattern, the simple average fails to denoise the region of the fixed pedestals and of the uniform background. As shown in the white parts of the mask, these regions are detected because they have an excessive temporal standard deviation. They are therefore treated by NL-means or BM3D in the final hybrid result. The whole pattern itself is restored by pure average after registration.

The second burst consists of two books, a newspaper and a moving mouse. Since the dominant homography is computed on still parts, the books and the background, the moving mouse is totally blurred by the averaging after registration, while the rest of the scene is correctly fused. As a consequence, AAR uses the average everywhere, except the part swept by the mouse.

The last burst is a sequence of photographs with short exposure time of a large painting taken in Musée d'Orsay, Martyrs chrétiens entrant l'amphithéâtre by Léon Bénouville. Making good photographs of paintings in the dim light of most museums is a good direct application for the proposed algorithm, since the images of the painting are related by a homography even with large changes of view point, the painting being flat. As a result, the average is everywhere favored by the hybrid scheme. Details on the restored images and comparison with BM3D are shown in Fig. 9.8-9.10. Dim light images are displayed after their color values have been stretched to [0, 255].


Figure 9.3: Ground truth and single image noise estimates for the RAW and JPEG images of Fig. 9.2. The estimated curve by the temporal average and standard deviation coincide with the one estimated from the first image by the proposed single image noise estimation algorithm. This is not the case for the JPEG images. The ground truth and single image estimated curves in the JPEG case have a similar shape but a different magnitude. The interpolation and low pass filtering applied to the original measured values have altered the high frequency components of the noise and have correlated its low frequencies. This means that the noise statistics are no longer computable from a local patch of the image. The estimation of a noise curve can only be accomplished by computing the temporal variance in a sequence of images of the same scene.


Figure 9.4: Three frames from an image sequence with a rotating pattern and a fixed pedestal both in RAW (top) and JPG (bottom). The estimated curves in the raw image coincide if either of both strategies is applied. However, as previously observed these are quite different when we take into account the JPEG image


Figure 9.5: Top: two frames of an image sequence with variations of brightness. Noise curve estimated by temporal average and standard deviation after registration. Bottom: the same two frames of the sequence after a joint histogram equalization [47] and estimated noise curves. The second estimation is correct. The first was not, because of the almost imperceptible lighting conditions.


Figure 9.6: Noise curve. From top to bottom: one of the simulated images by moving the image and adding Poisson noise, denoised by accumulation after registration and the noise curve obtained by the accumulation process using the sixteen images. The standard deviation of the noise (Y-axis) fits to the square root of the intensity (Xaxis).


Figure 9.7: In each double row: three images of a sequence in the first row. In the second row on the left the average after registration, in the middle the mask of points with a too large temporal standard deviation, and on the right the restored image by hybrid method. These experiments illustrate how the hybrid method detects and corrects the potential wrong registrations due to local errors in the global homography.


Figure 9.8: Detail from image in Fig. 9.7. From left to right: original image, NLmeans (BM3D gives a similar result) and hybrid AAR. The images may need to be zoomed in on a screen to compare details and textures. Compare the fine texture details in the trees and the noise in the sky.


Figure 9.9: Detail from image in Fig. 9.7. From left to right: original image, BM3D (considered the best state of the art video denoiser) and AAR. The images are displayed after their color values have been stretched to [0,255]. The images may need to be zoomed in on a screen to compare details and textures. Notice how large color spots due to the demosaicking and to JPEG have been corrected in the final result.


Figure 9.10: Detail from image in Fig. 9.7. From left to right: original image, BM3D (considered the best state of the art video denoiser) and AAR. Images are displayed after their color values have been stretched to [0, 255]. The images may need to be zoomed in on a screen to compare details and textures. Compare details on the face and on the wall texture.


Figure 9.11: Top: initial image of the burst containing six images. Bottom: details on the initial and hybrid AAR images.

## Chapter 10

## Conclusion and Perspectives

## Conclusion

This thesis has studied precision issues for two problems in stereo vision: lens distortion correction and correspondences between two images. Even though both problems are very fundamental, it seems that the precision aspect had not been extensively studied before.

The distortion correction is considered to have been solved since a long time. The literature shows a trend towards the automatic distortion correction from the information extracted from images without human intervention. But the precision of correction has always been considered enough for practical applications and has not been carefully measured. Traditionally, the distortion model is a part of the global camera calibration and is estimated together with the other camera internal/external parameters in a single minimization. As we have shown and explained, this kind of global camera calibration method suffers from error compensation. The extent of compensation depends on the distortion model and on the number of distortion parameters used in the global calibration. This drawback makes it difficult to use in practice. For 3 D reconstruction, the residual distortion error will make the reconstructed scene also distorted even if the other camera parameters are well calibrated.

Our conclusion, somewhat contrary to the current practice, is that the distortion correction must be separated from the camera calibration to avoid error compensations. The non-parametric pattern-based method proposed in Chapter 4 is the first attempt to correct distortion. The advantage of this method is that it can accept any distortion between the pattern and the photo without demanding an adapted distortion model. An ideal correction is possible only if the pattern is completely flat. But this is never true in practice. This nonflatness error of the pattern introduces a systematic error in the estimated distortion field. Since neither the estimation of the shape of the pattern nor the fabrication of a completely flat pattern is easy in practice, we recurred to the plumb-line based method. Compared to the fabrication of a completely flat pattern, we discovered that it was much easier to ensure the straightness of the strings. Traditionally, the plumb-line method must be used together with a distortion model. The correction performance depends on whether the distortion model is adapted to the underlying distortion. So it is better to use a model which can approximate and correct different types of distortion. This is in fact the concept of self-consistency and universality discussed in Chapter 5. The polynomial model shows more universality than the other models and is chosen to be integrated in the plumb-line method in Chapter 6 to correct
the distortion. We consider the polynomial model as a non-parametric model because it is just a general approximation to the distortion without any prior structure. With a "calibration harp" carefully built by the fishing strings of good quality in Chapter 6 , the plumb-line method can achieve a correction precision of about 0.02 pixels by the polynomial model of order 11.

The matching precision between two images is perhaps a more basic problem in image processing and computer vision. It is of particular interest for stereo vision when two images are taken in a wide baseline configuration. In contrast to the current research trend which tries to develop feature detectors invariant to geometric distortion, we were primarily interested in the matching precision. We took SIFT as the example to analyze and improve the matching precision. The extension to the other scale-invariant feature detectors can be envisaged. The burst denoising in Chapter 9 is one of the applications based on the precise image registration.

## Perspectives

The story of precision never comes to an end and there is still a lot to exploit in the future. Several research directions are possible:

Complete Camera Calibration The distortion correction is just one part of camera calibration. The final aim is to calibrate the whole camera system and reconstruct the 3D scene in high precision. By separating the distortion correction from the global camera calibration, we envisage that the calibration of the other camera parameters will be more reliable after correcting the distortion. Due to the lack of ground truth, we will use the cross-validation to verify the stability and precision of the estimated parameters. For the intrinsic parameters of the camera, we can study their variance in several tests which do not share the same images. For the position of the camera, a similar cross-validation can be performed by studying the positional variance of a common camera shared in several tests. Finally, the reconstructed 3D scene can also be cross-validated by registering several 3D point clouds reconstructed from images taken from different views. This precision specification is a preliminary step to perform 3D points merging. Then the 2D image-based stereo technique can be compared to the result produced by 3D laser scanner.

Fully Automatic Camera Self-Calibration Traditional camera calibration requires much manual work in fabricating patterns and taking images. In addition, the camera must be re-calibrated if its parameters (like zoom or focus) are changed. This is a big limitation for many real-time stereo applications, like automatic vehicle navigation or real-time stereo from video. Camera self-calibration is a technique which can calibrate the camera from several images automatically without any pattern. Even though this technique is very useful, it suffers from numerical instabilities and geometric degeneracy. Its precision is not yet at the same level as the calibration based on a pattern. The theory of self-calibration is all about pinhole cameras. So it is not easy to integrate non-linear lens distortion in it. Some iterative approach can be designed to first do self-calibration by ignoring the distortion, then to refine the calibration result by integrating the distortion model. But it is doubtful that it can work well in the presence of a large distortion. A more direct approach is to integrate the distortion into the self-calibration. Some efficient minimization algorithm is needed to solve
this non-linear problem. It is a completely open problem, but very promising because using a camera on video streams or on many photographs should give information redundant enough to attain a highly accurate calibration.

Non-Rigid Image Registration Classic multi-view geometry is established under the assumption that the scene is static. If the scene is deformable, the whole framework should be rewritten. For 3D deformable scene reconstruction, the non-rigid image registration is the cornerstone. The methods for non-rigid image registration can be classified into two categories: non-parametric optic flow based method and parametric feature-based methods. The general opinion is that the non-parametric optical flow method with an appropriate regularization is the best choice to do non-rigid registration. Feature-based parametric methods suffer from few matchings in some homogeneous regions of image. Nonetheless, it is still worth trying Lowe's SIFT algorithm [117] to register non-rigid images even if its performance is limited. The sparse stable matchings found by SIFT can be used to approximate a rough deformation field, either by non-parametric method just like in [80], or parametric model fitting by using polynomial model [81], radial basis function [142] or thin-plate spline [19]. By taking one image as reference, the other image can be transformed by the estimated deformation field. Then SIFT can be applied again to find more matchings to estimate a more precise deformation field. This process can be iterated until that the performance becomes stable.

Another way to do non-rigid registration is to invent a new version of SIFT algorithm which is more robust against the non-rigid deformation. Recently ASIFT [131] was invented to compare two images in a full affine invariant manner. ASIFT synthesizes new images by sampling in the affine transformation space by simulating six parameters of camera position. These images are again compared by the SIFT method to make the algorithm affine invariant. In case of non-rigid transformation, the question is how to sample the space of non-rigid transformations with an acceptable complexity. To answer this question, a study about the generic deformation model is required.

It is also possible to construct a more robust descriptor which is invariant under non-rigid deformation. The SIFT descriptor is one of the most successful descriptors based on the histogram of gradient information. It is an ordered 128 -vector which requires an accurate estimate of principal gradient orientations. But for non-rigid deformation, it does not help much to construct the descriptor along the principal gradient orientation, because the local transformation can be much more complicated than a rotation. A descriptor could be more efficiently constructed by the principal component analysis (PCA) of the local image patch. MSER (Maximally Stable Extremal Regions) [96] gives an idea about how to determine the size or the shape of the patch.

## Appendix A

## Appendix

## A. 1 Cross Products

The $3 \times 3$ skew-symmetric (anti-symmetric) matrix are very useful in multi-view geometry. If $\mathbf{a}=\left(a_{1}, a_{2}, a_{3}\right)^{T}$ is a 3 -vector, then the corresponding skew-symmetric matrix is defined as follows:

$$
[\mathbf{a}]_{\times}=\left(\begin{array}{ccc}
0 & -a_{3} & a_{2}  \tag{A.1}\\
a_{3} & 0 & -a_{1} \\
-a_{2} & a_{1} & 0
\end{array}\right)
$$

The matrix $[\mathbf{a}]_{\times}$is singular, and $\mathbf{a}$ is its null-vector(right and left). The cross product is related to skew-symmetric matrix by:

$$
\begin{equation*}
\mathbf{a} \times \mathbf{b}=[\mathbf{a}]_{\times} \mathbf{b}=\left(\mathbf{a}^{T}[\mathbf{b}]_{\times}\right)^{T} . \tag{A.2}
\end{equation*}
$$

If $\mathbf{M}$ is any $3 \times 3$ matrix (invertible or not), and $\mathbf{x}$ and $\mathbf{y}$ are column vectors, then

$$
\begin{equation*}
(\mathbf{M x}) \times(\mathbf{M y})=\mathbf{M}^{*}(\mathbf{x} \times \mathbf{y}) \tag{A.3}
\end{equation*}
$$

with $\mathbf{M}^{*}$ the matrix of cofactors of $\mathbf{M}$, satisfying $\mathbf{M}^{*} \mathbf{M}=\operatorname{det}(\mathbf{M})$. This equation car be written as:

$$
\begin{equation*}
[\mathbf{M x}]_{\times} \mathbf{M}=\mathbf{M}^{*}[\mathbf{x}]_{\times} . \tag{A.4}
\end{equation*}
$$

Furthermore, for any vector $\mathbf{t}$ and non-singular matrix $\mathbf{M}$, one has:

$$
\begin{equation*}
[\mathbf{t}]_{\times} \mathbf{M}=\mathbf{M}^{*}\left[\mathbf{M}^{-1} \mathbf{t}\right]_{\times}=\mathbf{M}^{-T}\left[\mathbf{M}^{-1} \mathbf{t}\right]_{\times} . \tag{A.5}
\end{equation*}
$$

The cross product has the important property:

$$
(\mathbf{a} \times \mathbf{b})^{T} \mathbf{c}=\left|\begin{array}{lll}
\mathbf{a} & \mathbf{b} & \mathbf{c} \tag{A.6}
\end{array}\right|,
$$

(determinant of the matrix composed of the vectors as columns). This is actually the definition of the cross product as the function

$$
\mathbf{c} \rightarrow \varphi(\mathbf{c})=\left|\begin{array}{lll}
\mathbf{a} & \mathbf{b} & \mathbf{c} \tag{A.7}
\end{array}\right|
$$

is a linear form, which can be expressed as a scalar product with a fixed vector, namely $\mathbf{a} \times \mathbf{b}$.

## A. 2 Singular Value Decomposition (SVD)

The SVD is a very useful decomposition of a matrix generalizing the diagonalization of a symmetric matrix in an orthonormal frame, but valid for any matrix, even rectangular ones.

First, consider a symmetric matrix $\mathbf{A}$. The quadratic form

$$
\begin{equation*}
\mathbf{x} \rightarrow \frac{1}{2} \mathbf{x}^{T} \mathbf{A} \mathbf{x} \tag{A.8}
\end{equation*}
$$

is continuous and reaches its maximum when restricted on the sphere $\mathbf{x}^{T} \mathbf{x}=1$. The Lagrangian of this optimization problem can be written:

$$
\begin{equation*}
L(\mathbf{x}, \lambda)=\frac{1}{2} \mathbf{x}^{T} \mathbf{A} \mathbf{x}-\lambda\left(\mathbf{x}^{T} \mathbf{x}-1\right) \tag{A.9}
\end{equation*}
$$

and has all partial derivatives 0 when reaching the maximum at unit vector $\mathbf{x}_{1}$. Thus we get

$$
\begin{equation*}
\mathbf{A} \mathbf{x}_{1}=\lambda \mathbf{x}_{1} \tag{A.10}
\end{equation*}
$$

meaning $\mathbf{x}_{1}$ is an eigenvector of $A$.
Now if $\mathbf{x}_{1}^{T} \mathbf{y}=0$, we have

$$
\begin{equation*}
\mathbf{x}_{1}^{T}(\mathbf{A} \mathbf{y})=\left(\mathbf{A} \mathbf{x}_{1}\right)^{T} \mathbf{y}=\lambda \mathbf{x}_{1}^{T} \mathbf{y}=0 \tag{A.11}
\end{equation*}
$$

the first equality using the symmetry of $\mathbf{A}$. This shows that the subspace orthogonal to $\mathbf{x}_{1}$ is globally preserved by $\mathbf{A}$ and an easy recursion argument shows that we can get an orthonormal basis of eigenvectors of $\mathbf{A}$.

If $\mathbf{B}$ is an $m \times n$ matrix with $m \geq n, \mathbf{A}=\mathbf{B}^{T} \mathbf{B}$ is symmetric and can be written

$$
\mathbf{A}=\mathbf{V}\left(\begin{array}{lll}
s_{1} & &  \tag{A.12}\\
& \ddots & \\
& & s_{n}
\end{array}\right) \mathbf{V}^{T}
$$

with $\mathbf{V}$ an $n \times n$ orthonormal matrix and all diagonal terms are positive since $\mathbf{A}$ is positive. Define $\mathbf{U}_{i}=\mathbf{B} V_{i} /\left\|\mathbf{B} V_{i}\right\|$ for all $i$ such that $\mathbf{B V}_{i} \neq 0$. For two indices $i, j$, we have

$$
\begin{equation*}
\left(\mathbf{B} \mathbf{V}_{i}\right)^{T}\left(\mathbf{B} \mathbf{V}_{j}\right)=\mathbf{V}_{i}^{T} \mathbf{A} \mathbf{V}_{j}=s_{j} \mathbf{V}_{i}^{T} \mathbf{V}_{j}=s_{j} \delta_{i j} \tag{A.13}
\end{equation*}
$$

So the $\mathbf{U}_{\mathbf{i}}$ form an orthonormal family, which can be completed to get $n$ orthonormal vectors of $\mathbb{R}^{m}$ if necessary, as $m \geq n$. Then we have

$$
\mathbf{B}=\mathbf{U}\left(\begin{array}{ccc}
\sqrt{s_{1}} & &  \tag{A.14}\\
& \ddots & \\
& & \sqrt{s_{n}}
\end{array}\right) \mathbf{V}^{T}
$$

since the two sides have the same images when applied to the basis $\mathbf{V}_{i}$. Indeed, calling $\mathbf{C}$ the right hand side of (A.14), on the one hand we have

$$
\begin{equation*}
\mathbf{C} \mathbf{V}_{i}=\sqrt{s_{i}} \mathbf{U}_{i} \tag{A.15}
\end{equation*}
$$

On the other hand,

$$
\begin{equation*}
\left\|\mathbf{B V}_{i}\right\|^{2}=\mathbf{V}_{i}^{T} \mathbf{A} \mathbf{V}_{i}=s_{i} \tag{A.16}
\end{equation*}
$$

Therefore, if $s_{i}=0$, we have $\mathbf{C V}_{i}=0=\mathbf{B V}_{i}$. If $s_{i} \neq 0$, we have

$$
\begin{equation*}
\mathbf{C V}_{i}=\sqrt{s_{i}} \frac{\mathbf{B V}_{i}}{\left\|\mathbf{B V}_{i}\right\|}=\mathbf{B V}_{i} \tag{A.17}
\end{equation*}
$$

This proves that $\mathbf{B}=\mathbf{C}$.
Equation (A.14) is called the SVD of $\mathbf{B} . U$ is an $m \times n$ matrix with orthonormal columns, $V$ is an $n \times n$ rotation matrix and the $\sqrt{s_{i}}$ are called the singular values of $B$.

Exercice 1 Show that the dimension of the kernel of $\mathbf{B}$ is the number of $s_{i}$ that are 0 and that a basis of the kernel is formed by the corresponding $\mathbf{V}_{i}$.

## A. 3 Levenberg-Marquardt Algorithm

Suppose a function $\mathbf{X}=\mathbf{f}(\mathbf{P})$ where $\mathbf{X}$ is a measurement vector and $\mathbf{P}$ is a parameter vector in $\mathbb{R}^{N}$ and $\mathbb{R}^{M}$ respectively. We want to find the vector $\hat{\mathbf{P}}$ satisfying $\mathbf{X}=\mathbf{f}(\hat{\mathbf{P}})-\epsilon$ for which $\epsilon$ is minimized. If $\mathbf{f}$ is a linear function, this problem is a linear least-square problem. If $\mathbf{f}$ is not linear, we can start with an initial estimated value $\mathbf{P}_{0}$ and proceed to refine the estimate under the assumption that the function $\mathbf{f}$ is locally linear. Let $\epsilon_{0}=\mathbf{f}\left(\mathbf{P}_{0}\right)-\mathbf{X}$. We assume that the function $\mathbf{f}$ is approximated by the Jacobian matrix $\mathbf{J}=\frac{\partial \mathbf{f}}{\partial \mathbf{P}}$. We want to find an update step $\boldsymbol{\Delta}$ to $\mathbf{P}_{0}$ such that with the updated parameter vector $\mathbf{P}_{1}=\mathbf{P}_{0}+\boldsymbol{\Delta}$, $\mathbf{f}\left(\mathbf{P}_{1}\right)-\mathbf{X}=\mathbf{f}\left(\mathbf{P}_{0}\right)+\mathbf{J} \boldsymbol{\Delta}-\mathbf{X}=\epsilon_{0}+\mathbf{J} \boldsymbol{\Delta}$. This problem is in fact to minimize $\left\|\epsilon_{0}+\mathbf{J} \boldsymbol{\Delta}\right\|$ over $\boldsymbol{\Delta}$, which is a linear minimization problem. The vector $\boldsymbol{\Delta}$ is solution to the normal equation:

$$
\begin{equation*}
\mathbf{J}^{T} \mathbf{J} \boldsymbol{\Delta}=-\mathbf{J}^{T} \epsilon_{0} \tag{A.18}
\end{equation*}
$$

This normal equation is in fact used in the Gauss-Newton algorithm. In the LevenbergMarquardt algorithm, this normal equation is replaced by the augmented normal equations:

$$
\begin{equation*}
\left(\mathbf{J}^{T} \mathbf{J}+\lambda \operatorname{diag}\left(\mathbf{J}^{T} \mathbf{J}\right)\right) \boldsymbol{\Delta}=-\mathbf{J}^{T} \epsilon \tag{A.19}
\end{equation*}
$$

for some value of $\lambda$ that varies from iteration to iteration and diag is an operator replacing non-diagonal elements of its argument by 0 . A typical initial value of $\lambda$ is $10^{-3}$.

If the values of $\boldsymbol{\Delta}$ obtained by solving the augmented normal equations leads to a reduction in the error, then the increment is accepted and $\lambda$ is divided by a factor (typically 10) before the next iteration. On the other hand if the value leads to an increased error, then $\lambda$ is multiplied by the same factor and the augmented normal equations are solved again, this process continuing until a value of $\boldsymbol{\Delta}$ is found that gives rise to a decreased error. This process of repeatedly solving the augmented normal equations for different values of $\lambda$ until an acceptable $\boldsymbol{\Delta}$ is found constitutes one iteration of the LM algorithm. When $\lambda$ is small, the method is essentially the same as a Gauss-Newton iteration; on the other hand when $\lambda$ is large, $\boldsymbol{\Delta}$ approaches the value given by the gradient descent. Thus the LM algorithm moves seamlessly between a Gauss-Newton iteration, which will cause rapid convergence in the neighborhood of the solution, and a gradient descent approach, which will guarantee a
decrease in the cost function when the progress is difficult. Indeed, when $\lambda$ becomes larger and larger, the length of the increment step $\boldsymbol{\Delta}$ decreases and eventually leads to a decrease of the cost function.

In practice, the LM algorithm is completely specified by setting the initial value of $\lambda$ to $10^{-3}$ and by setting the division or multiplication factor of $\lambda$ in each iteration to be 10 .
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[^0]:    ${ }^{1}$ The ruler method consists in measuring the non-flatness of the pattern by a ruler and a A4 paper sheet. One A4 paper sheet is put on the pattern with a rigid ruler pushed on it. If the non-flatness of the pattern is less than the thickness of one A4 paper sheet, the paper cannot be dragged from the bottom of the ruler. In our test, the A4 paper sheet can be easily dragged out in some areas of the pattern. This means that the mirror is not flat. The thickness of 500 pieces of paper is about 5.65 cm . So one A4 paper sheet is about 100 $\mu \mathrm{m}$, which is the magnitude of non-flatness of the pattern.

[^1]:    ${ }^{2}$ Both the circular feature pattern and the textured pattern are printed and pasted on the flat mirror. But nothing can ensure that the two mirrors have exactly the same shape and the imperfection introduced in the printing and gluing is the same for two patterns.

[^2]:    ${ }^{1}$ Assume a camera CCD covers a $60^{\circ}$ field of view and has $0.1^{\circ}$ orientation error. For a low resolution camera $512 \times 512$ pixels $C C D$, the $0.1^{\circ}$ orientation error corresponds to 0.85 pixels in image, while for a high resolution camera with a $1280 \times 1280$ pixels CCD, the error becomes 2.13 pixels.

[^3]:    ${ }^{2} 10$ micron flatness is needed to achieve the precision 0.01 pixels.
    ${ }^{3}$ Self-consistency is evaluated by the residual error when distortion generated with a certain model is corrected (using the model in reverse way) by the best parameters for the same model. Analogously, universality is measured by the residual error when a model is used to correct distortions generated by a family of other models. A model is self-consistent and universal if it can approximate any other model and the inverse of any other model, including itself, with precision on the order of 0.01 pixels.

[^4]:    ${ }^{1}$ Du Huynh's version: http://www.csse.uwa.edu.au/~du/Software/rectification/
    ${ }^{2}$ Code available at: http://profs.sci.univr.it/~fusiello/demo/rect/.
    ${ }^{3}$ Only the first three example in Table 7.1 are tested by Mallon et al.'s since the code is not available.

